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Abstract

For all 2 ≤ n ∈ N, the four vertices
(
0
0

)
,
(
n
0

)
,
(
2n
n

)
,
(
n
n

)
of the Pascal Triangle expanded from level 0 to

level 2ndefine the greatest embedded rhomboid sub-block denotedn-GRSB in this paper. Then-GRSB
is canonically partitioned into two triangular sub-blocksG andg, with respective vertex sets

{(
0
0

)
,
(
n
0

)
,
(
n
n

)}

and
{(

n+1
1

)
,
(
2n
n

)
,
(
n+1

n

)}
. TheG-sub-block (resp.g-sub-block) has twelve distinct triangular matrices arrange-

ments, numbered from 1 to 12 and designated hereG-matrix set (resp.g-matrix set): three northeast, three
northwest, three southwest and three distinct triangular southeast arrangements. So we defined thirty-six
matrix forms of then-GRSB encompassing the set of the sums of pair-wise complementaryG- and g-
matrices. We refer to the thirty-six as full Pascal matrices (FP-matrices). We then identify and present the
invariant groups underlying two significant partitions of the FP-matrix set. The insight gained from a previ-
ous study of the twelve G-matrices led us to derive the 36 full matrix forms presented in this paper.Several
papers in the literature have dealt with some matrix forms of the Pascal Triangle. Only two of these are so
far encountered in the literature. Our work is the first to focus on the hitherto little-known 36 full matrix
forms as mathematical objects in their own right. As novelty, this paper presents, for the first time, the set
of the thirty-six Pascal full matrices. This work focuses on a systematic study of matrix forms derived from
the Pascal Triangle, on the individual properties of these forms, their applications, and on the groups of
transformations that structure their relations.

Keywords: Pascal matrix, bipartition, circulant matrix, transformation matrix, symmetry transformation.

Introduction

The G-matrix set, presented in [1], embraces the twelve possible triangular matrixarrangementsof the
Pascal Triangle expanded to leveln, (2 ≤ n ∈ N). This study presents thirty-six full matrix arrangements
(referred to as FP-matrices) of the so-calledn-greatest rhomboid sub-block extracted from the Pascal Tri-
angle expanded to level 2n,(2 ≤ n ∈ N). Only two of such matrix forms have hitherto been encountered in
the literature [2, 3, 4, 5, 6].

In this paper, every FP-matrix is defined as the sum of a G-matrix and one of three complementary small g-
matrices. The latter are the twelve possible triangular matrix arrangements of the sub-block of then-greatest
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rhomboid comprising then(n+ 1)/2 entries from levelsn+ 1 to 2n (see Figure 1 forn ∈ {3, 4}). Areas of
application of the FP-matrices and the G-matrices include combinatorics, numerical analysis, cryptography,
linear algebra, and computational geometry [7, 8, 9, 10, 11,12, 13, 14, 15, 16, 17].

The four so-called circulantΘ-compositions (Θ1 = αγδβ, Θ2 = βαγδ, Θ3 = δβαγ andΘ4 = γδβα) help to
structure the derivation of the 36 FP-matrix set and induce apartition of the latter into three twelve-vertex
orbits. EveryΘ-composition is a 3-cycle rotation of matrix entries about the two centers of gravity of the
complementary sub-blocks of one of four triangular bipartition of a square matrix. Given an appropriate
complementary G- and g-matrix pair and the associatedΘk(k = 1, · · · ,4), the procedure is the parallel
unfolding of the action of (Θk)3 on G and g in terms of its twelve constituent circulant factors, applied from
right to left. All resulting intermediate matrix pairs are exhibited. The sum of respective pairs in that order
yields one of the three induced twelve-vertex orbits of the FP-matrix.

Four six-order invariant groups generated, for example, byparing theΘ compositions with square matrix
reflections in the main-diagonal (T4) and in the anti-diagonal (T6) account for eight six-vertex partition
of the FP-matrix set. Associated group generator pairs are〈T6,Θ1〉, 〈T4,Θ2〉, 〈T6,Θ3〉 and〈T4,Θ4〉. The
concluding section presents their actions along with the associated orbits.

The paper is organized as follows. Section 1 defines the four triangular bipartitions of any square matrix
and recalls the definition of the G-matrix set presented in [1]. Section 2 presents the so-calledn-greatest
rhomboid sub-block extracted from the Pascal Triangle and defines the g-matrix set. Section 3 is devoted
to the construction of the FP-matrix set. The generic definitions of the thirty-six are organized into a
grand table divided into four segments comprising nine FP-matrices of the same triangular bipartition. The
entries of each segment are derived from the Cartesian product of corresponding rows of the tables of
generic definitions of the G- and g-matrix sets. Section 4 relates the vertex orbits ofGn andG̃n to the three
vertex orbits ofFn under the action of theΘ-compositions. The conclusion of the section considers the
special case ofn = 1, corresponding to the cases of the 2×2 G- and FP-matrix sets. It turns out that, under
Z/2Z algebra,G1 = F1 and the two sets are simple copies of the four-element Langlet geniton matrix set.
Section 5 presents four six-order dihedral groups of transformations that provide an alternate three-orbit
structuring of the FP-matrix set.

1. Preliminaries

We begin by defining the four triangular bipartitions of any square matrixA and then recall the generic
definition of each of the twelve G-matrices presented in [1].In the absence of explicit mention, matrix
subscriptsi and j are assumed to run from 0 ton.

1.1. The four triangular bipartitions of a square matrix

In the definitions that follow,A stands for any (n+ 1)× (n+ 1) matrix.

Definition 1. TheNorth-East/south-west triangular bipartition of A.

[
ANE

]
i j
=

{
[A] i j if i ≤ j
0 if i > j

and [Asw] i j =

{
[A] i j if i > j
0 if i ≤ j

The two matrices ANE and Asw together define theNorth-East/south-west triangular bipartition of A.
For short, we write A= ANE + Asw ≡ ANE/sw.
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Definition 2. TheSouth-West/north-east triangular bipartition of A.

[
AS W

]
i j
=

{
[A] i j if i ≥ j
0 if i < j

and [Ane] i j =

{
[A] i j if i < j
0 if i ≥ j

The two matrices AS W and Ane together define theSouth-West/north-east triangular bipartition of A.
For short, we write A= AS W+ Ane ≡ AS W/ne.

Definition 3. TheNorth-West/south-east triangular bipartition of A.

[
ANW

]
i j
=

{
[A] i j if i + j ≤ n
0 if i + j > n

and [Ase] i j =

{
[A] i j if i + j > n
0 if i + j ≤ n

The two matrices ANW and Ase together define theNorth-West/south-east triangular bipartition of A.
For short, we write A= ANW + Ase≡ ANW/se.

Definition 4. TheSouth-East/north-west triangular bipartition of A.

[
AS E

]
i j
=

{
[A] i j if i + j ≥ n
0 if i + j < n

and [Anw] i j =

{
[A] i j if i + j < n
0 if i + j ≥ n

The two matrices AS E and Anw together define theSouth-East/north-west triangular bipartition of A.
For short, we write A= AS E+ Anw ≡ AS E/nw.

Notice that the triangular matricesANE andAS W (resp.ANW andAS E) contain the main-diagonal (resp. anti-
diagonal) entry positions. They are referred to as major triangular sub-blocks ofA. The corresponding
complementary matricesAsw andAne (resp.Ase andAnw) are referred to as the minor triangular sub-blocks
of A as defined in [1] and depicted in Figure SM1 of the Appendix to this paper.
TheNW/seand theS E/nwbipartitions highlight four types of matrix triangularityrarely encountered in the
literature on triangular decomposition of matrices. We refer to the four as non-classical triangular matrix
forms and define them as follows.

Definition 5. Non-classical triangular matrix forms.
A is north-west major (NW) triangular⇐⇒ [A] i j = 0 whenever i+ j > n.
A is north-west minor (nw) triangular⇐⇒ [A] i j = 0 whenever i+ j ≥ n.
A is south-east major (SE) triangular⇐⇒ [A] i j = 0 whenever i+ j < n.
A is south-east minor (se) triangular⇐⇒ [A] i j = 0 whenever i+ j ≤ n.

To be complete, we recall the formal characterization of thefour classical triangular matrix forms.

Definition 6. Classic triangular matrix forms.
A is major north-east (NE) triangular⇐⇒ [A] i j = 0 whenever i> j.
A is minor north-east (ne) triangular⇐⇒ [A] i j = 0 whenever i≥ j.
A is major south-west (SW) triangular⇐⇒ [A] i j = 0 whenever i< j.
A is minor south-west (sw) triangular⇐⇒ [A] i j = 0 whenever i≤ j.

The eight triangular matrix forms highlighted above underlie our procedure for constructing the thirty-six
FP-matrices from the so-calledn-greatest rhomboid carved from the Pascal Triangle expanded to level
2n, (n ≥ 2). This facilitate the understanding of the organization of the 12 matrices as shown in the next
section.
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1.2. The twelve G-matrices

In the sequel, we shall denote the twelve G-matrix set byGn and individual members byGk,n wherek ∈ I =
{1, . . . , 12}. Table 1 presents the generic definitions of the twelve organized into rows according to the four
major triangular forms of Definitions 5 and 6. By construction, the mappingΨ of Eq. 1 below

I
Ψ
−→ Gn : Ψ(k) = Gk,n (1)

determines a natural bijection betweenI andGn. So, any partition ofI in turn induces a corresponding
partition onGn and vice-versa.

The row partition of the G-matrix set in Table 1 corresponds to the (mod 4)-classes ofI. Thus, the four
three-order setsGn

NE, Gn
S E, Gn

S W andGn
NW constitute a partition ofGn just as the four three-order sets

INE, IS E, IS W andINW constitute a partition ofI. It turns out that threading the three columns of Table 1
from left to right yields a twelve-vertex orbit under the composition of the circulant transformations.

North-East G-matrices:Gn
NE
=

{
G1,n, G5,n, G9,n

}
; INE = {1, 5, 9} = {1+ 4k|k = 0, 1, 2}

[
G1,n

]
i j =



(
j
i

)
if j ≥ i,

0 if j < i.

[
G5,n

]
i j =



(
n−i
n− j

)
if j ≥ i,

0 if j < i.

[
G9,n

]
i j =



(
n+i− j

i

)
if j ≥ i,

0 if j < i.

South-East G-matrices:Gn
S E
=

{
G2,n, G6,n, G10,n

}
; IS E = {2, 6, 10} = {2+ 4k|k = 0, 1, 2}

[
G2,n

]
i j =



(
j

n−i

)
if i + j ≥ n,

0 if i + j < n.

[
G6,n

]
i j =



(
2n−i− j

n− j

)
if i + j ≥ n,

0 if i + j < n.

[
G10,n

]
i j =



(
i

n− j

)
if i + j ≥ n,

0 if i + j < n.

South-West G-matrices:Gn
S W
=

{
G3,n, G7,n, G11,n

}
; IS W= {3, 7, 11} = {3+ 4k|k = 0, 1, 2}

[
G3,n

]
i j =



(
n+ j−i

j

)
if i ≥ j,

0 if i < j.

[
G7,n

]
i j =



(
n− j
n−i

)
if i ≥ j,

0 if i < j.

[
G11,n

]
i j =



(
i
j

)
if i ≥ j,

0 if i < j.

North-West G-matrices:Gn
NW
=

{
G4,n, G8,n, G12,n

}
; IS W= {4, 8, 12} = {4+ 4k|k = 0, 1, 2}

[
G4,n

]
i j =



(
n−i

j

)
if i + j ≤ n,

0 if i + j > n.

[
G8,n

]
i j =



(
n− j

i

)
if i + j ≤ n,

0 if i + j > n.

[
G12,n

]
i j =



(
i+ j
i

)
if i + j ≤ n,

0 if i + j > n.

Table 1: The G-matrix setGn: generic definition of members by triangular type (0≤ i, j ≤ n).

2. The g-matrix setG̃n

We first define the so-calledn-greatest rhomboid sub-block of the Pascal Triangle: then-GRSB. In [18],
Michael Zaus refers to this as Pascal’s square (pp. 40-42, fig. 3.4.3; pp. 93-94) in its binary form. In [17]
and [19], Cooper et al. call it Pascal parallelogram (cf. Fig.1).

Definition 7. (The n-GRSB)
Consider the Pascal Triangle expanded to level2n (n> 1). The n-greatest rhomboid sub-block is the rhom-
boid whose vertices are the four binomial entries

(
0
0

)
,
(
n
0

)
,
(
n
n

)
and

(
2n
n

)
. The entries from

(
n
0

)
to

(
n
n

)
define the

horizontal diagonal of the n-GRSB and those from
(
0
0

)
to

(
2n
n

)
the vertical diagonal.
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By way of illustration, Figure 1 presents 3-GRSB and 4-GRSB where the latter is a straightforward ex-
tenstion of the former. As can be seen, for alln > 1, the associatedn-GRSB in general comprises two
triangular sub-blocks:

- anmajor upper sub-block U0n delimited by the level-0 entry
(
0
0

)
and the two level-n entries

(
n
0

)
and

(
n
n

)
,

- a minor lower sub-block Ln+1
2n delimited by the two level-(n+ 1) entries

(
n+1

n

)
and

(
n+1

1

)
and the single

level-2n entry
(
2n
n

)
.

It takes little to see that the (n+ 1)× (n+ 1) G-matrices presented in section 1 are just the twelve possible
triangular matrix arrangements of the major upper sub-block U0

n. Each of the twelve arrangements preserves
the inherent Pascal recursion. Analogous arrangements of the minor lower sub-blockLn+1

2n yield the g-matrix
set (to be read assmall g-matrix set) G̃n defined hereafter.

(
0
0

)
(
1
0

) (
1
1

)
(
2
0

) (
2
1

) (
2
2

)
(
3
0

) (
3
1

) (
3
2

) (
3
3

)
(
4
1

) (
4
2

) (
4
3

)
(
5
2

) (
5
3

)
(
6
3

)

(
0
0

)
(
1
0

) (
1
1

)
(
2
0

) (
2
1

) (
2
2

)
(
3
0

) (
3
1

) (
3
2

) (
3
3

)
(
4
0

) (
4
1

) (
4
2

) (
4
3

) (
4
4

)
(
5
1

) (
5
2

) (
5
3

) (
5
4

)
(
6
2

) (
6
3

) (
6
4

)
(
7
3

) (
7
4

)
(
8
4

)

The 3-GRSB The 4-GRSB

Figure 1: Two consecutive greatest rhomboid sub-blocks (n = 3 and 4).

As with the G-matrices, generic entries of the twelve (n+ 1)× (n+ 1) g-matrices iñGn are defined in terms
of their row and column subscriptsi and j where 0≤ i, j ≤ n ∈ N and numbered from 1 to 12. Thus,
G̃n = {gk,n|k = 1, . . . , 12}. If we replaceGn by G̃n in Eq. 1, we transform the mappingΨ into a natural
bijection betweenI and G̃n. Hence any partition ofI in turn induces a corresponding partition oñGn

and vice-versa. Table 2 presents the generic definitions of the twelves g-matrices on four rows. The three
matrices of the same row are of the same triangular form.
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South-west triangular g-matrices:̃Gsw
n =

{
g1,n, g5,n, g9,n

}
; Isw = {1, 5, 9} = {1+ 4k|k = 0, 1, 2}

[
g1,n

]
i j =


0 if i ≤ j,(
n+1+ j

i

)
if i > j.

[
g5,n

]
i j =


0 if i ≤ j,(
2n+1−i

n− j

)
if i > j.

[
g9,n

]
i j =


0 if i ≤ j,(
n+i− j

i

)
if i > j.

North-west triangular g-matrices:̃Gnw
n =

{
g2,n, g6,n, g10,n

}
; Inw = {2, 6, 10} = {2+ 4k|k = 0, 1, 2}

[
g2,n

]
i j =


0 if i + j ≥ n,(
n+1+ j

n−i

)
if i + j < n.

[
g6,n

]
i j =


0 if i + j ≥ n,(
2n−i− j

n− j

)
if i + j < n.

[
g10,n

]
i j =


0 if i + j ≥ n,(
n+1+i
n− j

)
if i + j < n.

North-east triangular g-matrices:̃Gne
n =

{
g3,n, g7,n, g11,n

}
; Ine = {3, 7, 11} {3+ 4k|k = 0, 1, 2}

[
g3,n

]
i j =


0 if i ≥ j,(
n−i+ j

j

)
if i < j.

[
g7,n

]
i j =


0 if i ≥ j,(
2n+1− j

n−i

)
if i < j.

[
g11,n

]
i j =


0 if i ≥ j,(
n+1+i

j

)
if i < j.

South-east triangular g-matrices:̃Gse
n =

{
g4,n, g8,n, g12,n

}
; Ise= {4, 8, 12} = {4+ 4k|k = 0, 1, 2}

[
g4,n

]
i j =


0 if i + j ≤ n,(
2n+1−i

j

)
if i + j > n.

[
g8,n

]
i j =


0 if i + j ≤ n,(
2n+1− j

i

)
if i + j > n.

[
g12,n

]
i j =


0 if i + j ≤ n,(
i+ j
i

)
if i + j > n.

Table 2: The g-matrix set̃Gn: generic definition of members by triangular type (0≤ i, j ≤ n).

It is clear from Table 2 that̃Gne
n , G̃

se
n , G̃

sw
n andG̃nw

n are disjoint. Moreover,

G̃n = G̃
ne
n ∪ G̃

se
n ∪ G̃

sw
n ∪ G̃

nw
n ,

∣∣∣∣G̃ne
n

∣∣∣∣ =
∣∣∣∣G̃se

n

∣∣∣∣ =
∣∣∣∣G̃sw

n

∣∣∣∣ =
∣∣∣∣G̃nw

n

∣∣∣∣ = 3, I = Ine∪ Ise∪ Isw∪ Inw,

and|Ik| = 3 for all k ∈ {ne, se, sw, nw}.
Table SM1, in Appendix, presents the twelve 4×4 g-matrix set (n = 3). As can be seen, the twelve non-zero
sub-blocks are just matrix arrangements of the minor lower sub-blockL4

6 of 3-GRSB. The stage is now set
for constructing the thirty-six (n+ 1)× (n+ 1) FP-matrices (2≤ n ∈ N).

3. The thirty-six FP-matrices: construction and generic definitions

For the subsequent development, we need the following definition.

Definition 8. {G, g}-matrix pairing bijection S

S : I × I −→ Gn × G̃n with (p, q) ∈ I2 S
7−→ (Gp,n, gq,n). (2)

In general, the non-zero triangular sub-blocks ofGp,n andgq,n overlap. So, in general, the couple{Gp,n, gq,n}

is non-complementary. Inspection of Tables 1 and 2 shows that the condition for complementarity is cap-
tured by the

Theorem 3.1. (Complementarity condition)
Let (p, q) ∈ I2. Gp,n and gq,n are complementary⇐⇒ p ≡ q (mod 4).

Corolary 3.1. If Gp, n and gq,n are complementary then so are Gq,n and gp,n.

Of the 144 ordered couples inI2 only exactly 36 verify the complementarity condition, namely those of the
four Cartesian products in the set henceforward denotedB and defined as follows
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Definition 9. Definition ofB

B = {NE/sw, S E/nw, S W/ne, NW/se} where (3)

NE/sw≡ INE × Isw = I
2
NE = I

2
sw = {1, 5, 9}

2 , (4)

S E/nw≡ IS E× Inw = I
2
S E = I

2
nw = {2, 6, 10}2 , (5)

S W/ne≡ IS W× Ine = I
2
S W= I

2
ne = {3, 6, 11}2 , (6)

NW/se≡ INW × Ise= I
2
NW = I

2
se= {4, 8, 12}2 . (7)

Definition 10. A complementary sub-block selector SB/b

is a restriction of the pairing bijection S of Eq. 2 to the domain B/b ∈ B.

Thus for example, the selectorSNE/sw : NE/sw −→ Gn
NE × G̃sw

n selects the nine complementary pairs in{
(Gp,n, gq,n)|(p, q) ∈ {1, 5, 9}2

}
. In extensio, that gives the set of nine ordered couples of complementary

G-/g-matrices



(G1,n, g1,n) (G1,n, g5,n) (G1,n, g9,n)
(G5,n, g1,n) (G5,n, g5,n) (G5,n, g9,n)
(G9,n, g1,n) (G9,n, g5,n) (G9,n, g9,n)


. (8)

To each of the nine selected pairs{Gp,n, gq,n} ∈ Gn
NE × G̃sw

n , we associate the FP-matrix defined as follows

Fp,q
n = Gp,n + gq,n, e.g., F1,1

n = G1,n + g1,n.

We denote their set by

FNE/sw
n =

{
Fp,q

n = Gp,n + gq,n|Gp,n ∈ Gn
NE, gq,n ∈ G̃

sw
n

}
.

The three remaining cases are summarized in Table 3 presenting the generic definition of the individual 36
FP-matrices. Takingn = 3 for instance, one will find in Table SM2 of the Appendix, the nine FP-matrices
of the setFn

NE/sw derived from the ordered complementary couples of Eq. 8.
The symmetric FP-matrixF12,12

n is one of the two most frequently encountered in recent developments
in linear and multilinear algebra [3, 4, 9, 14] and in many application fields [10, 11, 20], the remaining
FP-matrices are less frequently encountered.

The next section proposes a structured approach to the derivation of the setFn based on the circulant
transformations introduced in [1]. The definitions of the latter are briefly recalled. Their structuring actions
on the setsGn andG̃n are then summarized by corresponding twelve-vertex orbitspresented side by side to
facilitate visual derivation of the associated three orbits partition ofFn.
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The setFNE/sw
n : generic entries of the nine members, (0≤ i, j ≤ n)

[
F1,1

n

]
i j
=



(
j
i

)
if i ≤ j,

(
n+1+ j

i

)
if i > j.

[
F1,5

n

]
i j
=



(
j
i

)
if i ≤ j,

(
2n+1− j

n− j

)
if i > j.

[
F1,9

n

]
i j
=



(
j
i

)
if i ≤ j,

(
n+i− j

i

)
if i > j.

[
F5,1

n

]
i j
=



(
n−i
n− j

)
if i ≤ j,

(
n+1+ j

i

)
if i > j.

[
F5,5

n

]
i j
=



(
n−i
n− j

)
if i ≤ j,

(
2n+1−i

n− j

)
if i > j.

[
F5,9

n

]
i j
=



(
n−i
n− j

)
if i ≤ j,

(
n+i− j

i

)
if i > j.

[
F9,1

n

]
i j
=



(
n+i− j

i

)
if i ≤ j,

(
n+1+ j

i

)
if i > j.

[
F9,5

n

]
i j
=



(
n+i− j

i

)
if i ≤ j,

(
2n+1−i

n− j

)
if i > j.

[
F9,9

n

]
i j
=



(
n+i− j

i

)
if i ≤ j,

(
n+i− j

i

)
if i > j.

The setFS E/nw
n : generic entries of the nine members, (0≤ i, j ≤ n)

[
F2,2

n

]
i j
=



(
j

n−i

)
if i + j ≥ n,

(
n+1+ j

n−i

)
if i + j < n.

[
F2,6

n

]
i j
=



(
j

n−i

)
if i + j ≥ n,

(
2n−i− j

n− j

)
if i + j < n.

[
F2,10

n

]
i j
=



(
j

n−i

)
if i + j ≥ n,

(
n+1+i
n− j

)
if i + j < n.

[
F6,2

n

]
i j
=



(
2n−i− j

n− j

)
if i + j ≥ n,

(
n+1+ j

n−i

)
if i + j < n.

[
F6,6

n

]
i j
=



(
2n−i− j

n− j

)
if i + j ≥ n,

(
2n−i− j

n− j

)
if i + j < n.

[
F6,10

n

]
i j
=



(
2n−i− j

n− j

)
if i + j ≥ n,

(
n+1+i
n− j

)
if i + j < n.

[
F10,2

n

]
i j
=



(
i

n− j

)
if i + j ≥ n,

(
n+1+ j

n−i

)
if i + j < n.

[
F10,6

n

]
i j
=



(
i

n− j

)
if i + j ≥ n,

(
2n−i− j

n− j

)
if i + j < n.

[
F10,10

n

]
i j
=



(
i

n− j

)
if i + j ≥ n,

(
n+1+i
n− j

)
if i + j < n.

The setFS W/ne
n : generic entries of the nine members, (0≤ i, j ≤ n)

[
F3,3

n

]
i j
=



(
n+ j−i

j

)
if i ≥ j,

(
n+ j−i

j

)
if i < j.

[
F3,7

n

]
i j
=



(
n+ j−i

j

)
if i ≥ j,

(
2n+1− j

n−i

)
if i < j.

[
F3,11

n

]
i j
=



(
n+ j−i

j

)
if i ≥ j,

(
n+1+i

j

)
if i < j.

[
F7,3

n

]
i j
=



(
n− j
n−i

)
if i ≥ j,

(
n+ j−i

j

)
if i < j.

[
F7,7

n

]
i j
=



(
n− j
n−i

)
if i ≥ j,

(
2n+1− j

n−i

)
if i < j.

[
F7,11

n

]
i j
=



(
n− j
n−i

)
if i ≥ j,

(
n+1+i

j

)
if i < j.

[
F11,3

n

]
i j
=



(
i
j

)
if i ≥ j,

(
n+ j−i

j

)
if i < j.

[
F11,7

n

]
i j
=



(
i
j

)
if i ≥ j,

(
2n+1− j

n−i

)
if i < j.

[
F11,11

n

]
i j
=



(
i
j

)
if i ≥ j,

(
n+1+i

j

)
if i < j.

The setFNW/se
n : generic entries of the nine members, (0≤ i, j ≤ n)

[
F4,4

n

]
i j
=



(
n−i

j

)
if i + j ≤ n,

(
2n+1−i

j

)
if i + j > n.

[
F4,8

n

]
i j
=



(
n−i

j

)
if i + j ≤ n,

(
2n+1− j

i

)
if i + j > n.

[
F4,12

n

]
i j
=



(
n−i

j

)
if i + j ≤ n,

(
i+ j
i

)
if i + j > n.

[
F8,4

n

]
i j
=



(
n− j

i

)
if i + j ≤ n,

(
2n+1−i

j

)
if i + j > n.

[
F8,8

n

]
i j
=



(
n− j

i

)
if i + j ≤ n,

(
2n+1− j

i

)
if i + j > n.

[
F8,12

n

]
i j
=



(
n− j

i

)
if i + j ≤ n,

(
i+ j
i

)
if i + j > n.

[
F12,4

n

]
i j
=



(
i+ j
i

)
if i + j ≤ n,

(
2n+1−i

j

)
if i + j > n.

[
F12,8

n

]
i j
=



(
i+ j
i

)
if i + j ≤ n,

(
2n+1− j

i

)
if i + j > n.

[
F12,12

n

]
i j
=



(
i+ j
i

)
if i + j ≤ n,

(
i+ j
i

)
if i + j > n.

Table 3: The thirthy-six FP-matrix setFn: definition of the generic entries of individual members.
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4. The circulant transformations and the twelve-vertex orbits ofGn, G̃n andFn

We define the actions of the circulant transformations on an (n + 1) × (n + 1) square matrix in terms of
transformations of the generic matrix subscript vector (i, j)(0 ≤ i, j ≤ n).

Definition 11. The four circulant transformations

Theα-circulant operator:
(

i , j
) α
−−−−→

(
i , i + j

)
(mod n+ 1)

Theβ-circulant operator:
(

i , j
) β
−−−−→

(
−1+ i − j , j

)
(mod n+ 1)

Theγ-circulant operator:
(

i , j
) γ
−−−−→

(
i − j , j

)
(mod n+ 1)

Theδ-circulant operator:
(

i , j
) δ
−−−−→

(
i , 1+ i + j

)
(mod n+ 1).

Cyclic actions of theΘ-compositionsΘ1, Θ2, Θ3 andΘ4 on the appropriate starting G-matrix (resp. g-
matrix) vertex, presents the orbits ofGn andG̃n, as displayed on Figure SM2 in the Appendix. Thus for
example, takingk ∈ {1, 5, 9} = INE = Isw, theGn-orbit (resp. G̃n-orbit) is obtained by unfolding (Θ1)3

on Gk,n (resp. gk, n) and exhibiting every intermediate vertex. This amounts toputting end-to-end the
consecutive columns of the defining tables ofGn andG̃n presented earlier on pages 4 and 6 respectively.
As Figure 2 on page 10 clearly shows, analogous actions of thecomposite circulant transformations in
{(αγδβ)3, (βαγδ)3, (δβαγ)3, (γδβα)3} partition the setFn into the three twelve-vertex orbits:

F 1,1
n =

{
Fp, p

n , 1 ≤ p ≤ 12
}
, F 1,5

n =
{
Fp, (p+4)[12]

n , 1 ≤ p ≤ 12
}

andF 1,9
n =

{
Fp, (p+8)[12]

n , 1 ≤ p ≤ 12
}
,

respective orbits ofF1,1, F1,5 andF1,9 under the action of (αγδβ)3, where [12] abbreviates (mod 12).
Notice that the orbitF 1,1

n derives from orbitsGn andG̃n simply by adding corresponding orbit vertices. It
takes little effort to see how the remaining two orbits are obtained fromF 1,1

n .
The essential relations suggested by the cyclic actions of the fourΘ-compositions are summarized by the
following general theorem.

Theorem 4.1. For all (p, q) ∈ N∗ × N∗ such that p≡ q (mod 4), the sets

F p,q
n =

{
F(p+k) [12], (q+k) [12]

n |0 ≤ k ≤ 11
}

verify the following properties:

(i) F 1,1
n = F

p [12], p [12]
n ∀p ∈ N∗

(ii) F 1,5
n = F

p [12], (p+4) [12]
n ∀p ∈ N∗

(iii) F 1,9
n = F

p [12], (p+8) [12]
n ∀p ∈ N∗

(iv) F 1, p
n ∩ F

1,q
n = ∅ ∀p , q ∈ N∗

(v) Fn = F
1,1
n ∪ F

1,5
n ∪ F

1,9
n

where[12] abbreviates (mod 12)and every multiple of12 is replaced by12 instead of0.

Proof:
(i) It suffices to prove the cases ofp ∈ {2, ..., 12}.
Fr, r

n ∈ F
p, p

n ⇐⇒ ∃ k ∈ {0, ..., 11} | r = (p+ k) [12]
It follows that 2≤ r ≤ 11, and thusFr, r

n ∈ F
1,1
n
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(ii) For a givenp ∈ {1, ..., 12}
F

p, p+4 [12]
n =

{
Fp+k [12], p+4+k [12]

n , 0 ≤ k ≤ 11
}
=

{
Fp′ [12], p′+4 [12]

n , 1 ≤ p′ ≤ 23
}

=
{
Fp, p+4 [12]

n , 1 ≤ p ≤ 12
}

= F
1,5
n

(iii) Idem.
(iv) The proof follows directly from the fact thatF 1, p

n ∩F
1,q
n = ∅ ∀(p, q) ∈ {1, 5, 9}× {1, 5, 9} andp , q.

(v) One easily proves thatF 1,1
n ∪ F 1,5

n ∪ F 1,9
n =

⋃

B/b∈B

F B/b
n

F1,1
n

β
F2,2

n
δ F3,3

n
γ

F4,4
n

α F5,5
n

β
F6,6

n

δ

F12,12
n

α

F11,11
nγ F10,10

nδ
F9,9

nβ
F8,8

nα F7,7
nγ

(a)F 1, 1
n orbit.

F1,5
n

β
F2,6

n
δ F3,7

n
γ

F4,8
n

α F5,9
n

β
F6,10

n

δ

F12,4
n

α

F11,3
nγ F10,2

nδ
F9,1

nβ
F8,12

nα F7,11
nγ

(b)F 1, 5
n orbit.

F1,9
n

β
F2,10

n
δ F3,11

n
γ

F4,12
n

α F5,1
n

β
F6,2

n

δ

F12,8
n

α

F11,7
nγ F10,6

nδ
F9,5

nβ
F8,4

nα F7,3
nγ

(c)F 1, 9
n orbit.

Figure 2: The three orbits partition ofFn under the action of the circulant transformations.

The2× 2 Pascal matrix setsG1, F1 and the two-order Langlet geniton matrix set

Referring to Table 4, it is clear that for the special case ofn = 1 and underZ/2Z algebra, the corresponding
singleton sets of the three rows are equal since (2modulo2) = 0. The four matrix sets of row-one represent
the Langlet geniton matrix set [see Michael Zaus, Fig. 5.3, p.107]. So underZ/2Z algebra,G1 andF1

coincide with the set of Langlet’s geniton matrices. This link with the Langlet system opens up interesting
perspectives for solving problems in the fields of numbers and information coding theories.
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G2 =

{(
1 1
1 0

)}
Gh2 =

{(
1 0
1 1

)}
Gv2 =

{(
1 1
0 1

)}
Gd2 =

{(
0 1
1 1

)}

GNW
1 =

{(
1 1
1 0

)}
GS W

1 =

{(
1 0
1 1

)}
GNE

1 =

{(
1 1
0 1

)}
GS E

1 =

{(
0 1
1 1

)}

F
NW/se

1 =

{(
1 1
1 2

)}
F

S W/ne
1 =

{(
1 2
1 1

)}
F

NE/sw
1 =

{(
1 1
2 1

)}
F

S E/nw
1 =

{(
2 1
1 1

)}

Table 4: The Langlet’s geniton, theG1 and theF1 matrix sets.

5. Orbit diagrams of Fn under four Fn groups

5.1. The two orbits ofF NE/sw
n under〈T6, Θ1〉

By abuse of notation, we write〈T6, Θ1〉 to denote the group

〈T6, Θ1〉 =
{
id,Θ1, Θ

2
1, T6, ρS e, κNw

}
(9)

whereid is the identity transformation,Θ1 = αγδβ, the T-group elementT6 is the reflection of a square ma-
trix in its anti-diagonal denoted byσNe in a NE/sw bipartition, byσS w in a SW/ne bipartition. Furthermore

ρS e= Θ1T6 = T6Θ
2
1, (10)

κNw = T6Θ1 = Θ
2
1T6. (11)

The D3 group〈T6, Θ1〉 bipartitionsF NE/sw
n into two orbits, a six-vertex orbit and a degenerate orbit with

three distinct vertices:F1,1
n , F5,5

n andF9,9
n . It is readily verified thatF5,9

n andF9,1
n form a T6 image pair.

Both orbits are respectively depicted in Figure SM3 (a) and (b) in the Appendix to this paper.

5.2. The two orbits ofF S E/nw
n under〈T4, Θ2〉

Again by abuse of notation, we write〈T4, Θ2〉 to denote the group

〈T4, Θ2〉 =
{
id,Θ2, Θ

2
2, T4, ρNe, κS w

}
(12)

whereΘ2 = βαγδ, the T-group elementT4 is the classic matrix transposition and

ρNe = T4Θ2 = Θ
2
2T4, (13)

κS w= Θ2T4 = T4Θ
2
2. (14)

Also, one can verify that theD3 group〈T4, Θ2〉 bipartitionsF S E/nw
n into two orbits, a six-vertex orbit (a)

and a degenerate orbit (b) with three duplicated verticesF2,2
n , F6,6

n andF10,10
n . Both orbits are respectively

depicted in Figure SM4 (a) and (b) in the Appendix.

5.3. The two orbits ofF S W/ne
n under〈T6, Θ3〉

Again by abuse of notation, we write〈T6, Θ3〉 to denote the group

〈T6, Θ3〉 =
{
id,Θ3, Θ

2
3, T6, ρNw, κS e

}
(15)
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whereid is the identity transformation,Θ3 = δβαγ, the T-group elementT6 is the reflection of a square ma-
trix in its anti-diagonal denoted byσNe in a NE/sw bipartition, byσS w in a SW/ne bipartition. Furthermore

ρNw = Θ3T6 = T6Θ
2
3, (16)

κS e= T6Θ3 = Θ
2
3T6. (17)

Again, one finds the two orbits ofF S W/ne
n under the action of〈T6, Θ3〉 in Figure SM5 (a) and (b) of the

Appendix. The orbit (a) is a full six-vertex orbit while orbit (b) is a degenerate orbit with three duplicated
verticesF 3,3

n , F
7,7
n andF 11,11

n .

5.4. The two orbits ofF NW/se
n under〈T4, Θ4〉

Again by abuse of notation, we write〈T4, Θ4〉 to denote the group

〈T4, Θ4〉 =
{
id,Θ4, Θ

2
4, T4, ρS w, κNe

}
(18)

whereΘ4 = γδβα, the T-group elementT4 is the classic matrix transposition and

ρS w= T4Θ4 = Θ
2
4T4, (19)

κNe = Θ4T4 = T4Θ
2
4. (20)

Here also, the action of the group〈T4, Θ4〉 highlights, as can be seen in Figure SM6 of the Appendix, two
orbits ofF NW/se

n , a six-vertex orbit (a) and a degenerate orbit (b) with threeduplicated verticesF4,4
n , F8,8

n

andF12,12
n . All foregoing partitions offer the potential for applications in several domains.

Conclusion

This paper presents for the first time the thirty-six full matrix forms of the so-calledn-greatest rhomboid
sub-block of the Pascal Triangle expanded to level 2n (n ≥ 2). To our knowledge, no investigation has so far
focused on these matrices as mathematical objects in their own right. The circulant transformations were
applied to highlight the partition of the thirty-six full matrix forms into three twelve-vertex orbits, which
can also serve to structure the set’s derivation.

The new matrix forms of the Pascal triangle presented here open a wide range of applications in fields
such as linear algebra, combinatorics, machine-learning,and numerical analysis. In addition,numerical
analysis their relations to Fibonacci numbers, fractals and cryptography suggest further exciting directions
of investigation. Furthermore, the link established with the Langlet system opens up exciting perspectives
for solving problems in the fields of applied science and engineering.

The derived matrix forms, the related matrix transformations, and the software development underway
contribute to the knowledgebase building. The appropriation of this knowledgebase by higher education
institutions and research centres in Africa offers potential innovative solutions to practical problems in
science (e.g. chemistry, fractal-based modelling), engineering (e.g. robotic, distributed systems, urban
planning, machine-learning, communication and information), and the fine arts (e.g. textile design, etc.)

To limit the scope of the paper, we left out other inherent FP-matrix group relations, particularly those
induced by the actions of the T-group and the median symmetrytransformations introduced in [1]. For
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example, it can be shown that the action of the T-group partitions the FP-matrix set into four eight-vertex
and one four-vertex orbits.
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