
HAL Id: hal-03325726
https://hal.univ-lorraine.fr/hal-03325726v1

Submitted on 25 Aug 2021

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Wear Estimation of Coated Tools Using XFEM / Level
Set Function

I Bencheikh, F Bilteryst, Mohammed Nouari, H Makich

To cite this version:
I Bencheikh, F Bilteryst, Mohammed Nouari, H Makich. Wear Estimation of Coated Tools Using
XFEM / Level Set Function. Procedia CIRP, 2017, 58, pp.428-433. �10.1016/j.procir.2017.03.252�.
�hal-03325726�

https://hal.univ-lorraine.fr/hal-03325726v1
https://hal.archives-ouvertes.fr


Available online at www.sciencedirect.com

2212-8271 © 2017 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of the scientific committee of The 16th CIRP Conference on Modelling of Machining Operations
doi: 10.1016/j.procir.2017.03.252 

 Procedia CIRP   58  ( 2017 )  428 – 433 

ScienceDirect

16th CIRP Conference on Modelling of Machining Operations 

Wear estimation of coated tools using XFEM / level set function 

 I. Bencheikha, F. Bilterysta, M. Nouaria *, H. Makicha   
aLEMTA, CNRS-UMR 7563, Lorraine University, LARIOPAC : Laboratoire commun de recherche public-PME, LabCom – Vague 2 – 2013, GIP-InSIC, 27 rue 

d’Hellieule Saint-Dié-des-Vosges F-88100,France 
* Corresponding author. Tel.: +33 3 29 42 22 26. E-mail address: mohammed.nouari@mines-nancy.univ-lorraine.fr 

Abstract 

In these last years, it has become common to improve the wear resistance of cutting tools, especially in high-speed machining by depositing 
single or multilayered coatings on their surface. During cutting process, high pressure (about 1 GPa) and temperature (about 1000 °C) generated 
at the tool-chip interface affect drastically the cutting zone inducing then damage and several wear modes as cracking, abrasion, and delamination 
of the coating. Studying the behavior of coatings and their various modes of degradation leads to a better understanding of their impact on the 
cutting tool life and the machining operation under optimal conditions. The main objective of this work is to perform an accurate model to predict 
the tool wear of coated inserts. The Usui wear law was used to simulate the tool wear process for the coating and the substrate. The coupled 
XFEM/Level Set Function was performed: (i) – to avoid distortion of the mesh when the worn tool profile is updated, (ii) - to facilitate the 
material interfaces representation of the substrate/coatings system implicitly via the level set function and finally (iii) to reduce the CPU 
calculation time. Indeed, the mesh size is not dependent on the coating thickness with this approach. Thanks to additional enrichment functions 
in the XFEM formulation, the continuity of the displacement and temperature fields at the substrate/coating interface is insured. Besides, several 
cutting tests have been performed to validate the proposed model. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of The 16th CIRP Conference on Modelling of Machining Operations, in the 
person of the Conference Chairs Prof. J.C. Outeiro and Prof. G. Poulachon. 
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1. Introduction 

Many investigations on the tool wear can be found in the 
literature [1–4] to analyze  and show the influence of wear on 
the cutting process performances and costs. In fact, the tool life 
and the roughness quality of the final products are directly 
affected by the tool wear progression. The presence of wear in 
cutting tools influences significantly the thermomechanical 
loads at the tool/chip interface. Indeed, Kagnaya [5] showed 
through several experimental tests that the pressure and 
temperature increase with the wear rate. Examination of cutting 
tool wear by experimental approaches is too long and 
expensive. That is why, these last years the standard finite 
element method (FEM) remains the most numerical method 
used to simulate machining operations as well to estimate the 
cutting tool life through the integration of wear models.  

According to this technique, the FE simulation provides the 
required inputs for empirical wear rate equations. Many 
analytical and empirical models have been developed in order 
to represent different wear mechanisms, starting with abrasion 
[6,7] and adhesion [8,9] modes to the chemical wear mode 
[10,11]. Recently, a novel model was proposed by Halila et al. 
[12] to estimate abrasive wear mechanism based on the 
consideration of the abrasive particles embedded into the 
interface between the tool and the chip. The Usui model [8] has 
been used successfully for the prediction of wear for coated or 
uncoated tools. This wear model is suitable to be implemented 
in FEM code since it is a function of the known process 
parameters along the cutting tool such as stress, sliding velocity 
and temperature at the tool/workpiece contact. Many authors 
[13,14] have adapted the constants of Usui model to improve 
the estimation of the cutting tool wear. Using a hybrid 
procedure consisting of numerical and experimental 

© 2017 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
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investigations, Zanger and Schulze [15] estimated the 
progression of flank wear for an uncoated tool when machining 
the titanium alloy Ti-6AL-4V. Filice et al. [16], Xie et al. [17] 
and Yen et al. [18] have developed 2D model of the orthogonal 
cutting to predict flank wear and crater wear for carbide tools 
with a different workpiece materials and for different cutting 
conditions. The getting results of wear are in good agreement 
with experiments. Malakizadi et al. [19] developed a novel 
approach coupling the concept of the Response Surface 
Methodology (RSM) with the 3D FE modelling of the cutting 
process to predict the rate of flank wear for uncoated tools. 
They concluded that the numerical and experimental results are 
close despite that the effects of the normal stress in the Usui's 
wear model used in this approach was neglected.  

In the coated tool case, to ensure the continuity of the 
temperature field at the coating/substrate interface, a mesh 
refinement must be ensured, that causes a significant increase 
in CPU calculation time. Moreover, the nodal displacement at 
the tool boundaries with the FE-simulations may lead to 
numerical problems especially the distortion of the mesh when 
the tool profile is updated [14]. To overcome these limitations, 
the XFEM/Level set [20] coupling has been used in this work 
to reduce the CPU calculation time caused by the small coating 
thickness in its mesh. In fact, the calibration of the wear model 
requires a high number of simulations and hence the 
importance of the CPU calculation time. The coupled model 
has been used also to treat the weak discontinuity between the 
coating/substrate interface without the need of a specific mesh 
thanks to the additional enrichment functions in the XFEM 
formulation. The Usui model has been used to simulate the tool 
wear for orthogonal turning 42CrMo4 steel with CVD-TiN-
coated and uncoated tools. In the following section, the 
different steps used to achieve the tool wear simulation are 
described.  

2. Prediction of tool wear 

To predict the cutting tool wear progression, a multi-steps 
modelling strategy was adopted. As a first step, orthogonal 
cutting simulation using the Arbitrary Lagrangian Eulerian 
(ALE) approach has been performed in Abaqus code, to 
simulate the chip formation process and to calculate the 
thermomechanical loading on the tool surface (pressure, 
velocity and temperature).  In the second step, the cutting tool 
was isolated and a transient thermal analysis was carried out 
using the XFEM/Level-set coupling. Developed under the 
Matlab code, this step is applied to the thermomechanical 
loaded tool for long durations corresponding to the 
experimental machining time. This strategy was presented in a 
previous work [21]. In the last step, the wear model has been 
integrated. 

Since the quality of the tool wear simulation strongly 
depends on the predicted thermomechanical loading and the 
tool wear model. For this reason, a validation of the ALE model 
was carried out based on the experimental results. A parametric 
study has been performed to determine the local friction 
coefficient µloc. In the same way, the heat transfer coefficient h 
for the tool-workpiece interface has been identified. The 
sequential step 1 of this approach is summarized in Fig.  1. In 

this work, Usui’s wear rate model was used to calculate wear 
rate  on the tool surfaces. According to Eq.(1), Usui model is 
determined based on the normal stress σn, interface temperature 
T and the contact sliding velocity Vs. These quantities are 
obtained from the 2D-numerical simulations performed in step 
1. AU and BU are the material constants to be determined. 

 
/. . . UB T

U n sw A V e                        (1) 

 

  

Fig.  1. Sequential step 1 of the proposed approach to identify the ALE model 
parameters and to calculate the thermomechanical loading required for step 2. 

Information on the thermomechanical loading (pressure, 
velocity, temperature) recovered from the ALE simulation for 
each node of the tool profile has been applied to the coated tool 
as a boundary condition at the active zone of the tool 
(tool/workpiece contact zone).  Indeed, it is difficult to perform 
this analysis directly with the ALE model because of the huge 
CPU calculation time (for only few milliseconds of machining) 
and the limited storage capacity, making cutting simulation 
very complicated. A subsequent nodal displacement of the 
mesh at the interface of the cutting tool in agreement with the 
calculated local wear rate is performed at each time increment 
in order to effectively adapt the geometry of the tool. The 
procedure for converting a wear rate to a displacement is 
detailed in [4]. 

During the wear process of the coated tool, the coating layer 
can be locally suppressed. Consequently, the coefficients of the 
wear model have to be changed. For this purpose, an 
identification algorithm based on the minimization (using the 
Genetic Algorithm [22]) of the error between the simulation 
and the experimental cutting process of the wear rate has been 
performed for the calibration of the coefficients AU and BU 
associated to each material (WC-Co (substrate) and TiN 
(coating)) (Fig.  2). During the wear process, when a mesh node 
at the contact interface of the coated tool exceeds the 
coating/substrate interface, the coefficients AU and BU 
automatically switch to the values associated with the substrate. 
Optimization has been done only for the last VB measurement. 
After each wear increment, the temperature field distribution is 
calculated according to the new mesh nodes position by a linear 
interpolation. 

 

Start step 1

2D numerical simulation using the ALE in 
Abaqus (FEM) 

Identification of the local friction coefficient 
µloc using global friction (experimental friction)

Identification of the heat transfer coefficient h 
using XFEM/Level set model

Calculation of the thermomechanical loading 
at the tool surface needed for step 2 

End Step 1
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Fig.  2. Identification algorithm of the Usui wear parameters AU and BU. 

2.1. ALE Simulation of the cutting process 

In order to simulate the cutting process and getting the 
thermomechanical loads at the tool/chip interface, a 2D 
orthogonal cutting model has been developed under the 
Abaqus/Explicit FE code. Based on the ALE approach, a 
continuous remeshing method was adopted. Thus, intensive 
element distortions could be avoided. This approach is 
considered as the most appropriate to simulate continuous 
chips, it combines the feature of pure Lagrangian and Eulerian 
analysis. Friction at the tool/workpiece contact was considered 
using Coulomb’s law. Thermomechanical elements have been 
used for the workpiece, while the cutting tool has been 
considered as a thermo-rigid body. A detailed description of the 
model is given in [23]. The Johnson-Cook model (Eq.(2)) 
parameters of the workpiece 42CrMo4 steel are reported in 
Table 1. The thermal and mechanical properties of the 
workpiece and the cutting tool are summarized in Table 2. The 
loads at the tool/chip interface and forces are stabilized after 
0.04 s of the simulated machining operation which was 
proportional to 101 mm of the cutting length. The workpiece 
has been meshed with the CPE4RT mesh type and uniform 
mesh has been adopted (10 µm of size). The initial chip 
geometry has been defined based on the tool/chip contact 
length. This model was validated by comparing cutting forces 
and the temperature profile with the experimental results.  
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In Equation (2), eq is the flow stress of the work material,  is 
the equivalent plastic strain,  and  represents, respectively, 
the equivalent plastic deformation rate and that of reference, T 
is the temperature and  and  are, respectively, the melting 
and room temperatures. A, B, C, n and m are the material 
parameters. 

Table 1. Johnson-Cook parameters [24] of the 42CrMo4 steel. 

A (MPa) B (MPa) C n m T0 (°C) Tf (°C) 

600 643 0.0037 0.41 0.957 20 1460 

Table 2. Material properties of the workpiece and the tool.  

Physical parameters 
Workpiece 

Tool 

Substrate Coating 

42CrMo4 [25] WC-Co [5]  TiN [26] 

Density ρ (Kg/m3) 7.8e3 14.8e3 4.6e3 

Young’s modulus E (GPa) 210 630 600 

Poisson’ ratio ν 0.3 0.23 0.2 

Conductivity λ (W/m/°C) 46 55 22 

Specific heat Cp (J/Kg/°C) 476 295 480 

Expansion Coeff α (°C-1) 1.2e-5 - - 

2.2. Experimental Setup 

In this study, turning experiments were performed on a 
MAZAK 200M high-speed machining center. A Kistler 
piezoelectric dynamometer and a thermocouple probe (type K) 
embedded through the cutting tool until 1.34mm from the rake 
face (see Fig.  5(a)) were used for the acquisition of the cutting 
force components and temperature successively. The 
experimental system and the workpiece dimension are shown 
in Fig.  4. The cutting tool was cut perpendicular to the center 
of the tool rake surface using the Electrical Discharge 
Machining (EDM) process to determine: (i) the coating 
thickness (Fig.  3), (ii) the tool geometry and (iii) the 
thermocouple hole dimension (see Fig.  5). The flank wear 
measurement was carried out using a high-magnification 
optical microscope. 

 

 

Fig.  3. (a) TiN-coated tool (made by EVATEC TOOLS); (b) Coating 
thickness. 

   

Fig.  4. Experimental setup. 
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f = 0.18 mm/rev with coated and uncoated tool inserts. The 
results have been used to validate the simulation model as well 
as the tool wear characterization. 

2.3. The XFEM/Level set model 

Based on the partition of unity method "PUM". The XFEM 
method allows to model discontinuities within the domain of a 
mesh element. In this work, the XFEM method has been 
developed to perform a transient thermal analysis for the coated 
cutting tool. Contrary to the standard FE method, where the 
definition of the coating domain strongly depends on the mesh 
refinement, the XFEM/Level-set coupling makes possible to 
take into account the coatings presence without the need of a 
specific mesh. That is why, this technique allows reducing the 
CPU time calculation caused by the weak coatings thicknesses. 
The reproduction of the nodal thermal solution for the elements 
containing the fictitious positions of the coatings is given by 
the continuous finite element formulation of the thermal field 
according to the expression: 
  

i k k

enr

enri k

N N ψ
n n

x x x xi kT T b            (3) 

 
In the equation above, Ni and Nk represents the shape 

functions, bk the nodal unknown and nenr the total number of 
the enriched elements. The nodal set Ωenr contains all the nodes 
of the element traversed by the material interface. The 
enrichment function ψk(x) integrates the discontinuous thermal 
behavior at the interface. In this work, only interfaces involving 
weak discontinuities are considered. As proposed by Moës et 
al. in [20], ψk (x) is chosen as follow: 

 

( ) N ( ) N (ψ )i i i i
i i

x x x             (4) 

 
The enrichment function ψk(x) is constructed by the level-

set function ξ(x) of the interface defined by the boundary Г. 
The signed distance function can be expressed as: 
 

min .

x

signx x x n x x

x

i gminminmin                     (5) 

where x and xΓ indicate the respective coordinates of a current 
point and the point closest to the interface Γ. n is the normal 
unity at this interface oriented from the inside to the outside. 
The sign is then different from the two sides of the 
discontinuity. It is possible to affect the material properties 
associated to each domain (coatings, substrate), thanks to the 
signs of the values given by the level-set function ξ (Fig.  6). 

With this method, a sub-division of the enriched elements 
domains is necessary in order to structure the Gauss points in 
these elements. An algorithm has been implemented (not 
presented in this paper) for the cutting management of the 
enriched elements in agreement with the interfaces 
coatings/substrate thereby to the integration points positioning 
in each subdomain. According to the FE method, the mesh of 
the coated tool geometry should respect the boundaries 

imposed by the coating thickness. Consequently, the nodal 
displacement of the mesh can lead to numerical problems, in 
particular the mesh distortion when the tool profile is updated. 
On the other hand, within the XFEM/Level-set coupling, the 
implicit representation of the level-set function allows to define 
the material interface (coating/substrate) independently of the 
mesh, which enable to choose a larger element size than the 
thickness of the coating thus avoiding this numerical problem 
(see Fig.  7). The tool was meshed with 800 elements. A high 
number of integration points (np = 128 points) in the enriched 
elements only has been used in order to increase the solution 
accuracy. 

 

Fig.  5. (a) Cross section of the tool with the real dimensions of the 
thermocouple hole; (b) XFEM/Level-set mesh with the interface 

representation. 

 

Fig.  6. Interface definition with a level set function for a coated structure. 

 

Fig.  7. Nodal displacement du to wear for: (a) FEM; (b) XFEM/Level set 
model. 
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Table 3. Usui tool wear model constants for the substrate and the coating. 

 WC-Co TiN 

AU 9.21e-9 1.8e-9 

BU 2819 3402 

3. Results 

As described in Section 2, from each calculation step some 
pertinent results can be obtained. The cutting condition 
(Vc = 150 m/min and f = 0.18 mm/rev.) has been taken for the 
numerical analysis and validation. For the orthogonal cutting 
simulation using the ALE approach, the forces have been 
stabilized after some milliseconds (40ms) of the cutting 
process, allowing the parametric study on the local friction 
coefficient µloc directly with the model. As a result of this study, 
a local friction coefficient µloc = 0.6 (for a minimal error 
between experimental and numerical cutting force components 
(Fc and Ff)) was obtained (Fig.  8). Whereas, in order to recover 
the temperature evolution at the thermocouple, the duration of 
the simulation should be in agreement with the experimental 
machining time, hence the interest of using the XFEM/Level-
set coupling. Indeed, the transient thermal analysis performed 
on the tool requires only a few minutes of the CPU calculation 
time (about 5 minutes for a fixed step time Δt = 8e-3s). 
Whereas, it takes about 5 hours when the FE method is used 
(Δt = 2e-6s) (with a mesh conforming to the coating 
boundaries). Another parametric study has been done to define 
the thermal transfer coefficient h. The comparison between the 
measured and numerical temperature evolutions at the 
thermocouple position is given in Fig.  9 for the obtained value 
of the thermal transfer coefficient (h = 300kW/m2/°C). Fig.  10 
shows the temperature distribution in the coated tool at t = 9s 
as well as the position of the nodes (node1, node2 and node3) 
without the wear integration. 

After the numerical model validation. The hybrid procedure 
was used to identify the coefficients (AU and BU) of the Usui 
model. The calibration has been performed only for the last 
experimental measurement (at t = 148s). The results of the 
calibration procedure are listed in Table 3. The calibration for 
the coated tool has been done for the flank face only, because 
no crater depth was observed during the experimental trials. 
The wear time increment was taken constant over the simulated 
cutting time. Fig.  11 shows the coated tool profile at different 
cutting times. The maximum crater depth is less than 3μm, 
which is close to the experimental results. Fig.  12 depicts the 
flank wear progress for the TiN-coated tool versus the cutting 
time. There is a good tendency between the simulated flank 
wear evolution and obtained results from machining tests. The 
numerical solution corresponds perfectly to the last 
experimental measurement, this shows that the wear model was 
well calibrated. However, an underestimation for the other 
experimental data can be noted. Several factors can be the 
cause of this gaps due to the numerical errors associated with 
the pressure, sliding velocity and temperature predictions. 
These thermo-mechanical loads applied to the flank face 
become non-uniform, and affect the individual nodal 
displacement process. As well as, the linear interpolation 
method used for the thermal field extrapolation at each new tool 

geometry adaptation generates numerical errors. These errors 
increase with the cutting time. 

 

Fig.  8. Effect of the local friction coefficient on the forces. 

    

Fig.  9. Experimental temperature at the thermocouple versus numerical 
temperature evolution at nodes 1, 2 and 3 for h = 300kW/m2/°C. 

 

Fig.  10. Distribution of the temperature at t = 9s. 

   

Fig.  11. Tool wear profile progress. 
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Fig.  12. Comparison between simulated and experimental wear for 
Vc = 150 m/min and f = 0.18 mm/rev. 

4. Conclusion 

A multi-steps modeling strategy was developed in this work 
to predict the coated tool wear progression. A 2D FE 
orthogonal cutting simulation using the ALE approach was 
developed to characterise and identify the thermo-mechanical 
loads at the tool/workpiece interface. A XFEM/Level-set 
coupling was developed to model the transient thermal 
behavior of the coated-tool. This model was used to ensure the 
continuity of the thermal field at the coating/substrate interface 
without the need for mesh refinement. The CPU calculation 
time gain allowed to perform a high number of simulations for 
the Usui model calibration and real machining time. Moreover, 
it allows to follow the wear progression at each time increment 
without numerical problems. An identification algorithm based 
on the experimental trials and simulation has been proposed to 
find the parameters for the Usui's wear model. At each step of 
this strategy, a validation with experiments was done. 

The proposed strategy will allow in forthcoming work, a 
wear study of different coated tools (such as multi-layer 
coatings and complexes geometries). An additional wear model 
can be tested for other wear mechanisms (such as the diffusion 
wear) for wide cutting velocities range. 
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