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Study of a fractional stochastic heat equation

Nicolas Schaeffer1

Abstract. In this article, we study a d-dimensional stochastic nonlinear heat equation (SNLH)
with a quadratic nonlinearity, forced by a fractional space-time white noise:

{
∂tu− ∆u = ρ2u2 + Ḃ , t ∈ [0, T ] , x ∈ R

d ,

u0 = φ .

Two types of regimes are exhibited, depending on the ranges of the Hurst index H = (H0, ...,Hd)
∈ (0, 1)d+1. In particular, we show that the local well-posedness of (SNLH) resulting from the

Da Prato-Debussche trick, is easily obtained when 2H0 +
∑d

i=1Hi > d. On the contrary, (SNLH)

is much more difficult to handle when 2H0 +
∑d

i=1Hi ≤ d. In this case, the model has to be
interpreted in the Wick sense, thanks to a time-dependent renormalization. Helped with the
regularising effect of the heat semigroup, we establish local well-posedness results for (SNLH)
for all dimension d ≥ 1.
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1. Introduction and main results

1.1. General introduction. This paper is devoted to the study of a heat equation with a
quadratic nonlinearity, driven by an additive fractional space-time white noise forcing. More
precisely, we consider the following nonlinear stochastic heat model:

{
∂tu− ∆u = ρ2u2 + Ḃ , t ∈ [0, T ] , x ∈ R

d ,

u(0, .) = φ ,
(1.1)

where φ is a (deterministic) initial condition living in some appropriate Sobolev space and ρ :
R

d → R is a smooth compactly-supported function fixed once and for all. Before going any
further, let us specify the roughness of the stochastic term, namely, Ḃ := ∂t∂x1

...∂xd
B where

B = BH is a space-time fractional Brownian motion of Hurst index H = (H0,H1, ...,Hd) ∈
(0, 1)d+1. The definition of this process is the following:

Definition 1.1. Fix d ≥ 1 a space dimension, T ≥ 0 a positive time and (Ω,F ,P) a complete
filtered probability space. On this space, and for any fixed H = (H0,H1, ...,Hd) ∈ (0, 1)d+1,
a centered Gaussian process B : Ω × ([0, T ] × R

d) → R is said to be a space-time fractional
Brownian motion of Hurst index H if its covariance function is given by the formula:

E
[
B(s, x1, ..., xd)B(t, y1, ..., yd)

]
= RH0

(s, t)
d∏

i=1

RHi
(xi, yi) , s, t ∈ [0, T ] , x, y ∈ R

d ,

where

RHi
(x, y) :=

1

2
(|x|2Hi + |y|2Hi − |x− y|2Hi) .

Stochastic partial differential equations (SPDEs) perturbed by fractional noise terms have
become increasingly popular in the recent years. Indeed, these equations can be interpreted as a
more flexible alternative to classical SPDEs driven by a space-time white noise, and consequently
they can be used to model more complex physical phenomena which are subjects to random
perturbations. For instance, fractional noises appear in lots of practical situations, whether
in biophysics (see [16]), in the study of financial time series (see [1]) or simply in electrical
engineering (see [4]).

The major motivation of this work is that equation (1.1) is both a physical and mathematically
challenging model. In fact, it can be seen as a stochastic reaction diffusion model with p = 2.
Recall that the equation:

∂tu = ∆u+ up, p > 1 (1.2)

is known under the name of Fujita model and has been the subject of many questions. It has

already been established (see [2, 22]) that when φ ∈ Lq(Rd) with q ≥ 1 and q >
d(p−1)

2 , there

exists a constant T = T (φ) > 0 and a unique function u ∈ C([0, T ], Lq(Rd)) that is a classical

solution to (1.1) on [0, T ] ×R
d whereas when q < d(p−1)

2 , there is no general theory of existence.
In this work, we introduce a cut-off function ρ to bring back computations to compact domains,
a fractional random perturbation Ḃ and we are interested in the well-posedness of the associated
equation (1.1).

Two classical obstacles have to be taken over. First of all, as often in the theory of SPDEs, a
standard problem is the roughness of the fractional noise which prevents us from solving directly
the associated linear part of the equation, namely:

{
∂t − ∆ = Ḃ, t ∈ [0, T ], x ∈ R

d,

(0, .) = 0.
(1.3)
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Then, the quadratic nonlinearity will require us to give a precise meaning to the notion of
solution. Before going into details, let us recall that, over the last decade, we have seen numerous
developments in the study of singular stochastic PDEs, in particular in the parabolic setting.
Remember that there are three main components to consider: the space dimension d, the nature
of the nonlinearity and the irregularity of the noise. For example, polynomial nonlinearities [8,
Section 3] have been progressively replaced by sinusoidal and exponential ones. As an application
of the theory of regularity structures, Hairer-Shen [14] and Chandra-Hairer-Shen [3] studied the
following parabolic sine-Gordon model on T

2:

∂tu =
1

2
∆u+ sin(βu) + ξ, (1.4)

where ξ is a space-time white noise and proved that the local well-posedness depends essentially
on the value of the key parameter β2 > 0. Oh, Robert and Wand [18] focused on the parabolic
equation in dimension 2:

∂tu+
1

2
(1 − ∆)u+

1

2
λβeβu = ξ, (1.5)

where β, λ ∈ R\{0} and they proved that the local well-posedness depends again sensitively on
the value of β2 > 0 as well as the sign of λ. To end with, resorting to a paracontrolled approach,
Oh and Okamoto [17] worked on a stochastic heat equation with a quadratic nonlinearity but
forced by a more irregular noise:

∂tu+ (1 − ∆)u+ u2 = 〈∇〉αξ, (1.6)

where 〈∇〉αξ denotes a α-derivative (in space) of a (Gaussian) space-time white noise on T
2×R

+.
Our objective is to go one step further that is to study a stochastic heat equation on R

d (instead

of Td) driven by the derivative (in space and in time) of a space-time fractional Brownian motion
for d ≥ 1. Helped with the regularising effect of the heat semigroup which allows a gain of two
derivatives in the fractional Sobolev setting, we will be able to derive existence results about
(1.1).

Our results can be summed up in the following way:

Theorem 1.2. Suppose that d ≥ 1 and set αH :=
(
2H0 +

∑d
i=1 Hi

)−d. The picture below holds
true:

(i) Case αH > 0. The equation (1.1) is almost surely locally well-posed in Wβ,p(Rd) for some
β > 0 and p ≥ 2.

(ii) Case αH ≤ 0. If αH > −1
4 , then the equation (1.1) can be interpreted in the Wick

(renormalized) meaning and it is almost surely locally well-posed in W−β,p(Rd) for some β > 0
and p ≥ 2.

Let us now come back to the analysis of equation (1.1). We first rewrite it under the mild
formulation, that is the (formal) equation

ut = et∆φ+

∫ t

0
e(t−τ)∆(ρ2u2

τ )dτ + t (1.7)

where et∆ stands for the heat semigroup, and (morally) t :=
∫ t

0 e
(t−τ)∆(Ḃτ )dτ. Here, we adopt

Hairer’s convention (see [13]) to denote the stochastic terms by trees; the vertex in represents
the random noise Ḃ and the edge corresponds to the Duhamel integral operator:

I = (∂t − ∆)−1.
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Now, in order to isolate the more irregular term , we resort to the so-called Da Prato-Debussche
trick to rewrite the equation under the form:

vt = et∆φ+

∫ t

0
e(t−τ)∆(ρ2v2

τ )dτ + 2

∫ t

0
e(t−τ)∆((ρvτ ) · (ρ τ )) dτ

+

∫ t

0
e(t−τ)∆(ρ2 2

τ ) dτ , t ∈ [0, T ] , (1.8)

where v := u− . Our first and main objective is to define properly the solution related to the
linear equation:

{
∂t − ∆ = Ḃ, t ∈ [0, T ], x ∈ R

d,

(0, .) = 0.
(1.9)

Our strategy is to consider (Ḃn)n≥0 a smooth approximation of Ḃ and to show that the associated
solutions ( n)n≥0 verifying

{
∂t n − ∆ n = Ḃn , t ∈ [0, T ] , x ∈ R

d ,

n(0, .) = 0 ,
(1.10)

form a Cauchy sequence in a convenient subspace (see Section 4 for more details). This leads
us to the construction of the first order stochastic process .

Proposition 1.3. Suppose that d ≥ 1. For all (H0,H1, ...,Hd) ∈ (0, 1)d+1 and every test (i.e.,
smooth compactly-supported) function χ : Rd → R, almost surely the sequence (χ n)n≥0 converges
in the space C([0, T ]; W−α,p(Rd)) as soon as 2 ≤ p ≤ ∞ and

α > d−
(

2H0 +
d∑

i=1

Hi

)
= −αH . (1.11)

The limit of this sequence will be denoted by χ .

It is now clear that the sign of αH will play a major role in the resolution of (1.1). Indeed,
when αH > 0, χ (t) will be seen as a function defined on R

d whereas, when αH < 0, χ (t) will
be seen as a spatial distribution. It is important to remark that the precise nature of is known
up to multiplication by χ ∈ C∞

c (Rd). To put it differently, the stochastic process (t) is (almost
surely) only a distribution on R

d but we have the more refined result : χ ∈ C([0, T ]; W−α,p(Rd))
(see section 4.6 for more details). In the study of our equation, we will thus take χ = ρ.

1.1.1. The regular case.

In the following, we will call regular case the situation where

2H0 +
d∑

i=1

Hi > d . (H1)

When this hypothesis is realized, α < 0 will be picked such that condition (1.11) is satisfied,
and therefore, resorting to Proposition 1.3, every element χ (χ ∈ C∞

c (Rd)) will be considered
as a function of both time and space variables (with probability one) and consequently ρ2 2(t)
will perfectly make sense as a classical function defined on R

d. We thus propose the following
natural interpretation of the model:

Definition 1.4. Let d ≥ 1 and suppose that condition (H1) is verified. Remember that for all
test function χ : Rd → R, χ is the process provided by Proposition 1.3.
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A stochastic process (u(t, x))t∈[0,T ],x∈Rd is said to be a solution (on [0, T ]) of equation (1.1)
if, almost surely, the process v := u− is a solution of the mild equation

vt = et∆φ+

∫ t

0
e(t−τ)∆(ρ2v2

τ )dτ + 2

∫ t

0
e(t−τ)∆((ρvτ ) · (ρ τ )) dτ

+

∫ t

0
e(t−τ)∆(ρ2 2

τ ) dτ , t ∈ [0, T ] . (1.12)

We are now in a position to state our first existence result which will be a consequence of a
standard fixed-point theorem:

Theorem 1.5 (Local well-posedness under (H1)). Suppose that d ≥ 1 and that condi-

tion (H1) is satisfied. Let p ≥ 2 and β be such that 0 < β < 2H0 +
∑d

i=1 Hi − d and d
2p
< 1 + β

2 .

Finally, assume that φ ∈ Wβ,p(Rd). In this case, the assertions below hold true:

(i) Almost surely, there exists a time T0(ω) > 0 such that equation (1.1) admits a unique solu-
tion u (in the meaning of Definition 1.4) in the subset

ST0
:= +Xβ,p(T0), where Xβ,p(T0) := C([0, T0]; Wβ,p(Rd)).

(ii) For any n ≥ 1, let us note un the smooth solution of (1.1), that is un is the solution (in
the meaning of Definition 1.4) related to ρ n. Then, for all

0 < β < 2H0 +
d∑

i=1

Hi − d

and for any test function χ : R
d → R, the sequence (χun)n≥1 converges almost surely in

C([0, T0]; Wβ,p(Rd)) to χu, where u is the solution from item (i).

1.1.2. The rough case.

Let us now focus on the second situation, where

2H0 +
d∑

i=1

Hi ≤ d . (1.13)

In this situation, ρ (t) is only a distribution and not a function anymore. So the classical difficulty
to properly define ρ2 2(t) appears. A Wick-renormalization procedure permits to overcome this
issue. To begin with, let us introduce the Wick-renormalized product

n(t, x) := n(t, x)2 − σn(t, x) where σn(t, x) := E
[

n(t, x)2] . (1.14)

Before looking for a convenient subspace in which (ρ2
n)n≥0 would be a Cauchy sequence, let

us have a look at the renormalization constant.

Proposition 1.6. Let d ≥ 1 and suppose that 2H0+
∑d

i=1 Hi ≤ d. Then, the value of E
[

n(t, x)2
]

does not depend on x. Setting σn(t) := E
[

n(t, x)2
]
, the asymptotic equivalence property below

is obtained: for every (t, x) ∈ (0, T ] × R
d,

σn(t, x) := E
[

n(t, x)2] ∼
n→∞

{
c1

H n if 2H0 +
∑d

i=1Hi = d,

c2
H 22n(d−[2H0+

∑d

i=1
Hi]) if 2H0 +

∑d
i=1Hi < d ,

(1.15)

where c1
H , c

2
H > 0 are two constants.

Remark 1.7. It is interesting to note that the nature of the equivalent (that is linear when

2H0 +
∑d

i=1 Hi = d and geometric when 2H0 +
∑d

i=1 Hi < d) is the same as in the wave setting
(see [5]) and in the Schrödinger setting (see [7]). Let us add that, in this case, the term in
the right hand-side of (1.15) has no dependence on t. In fact, this results from a dissipative
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phenomenon of the heat equation (see the proof of Proposition 4.4) contrary to an oscillating
one in the case of the Schrödinger equation (see [7]). This kind of phenomenon is well-known in
the parabolic setting and has already been observed in [15] for instance in its study of the KPZ
equation with fractional derivatives of white noise.

Our definition of , the second order stochastic term, is the following:

Proposition 1.8. Fix d ≥ 1 and (H0,H1, ...,Hd) ∈ (0, 1)d+1 such that

d− 1

4
< 2H0 +

d∑

i=1

Hi ≤ d . (H2)

Then, for all test function χ : Rd → R, almost surely the sequence (χ2
n)n≥1 (defined by (1.14))

converges in the space C([0, T ]; W−2α,p(Rd)) as soon as 2 ≤ p ≤ ∞ and α satisfying (1.11).

The limit of this sequence will be denoted by χ2 .

With the above constructed stochastic processes, the following Wick interpretation of the model
naturally comes to mind:

Definition 1.9. Let d ≥ 1 and assume that condition (H2) is verified. Remember that for
all test function χ : R

d → R, χ and χ2 are the processes defined in Proposition 1.3 and
Proposition 1.8, respectively.

In this setting, a stochastic process (u(t, x))t∈[0,T ],x∈Rd is said to be a Wick solution (on [0, T ])

of equation (1.1) if, almost surely, the process v := u− is a solution of the mild equation

vt = et∆φ+

∫ t

0
e(t−τ)∆(ρ2v2

τ )dτ + 2

∫ t

0
e(t−τ)∆((ρvτ ) · (ρ τ )) dτ

+

∫ t

0
e(t−τ)∆(ρ2

τ ) dτ , t ∈ [0, T ] . (1.16)

In this case, a major difficulty is the treatment of the term (ρv) · (ρ ) that will be understood
as the product of a distribution ρ with a regular enough function ρv. Indeed, should ρ be of
Sobolev regularity −α and ρv be a function of Sobolev regularity β with β > α, (ρv) · (ρ ) can
be defined as a distribution of order −α (see Section 3 for more details). Again, the regularising
effect of the heat semigroup will help us to find a stable subspace. The main result of this paper
can be stated in the following way:

Theorem 1.10 (Local well-posedness under (H2)). Suppose that d ≥ 1 and p ≥ 2 verifies

that p ≥ 2d
3 . Assume that d− 1

4 < 2H0 +
∑d

i=1Hi ≤ d. Fix α > 0 such that

d−
(

2H0 +
d∑

i=1

Hi

)
< α <

1

4
. (1.17)

Then the assertions below hold true:

(i) One can find β > 0 such that almost surely, for every φ ∈ W−α,p(Rd), there exists a time
T0(ω) > 0 for which equation (1.1) admits a unique Wick solution u (in the meaning of Defini-
tion 1.9) in the set

ST0
:= +Xα,β(T0) ,

where
Xα,β(T0) := C([0, T0]; W−α,p(Rd)) ∩ C((0, T0]; Wβ,p(Rd)).

(ii) For any n ≥ 1, let us note ũn the smooth Wick solution of (1.1), that is ũn is the solution
(in the meaning of Definition 1.9) related to the pair (ρ n, ρ

2
n). Then, for all α satisfy-

ing (1.17) and for any test function χ : Rd → R, the sequence (χũn)n≥1 converges almost surely
in C([0, T0]; W−α,p(Rd)) to χu, where u is the Wick solution from item (i).
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Remark 1.11. Thanks to the regularising effect of the heat semigroup, we are able to solve
equation (1.1) for all dimension d ≥ 1 as soon as α < 1

4 . This situation highly contrasts with
the Schrödinger setting (see [7]) where the restriction comes from the deterministic part of the
equation. Nonetheless, although the restriction in Theorem 1.10 comes from the stochastic
constructions, we will be able to improve this result in dimension d = 2. See subsection 1.1.3
below.

Remark 1.12. Let us go back to the role of the cut-off function ρ in equation (1.1). Contrary to
the Schrödinger setting where ρ played an essential role to obtain local regularity, in our case,
ρ is only needed to measure precisely the regularity of the stochastic processes ρ (t, .), ρ2 (t, .)
in some Wα,p(Rd) spaces.

1.1.3. Further study of the model when d=2.

At this point of the analysis, one may wonder whether the restriction 2H0 +
∑d

i=1Hi > d− 1
4

in (H2) (that comes from our technical computations) is optimal. The following proposition
provides us with a first partial result in this direction.

Proposition 1.13. Fix d ≥ 1. Let (H0,H1, ...,Hd) ∈ (0, 1)d+1 be such that

2H0 +H1 + · · · +Hd ≤ 3

4
d (1.18)

and let χ : Rd → R be a non-zero, smooth and compactly-supported function. Then, for all α > 0

and t > 0, one has E

[
‖χ · n(t, .)‖2

H−2α(Rd)

]
→ ∞ as n → ∞.

Based on the latter explosion phenomenon for n, we can at least conclude that the condition
(H2) in Proposition 1.8 and Theorem 1.10 is optimal when d = 1.

When d ≥ 2, one can observe that the situation where 3
4d < 2H0 +

∑d
i=1 Hi ≤ d − 1

4 is not
covered by the above results. In fact, we must admit that we are not able, for the moment, to
offer a complete picture of the situation, that is a general well-posedness result for every d ≥ 2
and for all indexes such that 2H0 +

∑d
i=1Hi >

3
4d.

However, we propose to make a first step toward this ambitious challenge by going further
with the analysis in the two-dimensional setting d = 2. In this case, it turns out that several of
our arguments and estimates behind the construction of can be slightly refined, leading us to
the following statement:

Proposition 1.14. Let (H0,H1,H2) ∈ (0, 1)3 be such that

0 < H1 <
3

4
, 0 < H2 <

3

4
,

3

2
< 2H0 +H1 +H2 ≤ 7

4
. (1.19)

Then, for all smooth compactly-supported function χ : R2 → R, T > 0, 2 ≤ p ≤ ∞ and

α > 2 − (2H0 +H1 +H2) , (1.20)

the sequence (χ2
n)n≥1 (defined by (1.14)) converges almost surely in the space C([0, T ]; W−2α,p(R2)).

We still denote the limit of this sequence by χ2 .

According to Proposition 1.13 with d = 2, this construction is optimal. We are now in a position
to state our more general result when d = 2:

Theorem 1.15 (Roughest case). Suppose that d = 2 and p ≥ 2. Let (H0,H1,H2) ∈ (0, 1)3 be
such that

0 < H1 <
3

4
, 0 < H2 <

3

4
,

3

2
< 2H0 +H1 +H2 ≤ 7

4
. (1.21)
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Fix α > 0 such that

2 − (2H0 +H1 +H2) < α <
1

2
. (1.22)

Then the assertions below hold true:

(i) One can find β > 0 such that almost surely, for every φ ∈ W−α,p(R2), there exists a time
T0(ω) > 0 for which equation (1.1) admits a unique Wick solution u (in the meaning of Defini-
tion 1.9) in the set

ST0
:= +Xα,β(T0) ,

where

Xα,β(T0) := C([0, T0]; W−α,p(R2)) ∩ C((0, T0]; Wβ,p(R2)).

(ii) For any n ≥ 1, let us note ũn the smooth Wick solution of (1.1), that is ũn is the solution
(in the meaning of Definition 1.9) related to the pair (ρ n, ρ

2
n). Then, for all α satisfy-

ing (1.22) and for any test function χ : R2 → R, the sequence (χũn)n≥1 converges almost surely
in C([0, T0]; W−α,p(R2)) to χu, where u is the Wick solution from item (i).

Remark 1.16. Again, the restriction comes from the stochastic part of the study (see Proposi-
tion 1.14) that tackles with the existence of the stochastic element . This situation is analogous
to those in the wave setting (see for example [5, 11, 12, 17]), where the strategy is limited by
the domain of validity of the stochastic constructions.

The above well-posedness theorem can be viewed as the main novelty of our work. We can
sum up our results in the following way ; equation (1.1) is well-posed in some Wα,p(R2) space
when

3

2
< 2H0 +H1 +H2

and is ill-posed as soon as

2H0 +H1 +H2 ≤ 3

2
in the sense that the second order stochastic term is not a continuous function of time with
values in Sobolev spaces. These results can be viewed as a generalization of those obtained by
Oh and Okamoto in [17] where the parameter α (related to the derivatives of their Gaussian
noise) has to satisfy analogous constraints to those of the combination 2H0 +H1 +H2.

Remark 1.17. It is interesting to compare the above regularity restriction (1.11) for in Proposi-
tion 1.3 with the analogous results of [5] in the wave setting and of [7] in the Schrödinger setting,
that is when replacing ∂t − ∆ with ∂2

t − ∆ (respectively ı∂t − ∆ ) . In these situations, the
conditions on α are

αwave > d− 1

2
−

d∑

i=0

Hi and αschröd > d+ 1 −
(

2H0 +
d∑

i=1

Hi

)
.

In fact, the method presented in this paper would allow us to define the linear solution of
several other fractional problems. Let us briefly describe some results that could be obtained
along the same procedure (see Section 4). First of all, for fractional Schrödinger-type equations
of the form:

i∂t (t, x) + |∇|σ (t, x) = 0,

where |∇|σ is the Fourier multiplier by |ξ|σ and σ ∈ (0,+∞), that generalize the classical one
(take σ = 2), one could prove that the associated condition on α becomes

α frac schröd > d+
σ

2
−
(
σH0 +

d∑

i=1

Hi

)
.
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Likewise, we could construct the linear solution for fractional wave-type equations of the form:

∂2
t (t, x) + |∇|2σ (t, x) = 0,

that generalize the standard one (take σ = 1). In this case, the associated condition on α would
be

α frac wave > d− σ

2
−
(
σH0 +

d∑

i=1

Hi

)
.

To end with, it is possible to construct the first order stochastic process for fractional heat-type
equations of the form:

∂t (t, x) + |∇|σ (t, x) = 0,

as soon as

α frac heat > d−
(
σH0 +

d∑

i=1

Hi

)
.

These considerations allow us to understand that the key parameter in the construction of
the linear solution is the exponent of the Fourier multiplier that appears in front of H0 (that

described the irregularity of B with respect to the time t) whereas the combination
∑d

i=1Hi

stays unchanged.

1.2. Notations. Let d ≥ 1. Throughout the paper, a test function (on R
d) will be any function

ρ : Rd → R that is smooth and compactly-supported. Naturally, let us denote by S(Rd) the
space of Schwartz functions on R

d.

The main functional spaces of this article are the Sobolev spaces defined for all s ∈ R and
1 ≤ p ≤ ∞ as

Ws,p(Rd) :=
{
f ∈ S ′(Rd) : ‖f‖Ws,p = ‖F−1({1 + |.|2} s

2 Ff)|Lp(Rd)‖ < ∞
}
,

where the Fourier transform F , resp. the inverse Fourier transform F−1, is defined with the
following convention: for every f ∈ S(Rd) and x ∈ R

d,

F(f)(x) = f̂(x) :=

∫

Rd
f(y)e−ı〈x,y〉dy , resp. F−1(f)(x) :=

1

(2π)d

∫

Rd
f(y)eı〈x,y〉dy .

We also set Hs(Rd) := Ws,2(Rd).

Now, as soon as space-time functions (or distributions) are concerned, we may use the follow-
ing shortcut notation: for every T ≥ 0, 1 ≤ p, q ≤ ∞ and s ∈ R,

L
p
T Ws,q := Lp([0, T ]; Ws,q(Rd)) , ‖.‖L

p
T

Ws,q := ‖.‖Lp([0,T ];Ws,q(Rd)) . (1.23)

The notation C([0, T ]; Ws,q(Rd)) will refer to the set of continuous functions on [0, T ] taking
values in Ws,q(Rd).

1.3. Outline of the study.

The rest of the article is organized as follows. In Section 2, we prove the local well-posedness
result in the regular case. Section 3 is devoted to the analysis in the irregular case. Then, in
Section 4 and Section 5, we develop the stochastic constructions at the core of the equation. To
end with, in Section 6, we combined the results from the previous sections to prove Theorem
1.5, Theorem 1.10 and Theorem 1.15.

Throughout the paper, the notation A . B will be used to signify that there exists an irrelevant
constant c such that A ≤ cB.
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2. Analysis of the deterministic equation under condition (H1)

The aim of this section is to deal with the model in the regular case, that is when assump-
tion (H1) on the Hurst index is verified, and the linear solution ρ (defined by Proposition 1.3)
is a function of both time and space. Recall that in this situation, the equation is interpreted
through Definition 1.4. Thus, what we would like to solve in this section is the equation

vt = et∆φ+

∫ t

0
e(t−τ)∆(ρ2v2

τ )dτ + 2

∫ t

0
e(t−τ)∆(ρvτ · ρ τ ) dτ

+

∫ t

0
e(t−τ)∆(ρ2 2

τ ) dτ , t ∈ [0, T ] . (2.1)

Contrary to the next sections where several probabilistic arguments will be used, our strat-
egy towards a (local) solution v for (2.1) will be based on deterministic estimates only. To
put it differently, we henceforth consider ρ as a fixed (i.e., non-random) element in the space
C([0, T ]; Wβ,p(Rd)) for some appropriate 0 < β < 1 (where β = −α is given by Proposition 1.3)
and p ≥ 2, and try to solve the deterministic equation below: for Ψ ∈ C([0, T ]; Wβ,p(Rd)),

vt = et∆φ+

∫ t

0
e(t−τ)∆(ρ2v2

τ )dτ + 2

∫ t

0
e(t−τ)∆(ρvτ · Ψτ ) dτ

+

∫ t

0
e(t−τ)∆(Ψ2

τ ) dτ , t ∈ [0, T ] . (2.2)

Let us present the tools related to the two main operations in (2.2).

2.1. Wα,p − Wα,q estimate.

We recall the well-known integrability property of the heat semigroup resulting from the
Riesz-Thorin theorem.

Proposition 2.1. Let 1 ≤ q ≤ p ≤ ∞, α ∈ R and u0 ∈ Wα,q(Rd). Then for all t > 0,

‖et∆u0‖Wα,p ≤ (4πt)
− d

2
( 1

q
− 1

p
)‖u0‖Wα,q .

2.2. Pointwise multiplication.

The second tool to deal with equation (2.2) is a refined fractional Leibniz rule that can be
found in [10].

Lemma 2.2 (Kato-Ponce inequality). Let 1 ≤ r < ∞ and 1 < p1, p2, q1, q2 < ∞ verifying

1

r
=

1

p1
+

1

p2
=

1

q1
+

1

q2
.

Let s ≥ 0. Then one has

‖u · v‖Ws,r(Rd) . ‖u‖Ws,p1 (Rd)‖v‖Lp2 (Rd) + ‖u‖Lq1 (Rd)‖v‖Ws,q2 (Rd) .

2.3. About the resolution of the deterministic equation.

Our main result regarding equation (2.2) can be formulated in the following way:

Theorem 2.3. Fix β ∈ (0, 1). Assume that d ≥ 1 and p ≥ 2 is such that d
2p
< 1 + β

2 . For every

T > 0, define the space Xβ,p(T ) as

Xβ,p(T ) := C([0, T ]; Wβ,p(Rd)) , (2.3)

equipped with the norm
‖v‖X(T ) := ‖v‖Xβ,p(T ) = ‖v‖L∞

T
Wβ,p.

Then for every φ ∈ Wβ,p(Rd), one can find a time T0 > 0 such that, for every Ψ ∈ Xβ,p(T0),
equation (2.2) admits a unique solution in Xβ,p(T0).
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This local well-posedness result will be the consequence of a classical fixed-point argument.
In order to implement this procedure, let us introduce the map Γ defined by the right-hand side
of (2.2), that is: for all φ ∈ Wβ,p(Rd), v,Ψ ∈ Xβ,p(T ), T ≥ 0, set

ΓT,Ψ(v)t := et∆φ+

∫ t

0
e(t−τ)∆(ρ2v2

τ )dτ + 2

∫ t

0
e(t−τ)∆(ρvτ · Ψτ ) dτ

+

∫ t

0
e(t−τ)∆(Ψ2

τ ) dτ , t ∈ [0, T ] .

Proposition 2.4. In the setting of Theorem 2.3, the bounds below hold true: one can find ε > 0
such that for all 0 ≤ T ≤ 1, φ ∈ Wβ,p(Rd),Ψ1,Ψ2, v, v1, v2 ∈ Xβ,p(T ) := X(T ),

‖ΓT,Ψ1
(v)‖X(T ) . ‖φ‖Wβ,p(Rd) + T ε

[
‖v‖2

X(T ) + ‖Ψ1‖X(T )‖v‖X(T ) + ‖Ψ1‖2
X(T )

]
, (2.4)

and

‖ΓT,Ψ1
(v1) − ΓT,Ψ2

(v2)‖X(T )

. T ε
[
‖v1 − v2‖X(T )

{‖v1‖X(T ) + ‖v2‖X(T )

}
+ ‖Ψ1 − Ψ2‖X(T )‖v1‖X(T )

+ ‖Ψ2‖X(T )‖v1 − v2‖X(T ) + ‖Ψ1 − Ψ2‖X(T )

{‖Ψ1‖X(T ) + ‖Ψ2‖X(T )

}]
, (2.5)

where the proportional constants only depend on β, p and ρ.

Before we focus on the proof of this proposition, let us briefly remember that, once en-
dowed (2.4)-(2.5), the result of Theorem 2.3 follows from a classical application of the Picard
fixed-point theorem. Precisely, using (2.4), we can first show that for all T = T (φ,Ψ) > 0 small
enough, there exists a ball in X(T ) that is stable through the action of ΓT,Ψ. Then, helped
with (2.5) (used with Ψ1 = Ψ2 = Ψ), the fact that ΓT,Ψ is actually a contraction on this ball
is easily deduced (for T > 0 possibly even smaller), which completes the proof of the theorem.

Let us remark that the continuity of ΓT,Ψ with respect to Ψ (a direct consequence of (2.5))
will be a major ingredient toward item (ii) of Theorem 1.5.

We begin by establishing some estimates.

Lemma 2.5. Fix β ∈ (0, 1). Assume that d ≥ 1 and p ≥ 2 is such that d
2p
< 1 + β

2 . There exists

ε > 0 such that for all 0 ≤ T ≤ 1, fi = ρv or fi = ρ ,

∥∥∥
∫ t

0
e(t−τ)∆(f1 · f2(τ))dτ

∥∥∥
Xβ,p(T )

. T ε‖f1‖Xβ,p(T )‖f2‖Xβ,p(T ).

Proof. Let 0 ≤ t ≤ T, 1 ≤ q < p and 1 ≤ r < ∞ be such that 1
q

= 1
p

+ 1
r
. Using successively

Minkowsky inequality, Proposition 2.1 and Lemma 2.2, we get

∥∥∥
∫ t

0
e(t−τ)∆(f1 · f2(τ))dτ

∥∥∥
Wβ,p

≤
∫ t

0
‖e(t−τ)∆(f1 · f2(τ))‖Wβ,pdτ

.

∫ t

0
(t− τ)− d

2
( 1

q
− 1

p
)‖f1 · f2(τ)‖Wβ,qdτ

.

∫ t

0
(t− τ)

− d
2

( 1

q
− 1

p
)
[‖f1(τ)‖Wβ,p‖f2(τ)‖Lr + ‖f2(τ)‖Wβ,p‖f1(τ)‖Lr ]dτ.
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Now, as soon as 1
q
> max

(2
p

− β
d
, 1

p
), observe that β ≥ d(1

p
− 1

r
) and consequently we have the

Sobolev embedding Wβ,p(Rd) →֒ Lr(Rd) that leads to
∥∥∥
∫ t

0
e(t−τ)∆(f1 · f2(τ))dτ

∥∥∥
Wβ,p

.

∫ t

0
(t− τ)− d

2r ‖f1(τ)‖Wβ,p‖f2(τ)‖Wβ,pdτ

. T 1− d
2r ‖f1‖Xβ,p(T )‖f2‖Xβ,p(T )

. T
1− d

2p
+ β

2 ‖f1‖Xβ,p(T )‖f2‖Xβ,p(T ).

Taking the supremum over t ∈ [0, T ], we obtain the desired conclusion:
∥∥∥
∫ t

0
e(t−τ)∆(f1 · f2(τ))dτ

∥∥∥
Xβ,p(T )

. T
1− d

2p
+ β

2 ‖f1‖Xβ,p(T )‖f2‖Xβ,p(T ).

�

Proof of Proposition 2.4. Let us bound each of the four terms in the expression of ΓT,Ψ:

ΓT,Ψ(v)t := et∆φ+

∫ t

0
e(t−τ)∆(ρ2v2

τ )dτ + 2

∫ t

0
e(t−τ)∆(ρvτ · Ψτ ) dτ

+

∫ t

0
e(t−τ)∆(Ψ2

τ ) dτ , t ∈ [0, T ] .

On the one hand, for all 0 ≤ t ≤ T , using the expression of the heat semigroup, it holds that
‖et∆φ‖Wβ,p(Rd) . ‖φ‖Wβ,p(Rd), yielding to

‖et∆φ‖Xβ,p(T ) . ‖φ‖Wβ,p(Rd). (2.6)

On the other hand, the bound concerning the three other terms is a straight consequence from
Lemma 2.5 and provides us with the bound (2.4) we are looking for. The second one (2.5) can
be obtained with quite the same arguments. �

3. Analysis of the deterministic equation under condition (H2)

The objective of this section is to cope with the wellposedness issue in the rough situation,
that is when condition (H2) on the Hurst indexes is verified. We recall that in this rough case,
the model is understood in the meaning of Definition 1.9, that is as

vt = et∆φ+

∫ t

0
e(t−τ)∆(ρ2v2

τ )dτ + 2

∫ t

0
e(t−τ)∆(ρvτ · ρ τ ) dτ

+

∫ t

0
e(t−τ)∆(ρ2

τ ) dτ , t ∈ [0, T ] . (3.1)

where the processes ρ and ρ2 are those defined in Proposition 1.3 and Proposition 1.8.

In order to handle (3.1), we intend to follow the same deterministic strategy as in Section 2.
To put it differently, we will consider the pair (ρ , ρ2 ) as a fixed element in the subspace

Rα,p := L∞([0, T ]; W−α,p(Rd)
)× L∞([0, T ]; W−2α,p(Rd)

)
, (3.2)

where 0 < α < 1
4 (coming from Propositions 1.3 and 1.8), p ≥ 2 and then the aim will be to

solve the more general deterministic equation: for (Ψ,Ψ2) ∈ Rα,p,

vt = et∆φ+

∫ t

0
e(t−τ)∆(ρ2v2

τ )dτ + 2

∫ t

0
e(t−τ)∆(ρvτ · Ψτ ) dτ

+

∫ t

0
e(t−τ)∆(Ψ2

τ ) dτ , t ∈ [0, T ] . (3.3)
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The main originality of the situation (compared to Section 2) is the lack of regularity of Ψτ

and Ψ2
τ , that can only be seen as negative-order Sobolev terms (remark indeed that α > 0

in (3.2)).

3.1. Regularising effect of the heat semigroup.

The use of the fractional Sobolev spaces allows us to quantify the regularising effect of the
heat semigroup (see [19]).

Proposition 3.1. Let 1 < p < ∞. For any s1 < s2, there exists a constant C(s1, s2) < ∞ such
that

‖et∆φ‖Ws2,p(Rd) ≤ C(s1, s2)(1 + t−
s2−s1

2 )‖φ‖Ws1,p(Rd)

holds for all φ ∈ Ws1,p(Rd) and t > 0.

3.2. Pointwise multiplication.

The solution we propose to deal with the product (ρvτ ) · (Ψτ ) in (3.3) will be to resort to
the following general multiplication property in Sobolev spaces (see e.g. [20, Section 4.4.3] for a
proof of this result) which garantees that (ρvτ ) · (Ψτ ) exists and inherits the worst regularity.
More precisely:

Lemma 3.2. Fix d ≥ 1. Let α, β > 0 and 1 ≤ p, p1, p2 < ∞ be such that

1

p
=

1

p1
+

1

p2
and 0 < α < β .

If f ∈ W−α,p1(Rd) and g ∈ Wβ,p2(Rd), then f · g ∈ W−α,p(Rd) and

‖f · g‖W−α,p . ‖f‖W−α,p1 ‖g‖Wβ,p2 .

3.3. About the resolution of the auxiliary deterministic equation.

For all T ≥ 0, α, β > 0 and p ≥ 2, introduce the space

Xα,β,p(T ) := C([0, T ]; W−α,p(Rd)) ∩ C((0, T ]; Wβ,p(Rd)) , (3.4)

equipped with the norm

‖v‖X(T ) := ‖v‖Xα,β,p(T ) = ‖v‖L∞
T

W−α,p + ‖v‖Y (T )

where the Y (T )-seminorm is given by

‖v‖Y (T ) = sup
0<t≤T

t
β+α

2 ‖v(t)‖Wβ,p(Rd).

Also, remember that the subspace Rα,p has been defined in (3.2).

To end with, we are in a position to formulate (and prove) the main result of this section:

Theorem 3.3. Suppose that d ≥ 1 and p ≥ 2 is such that d
2p
< 1. In addition, assume that

α, β > 0 verify

α < β < min

(
2 − α− d

p
, 2 − 2α

)
. (3.5)

Then for every φ ∈ W−α,p(Rd) and (Ψ,Ψ2) ∈ Rα,p, one can find a time T > 0 for which

equation (3.3) admits a unique solution in the above-defined set Xα,β,p(T ).

In the same way as in Section 2.3, the proof of Theorem 3.3 is of course a direct consequence
of the estimates below for the map ΓT,Ψ,Ψ2 defined for all T ≥ 0 and (Ψ,Ψ2) ∈ Rα,p by

ΓT,Ψ,Ψ2(v) := et∆φ+

∫ t

0
e(t−τ)∆(ρ2v2

τ )dτ + 2

∫ t

0
e(t−τ)∆(ρvτ · Ψτ ) dτ

+

∫ t

0
e(t−τ)∆(Ψ2

τ ) dτ , t ∈ [0, T ] . (3.6)
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Proposition 3.4. Suppose that d ≥ 1 and p ≥ 2 is such that d
2p
< 1. In addition, assume that

α, β > 0 verify condition (3.5). Then there exists ε > 0 such that, setting X(T ) := Xα,β,p(T ), the
following bounds hold true: for all 0 ≤ T ≤ 1, φ ∈ W−α,p(Rd), (Ψ1,Ψ

2
1 ) ∈ Rα,p, (Ψ2,Ψ

2
2 ) ∈ Rα,p

and v, v1, v2 ∈ X(T ),

‖ΓT,Ψ1,Ψ2

1
(v)‖X(T ) . ‖φ‖W−α,p + T ε

[
‖v‖2

X(T ) + ‖Ψ1‖L∞
T

W−α,p‖v‖X(T ) + ‖Ψ2

1‖L∞
T

W−2α,p

]
, (3.7)

and

‖ΓT,Ψ1,Ψ2

1
(v1) − ΓT,Ψ2,Ψ2

2
(v2)‖X(T )

. T ε
[
‖v1 − v2‖X(T ){‖v1‖X(T ) + ‖v2‖X(T )} + ‖Ψ1 − Ψ2‖L∞

T
W−α,p‖v1‖X(T )

+ ‖Ψ2‖L∞
T

W−α,p‖v1 − v2‖X(T ) + ‖Ψ2

1 − Ψ2

2‖L∞
T

W−2α,p

]
, (3.8)

where the proportional constants depend only on ρ, p, α and β.

Proof of Proposition 3.4. Let us bound each of the four terms in the expression of ΓT,Ψ,Ψ2

separately.
Bound on et∆φ: For all 0 ≤ t ≤ T , using the expression of the heat semigroup, it holds that
‖et∆φ‖W−α,p(Rd) . ‖φ‖W−α,p(Rd), yielding to

‖et∆φ‖L∞
T

W−α,p . ‖φ‖W−α,p(Rd).

Now, thanks to Proposition 3.1, for any 0 < t ≤ T , ‖et∆φ‖Wβ,p(Rd) . t−
β+α

2 ‖φ‖W−α,p(Rd), which

implies t
β+α

2 ‖et∆φ‖Wβ,p(Rd) . ‖φ‖W−α,p(Rd) and ‖et∆φ‖Y (T ) . ‖φ‖W−α,p(Rd) leading to

‖et∆φ‖X(T ) . ‖φ‖W−α,p(Rd). (3.9)

Bound on
∫ t

0 e
(t−τ)∆(ρ2v2

τ )dτ : Let 0 ≤ t ≤ T. Using successively Minkowsky inequality, Propo-
sition 2.1 and Lemma 3.2 (since α < β), we get

∥∥∥
∫ t

0
e(t−τ)∆(ρ2v2

τ )dτ
∥∥∥

W−α,p
≤

∫ t

0
‖e(t−τ)∆(ρ2v2

τ )‖W−α,pdτ

.

∫ t

0

1

(t− τ)
d

2p

‖ρ2v2
τ ‖

W−α,
p
2
dτ

.

∫ t

0

1

(t− τ)
d

2p

‖vτ ‖Wβ,p‖vτ ‖W−α,pdτ

.

∫ t

0
(t− τ)

− d
2p τ− β+α

2 dτ‖v‖Y (T )‖v‖L∞
T

W−α,p

. T
1− d

2p
− β+α

2 ‖v‖2
X(T ).

Taking the supremum over t ∈ [0, T ], we deduce:

∥∥∥
∫ t

0
e(t−τ)∆(ρ2v2

τ )dτ
∥∥∥

L∞
T

W−α,p
. T

1− d
2p

− β+α
2 ‖v‖2

X(T ).

Now, as e(t−τ)∆ = e
t−τ

2
∆e

t−τ
2

∆, the heat kernel allows a gain of both regularity (Proposition 3.1)
and integrability (Proposition 2.1) showing that for all 0 < t ≤ T ,



15

∥∥∥
∫ t

0
e(t−τ)∆(ρ2v2

τ )dτ
∥∥∥

Wβ,p
≤

∫ t

0
‖e(t−τ)∆(ρ2v2

τ )‖Wβ,pdτ

.

∫ t

0
(t− τ)− β+α

2 ‖e t−τ
2

∆(ρ2v2
τ )‖W−α,pdτ

.

∫ t

0
(t− τ)

− β+α
2

− d
2p ‖ρ2v2

τ ‖
W−α,

p
2
dτ

.

∫ t

0
(t− τ)− β+α

2
− d

2p ‖vτ ‖Wβ,p‖vτ ‖W−α,pdτ

.

∫ t

0
(t− τ)

− β+α
2

− d
2p τ− β+α

2 dτ‖v‖Y (T )‖v‖L∞
T

W−α,p

. t
1− d

2p
−β−α‖v‖2

X(T ),

leading to

t
β+α

2

∥∥∥
∫ t

0
e(t−τ)∆(ρ2v2

τ )dτ
∥∥∥

Wβ,p
. t

1− d
2p

− β+α

2 ‖v‖2
X(T )

. T
1− d

2p
− β+α

2 ‖v‖2
X(T ).

Taking the supremum over t ∈ (0, T ], it holds
∥∥∥
∫ t

0
e(t−τ)∆(ρ2v2

τ )dτ
∥∥∥

Y (T )
. T

1− d
2p

− β+α
2 ‖v‖2

X(T ),

which entails ∥∥∥
∫ t

0
e(t−τ)∆(ρ2v2

τ )dτ
∥∥∥

X(T )
. T

1− d
2p

− β+α
2 ‖v‖2

X(T ). (3.10)

Bound on
∫ t

0 e
(t−τ)∆(ρvτ · Ψτ ) dτ : By repeating the same arguments as above (one of two ρv

being replaced by Ψ), we obtain
∥∥∥
∫ t

0
e(t−τ)∆(ρvτ · Ψτ )dτ

∥∥∥
X(T )

. T
1− d

2p
− β+α

2 ‖v‖X(T )‖Ψ‖L∞
T

W−α,p. (3.11)

Bound on
∫ t

0 e
(t−τ)∆(Ψ2

τ )dτ : Fix 0 ≤ t ≤ T . Using successively Minkowsky inequality and
Proposition 3.1, we write

∥∥∥
∫ t

0
e(t−τ)∆(Ψ2

τ )dτ
∥∥∥

W−α,p
≤

∫ t

0
‖e(t−τ)∆(Ψ2

τ )‖W−α,pdτ

.

∫ t

0
(t− τ)− α

2 ‖Ψ2

τ ‖W−2α,pdτ

. T 1− α
2 ‖Ψ2‖L∞

T
W−2α,p ,

which entails ∥∥∥
∫ t

0
e(t−τ)∆(Ψ2

τ )dτ
∥∥∥

L∞
T

W−α,p
. T 1− α

2 ‖Ψ2‖L∞
T

W−2α,p . (3.12)

Then, for all 0 < t ≤ T , thanks to the regularising effect of the heat semigroup and the
assumption β + 2α < 2,

∥∥∥
∫ t

0
e(t−τ)∆(Ψ2

τ )dτ
∥∥∥

Wβ,p
≤

∫ t

0
‖e(t−τ)∆(Ψ2

τ )‖Wβ,pdτ

.

∫ t

0
(t − τ)− β+2α

2 ‖Ψ2

τ ‖W−2α,pdτ

. t1− β+2α
2 ‖Ψ2‖L∞

T
W−2α,p ,
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which leads to t
β+α

2

∥∥∥
∫ t

0
e(t−τ)∆(Ψ2

τ )dτ
∥∥∥

Wβ,p
. T 1− α

2 ‖Ψ2‖L∞
T

W−2α,p . Thus,

∥∥∥
∫ t

0
e(t−τ)∆(Ψ2

τ )dτ
∥∥∥

Y (T )
. T 1− α

2 ‖Ψ2‖L∞
T

W−2α,p (3.13)

and, combining the identities (3.12) and (3.13),
∥∥∥
∫ t

0
e(t−τ)∆(Ψ2

τ )dτ
∥∥∥

X(T )
. T 1− α

2 ‖Ψ2‖L∞
T

W−2α,p . (3.14)

Putting together the four inequalities (3.9), (3.10), (3.11) and (3.14) provides us with the desired
bound (3.7). The second one (3.8) can be obtained with similar arguments.

�

4. On the construction of the relevant stochastic objects

The objective of this section is to prove Proposition 1.3, Proposition 1.8 and to give an
asymptotic estimate of the quantity E

[
n(t, x)2

]
(Proposition 1.6). We recall that the space-

time fractional white noise B has been defined as a Gaussian process whose mean and covariance
function are well-known (see Definition 1.1). This definition can seem a bit abstract and, in order
to realize computations with this noise, we need a representation formula. We will resort to the
harmonizable representation of the fractional Brownian motion presented in [21]. Let us recall
the procedure. First of all, we fix, on some complete probability space (Ω,F ,P), a space-time
white noise W on R

d+1. Then let H = (H0,H1, . . . ,Hd) ∈ (0, 1)d+1 and set, for any t ∈ [0, T ]
and x ∈ R

d,

B(t, x1, . . . , xd) := cH

∫

ξ∈R

∫

η∈Rd

eıtξ − 1

|ξ|H0+ 1

2

d∏

i=1

eıxiηi − 1

|ηi|Hi+ 1

2

Ŵ (dξ, dη) , (4.1)

where cH > 0 is a constant, and where Ŵ stands for the Fourier transform of W . Then, for an
appropriate value of cH , B is a space-time fractional Brownian motion of index H (in the sense
of Definition 1.1).

Unfortunately, we know that B suffers from a lack of regularity measured by its Hurst index.
That is why we are looking for a smooth approximation (Bn)n≥0. Our strategy is based on a
truncation of the integration domain in (4.1): precisely, we set B0 ≡ 0, and for n ≥ 1,

Bn(t, x1, . . . , xd)(ω) := cH

∫

|ξ|≤22n

∫

|η|≤2n

eıtξ − 1

|ξ|H0+ 1

2

d∏

i=1

eıxiηi − 1

|ηi|Hi+
1

2

Ŵ (dξ, dη) . (4.2)

It is then clear than Bn defines a smooth process for any n ≥ 0 and that for all (t, x) ∈ [0, T ]×R
d,

Bn(t, x)
n→∞−→ B(t, x) in L2(Ω) .

4.1. Linear solution associated with the model.

With a view to constructing the first order process , the solution of the linear equation
{
∂t − ∆ = Ḃ, t ∈ [0, T ], x ∈ R

d,

(0, .) = 0,
(4.3)

we are now interested in giving a rigorous meaning to the sequence ( n)n≥0 of the regularised
version of (4.3), that is the sequence of solutions to

{
∂t n − ∆ n = Ḃn , t ∈ [0, T ] , x ∈ R

d ,

n(0, .) = 0 ,
(4.4)

where, for all n ≥ 0, Ḃn denotes the classical derivative Ḃn := ∂t∂x1
· · · ∂xd

Bn. Despite the
regularity of Ḃn, its a priori lack of integrability over the whole space R

d prevents us from using
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some general theorem which would guarantee the existence of n. We thus propose a stochastic
construction of n. Should this latter exist, its expression would by given the formula

n(t, x) =

∫ t

0
e(t−s)∆(Ḃn(s))(x)ds.

A formal computation leads us to the following expression:

n(t, x) =

∫ t

0

e(t−s)∆(Ḃn(s))(x)ds

=

∫ t

0

F−1(e−|ξ|2(t−s) ̂̇Bn(s, ξ))(x)ds

=

∫ t

0

F−1(e−|ξ|2(t−s)) ⋆ Ḃn(s, x)ds

=

∫ t

0

∫

Rd

F−1(e−|ξ|2(t−s))(x− y)Ḃn(s, y)dyds

= cH

∫ t

0

ds

∫

Rd

dy

∫

|ξ|≤22n

∫

|η|≤2n

F−1(e−|ξ|2(t−s))(x − y)id+1 ξ

|ξ|H0+ 1

2

d∏

i=1

ηi

|ηi|Hi+ 1

2

eiξsei〈η,y〉Ŵ (dξ, dη)

= cH i
d+1

∫

|ξ|≤22n

∫

|η|≤2n

ξ

|ξ|H0+ 1

2

d∏

i=1

ηi

|ηi|Hi+ 1

2

ei〈η,x〉·
[∫ t

0

ds eiξs

(∫

Rd

dyF−1(e−|ξ|2(t−s))(x − y)e−i〈η,x−y〉

)]
Ŵ (dξ, dη)

= cH i
d+1

∫

|ξ|≤22n

∫

|η|≤2n

ξ

|ξ|H0+ 1

2

d∏

i=1

ηi

|ηi|Hi+ 1

2

ei〈η,x〉 ·
[∫ t

0

ds eiξ(t−s)

(∫

Rd

dyF−1(e−|ξ|2s)(y)e−i〈η,y〉

)]
Ŵ (dξ, dη).

We have finally obtained that

n(t, x) = cH i
d+1

∫

|ξ|≤22n

∫

|η|≤2n

ξ

|ξ|H0+ 1

2

d∏

i=1

ηi

|ηi|Hi+ 1

2

ei〈η,x〉γt(ξ, |η|) Ŵ (dξ, dη),

where for every t ≥ 0, ξ ∈ R and r > 0, we introduce the quantity γt(ξ, r) as

γt(ξ, r) := eiξt

∫ t

0

e−sr2

e−iξsds . (4.5)

Moreover, let us observe that is real-valued. Indeed, let ft,x the function defined for all

ξ ∈ R, η ∈ R
d by

ft,x(ξ, η) := cH i
d+1

1 |ξ|≤22n1 |η|≤2n

ξ

|ξ|H0+ 1

2

d∏

i=1

ηi

|ηi|Hi+
1

2

ei〈η,x〉γt(ξ, |η|),
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in such a way that n(t, x) =

∫

Rd+1

ft,x(ξ, η)Ŵ (dξ, dη). As ft,x(ξ, η) = ft,x(−ξ,−η), the Fourier

transform of f is real-valued that implies

n(t, x) =

∫

Rd+1

ft,x(ξ, η)Ŵ (dξ, dη)

=

∫

Rd+1

f̂t,x(ξ, η)W (dξ, dη)

=

∫

Rd+1

f̂t,x(ξ, η)W (dξ, dη)

=

∫

Rd+1

f̂t,x(ξ, η)W (dξ, dη)

=

∫

Rd+1

ft,x(ξ, η)Ŵ (dξ, dη)

= n(t, x).

We are now in a position to define properly n.

Definition 4.1. We call a solution of equation (4.4) (or linear solution associated with (1.1))
any centered real Gaussian process

{
n(s, x), n ≥ 1, s ≥ 0, x ∈ R

d
}

whose covariance function is given by the relation: for all n,m ≥ 1, s, t ≥ 0 and x, y ∈ R
d,

E

[
n(s, x) m(t, y)

]
= c2

H

∫

(ξ,η)∈Dn∩Dm

1

|ξ|2H0−1

d∏

i=1

1

|ηi|2Hi−1
γs(ξ, |η|)γt(ξ, |η|)eı〈η,x−y〉 dξdη ,

(4.6)

where Dn := B1
2n ×Bd

n with Bk
ℓ :=

{
λ ∈ R

k : |λ| ≤ 2ℓ
}

.

4.2. Some preliminary estimates on γ.

Before proving that χ n is a Cauchy sequence in a convenient subspace, we need to establish
some bounds on the quantity γt(ξ, r) which contains all the information with respect to the heat
semigroup:

γt(ξ, r) := eiξt

∫ t

0
e−sr2

e−iξsds . (4.7)

We first state some estimates on the variation

γs,t(ξ, r) := γt(ξ, r) − γs(ξ, r). (4.8)

Lemma 4.2. For all 0 ≤ s ≤ t ≤ 1, ξ ∈ R, r > 0 and ε ∈ [0, 1], the following bound holds true:

|γs,t(ξ, r)| . min

(
|ξ|ε|t − s|ε + |t − s|, |t− s|r2

|ξ| +
|t− s|ε{1 + r2}

|ξ|1−ε
,
|t − s|ε{r2ε + |ξ|ε}√

r4 + ξ2

)
.

Proof. First of all, we write

γs,t(ξ, r) = {eiξt − eiξs}
∫ s

0
e−ur2

e−iξudu+ eiξt

∫ t

s
e−ur2

e−iξudu ,

and so

|γs,t(ξ, r)| . |eiξt − eiξs|
∣∣∣∣
∫ s

0
e−ur2

e−iξudu

∣∣∣∣+
∣∣∣∣
∫ t

s
e−ur2

e−iξudu

∣∣∣∣ . |ξ|ε|t− s|ε + |t− s| .
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Then observe that

γt(ξ, r) = eiξt

∫ t

0
e−sr2

e−iξsds = −e−r2t − eiξt

iξ
+
ieiξtr2

ξ

∫ t

0
e−sr2

e−iξsds ,

which readily entails

γs,t(ξ, r)

= −{e−r2t − e−r2s} − {eiξt − eiξs}
iξ

+
ir2

ξ
{eiξt − eiξs}

∫ s

0
e−ur2

e−iξudu+
ieiξtr2

ξ

∫ t

s
e−ur2

e−iξudu .

Thus,

|γs,t(ξ, r)| . r2 |t− s|
|ξ| +

|t− s|ε
|ξ|1−ε

+ r2 |t− s|ε
|ξ|1−ε

+
r2

|ξ| |t− s|

. r2 |t− s|
|ξ| + {1 + r2}|t − s|ε

|ξ|1−ε
.

To end with, it can be verified that

γt(ξ, r) =
eiξt − e−r2t

r2 + iξ
,

which yields

|γs,t(ξ, r)| =
1√

r4 + ξ2

∣∣∣{e−r2t − e−r2s} − {eiξt − eiξs}
∣∣∣

.
|t − s|ε√
r4 + ξ2

{r2ε + |ξ|ε} .

�

Corollary 4.3. For any 0 ≤ s ≤ t ≤ 1, H ∈ (0, 1), r > 0 and ε ∈ [0,H), it holds that

∫

R

|γs,t(ξ, r)|2
|ξ|2H−1

dξ .
|t − s|2ε

1 + r4(H−ε)
.

Proof. The desired inequality comes of course from a relevant use of the estimates shown in
Lemma 4.2.

For 0 < r < 1, we have

∫

R

|γs,t(ξ, r)|2
|ξ|2H−1

dξ . |t− s|2ε

[ ∫

|ξ|≤1

dξ

|ξ|2H−1
+

∫

|ξ|≥1

dξ

|ξ|2(H−ε)+1

]
. |t − s|2ε .

Then, for r > 1, it holds that

∫

R

|γs,t(ξ, r)|2
|ξ|2H−1

dξ . |t− s|2ε

∫

R

r4ε + |ξ|2ε

(r4 + ξ2)|ξ|2H−1
dξ

.
|t − s|2ε

r4(H−ε)

∫

R

1 + |ξ|2ε

(1 + ξ2)|ξ|2H−1
dξ .

|t− s|2ε

r4(H−ε)
.

�
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4.3. Construction of the first order stochastic process.

Proof of Proposition 1.3. Without loss of generality, we will suppose during the whole proof that
T = 1 and we set, for all m,n ≥ 0, n,m := m − n. Also, along the statement of the proposition,
we fix α verifying (1.11).

Step 1: The first objective is to show that for any p ≥ 1, 1 ≤ n ≤ m, 0 ≤ s ≤ t ≤ 1 and ε > 0
small enough, it holds

∫

Rd
E

[∣∣∣F−1
(
{1 + |.|2}− α

2 F(χ[ n,m(t, .) − n,m(s, .)
]))

(x)
∣∣∣
2p
]
dx . 2−4nεp|t− s|2εp , (4.9)

where the proportional constant only depends on p, α and χ.

Resorting to the same kind of arguments as those used in [7, Proof of Prop 1.2] , we obtain
the estimate

∫

Rd
dxE

[∣∣∣F−1
(
{1 + |.|2}− α

2 F(χ[ n,m(t, .) − n,m(s, .)
]))

(x)
∣∣∣
2p
]

.

(∫

(ξ,η)∈Dn,m

1

|ξ|2H0−1

d∏

i=1

1

|ηi|2Hi−1
{1 + |η|2}−α|γs,t(ξ, |η|)|2 dξdη

)p

.

Now we can split the latter integral into
(∫

(ξ,η)∈Dn,m

1

|ξ|2H0−1

d∏

i=1

1

|ηi|2Hi−1
{1 + |η|2}−α|γs,t(ξ, |η|)|2 dξdη

)p

.

(∫

22n≤|ξ|≤22m

∫

|η|≤2m

1

|ξ|2H0−1

d∏

i=1

1

|ηi|2Hi−1
{1 + |η|2}−α|γs,t(ξ, |η|)|2 dξdη

)p

+

(∫

|ξ|≤22m

∫

2n≤|η|≤2m

1

|ξ|2H0−1

d∏

i=1

1

|ηi|2Hi−1
{1 + |η|2}−α|γs,t(ξ, |η|)|2 dξdη

)p

=: (In,m(s, t))p + (IIn,m(s, t))p . (4.10)

Let us focus on the estimation of In,m(s, t). To this end, we fix ε > 0, so that

In,m(s, t) ≤ 2−4nε

∫

R

dξ

∫

Rd
dη

1

|ξ|2H0−2ε−1

d∏

i=1

1

|ηi|2Hi−1
{1 + |η|2}−α|γs,t(ξ, |η|)|2 , (4.11)

which, after a classical hyperspherical change of variables, leads us to

In,m(s, t) . 2−4nε

∫ ∞

0
dr

{
1 + r2

}−α

r2(H1+···+Hd)−2d+1

(∫

R

dξ
|γs,t(ξ, r)|2
|ξ|2H0−2ε−1

)
. (4.12)

We can now apply Corollary 4.3 with H := H0 − ε, which gives, for all 0 < ε < H0

2 ,

In,m(s, t)

. 2−4nε|t− s|2ε

∫ ∞

0
dr

{
1 + r2

}−α

r2(H1+···+Hd)−2d+1

1

1 + r4H0−8ε

. 2−4nε|t− s|2ε

(∫ 1

0

1

r2(H1+···+Hd)−2d+1
dr +

∫ ∞

1

1

r2α+2(2H0+H1+···+Hd)−2d+1−8ε
dr

)
. (4.13)
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Due to our assumption (1.11), we can in fact pick ε small enough so that

4ε < α−
[
d−

(
2H0 +

d∑

i=1

Hi

)]
,

and for such a parameter, the two integrals in (4.13) are finite, yielding

In,m(s, t) . 2−4nε|t− s|2ε .

It is not difficult to see that the previous estimates could also be used to control IIn,m(s, t),
yielding the very same estimate

IIn,m(s, t) . 2−4nε|t− s|2ε .

Coming back to (4.10), we get the desired bound (4.9).

Step 2: The estimate we proved in the previous step can be reformulated in the following way

E

[∥∥χ n,m(t, .) − χ n,m(s, .)
∥∥2p

W−α,2p

]
. 2−4nεp|t− s|2εp , (4.14)

for all p ≥ 1, 1 ≤ n ≤ m, 0 ≤ s ≤ t ≤ 1 and ε > 0 small enough.

Combining Kolmogorov continuity criterion with the classical Garsia-Rodemich-Rumsey esti-
mate (see [9]), we easily show that for any p ≥ 1 large enough,

‖χ n,m‖L2p(Ω;CT W−α,2p) . 2−2nε . (4.15)

In particular, (χ n)n≥1 is a Cauchy sequence in L2p(Ω; C([0, T ]; W−α,2p(Rd))) (for any p ≥ 1
large enough). As L2p(Ω; C([0, T ]; W−α,2p(Rd))) is a Banach space, we deduce the convergence
of (χ n)n≥1 in this space to a limit χ . Coming back to (4.15), we also have

‖χ − χ n‖L2p(Ω;CT W−α,2p) . 2−2nε ,

and from there, a classical use of the Borell-Cantelli lemma justifies the desired almost sure
convergence of (χ n)n≥1 to χ in C([0, T ]; W−α,p(Rd)), for every 2 ≤ p < ∞. To end with, the

convergence in C([0, T ]; W−α,∞(Rd)) is the result of the Sobolev embedding W−α+ d
p

+η,p
(Rd) ⊂

W−α,∞(Rd), for any η > 0.

�

4.4. Construction of the second order stochastic process.

Proof of Proposition 1.8. We will follow the same general strategy as in the proof of Proposition
1.3. Let us again suppose that T = 1, and set, for every m,n ≥ 0, n,m := m − n.

Step 1: Our first objective here is to prove that for every p ≥ 1, 0 ≤ n ≤ m, 0 ≤ s ≤ t ≤ 1,
ε > 0 small enough, and for every α verifying

d−
(

2H0 +
d∑

i=1

Hi

)
< α <

1

4
, (4.16)

it holds
∫

Rd
E

[∣∣∣F−1
(
{1 + |.|2}−αF(χ2[

n,m(t, .) − n,m(s, .)
]))

(x)
∣∣∣
2p
]
dx . 2−4nεp|t − s|εp , (4.17)

where the proportional constant only depends on p, α, and χ.

In order to reduce the length of the proof, we will only show estimate (4.17) for n = 0, that is
we will focus on the bound for the time-variation m(t, .)− m(s, .), with m ≥ 1. The extended
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result to all m ≥ n ≥ 0 could in fact be easily deduced from the estimates below combined with
the bounding argument used (for example) in (4.11).

Resorting to the same kind of arguments as those used in [5, Proof of Prop 1.6], we obtain
the estimate

∫

Rd
dxE

[∣∣∣F−1
(
{1 + |.|2}−αF(χ2[

m(t, .) − m(s, .)
]))

(x)
∣∣∣
2
]p

.

( 4∑

ℓ=1

J ℓ
m;s,t

)p

(4.18)

where

J ℓ
m;s,t :=

∫

(ξ,η)∈Dm

dξdη

∫

(ξ̃,η̃)∈Dm

dξ̃dη̃
1

|ξ|2H0−1

d∏

i=1

1

|ηi|2Hi−1

1

|ξ̃|2H0−1

d∏

i=1

1

|η̃i|2Hi−1

∣∣Γℓ
m;s,t(ξ, |η|; ξ̃, |η̃|)

∣∣{1 + |η − η̃|2}−2α
, (4.19)

with Γℓ
m;s,t = Γℓ

m;s,t(ξ, |η|; ξ̃, |η̃|) given by

Γ1
m;s,t := γt(ξ, |η|) γs,t(ξ, |η|) |γt(ξ̃, |η̃|)|2 , Γ2

m;s,t := γt(ξ, |η|) γs,t(ξ, |η|) γs(ξ̃, |η̃|) γt(ξ̃, |η̃|) ,
Γ3

m;s,t := γs(ξ, |η|) γs,t(ξ, |η|) γt(ξ̃, |η̃|) γs(ξ̃, |η̃|) , Γ4
m;s,t := γt,s(ξ, |η|) γs(ξ, |η|)|γs(ξ̃, |η̃|)|2 .

Let us focus on the treatment of J 1
m;s,t.

J 1
m;s,t .

∫

(ξ,η)∈Dm

dξdη

∫

(ξ̃,η̃)∈Dm

dξ̃dη̃
{
1 + |η − η̃|2}−2α

(
1

|ξ|2H0−1

d∏

i=1

1

|ηi|2Hi−1
|γt(ξ, |η|)||γs,t(ξ, |η|)|

)
·
(

1

|ξ̃|2H0−1

d∏

i=1

1

|η̃i|2Hi−1
|γt(ξ̃, |η̃|)|2

)

.

∫

(R×Rd)2

dξdηdξ̃dη̃
{
1 + ||η| − |η̃||2}−2α

(
1

|ξ|2H0−1

d∏

i=1

1

|ηi|2Hi−1
|γt(ξ, |η|)||γs,t(ξ, |η|)|

)
·
(

1

|ξ̃|2H0−1

d∏

i=1

1

|η̃i|2Hi−1
|γt(ξ̃, |η̃|)|2

)
,

(4.20)

where we have used the trivial bound |η − η̃| ≥ ||η| − |η̃||.

Now, let us decompose the latter integration domain into (R × R
d)2 := D1 ∪D2, where

D1 :=
{

(ξ, η, ξ̃, η̃) : 0 ≤ |η̃| ≤ |η|
2

or |η̃| ≥ 3|η|
2

}

and

D2 :=
{

(ξ, η, ξ̃, η̃) :
|η|
2
< |η̃| < 3|η|

2

}
.
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Concerning the integral on D1, the inequality ||η| − |η̃|| ≥ max( |η|
2 ,

|η̃|
3 ) (valid for all (ξ, η, ξ̃, η̃) ∈

D1) allows us to write

A1 :=

∫

D1

dξdηdξ̃dη̃

{1 + ||η| − |η̃||2}2α

(
1

|ξ|2H0−1

d∏

i=1

1

|ηi|2Hi−1
|γt(ξ, |η|)||γs,t(ξ, |η|)|

)
·

(
1

|ξ̃|2H0−1

d∏

i=1

1

|η̃i|2Hi−1
|γt(ξ̃, |η̃|)|2

)

.

(∫

R×Rd

dξdη

{1 + |η|2}α

1

|ξ|2H0−1

d∏

i=1

1

|ηi|2Hi−1
|γt(ξ, |η|)||γs,t(ξ, |η|)|

)
·

(∫

R×Rd

dξ̃dη̃

{1 + |η̃|2}α

1

|ξ̃|2H0−1

d∏

i=1

1

|η̃i|2Hi−1
|γt(ξ̃, |η̃|)|2

)

.

(∫

R×Rd

dξdη

{1 + |η|2}α

1

|ξ|2H0−1

d∏

i=1

1

|ηi|2Hi−1
|γt(ξ, |η|)|2

) 1

2

·

(∫

R×Rd

dξdη

{1 + |η|2}α

1

|ξ|2H0−1

d∏

i=1

1

|ηi|2Hi−1
|γs,t(ξ, |η|)|2

) 1

2

·
(∫

R×Rd

dξ̃dη̃

{1 + |η̃|2}α

1

|ξ̃|2H0−1

d∏

i=1

1

|η̃i|2Hi−1
|γt(ξ̃, |η̃|)|2

)
,

where Cauchy-Schwarz inequality has been used to get the last estimate.

Now remark that we are here coping with the same integral as in the proof of Proposition
1.3 (see in particular (4.11)) and therefore we can reproduce the arguments in (4.12)-(4.13) to
obtain the estimate we are looking for, namely: for all ε > 0 small enough,

A1 . |t− s|ε .

Concerning the integral over D2, a hyperspherical change of variable entails

∫
|η|
2

<|η̃|<
3|η|

2

dη̃

{1 + ||η| − |η̃||2}2α
|γt(ξ̃, |η̃|)|2

d∏

i=1

1

|η̃i|2Hi−1

= |η|−2(H1+...+Hd)+2d

∫

1

2
<|η̃|< 3

2

dη̃

{1 + |η|2(1 − |η̃|)2}2α
|γt(ξ̃, |η||η̃|)|2

d∏

i=1

1

|η̃i|2Hi−1

. |η|−2(H1+...+Hd)+2d

∫

1

2
<r< 3

2

dr

{1 + |η|2(1 − r)2}2α
|γt(ξ̃, |η|r)|2 .
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As a consequence,

A2 :=

∫

D2

dξdηdξ̃dη̃

{1 + ||η| − |η̃||2}2α

(
1

|ξ|2H0−1

d∏

i=1

1

|ηi|2Hi−1
|γt(ξ, |η|)||γs,t(ξ, |η|)|

)
·

(
1

|ξ̃|2H0−1

d∏

i=1

1

|η̃i|2Hi−1
|γt(ξ̃, |η̃|)|2

)

.

∫

Rd

dη

|η|2(H1+...+Hd)−2d

d∏

i=1

1

|ηi|2Hi−1

∫

1

2
<r< 3

2

dr

{1 + |η|2(1 − r)2}2α
·

(∫

R

dξ
|γt(ξ, |η|)||γs,t(ξ, |η|)|

|ξ|2H0−1

)
·
(∫

R

dξ̃
|γt(ξ̃, |η|r)|2

|ξ̃|2H0−1

)

.

∫

Rd

dη

|η|2(H1+...+Hd)−2d

d∏

i=1

1

|ηi|2Hi−1

∫

1

2
<r< 3

2

dr

{1 + |η|2(1 − r)2}2α
·

(∫

R

dξ
|γt(ξ, |η|)|2

|ξ|2H0−1

) 1

2

·
(∫

R

dξ
|γs,t(ξ, |η|)|2

|ξ|2H0−1

) 1

2

·
(∫

R

dξ̃
|γt(ξ̃, |η|r)|2

|ξ̃|2H0−1

)
.

Using again a hyperspherical change of variable (with respect to η), we obtain

A2 .

∫ ∞

0

dρ

ρ4(H1+...+Hd)−4d+1

∫

1

2
<r< 3

2

dr

{1 + ρ2(1 − r)2}2α

(∫

R

dξ
|γt(ξ, ρ)|2
|ξ|2H0−1

) 1

2

·
(∫

R

dξ
|γs,t(ξ, ρ)|2

|ξ|2H0−1

) 1

2

·
(∫

R

dξ̃
|γt(ξ̃, ρr)|2
|ξ̃|2H0−1

)
,

and we can now use Corollary 4.3 to assert that

A2 . |t− s|ε
[ ∫ 1

0

dρ

ρ4(H1+...+Hd)−4d+1

+

∫ ∞

1

dρ

ρ4(2H0+H1+...+Hd)−4d+1−8ε

∫

1

2
<r< 3

2

dr

{1 + ρ2(1 − r)2}2α

]

for all 0 < ε < H0.

Now, remark that
∫ ∞

1

dρ

ρ4(2H0+H1+...+Hd)−4d+1−8ε

∫

1

2
<r< 3

2

dr

{1 + ρ2(1 − r)2}2α

≤
∫ ∞

1

dρ

ρ4α+4(2H0+H1+...+Hd)−4d+1−8ε

∫

1

2
<r< 3

2

dr

(1 − r)4α
. (4.21)

Thanks to our hypothesis on α (see (4.16)), we know that 4α < 1 and we can choose ε > 0 such
that

4α+ 4(2H0 +H1 + ...+Hd) − 4d+ 1 − 8ε > 1 .

For such a choice of parameter, the two integrals in the right-hand side of (4.21) are clearly
finite, and finally we have proved that

A2 . |t− s|ε .

Going back to (4.20), we have thus shown that, uniformly over m,

J 1
m;s,t . |t − s|ε .
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It is now easy to realize that the other three integrals {J i
m;s,t, i = 2, 3, 4} (as defined in (4.19))

could be controlled with the very same arguments (with the very same resulting bound).

Injecting the above estimates into (4.18) provides us with the desired conclusion (4.17).

Step 2: Conclusion. Let α satisfying (1.11), that is α > d− (
2H0 +

∑d
i=1 Hi

)
.

If α < 1
4 , then condition (4.16) is satisfied, and so the moment estimate (4.17) holds true.

Thanks to this bound, we can reproduce the arguments used in Step 2 of Section 4.3 to get that
(χ2

n)n≥1 converges almost surely in the space C([0, T ]; W−2α,p(Rd)), for all 2 ≤ p < ∞.

If α ≥ 1
4 , remark that, due to assumption (H2), we can choose α′ verifying α′ < α and

d−(2H0 +
∑d

i=1Hi

)
< α′ < 1

4 (that is, α′ satisfies (4.16)). By executing the above scheme again,

we deduce that the sequence (χ2
n)n≥1 converges almost surely in C([0, T ]; W−2α′ ,p(Rd)), and

therefore it converges almost surely in C([0, T ]; W−2α,p(Rd)) as well, for all 2 ≤ p < ∞.

Finally, the (a.s.) convergence in C([0, T ]; W−2α,∞(Rd)) is the result of the Sobolev embedding

W−2α+ d
p

+η,p(Rd) ⊂ W−2α,∞(Rd), for any η > 0, which ends the proof of Proposition 1.8. �

4.5. Asymptotic estimate of the renormalization constant.

Fix d ≥ 1 and (H0, ...,Hd) ∈ (0, 1)d+1 such that

2H0 +
d∑

i=1

Hi ≤ d .

The objective of this subsection is to give an equivalent of the quantity σn(t, x) = E[ n(t, x)2].
Let us rewrite it under the integral form:

σn(t, x) = E[ n(t, x)2] = c2
∫

|ξ|≤4n

dξ

|ξ|2H0−1

∫

|η|≤2n

d∏

i=1

dηi

|ηi|2Hi−1
|γt(ξ, |η|)|2

= C

∫ 2n

0

dr

r2(H1+...+Hd)−2d+1

∫

|ξ|≤4n

dξ

|ξ|2H0−1
|γt(ξ, r)|2 ,

where the previous identity is obtained after a hyperspherical change of variables. As remarked
in Proposition 1.6, the above formula shows the surprising fact that σn does not depend on x.

The desired estimate (1.15) is now a consequence of the following technical result (applied

with α := 2H0 ∈ (0, 2) and κ := d− [2H0 +
∑d

i=1Hi] ≥ 0):

Proposition 4.4. Fix t > 0. For all α ∈ (0, 2) and κ ≥ 0, there exists two constants c1 and c2

depending only on α and κ such that

∫ 2n

0

dr

r−2α−2κ+1

∫

|ξ|≤4n

dξ

|ξ|α−1
|γt(ξ, r)|2 ∼

n→∞

{
c14nκ if κ > 0
c2n if κ = 0

.

Proof. It is quite easy to verify from the expression

γt(ξ, r) := eiξt

∫ t

0
e−sr2

e−iξsds (4.22)

that

|γt(ξ, r)|2 =
1 − 2 cos(ξt)e−r2t + e−2r2t

r4 + ξ2
.
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With the change of variables u = r2 and using the parity in ξ of the function |γt(ξ,r)|2

|ξ|α−1 , we rewrite

the integral we are dealing with as
∫ 2n

0

dr

r−2α−2κ+1

∫

|ξ|≤4n

dξ

|ξ|α−1
|γt(ξ, r)|2 =

∫ 4n

0

dr

r−α−κ+1

∫ 4n

0

dξ

ξα−1

1 − 2 cos(ξt)e−rt + e−2rt

r2 + ξ2

= 4nκ

∫ 1

0

dr

r−α−κ+1

∫ 1

0

dξ

ξα−1

1 − 2 cos(4nξt)e−4nrt + e−2.4nrt

r2 + ξ2
.

We perform the change of variables (r, ξ) 7→ T (r, ξ) defined by

T : (r, ξ) 7→ T (r, ξ) =
(r
ξ
, ξ
)
.

It is readily checked that T is a one-to-one map of (0, 1)2 on

{(x, y) ∈ R
2, x > 0, 0 < y < min

(
1,

1

x

)
}.

Moreover, its reverse is explicitly given by T−1 : (x, y) 7→ (xy, y) whose absolute value of the
Jacobian equals y.
∫ 2n

0

dr

r−2α−2κ+1

∫

|ξ|≤4n

dξ

|ξ|α−1
|γt(ξ, r)|2 = 4nκ

∫ 1

0

xα+κ−1

1 + x2
dx

∫ 1

0

dy

y1−κ

(
1 − 2 cos(4nyt)e−4nxyt + e−2.4nxyt

)

+ 4nκ

∫ +∞

1

xα+κ−1

1 + x2
dx

∫ 1

x

0

dy

y1−κ

(
1 − 2 cos(4nyt)e−4nxyt + e−2.4nxyt

)
.

First case: κ > 0. By Lebesgue’s dominated convergence theorem, we observe that
∫ 1

0

xα+κ−1

1 + x2
dx

∫ 1

0

dy

y1−κ

(
− 2 cos(4nyt)e−4nxyt + e−2.4nxyt

)

+

∫ +∞

1

xα+κ−1

1 + x2
dx

∫ 1

x

0

dy

y1−κ

(
− 2 cos(4nyt)e−4nxyt + e−2.4nxyt

)
→

n→∞
0,

leading to ∫ 2n

0

dr

r−2α−2κ+1

∫

|ξ|≤4n

dξ

|ξ|α−1
|γt(ξ, r)|2 ∼

n→∞
c14nκ,

where

c1 =

∫ 1

0

xα+κ−1

1 + x2
dx

∫ 1

0

dy

y1−κ
+

∫ +∞

1

xα+κ−1

1 + x2
dx

∫ 1

x

0

dy

y1−κ

=
1

κ

(∫ 1

0

xα+κ−1

1 + x2
dx+

∫ +∞

1

xα−1

1 + x2
dx

)
.

A more visual expression of c1 can be found in the appendix.
Second case: κ = 0. Let us recall that
∫ 2n

0

dr

r−2α+1

∫

|ξ|≤4n

dξ

|ξ|α−1
|γt(ξ, r)|2 =

∫ 1

0

xα−1

1 + x2
dx

∫ 1

0

dy

y

(
1 − 2 cos(4nyt)e−4nxyt + e−2.4nxyt

)

+

∫ +∞

1

xα−1

1 + x2
dx

∫ 1

x

0

dy

y

(
1 − 2 cos(4nyt)e−4nxyt + e−2.4nxyt

)
.

Let us introduce the function f defined for all T > 0 by

f(T ) =

∫ 1

0

xα−1

1 + x2
dx

∫ 1

0

dy

y

(
1 − 2 cos(Ty)e−T xy + e−2T xy

)

+

∫ +∞

1

xα−1

1 + x2
dx

∫ 1

x

0

dy

y

(
1 − 2 cos(Ty)e−T xy + e−2T xy

)
.
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Then, one has by derivation

f ′(T ) =

∫ 1

0

xα−1

1 + x2
dx

∫ 1

0
dy
(
2 sin(Ty)e−T xy + 2x cos(Ty)e−T xy − 2xe−2T xy

)

+

∫ +∞

1

xα−1

1 + x2
dx

∫ 1

x

0
dy
(
2 sin(Ty)e−T xy + 2x cos(Ty)e−T xy − 2xe−2T xy

)
.

To deal with this derivative with ease, we will resort to the following technical lemma:

Lemma 4.5. Let a, x and T three positive numbers. It holds that:
∫ a

0
sin(Ty)e−T xydy = −xe−T ax sin(Ta)

(1 + x2)T
+

1 − e−T ax cos(Ta)

(1 + x2)T
;

∫ a

0
cos(Ty)e−T xydy =

e−T ax sin(Ta)

(1 + x2)T
+
x(1 − e−T ax cos(Ta))

(1 + x2)T
;

∫ a

0
e−2T xydy =

1 − e−2T xa

2Tx
.

Lemma 4.5 with a = 1 and a = 1
x

readily entails:

f ′(T ) =
1

T

(∫ +∞

0

xα−1

1 + x2
dx+

∫ 1

0

xα−1

1 + x2
dx
(
e−2T x − 2 cos(T )e−T x

)

+

∫ +∞

1

xα−1

1 + x2
dx
(
e−2T − 2 cos

(T
x

)
e−T

)
)
.

By Lebesgue’s dominated convergence theorem, we deduce since α ∈ (0, 2) that

∫ 1

0

xα−1

1 + x2
dx
(
e−2T x − 2 cos(T )e−T x

)
+

∫ +∞

1

xα−1

1 + x2
dx
(
e−2T − 2 cos

(T
x

)
e−T

) →
T →∞

0

and consequently

f ′(T ) ∼
T →∞

c2

T

where c2 =

∫ +∞

0

xα−1

1 + x2
dx. For the sake of beauty, let us compute the value of the constant c2.

We recall the classical result, coming from complex analysis, stating that for all β ∈]0, 1[,
∫ +∞

0

dt

tβ(1 + t)
=

π

sinπβ
.

It yields:

f ′(T ) ∼
T →∞

π

2 sin(απ
2 )T

.

We can finally use a standard comparison argument (see Lemma 4.6 below) to assert that

f(T ) ∼
T →∞

π

2 sin(απ
2 )

ln(T ).

We obtain the equivalent we are looking for, namely
∫ 2n

0

dr

r−2α+1

∫

|ξ|≤4n

dξ

|ξ|α−1
|γt(ξ, r)|2 ∼

n→∞

π ln(2)

sin(απ
2 )
n.

�
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Lemma 4.6. Fix a ∈ R and let g : [a,+∞[→ R, h : [a,+∞[→ (0,∞), be two continuous

functions. If g(t) ∼
t→∞

h(t) and
∫+∞

a h(t)dt = ∞, then

∫ T

a
g(t)dt ∼

T →∞

∫ T

a
h(t)dt .

4.6. Details about the definition of the linear solution.

As in [7], the statement of Proposition 1.3 provides us with a local definition of the process ,
that is, up to multiplication by χ ∈ C∞

c (Rd). To put it differently, what is actually given by the
proposition is the set of the limit elements {χ , χ ∈ C∞

c (Rd)}. Let us briefly recall how those
elements can be gathered into a single process .

Fix p ≥ 2 and α verifying (1.11). We denote by P the set of sequences σ = (σk)k≥1 such that

for every k ≥ 1, σk : Rd → R is a smooth function verifying

σk(x) =

{
1 if ‖x‖ ≤ k ,

0 if ‖x‖ ≥ k + 1 .

Let us fix such a sequence σ, and for all k ≥ 1, we call (σk) the limit of the sequence (σk n)n≥1

in the space C([0, T ]; W−α,p(Rd)), as given by Proposition 1.3. As (σk) is defined on a probability
space Ω(σk) of full measure 1, Ω(σ) := ∩k≥1Ω(σk) is still of measure 1.

For each time t ∈ [0, T ], we are now able to define the random distribution

(σ)(t) : Ω(σ) → D′(Rd)

as follows: for all smooth compactly-supported function ϕ : Rd → R such that supp(ϕ) ⊂ B(0, k)
(for some k ≥ 1),

〈 (σ)(t), ϕ〉 := 〈 (σk)(t), ϕ〉 .

Proposition 4.7. (1) The above distribution (σ) is well defined, i.e. for every 1 ≤ k ≤ ℓ

and for all smooth compactly-supported function ϕ : Rd → R with supp(ϕ) ⊂ B(0, k) ⊂
B(0, ℓ), one has

〈 (σk)(t), ϕ〉 = 〈 (σℓ)(t), ϕ〉 on Ω(σ) .

(2) For any smooth compactly-supported function χ : Rd → R, one has, on Ω(σ),

χ · n →
n→∞

χ · (σ) in C([0, T ]; W−α,p(Rd)) .

(3) If σ, γ ∈ P, it holds that

(σ) = (γ) on Ω(σ) ∩ Ω(γ) .

Thanks to the latter identification property, we can set := (σ), as soon as σ ∈ P is a fixed
element.

Remark 4.8. The latter procedure can of course be used to give a rigorous meaning to the
second-order process χ2 as a distribution-valued function .

5. Rougher stochastic constructions when the space dimension equals 2

The aim of this section is to establish the proofs of Proposition 1.14 and Proposition 1.13,
that is to construct the second order stochastic process in the roughest case, namely when
3
2 < 2H0 +H1 +H2 ≤ 7

4 , and to show that this construction is in some sense optimal insofar as

E

[
‖χ · n(t, .)‖2

H−2α

]
−→

n→+∞
+∞,

for all compactly-supported function χ and t > 0 when 2H0 +H1 +H2 ≤ 3
2 .
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5.1. Additional notations. To begin with, let us introduce some notations that will be fre-
quently used in the proofs of Proposition 1.14 and Proposition 1.13. For all τ ∈ {

,
}
,

0 ≤ n ≤ m and 0 ≤ s, t ≤ 1, let us set τn,m := τm − τn, and then, for f ∈ {τn, τm, τn,m},
fs,t := ft − fs.

Then, we set for all H = (H0,H1,H2) ∈ (0, 1)3, η ∈ R
2,

KH(η) :=
|η1|1−2H1 |η2|1−2H2

1 + |η|4H0
. (5.1)

For all a = (a1, a2), resp. b = (b1, b2), with ai ∈ {n,m, {n,m}}, resp. bi ∈ {s, t, {s, t}}, we write

L
H,a
b (η) :=

1

|η1|2H1−1|η2|2H2−1

∫

(ξ,η)∈Da1 ∩Da2

dξ
γb1

(ξ, |η|)γb2
(ξ, |η|)

|ξ|2H0−1

where

Dn := B1
2n ×B2

n with Bk
ℓ :=

{
λ ∈ R

k : |λ| ≤ 2ℓ
}

and Dn,m := Dm\Dn ,

in such a way that for all y, ỹ ∈ R
2,

E
[ a1

b1
(y) a2

b2
(ỹ)
]

= c2
H

∫

R2

dη eı〈η,y〉e−ı〈η,ỹ〉L
H,a
b (η) . (5.2)

In the following, we will resort to several technical lemmas whose statements and proofs can be
found in the Appendix. In particular, Lemma 7.2 is of major interest since it describes in some
way the role of the cut-off function χ which allows a gain of integrability.

5.2. Proof of Proposition 1.14. The strategy is exactly the same as the one developed in
the proof of Proposition 1.3 and results from the combination of Kolmogorov criterion and
Garsia-Rodemich-Rumsey lemma. Let us write

E

[∣∣∣F−1
(
{1 + |.|2}−αF(χ2 · n,m

s,t

))
(x)
∣∣∣
2
]

=
1

(2π)4

∫∫

(R2)2

dλdλ̃

{1 + |λ|2}α{1 + |λ̃|2}α
eı〈x,λ−λ̃〉

∫∫

(R2)2

dξdξ̃ χ̂2(λ− ξ)χ̂2(λ̃− ξ̃)Qn,m;s,t(ξ, ξ̃) ,

(5.3)

with

Qn,m;s,t(ξ, ξ̃) := E

[
F( n,m

s,t

)
(ξ)F( n,m

s,t

)
(ξ̃)
]

=

∫∫

(R2)2

dydỹ e−ı〈ξ,y〉eı〈ξ̃,ỹ〉
E
[ n,m

s,t (y) n,m
s,t (ỹ)

]
.

Resorting to Wick formula, we derive

E
[ n,m

s,t (y) n,m
s,t (ỹ)

]
=

∑

(a,b)∈A

ca,b E
[ a1

b1
(y) a2

b2
(ỹ)
]
E
[ a3

b3
(y) a4

b4
(ỹ)
]

=
∑

(a,b)∈A

˜ca,b

∫∫

(R2)2

dηdη̃ eı〈η,y〉e−ı〈η,ỹ〉eı〈η̃,y〉e−ı〈η̃,ỹ〉L
H,(a1,a2)
b1,b2

(η)L
H,(a3,a4)
b3,b4

(η̃) ,

for some index set A such that ai ∈ {n,m, {n,m}}, bi ∈ {s, t, {s, t}}, and one has both
{a1, . . . , a4} ∩ {{n,m}} 6= ∅ and {b1, . . . , b4} ∩ {{s, t}} 6= ∅. It leads us to

Qn,m;s,t(ξ, ξ̃) =
∑

(a,b)∈A

˜ca,b

∫∫

(R2)2

dηdη̃ L
H,(a1,a2)
b1,b2

(η)L
H,(a3,a4)
b3,b4

(η̃)δ{ξ=η+η̃}δ{ξ̃=η+η̃} .
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Consequently,

E

[∣∣∣F−1
(
{1 + |.|2}−αF(χ2 · n,m

s,t

))
(x)
∣∣∣
2
]

=
∑

(a,b)∈A

φa,b,

with

φa,b = ˜ca,b

∫∫

(R2)2

dλdλ̃

{1 + |λ|2}α{1 + |λ̃|2}α
eı〈x,λ−λ̃〉

∫∫

(R2)2

dηdη̃L
H,(a1,a2)
b1,b2

(η)L
H,(a3 ,a4)
b3,b4

(η̃)χ̂2(λ− (η + η̃))χ̂2(λ̃− (η + η̃)). (5.4)

With the help of Lemma 7.2 and the hypercontractivity of Gaussian chaoses, we obtain

∫

R2

dxE

[∣∣∣F−1
(
{1 + |.|2}−αF(χ2 · n,m

s,t

))
(x)
∣∣∣
2p
]
.


 ∑

(a,b)∈A

ψa,b




p

,

where

ψa,b =

∫∫

(R2)2

dηdη̃ {1 + |η + η̃|2}−2α|LH,(a1,a2)
b1,b2

(η)||LH,(a3 ,a4)
b3,b4

(η̃)|. (5.5)

Now, for 0 < ε < H0, Lemma 7.1 provides us with the bound

ψa,b . 2−2nε|t − s|ε
∫∫

(R2)2

dηdη̃ {1 + |η + η̃|2}−2α

{
KHε,0(η) +KHε,0,1(η) +KHε,0,2(η)

}{
KHε,0(η̃) +KHε,0,1(η̃) +KHε,0,2(η̃)

}
. (5.6)

According to Lemma 7.3, the latter quantity is finite as soon as ε is small enough and we
have finally obtained:

∫

R2

dxE

[∣∣∣F−1
(
{1 + |.|2}−αF(χ2 · n,m

s,t

))
(x)
∣∣∣
2p
]
. 2−2nεp|t− s|εp.

We can mimic the arguments at the end of the proof of Proposition 1.3 to get the result.

5.3. Proof of Proposition 1.13. Suppose that d ≥ 1 and that (H0,H1, ...,Hd) ∈ (0, 1)d+1

verifies the condition 2H0 + H1 + · · · + Hd ≤ 3
4d. As usual, we will use the notation A & B

whenever one can find a constant c > 0 such that A ≥ cB. Let us also introduce the additional
notation

ΓH0,n
t (r) :=

∫ 4n

−4n
dξ

|γt(ξ, r)|2
|ξ|2H0−1

. (5.7)

Fix t > 0. Using (5.2) and then Wick formula, we get that

E

[
‖χ · n(t, .)‖2

H−2α

]

= c

∫

|η|≤2n
dη

∫

|η̃|≤2n
dη̃

d∏

i=1

1

|ηi|2Hi−1

d∏

i=1

1

|η̃i|2Hi−1
ΓH0,n

t (|η|)ΓH0,n
t (|η̃|)

∫

Rd

dξ

{1 + |ξ|2}2α

∣∣χ̂(ξ − (η − η̃))
∣∣2 .

With the change of variables ξ̃ := ξ − (η − η̃), it holds that
∫

Rd

dξ

{1 + |ξ|2}2α

∣∣χ̂(ξ − (η − η̃))
∣∣2

=

∫

Rd

dξ

{1 + |ξ + (η − η̃)|2}2α

∣∣χ̂(ξ)
∣∣2 &

1

{1 + |η − η̃|2}2α

∫

Rd

dξ

{1 + |ξ|2}2α

∣∣χ̂(ξ)
∣∣2 .

As χ is a non-zero compactly-supported function, the support of χ̂ contains a ball of radius

R > 0 that guarantees

∫

Rd

dξ

{1 + |ξ|2}2α

∣∣χ̂(ξ)
∣∣2 > 0. Performing the changes of variables r1 =
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η1−η̃1

η1
, · · · , rd = ηd−η̃d

ηd
(second inequality) followed by r̃1 = η1r1, · · · , r̃d = ηdrd (third inequality),

we write

E

[
‖χ · n(t, .)‖2

H−2α

]

&

∫ 2
n

√
d

0
dη1

∫ η1

1

2
η1

dη̃1 · · ·
∫ 2

n
√

d

0
dηd

∫ ηd

1

2
ηd

dη̃d
ΓH0,n

t (|η|)ΓH0,n
t (|η̃|)

{1 + |η − η̃|2}2α

d∏

i=1

1

|ηi|2Hi−1

d∏

i=1

1

|η̃i|2Hi−1

&

∫ 2
n

√
d

0
· · ·
∫ 2

n
√

d

0
dη1 · · · dηd

d∏

i=1

1

|ηi|4Hi−3

∫ 1

2

0
· · ·
∫ 1

2

0

dr1 · · · drd

{1 + η2
1r

2
1 + · · · + η2

dr
2
d}2α

ΓH0,n
t (|η|)ΓH0,n

t

(√
η2

1(1 − r1)2 + · · · + η2
d(1 − rd)2

)

&

∫ 2n
√

d

0
· · ·
∫ 2n

√
d

0
dη1 · · · dηd

d∏

i=1

1

|ηi|4Hi−2

∫ 1

2
η1

0
· · ·
∫ 1

2
ηd

0

dr1 · · · drd

{1 + r2
1 + · · · + r2

d}2α

ΓH0,n
t (|η|)ΓH0,n

t

(
√√√√η2

1

(
1 − r1

η1

)2

+ · · · + η2
d

(
1 − rd

ηd

)2)
.

The hyperspherical change of variables below





|η| = r

η1 = r cos(θ1)
η2 = r sin(θ1) cos(θ2)
.

.

.

ηd−1 = r sin(θ1) · · · sin(θd−2) cos(θd−1)
ηd = r sin(θ1) · · · sin(θd−2) sin(θd−1)

whose absolute value of the Jacobian equals rd−1
d∏

i=1
| sin(θi)|d−1−i entails that

E

[
‖χ · n(t, .)‖2

H−2α

]

&

∫

[ π
8

, π
4

]d−1

dθ1 · · · dθd−1

∫ 2n

2

dr

r4(H1+···+Hd)−3d+1

∫ 1

2
r cos θ1

0
· · ·
∫ 1

2
r sin(θ1)··· sin(θd−1)

0

dr1 · · · drd

{1 + r2
1 + · · · + r2

d}2α

ΓH0,n
t (r)ΓH0,n

t

(√
r2 cos2 θ1

(
1 − r1

r cos θ1

)2
+ · · · + r2 sin2 θ1 · · · sin2 θd−1

(
1 − rd

r sin θ1 · · · sin θd−1

)2
)
.

A quick view on the integration domain reveals that

r ≥ r̃θ :=

√
r2 cos2 θ1

(
1 − r1

r cos θ1

)2
+ · · · + r2 sin2 θ1 · · · sin2 θd−1

(
1 − rd

r sin θ1 · · · sin θd−1

)2
≥ 1

2
r ≥ 1 .

Resorting to Lemma 5.1, the (forthcoming) lower bound (5.8) leads to

E

[
‖χ · n(t, .)‖2

H−2α

]
&

∫

[ π
8

, π
4

]d−1

dθ1 · · · dθd−1

∫ 2n

2

dr

r4(H1+···+Hd)−3d+1

∫ 1

2
r cos θ1

0
· · ·
∫ 1

2
r sin(θ1)··· sin(θd−1)

0

dr1 · · · drd

{1 + r2
1 + · · · + r2

d}2α

1

r8H0
(1 − 2e−t + e−2t)2

& (1 − 2e−t + e−2t)2
(∫ cos π

8

0
· · ·
∫ sin( π

8
)d−1

0

dr1 · · · drd

{1 + r2
1 + · · · + r2

d}2α

)(∫ 2n

2

dr

r4(2H0+H1+···+Hd)−3d+1

)
.
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As 2H0 +H1 + · · · +Hd ≤ 3
4d, 4(2H0 +H1 + · · · +Hd) − 3d+ 1 ≤ 1, and consequently

∫ 2n

2

dr

r4(2H0+H1+···+Hd)−3d+1
−→

n→+∞
+∞ .

We then get the desired conclusion

E

[
‖χ · n(t, .)‖2

H−2α

]
−→

n→+∞
+∞.

Lemma 5.1. For all H0 ∈ (0, 1), n ≥ 1, t > 0 and r ∈ [1, 2n],

ΓH0,n
t (r) &

1

r4H0
(1 − 2e−t + e−2t) > 0. (5.8)

Proof. Remember that

|γt(ξ, r)|2 =
1 − 2 cos(ξt)e−r2t + e−2r2t

r4 + ξ2
.

It is clear that ΓH0,n
t (r) =

∫ 4n

−4n

|γt(ξ, r)|2
|ξ|2H0−1

dξ ≥
∫ r2

−r2

|γt(ξ, r)|2
|ξ|2H0−1

dξ . Now, by parity,

∫ r2

−r2

|γt(ξ, r)|2
|ξ|2H0−1

dξ = 2

∫ r2

0

|γt(ξ, r)|2
|ξ|2H0−1

dξ

=
2

r4H0

∫ 1

0

1 − 2 cos(r2ξt)e−r2t + e−2r2t

(1 + ξ2)ξ2H0−1
dξ

≥ 2

r4H0

(∫ 1

0

dξ

(1 + ξ2)ξ2H0−1

)
(1 − 2e−r2t + e−2r2t) > 0.

Indeed, if we set for all t ≥ 0, r ≥ 1,

h(t, r) := 1 − 2e−r2t + e−2r2t,

it is quite easy to check that, when r ≥ 1, h(., r) is strictly increasing on [0,+∞) and, since

h(0, r) = 0, for every t > 0, h(t, r) = 1 − 2e−r2t + e−2r2t > 0. Moreover, we can verify that if
t ≥ 0, h(t, .) is increasing on [1,+∞) that provides the conclusion.

�

6. Proof of the main results

6.1. Proof of Theorem 1.5. Suppose that d ≥ 1. Let p ≥ 2 and β be such that 0 < β <

2H0 +
∑d

i=1 Hi − d and d
2p
< 1 + β

2 .

Recall that for every T ≥ 0,

Xβ,p(T ) := C([0, T ]; Wβ,p(Rd)) . (6.1)

i) The statement of Proposition 1.3 with α := −β and χ := ρ ensures the existence of a
measurable set Ω̃ of measure one on which ρ (ω) ∈ Xβ,p(T ). Now, the well-posedness result of
Theorem 1.5 comes from the application of Theorem 2.3 (in an almost sure way) to Ψ := ρ .

ii) By reproducing the arguments that can be found in the proof of [5, Theorem 1.7], we see
that the convergence property is a consequence from the continuity of ΓT,Ψ with respect to Ψ
(along (2.5)) and the almost sure convergence of χ n to χ .



33

6.2. Proof of Theorem 1.10. Suppose that d ≥ 1 and p ≥ 2 verifies that d
2p

≤ 3
4 . Assume

that 2H0 +
∑d

i=1 Hi ≤ d. Fix α > 0 such that

d−
(

2H0 +
d∑

i=1

Hi

)
< α <

1

4
.

As d
2p

≤ 3
4 , observe that α < 1

4 ≤ 1 − d
2p

and we can pick α < β < min

(
2 − α− d

p
, 2 − 2α

)
.

Recall that

Rα,p := L∞([0, T ]; W−α,p(Rd)
)× L∞([0, T ]; W−2α,p(Rd)

)
. (6.2)

i) Proposition 1.3 and Proposition 1.8 applied with α > 0 guarantees the existence of a measur-
able set Ω̃ of measure one on which (ρ (ω), ρ2 (ω)) ∈ Rα,p. Now, the statement of Theorem 1.10
results from the application of Theorem 2.3 (in an almost sure way) to (Ψ,Ψ2) := (ρ , ρ2 ).

ii) Again, we remark that the convergence property is a consequence from the continuity of
ΓT,Ψ,Ψ2 with respect to (Ψ,Ψ2) and the almost sure convergence of (χ n, χ

2
n) to (χ , χ2 ).

6.3. Proof of Theorem 1.15. Suppose that d = 2 and p ≥ 2. Let (H0,H1,H2) ∈ (0, 1)3 be
such that

0 < H1 <
3

4
, 0 < H2 <

3

4
,

3

2
< 2H0 +H1 +H2 ≤ 7

4
. (6.3)

Fix α > 0 such that

2 − (2H0 +H1 +H2) < α <
1

2
.

As p ≥ 2, observe that α < 1
2 ≤ 1 − 2

2p
and we can pick α < β < min

(
2 − α− d

p
, 2 − 2α

)
.

i) Proposition 1.3 and Proposition 1.8 applied with α > 0 guarantees the existence of a measur-
able set Ω̃ of measure one on which (ρ (ω), ρ2 (ω)) ∈ Rα. Again, Theorem 1.10 results from
the application of Theorem 2.3 (in an almost sure way) to (Ψ,Ψ2) := (ρ , ρ2 ).

ii) As before, the convergence property is a consequence from the continuity of ΓT,Ψ,Ψ2 with

respect to (Ψ,Ψ2) and the almost sure convergence of (χ n, χ
2

n) to (χ , χ2 ).

7. Appendix

7.1. Technical lemmas. In this subsection, we state the three technical lemmas at the core of
the proof of Proposition 1.14.

Lemma 7.1. For all H = (H0,H1,H2) ∈ (0, 1)3, ε ∈ (0,H0), 0 ≤ n ≤ m, 0 ≤ s, t, u ≤ 1 and
η ∈ R

2, it holds that

|LH,(m,m)
t,t (η)

∣∣ . KHε,0(η) (7.1)

and

|LH,((n,m),m)
(s,t),u (η)

∣∣ . 2−nε|t− s| ε
2

{
KHε,0(η) +KHε,0,1(η) +KHε,0,2(η)

}
, (7.2)

where Hε,0 := (H0 − ε,H1,H2), Hε,0,1 := (H0 − ε,H1 − ε,H2), Hε,0,2 := (H0 − ε,H1,H2 − ε),
and the proportional constants do no depend on (n,m), (s, t), u and η.

Proof. The first inequality is a straight consequence of Corollary 4.3 :

∣∣LH,(m,m)
t,t (η)

∣∣ =

∣∣∣∣∣
1

|η1|2H1−1|η2|2H2−1

∫

(ξ,η)∈Dm
dξ

|γt(ξ, |η|)|2
|ξ|2H0−1

∣∣∣∣∣

.
1

|η1|2H1−1|η2|2H2−1

∫

R

dξ
|γt(ξ, |η|)|2

|ξ|2H0−1
. KHε,0(η).
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The second one is a bit more technical. Recall that one has

L
H,((n,m),m)
(s,t),u (η) :=

1

|η1|2H1−1|η2|2H2−1

∫

(ξ,η)∈Dn,m∩Dm
dξ
γs,t(ξ, |η|)γu(ξ, |η|)

|ξ|2H0−1

which leads to
∣∣LH,((n,m),m)

(s,t),u (η)
∣∣ .

1

|η1|2H1−1|η2|2H2−1

∫

(ξ,η)∈Dn,m
dξ

|γs,t(ξ, |η|)||γu(ξ, |η|)|
|ξ|2H0−1

.
1

|η1|2H1−1|η2|2H2−1

∫

|ξ|≥22n
dξ

|γs,t(ξ, |η|)||γu(ξ, |η|)|
|ξ|2H0−1

+
1

|η1|2H1−1|η2|2H2−1
1 |η|≥2n

∫

R

dξ
|γs,t(ξ, |η|)||γu(ξ, |η|)|

|ξ|2H0−1
.

Let us call Im,n(s, t, u) (resp. IIm,n(s, t, u)) the first (resp. the second) integral. Since 0 < ε < H0,
Corollary 4.3 combined with Cauchy-Schwarz inequality entails:

Im,n(s, t, u) . 2−2nε|t− s| ε
2KHε,0(η),

whereas, keeping in mind the identity

{|η| ≥ 2n} ⊂ {|η| ≥ 2n, |η1| ≥ 1√
2

|η|} ∪ {|η| ≥ 2n, |η2| ≥ 1√
2

|η|},

it holds
1

|η1|2H1−1|η2|2H2−1
1 |η|≥2n . 2−2nε 1

|η1|2(H1−ε)−1|η2|2H2−1
+ 2−2nε 1

|η1|2H1−1|η2|2(H2−ε)−1

which, thanks to Corollary 4.3, immediately implies

IIm,n(s, t, u) . 2−nε|t − s|ε{KHε,0,1(η) +KHε,0,2(η)
}
.

�

The lemma below brings back computations on compact domains and its proof can be found
in [7, Lemma 2.6].

Lemma 7.2. Let χ : Rd → R be a test function and fix σ ∈ R. Then, for every p ≥ 1 and for
all η1, . . . , ηp ∈ R

d, it holds that
∣∣∣∣
∫

Rd
dx

p∏

i=1

∫

(Rd)2

dλidλ̃i

{1 + |λi|2}σ
2 {1 + |λ̃i|2}σ

2

eı〈x,λi−λ̃i〉χ̂(λi − ηi)χ̂(λ̃i − ηi)

∣∣∣∣ .
p∏

i=1

1

{1 + |ηi|2}σ
,

where the proportional constant only depends on χ and σ.

We end this subsection by a highly technical lemma that permits us to construct the second
order stochastic process when d = 2 in the roughest case.

Lemma 7.3. For all H = (H0,H1,H2), H̃ = (H̃0, H̃1, H̃2) ∈ (0, 1)3 verifying

0 < H1, H̃1 <
3

4
, 0 < H2, H̃2 <

3

4
,

3

2
< 2H0+H1+H2 ≤ 7

4
,

3

2
< 2H̃0+H̃1+H̃2 ≤ 7

4
,

(7.3)
and any

α ∈ (max
(
2 − (2H0 +H1 +H2), 2 − (2H̃0 + H̃1 + H̃2)

)
,
1

2

)
, (7.4)

it holds that ∫∫

(R2)2

dηdη̃

{1 + |η − η̃|2}2α
KH(η)KH̃(η̃) < ∞ .

Proof.
It is a simple adaptation of the proof of [6, Lemma 3.3]. �
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7.2. Estimation of the constant c1 from Proposition 4.4. Let us compute the value of c1.
By developing the integrand in Taylor series, we write
∫ 1

0

xα+κ−1

1 + x2
dx+

∫ +∞

1

xα−1

1 + x2
dx =

∫ 1

0

xα+κ−1

1 + x2
dx+

∫ 1

0

x1−α

1 + x2
dx

=
+∞∑

n=0

(−1)n

∫ 1

0
x2n+α+κ−1dx+

+∞∑

n=0

(−1)n

∫ 1

0
x2n+1−αdx

=
+∞∑

n=0

(−1)n

2n + α+ κ
+

+∞∑

n=0

(−1)n

2n+ 2 − α

=
+∞∑

n=0

2

(4n + α+ κ)(4n + 2 + α+ κ)
+

+∞∑

n=0

2

(4n+ 2 − α)(4n + 4 − α)

=
1

8

+∞∑

n=0

1

(n+ α+κ
4 )(n+ α+κ+2

4 )
+

1

8

+∞∑

n=0

1

(n+ 2−α
4 )(n+ 1 − α

4 )
.

(7.5)

To continue the computation, we need to introduce two well-known special functions, namely:

Definition 7.4. The Gamma function Γ and the digamma function Ψ are defined for all x > 0
by the formulas

Γ(x) =

∫ +∞

0
e−ttx−1dt, Ψ(x) =

Γ′(x)

Γ(x)
.

We are now in a position to recall the following classical result from analytic number theory:

Lemma 7.5. For all a, b > 0, it holds that:
+∞∑

n=0

1

(n + a)(n + b)
=

Ψ(b) − Ψ(a)

b− a
.

Coming back to (7.5), with the help of Lemma 7.5, we deduce
∫ 1

0

xα+κ−1

1 + x2
dx+

∫ +∞

1

xα−1

1 + x2
dx =

1

4

[
Ψ

(
α+ κ+ 2

4

)
− Ψ

(
α+ κ

4

)
+ Ψ

(
4 − α

4

)
− Ψ

(
2 − α

4

)]

and, finally, for your viewing pleasure,

c1 =
1

4κ

[
Γ′(α+κ+2

4 )

Γ(α+κ+2
4 )

+
Γ′(4−α

4 )

Γ(4−α
4 )

− Γ′(α+κ
4 )

Γ(α+κ
4 )

− Γ′(2−α
4 )

Γ(2−α
4 )

]
.
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