
Leveraging EBSD data by deep learning for bainite,
ferrite and martensite segmentation

S. Breumier,1,2 T. Martinez Ostormujof,2,3 B. Frincu,4 N.Gey,2,3

A. Couturier,4 N. Loukachenko,4 P.E. Aba-perea,1 L.Germain,2,3

1Institut de Recherche Technologique Matériaux, Métallurgie et Procédés, 4 rue Augustin Fresnel
F-57078, Metz, France
2Université de Lorraine, CNRS, Arts et Métiers Paris Tech, LEM3, F-57000 Metz, France
3Laboratory of Excellence on Design of Alloy Metals for Low-mAss Structures (DAMAS), Université
de Lorraine, France
4INDUSTEEL (ArcelorMittal), Centre de Recherche des Matériaux du Creusot (CRMC), Le
Creusot, France

Abstract

A U-Net model was trained to perform the segmentation of bainite, ferrite and martensite
on EBSD maps using the kernel average misorientation and the pattern quality index as in-
put. The manual labeling work was eased by introducing an "unknown" phase that is ignored
by the model during training. The influence of providing maps with different acquisition
steps, indexation quality and phase content to the model during training was investigated to
demonstrate the importance of training the model with a wide range of configurations. The
model can differentiate the three phases with an 92% mean accuracy. An additional channel
containing the map acquisition step was provided to the model and helped it generalize to
various EBSD acquisition steps.
Keywords: Machine-learning, Convolutional Neural Network EBSD, low-carbon steel, phase
segmentation

1 Introduction

Estimation of phase transformation products in low-carbon steels (martensite, ferrite,
bainite, pearlite) is crucial to understand and predict their mechanical behavior. Several
authors have therefore focused on automating this task using machine learning approaches,
taking Light Optical Microscopy (LOM) or scanning electron microscope (SEM) secondary
electron pictures of etched samples as input [1, 4, 8, 13,15,17,18,23].
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In particular, Larmuseau et al. [13] and Decost et al. [4] used feature reduction to repre-
sent, in a two dimensional space, the correlation between features extracted by a Convolu-
tional Neural Network (CNN) that was trained to classify microstructures containing various
phases using LOM and SEM pictures. Such works revealed that CNNs can extract features
from those microstructures, which can be mapped into separable clusters in a well-chosen 2D
space. CNNs are therefore suitable to extract discriminating features of steel transformation
products for further automatic classification and segmentation, generalized to a broad range
of microstructures.

Azimi et al. [1] performed automated segmentation of microstructures containing bainite,
ferrite, martensite and pearlite on SEM images of etched samples, using a fully CNN with
a max-voting scheme. Their model achieved an overall pixel-wise accuracy of 93.9% despite
a very low accuracy for the bainite class (37%). This resulted from texture similarities with
the ferritic matrix and the low amount of bainite in the dataset. Also, chemical etching does
not reveal all subgrain boundaries and the etchant efficiency often depends on the studied
steel grade. This could mislead the distinction of certain phases such as ferrite with upper
bainite [28]. The ground truth used to asses such model accuracy may not therefore be totally
accurate.

Electron BackScattered Diffraction (EBSD) provides the local crystal orientation of the
crystal probed by an electron beam. It therefore grants access to the observed surface micro-
structure, as well as the misorientation between points of an analyzed map. Several methods
have thus been developed to manually differentiate phase transformation products using
EBSD data such as, misorientation distributions [6, 25], grain characteristics (grain average
misorientation or morphology) [19, 26], variant organization [21] obtained by parent grain
reconstruction [7], or the diffraction pattern quality indicators (Band Slope (BS), Band Con-
trast (BC)) [6, 10,24,28].

However such methods often require the manual choice of thresholds to distinguish each
phase, which have to be redefined for every new steel grade studied. The labeling of each phase
thus remains a challenging and tedious task. Few authors have therefore combined machine
learning approaches with EBSD analyses for automatic phase characterization [9, 12,22].

Tsutsui et al. [22] leveraged the organisation of variants within prior austenite grains to
classify microstructures obtained with different heat treatments. This approach used con-
ventional machine learning on EBSD data for the classification of a whole map into different
categories corresponding to a given heat treatment. However, their model could not provide
a segmentation of the maps into the different phases.

Kim et al. [12] used an unsupervised machine learning approach to estimate the phase
fraction of advanced high strength steel containing different fractions of ferrite, martensite,
bainite and pearlite. Their model predicted similar phase fractions as those estimated man-
ually by LOM observations. However, their model only provided an average phase fraction
over several grains. It is therefore difficult to assess the local accuracy of the model and
build confidence on its generalization abilities, especially when different EBSD acquisition
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conditions and grain detection parameters are used.
The present work aims at using EBSD data and machine learning methods to perform au-

tomatic segmentation of bainite, ferrite and martensite. The ability of the model to generalize
over different acquisition conditions (acquisition step, diffraction pattern acquisition param-
eters) was also addressed. Indeed, it is necessary to ensure that the developed model will
work consistently whatever the EBSD/SEM setup for optimized data acquisition [11,14,27].

In a previous work, Martinez Ostormujof et al. [16] developped a U-Net model that
relied on EBSD data to separate ferrite from martensite in a dual phase steel. This work
demonstrated the possibility to leverage EBSD data by machine learning to perform phase
segmentation. However this problem did not require the model to fully harness the wealthiness
of information carried by orientation data, as the contrast between the studied phases was
strong, either on the pattern quality or on the misorientation maps.

The objective of the present work is to extend this approach to a more complex prob-
lem, involving three phases: bainite, ferrite and martensite. The distinction between ferrite
and bainite cannot be solely based on the pattern quality and requires additional informa-
tion carried by the misorientation maps. This work therefore demonstrates that a U-Net
architecture can extract relevant features from different EBSD outputs and combine them to
differentiate bainite from ferrite and martensite in low-carbon steels. It also demonstrates
that this distinction can be performed consistently for different acquisition steps and diffrac-
tion pattern qualities. In particular, the acquisition step used to obtain the EBSD maps were
integrated to the model input. It revealed that providing the model with contextual data
helps it generalize to acquisition step unseen during training.

2 Materials and Methods

2.1 Material preparation

Dilatometry samples of SuperElso® 533 E and API5L X65QS PSL2 low carbon steel were
manufactured. The two steel nominal composition is given in Table 1. The alloys differ
in Ni content and have therefore different transformation behavior. The samples were first
heated above the austenitization temperature and then continuously cooled at different rates
to obtain different amounts of ferrite, bainite and martensite. The cooling conditions are
detailed in Table 2.

The samples were cut in half and mechanically polished using P1000 SiC grit paper, then
successively with a 9 µm and a 3 µm diamond suspension and finally with a colloidal silica

Designation C Mn P S Si Cr Mo Ni V Other
SuperElso® 533 E 0.10 1.42 0.007 0.001 0.275 0.60 0.425 0.8 0.03 V+Nb: 0.02

API5L X65QS 0.18 1.2 0.007 0.001 0.3 0.25 0.20 0.10 0.01 Nb: 0.015

Table 1: Steel sample nominal composition (weight %).
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solution (OP-S).

2.2 EBSD acquisition

EBSD maps were acquired using an Oxford Instrument Symmetry camera in a JEOL
F100 SEM with a step of 0.1 µm and an accelerating voltage of 20 kV.

On each sample, two 252×189 µm maps were obtained with a binning 8×8, 0.6 ms
integration time, and one averaged pattern per point (condition Qref ). Additionally, a single
map was acquired on the API-1 sample with a binning 2×2, 3 ms integration time, 2 averaged
patterns per point and the Aztec ’Refined accuracy’ option for indexing (condition Qalt).

The different phases were identified using the band contrast (BC), grain boundaries mis-
orientations and Kernel Average Misorientation (KAM) maps. The BC is an indicator of the
diffraction pattern quality. Its contrast carries morphological information of the analyzed
microstructure that could help the model to differentiate phases with different grain shapes.

Bainite and martensite grains usually present specific grain boundary misorientations
resulting from their orientation relationship with their prior austenitic parent grain. The
analysis of such specific grain boundary misorientations provides the organization of the
transformed microstuctures in packets, blocks and sub-blocks within prior austenitic grains.
Such organization is specific to each transformation products [20].

Finally, the KAM represents the intragranular averaged misorientation over a kernel and
could be useful to distinguish ferrite, bainite and martensite, as these phases usually present
different low angle boundary content [24]. The KAM maps were computed on the raw EBSD
data using a 3×3 kernel and a 3◦ threshold, ignoring non-indexed pixels. In Figure 1, the
KAM scale has been limited to 1◦ to better visualize the contrast between the different phases.

Figure 1 shows representative examples of those fields for the different samples.
Three main types of constituents can be observed:

• Ferrite presenting equiaxed grains with only few intragranular low-angle boundaries,
high BC values and randomly misoriented grain boundaries.

• Upper bainite corresponding to coarse lath structures separated by low-angle inter-

Sample Material Cooling rate
designation

SA-1 SA533 E 0.28◦C s−1

API-1 API5L x65QS 2.8◦C s−1

API-2 API5L x65QS 2.8◦C s−1 down to
620◦C + Quench

API-3 API5L x65QS 8.3◦C s−1

API-4 API5L x65QS 19.4◦C s−1

API-5 API5L x65QS Quench

Table 2: Sample’s designation and corresponding heat treatments
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lath boundaries and presenting lower BC values and a higher density of intragranular
misorientations.

• Martensite grains consisting of packed laths separated by high angular grain boundaries
and containing the lowest BC value and a high density of intragranular misorientations.

Martensite/Austenite (M/A) islands can also be observed in most samples except in the
API-5, which contains only martensite.

Figure 1: Band contrast, specific misorientation, KAM and label maps of the four labelled samples:
(a) SA-1 (b) API-1 (c) API-2 (d) API-5. The KAM scale has been limited to 1◦ to better vizualize
the contrast between the different phases.
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2.3 Labeling strategy

The SA-1, API-1, API-2, API-5 maps were labeled manually using the mtex toolbox [2]
and the Oxford Instrument Channel 5 software. Each pixel was labeled either as ferrite,
bainite, martensite or ’unknown’.

The labeling was performed manually based on grains’ morphologies, inter- and intra-
granular misorientations and BC levels. First, all the maps were labeled by thresholding the
BC value to extract the martensite grains, and the KAM values to differentiate bainite and
ferrite grains. These first labels were then manually improved by relabeling grains based
on their morphology, their amount of intragranular low-angle boundaries and surrounding
grains’ properties.

Non-indexed pixels were located either at the grain boundaries or in M/A islands. They
were therefore labeled by performing a one pixel dilatation followed by an erode operation
on the manual labels. The remaining non indexed pixels were assigned to martensite.

Pixels for which it was difficult to assess the phase were assigned to an "unknown" class.
This was particularly the case for some ferrite grains that continuously transformed to bainite
during cooling, with no detectable phase boundary. The pixels labeled as ’unknown’ were
ignored during training. This class allows to ease the labeling task and ensures consistency
by not imposing a ground truth for ambiguous grains. The few pixels indexed as austenite
were also considered as ’unknown’, to be ignored by the model.

A first model was then trained using this first manual labeling, using the methodology
described in Section 2.4 and 2.5. Comparing the predictions of this model with the labels
revealed some differences resulting from labeling mistakes. Each of the differences between the
labels and the model predictions were therefore successively analyzed to determine whether
the label should be corrected or not. The final model was trained with the corrected dataset.

Figure 1 shows representative labeled examples. Figure 2 shows the distribution of the
model inputs (BC and KAM) over all the labeled samples for each phase. Overall, ferrite
pixels have higher BC and lower KAM values than the other phases, as they present only
few misorientations and therefore have a higher pattern quality. Inversely, martensite pixels
have darker BC and larger KAM misorientation values than those of the other phases.

The labeling is therefore consistent with the characteristics observed qualitatively for
these three phases in Section 2.2. Also, the overlap observed between the phases in Figure
2 shows that it was not possible to separate those three phases using a simple thresholding
operation on the BC and the KAM. This further motivates the use of a machine learning
model.

In total, eight 252×189 µm maps were labeled. The final dataset was composed of 28%
of ferrite, 25% of martensite, 44% of upper bainite and 3% of ’unknown’ pixels.
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Figure 2: Distribution of the (a)BC and (b)KAM values over all the labeled samples for each phase.

2.4 Deep learning model

The model used was a U-Net convolutional network, initially developed by Martinez
Ostormujof et al. [16] to leverage orientation data for phase discrimination in dual-phase
microstructures. The model input is a picture with two channels containing the BC and
KAM maps.

Note that alternative EBSD data fields could be combined to vary the model input (Band
Slope (BS), misorientations, orientation quaternions, ...). The model trained with the BC
and the KAM was used in this study as it provided the most consistent results.

The step size of EBSD maps is usually adapted to the microstructure and to the amount
of time available on the microscope. Therefore, the model should have the ability to perform
consistent predictions over a wide range of EBSD map resolutions and data acquisition con-
ditions. To account for the EBSD map scale, an additional channel containing a constant
value corresponding to the EBSD acquisition step was concatenated to the model input.

As in the work of Martinez Ostormujof et al. [16] the model starts with an encoder, com-
posed of different convolution and dropout layers, followed by pooling and ReLU activations,
progressively reducing the image resolution while increasing its depth. The reduced image
then passes through a decoder, composed of upsampling, convolution and dropout layers,
linked to the encoder part by residual connections. This architecture allows to extract fea-
tures of the input maps at different scales and combine them to perform the segmentation.
The output image then passes through a softmax layer predicting the probability of each
pixel to belong to a given phase. The phase with the highest softmax probability is assigned
to each pixel.

The number of convolutional layers in the model was chosen to maximize the model
testing accuracy, while keeping a reasonable training time. The best compromise was reached
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Figure 3: Model prediction example on an API-2 test map. (a) BC map, (b) KAM map, (c) Manually
labeled map, (d) Model predictions

by training a model composed of 11 convolutional blocks. The model was implemented using
the Keras python library [3].

2.5 Training strategy

The amount of data was augmented by performing a rotation of 90◦, 180◦ and 270◦ and a
vertical and a horizontal symmetry operations. Each map was also downsampled by a factor
of three to provide the model with maps at different scales. The model was therefore fed with
0.1 µm and 0.3 µm step maps. The downsampling was performed by keeping only one pixel
over N both horizontally and vertically, N being the reduction factor. The KAM maps were
then recomputed on these reduced maps. Before being fed to the network, the BC and KAM
maps were normalized so that their distribution was centered at 0 with a standard deviation
of 1.

Each 252×189 µm map was cropped in half horizontally. The top half was used for the
training and validation of the model and the bottom half was kept for testing the model on
unseen data. Maps were then cropped into subsets of 224 × 224 pixels to reduce training
time. First, 20% of the training dataset was kept for validation during training to determine
the number of iterations that should be performed to maximize the model accuracy without
over-fitting the training data set. The whole data set was then used for training, with the
determined number of epochs.

The model was trained over 100 epochs, using the python keras ’adadelta’ optimizer [3].
The training takes approximately 6 hours using an Intel Core i5-8250U CPU.
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Figure 4: Distribution of the (a)BC and (b)KAM values over all the labeled samples for each predicted
phase.

Sample Material Heat treatment Training Test
designation accuracy (%) accuracy (%)

SA-1 SA533 E 0.28◦C s−1 96.2 94.6
API-1 API5L x65QS 2.8◦C s−1 93.0 87.2
API-2 API5L x65QS 2.8◦C s−1 down to 91.3 86.6

620◦C + Quench
API-5 API5L x65QS Quench 100.0 99.9

Table 3: Model train and test accuracy on the different samples

3 Results

3.1 Model accuracy on labeled samples

Figure 3 shows an example of the predictions performed by the model on a crop of the
API-2 test map, with the associated input BC and KAM fields. In general, the model classifies
grains with few local misorientations as ferrite, grains with subgrain boundaries and tortuous
grain boundaries or coarse laths as bainite and small laths with a high KAM values and a dark
BC as martensite. This is confirmed by Figure 4 which shows the BC and KAM distributions
for each predicted phases over all the labeled samples. The predicted distributions match
those of the labels shown in Figure 2.

Table 3 shows the accuracy of the model. The mean pixel accuracy for each test map is
greater than 86% for segmentation of the three phases.

The model pixel accuracy for a given map depends on the sample complexity. As shown
in Figure 1, SA-1 presented the most pronounced KAM contrast between upper bainite and
ferrite. It also had a high model testing accuracy (94.6%). The API-1 sample was more
difficult to label, as distinction between upper bainite and ferrite was often more ambiguous.
The model accuracy was accordingly lower than for the SA-1 sample (87.2%). The API-
2 sample contained a larger proportion of martensite than that of the two first samples.
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Figure 5: Comparison of the predicted and manually labeled phase fraction for (a) Ferrite, (b) Bainite
and (c) Martensite on each test map.

It therefore represented a greater challenge both for labeling and predictions. However the
average accuracy for this sample was similar to that of the API-2 sample (86.6%). The API-5
contained only martensite and was therefore easier to label and to classify.

Figure 5 compares predicted and manually estimated phase fractions for each phase. A
good agreement can overall be observed. Larger errors are found for the API-1 and API-2
samples, consistently with the lower pixel accuracy obtained for these samples.

Figure 6 shows the model confusion matrix for the different phases. The confusion between
martensite and the other classes are negligible. The largest errors are found between ferrite
and bainite. Indeed, 15% of the pixels labeled as ferrite were classified as bainite by the
model. Inversely, 7% of the pixels labeled as bainite were misclassified as ferrite.

Figure 7 shows representative examples of such confusions. Some small or non-equiaxed
ferrite grains surrounded by bainite or martensite grains or presenting few intragranular
misorientations were predicted as bainite. Large bainite grains surrounded by ferrite grains
were inversely often misclassified as ferrite.

Figure 8 (a) and (b) shows the KAM and the BC maps of a grained labeled as unknown
on an API-2 EBSD map. This grain corresponds to a ferrite grain which continuously trans-
formed into bainite during cooling. It could be divided two parts: (i) a ferrite part containing
a large equiaxed zone with very few intragranular misorientation and (ii) a bainitic part cor-
responding to a lath like structure with a slightly high intragranular misorientation density.
However, due to the continuous nature of this transformation, no boundary can be identified
between those two parts neither on the KAM or on the BC map. Figure 8 (d) shows the
prediction of the model for this grain. The model has well identified the dual composition
of this zone. However, parts of the bainitic lath-like structure was considered as ferrite by
the model, in the zone where the phase transition occurs. This could result from the model
being provided with only few labeled examples of such transitions, due to the difficulty to
label them.
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3.2 Model behavior on unlabeled samples

The model was also tested on the unlabeled API-3 and API-4 samples, that were cooled
after austenitization at 8.3 ◦C s−1 and 19.4 ◦C s−1, respectively. Those samples presented a
similar microstructure as that of SA-1 and API-1 but with a higher bainite fraction.

Figure 9 shows the model predictions on those samples with their respective KAM maps.
Large zones with few misorientations were classified as ferrite. Zones with a higher misori-
entation density and more tortuous grain boundaries as bainite. This is confirmed by Figure
10 which shows the BC and KAM distribution for each predicted phase over the two unla-
beled samples. The M/A islands were also still qualitatively well identified by the model as
martensite.

Some coarse bainite laths containing very few intragranular misorientations were misclas-
sified as ferrite, as can be seen for instance in the dotted frame in Figure 9 (c). This results
from the absence of such microstructures in the training dataset. This shows the importance
of providing the model with a broad set of different microstructures to help it generalize.

To ensure the physical consistency of the model predictions over different cooling rates,
the predicted phase fractions were computed for the labeled API-1 and unlabeled API-3 and
API-4 samples. The results are summarized in Table 4. The higher the cooling rate is,
the lower the ferrite fraction and the higher the bainite and martensite fractions. This is
consistent with the transformation mechanism of those phases and further gives confidence
in the abilities of the model.

These results reveal that the model generalizes well to microstructures with similar fea-

Figure 6: Confusion matrix of the model predictions for the different classes.
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Figure 7: (a) Local model errors in two API-2 sample EBSD maps and (b) the associated KAM maps.

Figure 8: Prediction of the model on grains labeled as ’unknown’ on an API-2 EBSD map. (a)KAM
map, (b)BC map, (c)Labels and (d)Predictions.

Sample Heat treatment Ferrite (%) Upper bainite (%) Martensite (%)
API-1 2.8◦C s−1 50.0 45.9 4.1
API-3 8.3◦C s−1 26.2 70.1 3.7
API-4 19.4◦C s−1 3.9 89.5 6.6

Table 4: Predicted phase fraction evolution for different samples transformed with different cooling
rates

tures as those seen during training but with different phase fractions.

3.3 Influence of input data

3.3.1 Data quantity and diversity

A CNN usually requires a large amount of data to reach the optimal accuracy. The
amount of data used to train the model was therefore varied to assess that sufficient data
was provided to the model.

Figure 11 shows the evolution of the model testing accuracy with the number of 224×224
pixel crops used for training. Each point represents the average of 5 successive trainings using
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the same input data and hyper parameters but with different initial weights.
The testing accuracy saturates around 1000 crops. As the whole dataset was used for

the final training, a sufficient amount of data was therefore given to the model to reach
the optimal accuracy. Also, the model accuracy varies by 1% over five successive trainings.
This results from the stochastic nature of the adadelta optimization algorithm as well as
from the random weight initialization. The network will therefore not necessarily converge
systematically toward the same local equilibrium.

However, reaching a satisfying accuracy on the test set does not mean that the model is
able to generalize to unseen microstructure types. To investigate this, another model was
trained without the quenched sample map to demonstrate the importance of providing the
model with a large diversity of microstructures. The training set in this case was uneven as

Figure 9: (a) and (c) Model predictions on two unlabelled API5L x65QS EBSD maps cooled at
8.3◦C s−1 and 19.4◦C s−1 respectively. (b) and (d) Associated KAM maps. The dotted frame high-
lights coarse bainite laths misclassified as ferrite as they contained few KAM variations.

Sample With API-5 Without API-5
SA-1 94.6 93.8
API-1 87.2 87.4
API-2 86.6 86.2
API-5 99.9 69.2

Table 5: Model test accuracy with and without the API-5 sample for training
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Figure 10: Distribution of the (a)BC and (b)KAM values over all the unlabeled samples for each
predicted phase.

it only contained 9% of martensite. Also, this model has not seen any microstructure with
large martensite content as the API-2 contained only 21% of martensite and as martensite
was only present in M/A island on the API-1 and SA-1 samples.

Table 5 presents the testing accuracy of two models trained either with or without API-5
sample crops. The accuracy on the SA-1, API-1 and API-2 test set was not impacted.

However, the behavior of those models on maps with a high martensite content was
different. Figure 12 presents the prediction of the model trained without (a) and with (b) the

Figure 11: Evolution of the testing accuracy with the number of 224 × 224 crops used for training.
The number of crops used is displayed next to each evaluation point for better readability.

14



Figure 12: Model prediction on an API-5 EBSD map with a model trained (a) without and (b) with
API-5 EBSD maps examples and (c) the associated KAM map.

API-5 map, on the API-5 test set. The model trained without any quenched sample maps
predicted a higher bainite content in the quenched sample. The variety of the data provided
to the model therefore maters as much as its quantity.

3.3.2 Data acquisition conditions

Maps were obtained on API-1 with two diffraction pattern qualities (Qref and Qalt) to
investigate the influence of acquisition conditions on the model performances. Figure 13
shows the KAM distribution for each phase on the maps obtained with the two conditions. A
slightly higher misorientation contrast can be observed between the phases on the Qalt map

Figure 13: KAM distribution for each of the labeled phases on the EBSD map acquired with conditions
(a) Qref and (b) Qalt.
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Sample Training with Qalt Training without Qalt

SA-1 94.6 95.8
API-1 (Qalt) 87.6 87.6
API-1 (Qref ) 86.8 85.6

API-2 86.6 85.4

Table 6: Testing accuracy of the models trained with and without the map acquired with Qalt.

than on the Qref map.
Table 6 compares the accuracies of two models trained with and without the map obtained

with acquisition condition Qalt. A 2% difference in accuracy can be observed between the
API-1 (Qref ) and (Qalt) maps. However, the accuracy variability for a tested map, when
training two different models is also around 2%, due to random weight initialization and
to the stochastic nature of the adadelta algorithm. Therefore, the model reached similar
classification accuracies on both maps, even when the higher quality map (Qalt) was not used
during training.

The influence of the acquisition step was also investigated using three training strategies.
Figure 14 (a) shows the prediction of the model on API-2 maps obtained with different acqui-
sition steps, when trained with a third input channel containing the acquisition step value.
To better show the effect of this additional channel, another model was trained on 0.1 µm

and 0.3 µm step maps, with only the BC and KAM maps as input, without providing the
acquisition step. The predicted segmentations of this second model for different acquisition
steps are shown in Figure 14 (b). Finally, Figure 14 (c) shows the predictions of a last model
trained without the additional step channel and providing only 0.1 µm step maps to the
model during training.

Figure 14 (c) reveals that, the larger the step, the lower this latter model accuracy is over
the whole API-2 map. This results from the model being fed with a different resolution than
that used for training. Considering the same grain on two maps with different acquisition
step, the grain will seem smaller on the map that has the largest step, if one considers a
constant pixel scale. Thus, as the model was only provided a single acquisition step during
training, ferrite grains are confused with bainite as the acquisition step increases, as they are
considered smaller by the model.

As shown in Figure 14 (b), the model trained without the additional channel but with data
obtained with a 0.1 µm and 0.3 µm steps generalizes better to different scales. However it
does not seem to interpolate well between the steps provided during training as the accuracy
reached for 0.2 µm was only 66.4% over the whole API-2 test map.

Finally, Figure 14 (a) shows that the model trained with the additional step channel
adapts better its criteria to the scale and provides consistent results over different scales.
The step channel model reaches higher accuracy than the single scale model for the 0.2µm

and 0.4 µm scale, which were not shown to the models at training time. This reveals that
the step channel model better interpolates and extrapolates to acquisition steps not seen
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Figure 14: Comparison of predictions on a API-2 maps crop with three different models, for an
acquisition step of 0.1 µm, 0.2 µm, 0.3 µm and 0.4 µm. (a,b) Models using only the KAM and BC
as input, trained with (a) 0.1 mum steps or (b) 0.1 mum and 0.3 mum steps. (c) Model using an
additional input containing the acquisition step and trained with 0.1 mum and 0.3 mum steps

during training. This results from the model being provided with more context related to
the acquisition. However lower accuracies are still reached by the model at those scales when
compared to that provided during training. This could result from the fact that the model
was only trained with two different scales (0.1 µm and 0.3 µm).

4 Discussion

The objective of this work was to extend the EBSD data-based model developed by
Martinez Ostormujof et al. [16] to the segmentation of upper bainite, ferrite and martensite
in a low-carbon steel. Figure 3 and Table 3 show that the model accurately differentiates those
three phases. This model is the first in the literature to perform pixel-wise segmentation of
those three phases with such accuracy, on EBSD data. Using a CNN architecture also enables
to obtain a prediction in a short amount of time. One prediction on a 2520×945 map takes
approximately 35 s on an Intel Core i5-8250U CPU, 1.60GHz, if the KAM map is already
computed.

Many works distinguished bainite from martensite, pearlite and ferrite on either SEM or
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LOM pictures [1, 8, 15, 17, 18, 23] or EBSD data [12, 22]. Few authors made the distinction
between upper bainite and ferrite [8,18]. However, most of these models were only assigning
a single class to a whole EBSD map and were not performing a segmentation of the ana-
lyzed microstructure. Segmentation provides a local estimate of the phase fraction and the
possibility to extract statistics relative to each phase (grain size, morphology, misorientation
content, variant organization).

Azimi et al. [1] performed pixel-wise segmentation of bainite using LOM pictures. How-
ever, they only obtained a 37.32% pixel-wise accuracy for the bainite class which is below the
92% bainite class accuracy evidenced in Figure 6. Also, as the presented U-Net model uses
EBSD data as input, it does not rely on an etching procedure, which does not always reveal
all subgrain boundaries and could induce errors in the ground truth.

The most challenging task for developing this model was to manually label the EBSD
maps, as the difference between ferrite and upper bainite is often ambiguous. Introducing
the ’unknown’ class, ignored by the model during training, eased this process by allowing the
expert to exclude ambiguous cases from the training.

The model learned itself which criteria to use to differentiate the three phases. The benefit
of using such model is that these criteria will remain constant, which is not the case for
human labeling. One could wonder about their physical relevance, as the model was trained
on maps labeled by a single expert. Future works should therefore focus on aggregating
different experts labeling to train the model with data representative of the material science
community.

As revealed by table 5, the model does not seem to be sensitive to the acquisition con-
ditions, provided that they are sufficiently good to evidence a contrast between the different
phases on the model input. Machine learning model robustness over different acquisition con-
ditions was scarcely addressed in the literature for microstructures segmentation [11, 14, 27].
Figures 14 (a) and (c) however show that CNNs do not generalize well to different acquisition
step if no contextual data were provided to the model, especially if maps acquired with only
a single step are used for training

Larmuseau et al. [14] provided the microscope magnification as an input of a triplet-
network trained to classify microstructure crops into different phase classes. In their case,
the magnification was concatenated to a fully connected layer at the end of the network.
Such approach was however not compatible with the U-Net segmentation model used in this
study, as it is mostly composed of convolutional layers.

Figure 14 (a) shows that when provided with the acquisition step as a third input chan-
nel, the model better learns to adapt its classification criteria to different resolutions. The
developed model can therefore be applied to a wide variety of acquisition conditions. Such
approach is similar to that performed by Facil et al. [5] to generalize a CNN prediction to
different cameras. To the author knowledge, this approach had however never been applied
to the segmentation of microstructures.
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5 Conclusion

The main objective of this work was to develop a machine learning model able to leverage
EBSD data for the segmentation of different transformation products in low-carbon steels.
The main contributions are as follows:

• A U-Net model was developed for the semantic segmentation of ferrite, bainite and
martensite using EBSD data

• The model has an overall test accuracy of 92% and an accuracy per sample that varies
between 86.6% to 95% depending on its microstructure complexity

• The model is not sensitive to EBSD acquisition conditions and generalizes well to
different acquisition steps.

• The model also generalizes well to similar microstructures than those seen during train-
ing, and presenting various fractions of ferrite, bainite and martensite.

The labeling step represents the main challenge to overcome, for the development of a
more general model, that could differentiate different types of bainite (upper, lower, granular).
This could be performed using unsupervised learning approaches that would learn to extract
the statistical tendencies of a dataset.

Alternatively, the labels performed by many different experts could be aggregated. This
would reduce the subjectivity of the manual process and reduce the impact of potential
mistakes. Future works will focus on these approaches.
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