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ABSTRACT

A novel approach for density measurements at the edge of a hot plasma device is presented—Microwave Interferometer in the Limiter Shadow
(MILS). The diagnostic technique is based on measuring the change in phase and power of a microwave beam passing tangentially through
the edge plasma, perpendicular to the background magnetic field. The wave propagation involves varying combinations of refraction, phase
change, and further interference of the beam fractions. A 3D model is constructed as a synthetic diagnostic for MILS and allows exploring
this broad range of wave propagation regimes. The diagnostic parameters, such as its dimensions, frequency, and configuration of the emitter
and receiver antennas, should be balanced to meet the target range and location of measurements. It can be therefore adjusted for various
conditions, and here, the diagnostic concept is evaluated on a chosen example, which was taken as suitable to cover densities of ~10'* to
10" m™ on the edge of the ASDEX Upgrade tokamak. Based on a density profile with a fixed ra dial sh ape, ap propriate fo r experimental
density approximation, a database of synthetic diagnostic measurements is built. The developed genetic algorithm genMILS of density profile
reconstruction using the constructed database has quite low errors. It is estimated as ~5% to 15% for density >10'” m ™. Therefore, the new
diagnostic technique (with a dedicated data processing algorithm) has a large potential in practical applications in a wide range of densities,
with low errors in the numerical model and in the method of density reconstruction, so the total error and the density estimation accuracy
are expected to be defined mostly by experimental uncertainties.

I. INTRODUCTION edge densities can bring valuable addition to the description of the

tokamak SOL plasma.

Plasma density of the order approximately <10"® m™ is typi-
cally poorly diagnosed in the conditions of a tokamak edge. First,
many diagnostics, which measure in that region, aim their studies at
higher densities (10"-10" m™) and are not designed to have low
enough error bars for small densities. Second, the unstable nature of
the scrape-off-layer (SOL) plasma makes it difficult to capture cor-
rect values when their temporal fluctuations are of comparable order
of magnitude as the values themselves, so this needs to be taken into
account for the interpretation of measurements. In these circum-
stances, a diagnostic targeted specifically at the lower end of tokamak

Microwave interferometry is a very common tool for mea-
suring plasma density due to its robustness, wide coverage of
the density range, non-intrusive measurement approach, and
low susceptibility to external impacts. In fusion-related plasma
physics, many small- and medium-size tokamaks (JET,' DIII-D’
COMPASS,” COMPASS-U,* KSTAR,” and SUNIST®), stellarators
(TJ-1I,” Uragan-3M," and Uragan-2M”), and other devices (Aline,"
LDX,'! and a capacitive RF plasma device'”) use (or used) interfero-
metric diagnostics in the microwave range for measuring density in
the central region of the plasma.
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Measurements of the SOL density of a tokamak/stellarator with
microwave techniques are usually based on the reflectometery, while
the interferometric approach has not, to our knowledge, been pre-
viously attempted. Here, we suggest a new measurement technique
for edge densities based on a microwave interferometer. The concept
is investigated with numerical tools in this paper, and the resulting
data interpretation method is intended to be applied, in practice, on
the ASDEX Upgrade tokamak (experimental application is beyond
the scope of this paper).

The diagnostic technique, referred by the name Microwave
Interferometer in the Limiter Shadow (MILS), consists of sending a
microwave signal in the O-mode (perpendicular to the background
magnetic field) tangentially through the edge plasma and by this
electron density in the vicinity of a limiter is measured. The refrac-
tion, which in usual interferometer systems is undesirable and is
minimized by directing the beam through the plasma center, is used
as an advantage in MILS by measuring the amplitude of the par-
tially refracted signal with respect to the signal received in vacuum.
Therefore, the diagnostic relies on two measured quantities, phase
shift and power alteration in the plasma. In order to extract informa-
tion about the plasma density by measuring these two quantities, a
method for data interpretation has to be developed from scratch, the
common methods being inapplicable to this kind of interferometer
configuration.

This paper is structured as follows: In Sec. II, we explain the
choice of MILS parameters used in this paper to study the capabil-
ities of this measurement technique. In Sec. 11, the construction of
the synthetic diagnostic model is explained, which is used for build-
ing a database for data interpretation, and in Sec. IV, the definition
of the density profile in the region of interest is discussed. The model
is tested on simple cases, which could be compared to analytical cal-
culations, as shown in Sec. V. The database for the density profile
reconstruction is built with profiles from Sec. IV, which are rele-
vant for experimental tokamak conditions, and it is described in
Sec. VI. An analysis is done to determine the radial localization of the
obtained density profiles, as presented in Sec. VII, and it is followed
by examples of density reconstruction in Sec. VIII. A discussion of
the developed method of MILS data interpretation and of the new
measurement technique, in general, is given in Sec. IX, followed
by conclusions. The Appendix contains details on the step-by-step
model optimization and the settings of the final model used in the
study.

Il. CHOICE OF DIAGNOSTIC PARAMETERS

The general concept of the diagnostic method is presented here
and its capabilities are investigated on an example that has practi-
cal interest as an application to the ASDEX Upgrade tokamak. The
MILS parameters are chosen as suitable to cover a range of density
and radial location, relevant to ASDEX Upgrade experimental con-
ditions. The diagnostic concept is not limited to the parameters of
the employed example.

The parameters, which can be varied, are the interferometer
axis length d and the frequency f. Furthermore, the horn antennas
can be directed toward each other, on one line, as in conventional
interferometers, or they can have another, more complex, configu-
ration. The simplest configuration with both antennas on the same
axis is considered in this study (Fig. 1).
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FIG. 1. Simulation geometry and materials: white—plasma, blue—PML, and
orange—vacuum. Full view with semi-transparency and a zoomed-in part with a
cutout sector to demonstrate the inner structure. Magnetic field direction and sizes
in mm are indicated.

From the general interferometer theory for the O-mode wave,
which gives a zero-order approximation for MILS, in order to mea-

sure densities #min, ~ 10 m™> with the possible sensitivity of the
2
formulas in Sec. 111 C for a detailed derivation). The horns should
be separated by at least the value of the far-field distance drr = ZDCZf
where D is the microwave antenna aperture size, in order to have the
wavefront shape close to the plane wave at the receiver location.

With d ~ 1 m, a realistic order of length of the interferometer
axis inside a medium-size tokamak, the frequency falls in the range
of ~50 GHz, which is a reasonable value for practical applica-
tions. In ASDEX Upgrade, this range of frequencies is utilized for
reflectometry.'® The size of microwave horn antennas used by this
reflectometer is D = 27 mm, typical for this density range. An
antenna with this size can provide a narrow enough beam width
of ~20° in order to not scatter the radiated beam over a large area
but keep it focused close to the axis. For such an antenna and at
f ~ 50 GHz, dpr is ~0.25 m.

A smaller axis length would result in the signal being col-
lected from the shorter radial extent of the plasma, which narrows
the boundaries of the measurement localization and can make the
density reconstruction in the shorter radial region more precise.
At the same time, shorter s leads to larger #min. In summary, the
MILS parameters can be chosen within the outlined boundaries,
f ~50GHzand ~ 0.25 to 1 m, to obtain the target order of magni-
tude of the density range and of the radial location of measurement.
In practice, f = 47 GHz is convenient because of the availability of
the hardware components for this frequency and d = 42.5 cm was

phase shift Ap_. ~ 1°, the needed frequency is f = (see

>
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chosen due to construction limitations."* The horn antennas sizes
used are the same as for the reflectometer in Ref. 13 (20 x 27 mm?
on the aperture and 2.39 x 4.78 mm? on the side connected to the
waveguide). These values are used in further modeling.

I1l. MODELING SETUP
A. Modeling approach

Full-wave 3D simulations are performed in COMSOL com-
mercial software by using the finite element method in the fre-
quency domain. Among the built-in modules in COMSOL, there is
none suitable for simulating plasmas similar to the tokamak edge
conditions. Therefore, an approach developed specifically for such
plasmas is used, called RAPLICASOL."” Originally aimed at sim-
ulations in the domain of the Ion Cyclotron Range of Frequency
(ICRF), it has been widely benchmarked with other codes and
experiments.'®*

The RAPLICASOL approach consists of defining full-wave
propagation inside a domain, whose properties approximate the
cold plasma, and ensuring high single-pass absorption of the wave
by a Perfectly Matched Layer (PML) on the outer boundary. It
allows modeling a considerably smaller volume rather than wave
propagation and absorption at farther distance, and as a result,
such a model becomes computationally feasible, while the physics
inside the plasma domain can still be correctly reproduced without
unwanted reflections from the outer boundaries.

Another important aspect of the RAPLICASOL approach is the
detailed representation of the full antenna geometry, be it a whole
ICRF antenna in other studies or a microwave horn launcher in this
work. In the context of the current task, the wave interference taking
place at the MILS receiver antenna and its transition to the wave-
guide can be accurately captured by using precise 3D geometry, and
therefore, the resulting phase and power measured at the end of the
waveguide are obtained directly, without any additional processing
of the signal mixing (as is necessary in ray-tracing, for example). This
allows obtaining quantitative results of high accuracy rather than a
qualitative description of the wave propagation and refraction. For
the same reason, the simulations are carried out in 3D, even though
a 2D model would be much simpler and could also give meaningful
qualitative results.

Additional modeling for MILS is done using ray-tracing. This
allows getting insight into exact paths of different parts of the inter-
ferometer beam. Absolute values of the received phase and power
have to be calculated from the contributions of all rays of the beam,
which is a task much more challenging than the automatic calcu-
lation in the full wave simulations, and so the absolute calibration
of the model is still work in progress. In this paper, only qualitative
results of ray-tracing are demonstrated (Sec. I1I C).

B. Model components

In Fig. 1, the model geometry is depicted, with different materi-
als shown in different colors. The coordinate system is chosen such
that the axis of MILS is aligned to one of the axes (y-axis) and the two
other axes are parallel to the edges of the horn antennas. The MILS
axis is at x = 0, z = 0. This coordinate system does not coincide with
the default coordinate system of ASDEX Upgrade, but it is much
more convenient for the performed modeling (e.g., it allows simple

and top-bottom symmetric density distribution definition). The
z-axis is at an angle ~10° to the ASDEX Upgrade toroidal direction,
since the y direction has to be perpendicular to the magnetic field, so
the y-axis is at ~10° to the vertical direction in ASDEX Upgrade.

COMSOL simulates inner volumes, filled with medium, while
the volumes of the objects are “subtracted” and represented by
boundary conditions. Therefore, the metallic horn antennas of MILS
are represented by surfaces of Perfect Electric Conductors (PECs),
which serve as the outer boundaries of the model, on the one hand,
and border with the model volumes, on the other hand. The existing
symmetry in the toroidal direction is utilized to reduce the model
size, as shown in Fig. 1, and only half of the whole model is simu-
lated. On the symmetry plane z = 0, PEC material is defined to ensure
correct field representation.

The wave is excited on an active port at the end of the wave-
guide of the lower horn (O-mode, E-field in the z direction). The
passive port at the upper waveguide detects the phase and ampli-
tude of the incoming wave. There is no need to back it with a PML
because this kind of a port is able to absorb incoming waves as long
as they match the mode set for the port. Generally, not all scattered
waves match the excited mode, but in our model, this is guaranteed
by the presence of the waveguide, which can support only a particu-
lar mode. To ensure that all other modes are damped before they can
reach the port, it is crucial to place the port at a sufficient distance
from the back of the horn antenna. In our model, the waveguide
length Iwe = 3 cm, which is more than three wavelengths Awg of the
wave at f = 47 GHz inside the used waveguide (cut-off frequency
SwGeut-off = 31.4 GHz). Awe deduced from

Avac 6.4 mm
Awg = =
mm
mm

\/(1‘(AWGL-W)2) V(- (semmy?)

where Ayq is the wavelength in vacuum in open space.

=8.6mm, (1)

C. Wave mode

In a rectangular waveguide, only the modes for which the
cut-off frequency is less than the wave frequency, f;" < f, can
propagate. For both TE and TM modes,

=) -G @

where c is the speed of light, m and n are mode numbers, and a and
b are waveguide sizes.
For the WR19 waveguide (a = 4.78 mm and b = 2.39 mm),

10 c 3e8
=~ =2  _314GHz<f 3
¢ 20 2x4.78¢-3 <t ®
-5 -628GHz> f, (4)
a
o= £ _628 GHz > f, ©)
2b
1m_c 1 1
! =3 ;+ﬁ:70.2GHz>f. (6)
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Therefore, the chosen frequency f = 47 GHz provides a one-
mode regime for the WR19 waveguide with TE10 mode.

The electric field is parallel to the short edge of the waveguide
(and the horn antenna); therefore, the horns are located with this
edge aligned to the tokamak background magnetic field (z-axis in
our models) to ensure O-mode propagation of the wave through the
plasma.

In the homogeneous magnetized cold plasma, Maxwell’s equa-
tions are solved for plane waves ~exp(—iwt + ik - r) to obtain the
wave equation,’!

2
kx (kxE)+ S EE=0, )
c
with k being the wave vector, r being the space vector, and  being
the dielectric tensor defined as (for B || z)
e, —iex O
=liex e 0) ®)
0 0 g

ol

2 2
with Stix parameters g = 1 — ZS%, g =1- Zs(wzaii";lz), andex =1

Qe . .
- Zw(wzifgz). Qg is the Larmor frequency and wys is the plasma

frequency for plasma particles species s and w = 27f is the angular
frequency of the wave.
At 47 GHz, the dielectric tensor components may be simplified

to
2

()
€||=€l=1—%,5X:0~ (9)
w

Therefore, the O-mode dispersion relation (kL1B, E || B) for this
frequency is

N = -— (10)

where N = % is the refractive index.
The cut-off condition (N = 0) is

w=wp= , (11)

where e is the electron charge, m, is the electron mass, & is the vac-
uum permittivity, and #. is the cut-off electron density, above which
the wave cannot propagate. From Eq. (8),

_ fomew’ (12)

ne
eZ

For 47 GHz, n. = 2.74 x 10 m™>. The wavelength of the wave
is infinite at # = n,, and at lower densities, it is A = Ayac/y /1 = 2.
When a wave passes through the plasma, it experiences a

phase shift, which, in the approximation of low densities (v, < w,
A ~ Ayac), can be written as

2nd  2m nnd

2m
_ L
Avac Mvac Jo

d
N(x)dx ~
(x) * Avac 21c

Agp = R (13)

Mache

where 7 is line-averaged electron density and d is a distance over
which the total shift of the wave phase was accumulated.

The exact integral cannot be calculated analytically, but a par-
ticular case of n = const is useful for the calculations done in Sec. V,

2nd  2m 4 2nd n
Ap = SO N(x)dx = Mc(l -4/1- n—c) (14)

In conventional interferometer systems in plasma devices,
Eq. (13) can be used to estimate line-average density and to localize
the measured value to a certain central region of the plasma, where
the highest density causes the strongest shift. This approach is inap-
plicable for MILS. The measured signal is not defined only by the

0.4+
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antenna
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NN
-0.04 -0.02 0.00 0.02 0.04

FIG. 2. Qualitative picture of microwave beam rays propagating in and being
refracted by the plasma. Several groups of rays, emitted at different angles and
passing through different plasma layers, reach the receiver and contribute to the
measured values.
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part of the wave, which travels along the MILS axis. The detected
phase and power change is the result of interference of the whole
signal, which reaches the receiver horn (see Fig. 8). Several groups
of rays from different plasma regions can contribute to the output at
the same time (Fig. 2). The only way to interpret the measured data
is to do a forward modeling of the diagnostic response to a certain
plasma density.

D. Definition of plasma and PML

As shown in Fig. 1, the model uses three materials: vacuum,
plasma, and PML. In COMSOL, a material can be defined with
user-specified properties. By assigning the 3D dielectric tensor as in
Eq. (8), the permeability as y = 1, and the electrical conductivity as
o = 1, we define the cold magnetized plasma material. For our case
of O-mode, the approximations in Eq. (9) lead to a simpler case of &
defined as a single value.

The PML material definition is similar to the plasma definition,
but the permeability and permittivity tensors are different. The con-
cept of PML functioning is based on transforming the incident
propagating waves into evanescent ones. To achieve this, the model
intrinsic real space coordinates are replaced within the PML domain
by complex stretched coordinates,

x — /Oxsx(x')dx', (15)

with Se(x) =1+ "7“()—3) as the stretching function. The damping func-
tion o(x) should be zero at the border of the PML, to ensure
continuity, and be a rising function of the distance. The stretching
functions used in RAPLICASOL are polynomial, '’

Px
X ) x>0, (16)
PMLx

Se(x) =1+ (S + is;’)(L

with coefficients p,_ = 2 being the order of the stretching function,
Sy = 1 being the real stretch, Sy = —2 being the imaginary stretch,
and Lpumi, being the PML depth (6.5 mm in the direction of the MILS
axis and 21 mm perpendicular to it).

The dielectric tensor of the PML is given by

xx% SxySZ(Z) .sszy(y)
v = &x52(2) 5yy% g28:(x) | (17)
&Sy (¥) eySe(x) &z %

The permeability tensor is defined analogously.

E. Model output

The model output is the power and phase deviation in the
plasma compared to vacuum. To obtain these values, a model filled
with vacuum instead of plasma was simulated as a reference. The

. . P Pyl
values presented in this paper are Agp = ¢, — ¢, and 5~ = 5=

The power is calculated in COMSOL from the S»; parameter of
the two-port model. The emitter is well matched, so the power reflec-
tion at the emitter is below 0.4% for all considered density cases.
Therefore, the received power depends on the S,; parameter only.

S =
horn antenna and P; is the power detected at the receiver port. Since

\/ %, where P; is the power specified on the port of the emitter

2
. S
Py is the same for both vacuum and plasma cases, —PP = ( S;‘ 2 ) .

The phase is obtained as ¢ = arg(E;), where E; is the only non-
zero component of the electric field for TE10 mode. The evaluation
is done at a point at the center of the receiver waveguide. It is use-
ful to note here that in COMSOL, the definition of this point has
to be done globally, and not through the geometrical elements; oth-
erwise, unexplained variations have been noticed, which lead to a
wrong result.

IV. DENSITY PROFILE
A. Shape of the radial density profile

The temporal resolution of microwave interferometry can be
extremely high, and in practice, it is most often defined by the
available data acquisition system rather than by the diagnostic lim-
itations. Therefore, the variations in the plasma density can be
observed with the necessary precision in time with MILS diag-
nostic, and a study of such variations can be carried out. How-
ever, in this paper, transient SOL events, such as Edge Localized
Modes (ELMs), are not considered, and the data interpretation is
limited to a monotonic (inter-ELM-like) density profile shape. In
experiments, possible microturbulence along the wave propagation
path gets averaged, as typical for an interferometer, so the recon-
structed density profile should be considered as averaged over such
microstructures.

In order to build a universal database for density evaluation
from the experimental data of MILS, our approach is to fix a certain
shape of the 1D radial density profile. The main limitation on the
precision of the reconstruction of the density profile shape, from the
point of view of the interpretative modeling, is the unavoidable sim-
plification of the shape. The 2D space (¢, P) of measurements needs
to be mapped into the modeling parameter space, which describes
the shape of the profile. The larger the number of parameters is, the
more computationally expensive it becomes to build a database.

One of the simplest possible profile shapes, which should still
describe the actual density relatively well, is the one shown in Fig. 3,
the exponential decay function 1, = njy x exp(ax x x) of the radial
distance to the limiter x = R — Rjin. The inner and outer density layer

1020 -
= * *

1019k Ne = MNim exp(ain X)

@ 108
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FIG. 3. Shape of the radial density profile used for modeling, made of two
exponential functions, with a transition at the limiter.
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(relative to the limiter contour) have constant exponential decay
with coefficients aiy and dour, respectively. The density is consid-
ered to typically decay faster in the outer part (limiter shadow),
where the connection length of the magnetic field lines decreases
greatly,”” so the absolute value of g, is always bigger than that of
ain. In reality, the transition in the decay length between the inner
and outer density regions should be smoother, since the connection
length also does not go sharply from the regime of tens of meters
long field lines reaching the divertor to ~1 m value corresponding
to the toroidal distance between the limiters. The plasma shape fit
to the wall is never perfect, so there is always an intermediate region
where the magnetic field lines intersect the first wall sections, baffles,
etc.

Therefore, the considered profile shape is a simplification,
adopted for the current analysis in order to enable a parametric
description of the modeled density. Such a profile is defined by three
parameters: exponential coefficients ain, dour, and nyy, (density at the
limiter position, where the profile bends). The task of the modeling
analysis is, therefore, to provide a mapping from (i, Gin, dout ) t0
(¢, P).

B. 3D density definition

In Subsection IV A, a 1D density profile was discussed, lim-
ited to the radial direction. In the experimental conditions, various
reasons can cause poloidal (filaments, turbulence, etc.) or toroidal
(magnetic perturbations, local gas puff, etc.) density inhomogeneity.
It is out of the scope of this study to consider them, so the 3D density
profile in the presented models employs density homogeneity along
the poloidal and toroidal coordinate.

In order to excite the O-mode wave, the axis of MILS is
directed perpendicularly to the background magnetic field. In the
radial-toroidal cross section, the position of the horn antennas
is chosen such as to ensure symmetric tangential crossing of the
plasma. The limiter contour region near MILS can be approximated
by a circle and the flux surfaces by circles concentric to it. The dis-
tance between the limiter and the MILS axis in its center is dgyjs—lim
=1.91 cm. The resulting 2D shape of the density used in the current
modeling is shown in Fig. 4. Constant color corresponds to con-
stant density and the shape is the same in all models, irrespective
of absolute n, values.

The 3D density profile is obtained by defining n. = const in the
direction perpendicular to the plane shown in Fig. 4, i.e., toroidally.
Unlike the complex and changing conditions of the signal collec-
tion in the poloidal-radial plane, along the toroidal direction, it is
always a very narrow region approximately of the size of the horn in
this direction (2.7 cm), where the wave detection takes place. There-
fore, the influence of any toroidal variations can be considered as
extremely small.

In the experiment, horn antennas are immersed into the
plasma, and there might be non-zero density inside the antennas
themselves. However, this value would be very low and its influence
on such short distance cannot play any significant role on the sig-
nal detection. In the models, horns volume is therefore filled with
vacuum.

The described 3D density distribution definition is used in
the modeling of the interferometer wave propagation through the
plasma.

higHer Ne

lower n,

FIG. 4. Shape of the density profile on a 2D slice in the radial-poloidal plane.
Density is constant on the circles concentric to the circle that approximates the
limiter (black curve). Vacuum is used inside the horn antennas.

V. BASIC TESTS FOR MODEL VALIDATION

The model can be verified on simple cases where the influence
of the plasma density distribution on the wave propagation can be
calculated analytically. A test was carried out with a plasma of con-
stant density of various magnitudes. In Fig. 5, the simulation results
for the phase shift A are compared to the theoretical prediction
given by Eq. (14). Mostly good agreement is observed. The differ-
ence between theory and modeling results is shown in Fig. 6 (cross
markers), where 8¢ = (A¢), . 1. — (A9) 4, The simulation overes-
timates the phase shift, relative to the theoretical prediction. The
correction (square markers), also shown in Fig. 6, is described below.


https://scitation.org/journal/rsi

©
451 5.0e+14 O COMSOL data
2.0e+15 vt theoretical
401 g o0e+15 3
35| 3.2e+16
1.3e+17
o 30} 5.le+17
8 2.0e+18
0251 5.0e+18
S20| 8-0e+18 R o
< 1.5e+19
15} 2.5e+19 on
101 “'O“ 0.05
ot : e
5p 7 © o o 106
-2 ° 5 10
o0& . . ) ‘ .
0 0.5 1 1.5 2 2.5
n_, m3 x101°

e

FIG. 5. Comparison of simulated and theoretical phase shift of the wave in the
plasma of constant density as a fraction of full 360° turns. A zoomed-in view of the
low densities is shown in a box.

In Fig. 5, the theoretical curve diverges from the linear trend, as
it is more visible at higher density. Therefore, to compare exactly the
theory and simulation, it is important to use the exact formula (14)
and not the linear approximation (13).

We have identified two reasons, which can contribute to the
observed deviation §¢. The first one is the numerical precision of
the solution. It was assessed on a model without horn antennas but
with the same model parameters. A plane wave, excited at one side
of a 3D rectangular box, reaches a receiver port at the opposite side
and the phase difference between the source and the receiver is pro-
portional to the distance. A scan with the same density values set was

80
X deviation from theory X
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60 12 %
1
50| s
] 0.6
$40F o, .
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FIG. 6. Difference between the modeling and theory as a function of density for the
data in Fig. 5. Additionally, values corrected for the numerical error obtained from
plane wave simulations d¢p,, are plotted. A zoomed-in view of the low densities
is shown in a box.

performed. The obtained deviation from analytical calculation (dis-
tance divided by wavelength), relative to vacuum, is density depen-
dent and can be well fitted by a linear function 8¢y, = 1.533 x 107"
x 1 — 0.017[°] with a root-mean-square error of 0.027°. The result-
ing A¢ deviation from theory, when the error from the plane wave
model is taken into account, is shown in Fig. 6. Its influence is small
compared to the absolute values of the deviation.

Another possible cause of the phase deviation from theory is
that the horn antennas and waveguides convert the incident wave,
present at the horn aperture, to the waveguide fundamental mode, of
which the phase gets measured at the end of the waveguide, in a com-
plex 3D way. Part of the incident wave is reflected in the process (see
Figs. 8 and 9). Therefore, the measured phase shift in a model with
the constant density plasma is defined not only by the layer of the
plasma between the horns but also by the conversion of the signal by
the horn itself. This effect can be hardly characterized numerically,
but it can be seen that its amplitude is density dependent (Fig. 6).

In further cases of plasma density profiles more complex than
constant, the same 3D effect of the horn influence on the detected
phase and power should be present. As the same effect can be
expected in the experiment, the advantage of the full-wave simu-
lation, when compared to ray-tracing, is that such an effect can be
realistically reproduced and taken into account in the modeling.

VI. SIMULATIONS WITH DENSITY PROFILES
A. Optimized model

Each density profile requires a model run. The chosen radial
density profile shape can be described by three parameters, which
means that in order to explore the 3D parameter space, the num-
ber of simulation runs to be done is #(number of points for each
parameter)’. To enable large parameter scans, the model has to
be optimized as much as possible to reduce the memory usage
and computation time. The following steps were taken during the
optimization:

e Quadratic discretization was compared to and replaced by
the cubic discretization (increasing the discretization order
approximately corresponds to a uniform mesh refinement).

e The mesh was scaled in the direction perpendicular to the
MILS axis, relative to the direction along the axis, to reduce
the number of mesh elements.

e Mesh element size was scanned to find the largest acceptable
value.

e Plasma domain sizes were varied to study their influence on
the model output and the minimal possible size was used.

The details of this optimization are given in the Appendix. All
the results presented in this paper have been obtained from the
model with the same optimized settings: discretization, mesh shape,
size, and scale. The only varied characteristic was the size of the
model in the x-direction. Two sizes were used: a smaller model was
suitable for the cases when the wave does not penetrate deep into
the plasma (higher density cases) and a bigger model was needed
for lower densities to ensure that the whole region where the wave
propagates is simulated. The details are described in the Appendix,
but the key point is that the results from both bigger and smaller
models can be analyzed together as one set of data. The error bars in
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the final model are quite small, which is fortunate, considering the
fact that the model had to be optimized for the performance. The
systematic errors are Gpgys = —1° and Opsys = +1% and the random
errors are 8ypyg < 0.5° and 8p g = 1.5%.

B. Results

The mapping from the parameter space (din,dout,Mlim) tO
the measured parameters (Ag,P/P,) is presented in Fig. 7
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(Multimedia view). The parameters, which define the density pro-
file, correspond to the axes. Larger absolute values of ai, and dour
mean a more strongly decaying density profile, while a shift along
the ny, axis leads to an overall increase/decrease in the density in
the whole profile. Ag is shown as the color of the markers and P/Py,,
is indicated with the marker size, bigger for larger values.

While it might be difficult to grasp all the details from the 2D
view of this complex plot, some important aspects can be noticed.
There are clear dependences:
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Ag increases with increasing density, as expected from the
general interferometer theory.

Prominent variation of P/P,,. depending on the density is
present.

However, the variation of Ag and P/Py4 is clearly more
complex as it could have been if it was influenced only by
the density along the MILS axis; the interference of several
parts of the beam gives the resulting output (Fig. 8).

The rise of A from low to high values is monotonic for
nearly the whole region, with two exceptions: pronouncedly
non-monotonic around 2y, = 1 x 10°-5 x 10" m™> and
weakly non-monotonic around ny;, = 1 x 10%-2x10%¥ m™
when a;,;, > =50.

The power of the received signal lowers monotonically,
starting from njy, ~ 0.5-1 x 10" m™3, with increasing den-
sity, due to the wave being strongly refracted by higher
density plasmas.

The variation of P/Py in the region of lower densities is
more complex, as it is caused by the competing processes of
wave partial refraction out of the receiver and at the same
time wave “focusing” from the high-density region where
it would miss the receiver in the vacuum case; the wave

L.

focusing reaches its maximum in the region nj, ~0.5-1
x 10" m™ and is illustrated in Fig. 9 and can be qualitatively
observed in Fig. 2.

In the region of lower densities, an interesting effect is
observed—negative phase change; in other regions, the
phase shift is mostly caused by the change in the refrac-
tive index; in this part, an additional factor starts to play a
role—the longer path of the wave propagation compared to
the path along the MILS axis.

There are regions where both Ag and P/P,,. do not vary sig-
nificantly along one of the axes, and thereby the parameter
space degenerates from 3D to 2D: (nearly) no dependence
on aiy for mym > ~4 x 10" m™ and (nearly) no depen-
dence on gy for nj, < ~3 x 10" m~>; the reason is that not
the whole simulated density profile influences the measured
signal (more details in Sec. VII).

A more general conclusion than in the previous point is that
the influence on the output Ag and P/Py, from different
groups of rays (Fig. 2) has different magnitude; from a radial
density profile, its central part has the largest influence, while
the values of density on the profile edges only weakly affect
Ag and P/P,, (it will be also seen in Sec. VIII).

2.8

2.6

2.4

FIG. 9. Wave focusing to the receiver: part of the wave on the left, which in vac-
uum cannot reach the receiver, is refracted by the plasma and gets detected. The
Poynting vector main component S, in logso scale is plotted. Density profile (0.9
x 108, —60, —280).

FIG. 8. Distribution of the MILS electric field (main component E;) in the plasma
with a radial density profile (0.3 x 10', —80, —240). Beam parts propagate
through different layers of plasma, and their interference in the horn antenna leads
to the measured output.
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FIG. 10. Interdependence of phase and power measured in the simulations. Color corresponds to the value of nji,, for each point.

e Not the whole 3D parameter space within given boundaries
needs to be scanned, since some values combinations would
result in too unrealistic density profiles [e.g., too steep den-
sity increase toward the plasma core for large nyy, if too large
abs(ajy) is taken].

e Gradients are different in different regions and depend
on the direction; therefore, some regions can be investi-
gated with fewer points and others need fine resolution in
the parameter space, which explains the varied density of
modeling points in Fig. 7 (Multimedia view).

The results of simulations can be also represented as a relation
between the two measured quantities: P/Pyqc = f(Ag) (see Fig. 10).
There is a peculiar pattern formed by the combinations of the two
values, and it can be seen that not any combination is possible but
only a certain range. To connect this figure to the plot in Fig. 7 (Mul-
timedia view), the markers are shown with colors indicating the nyp,
value. It can be seen in which direction P/Pya and Ag generally shift
with growing density.

VIl. MEASUREMENT REGION DETERMINATION

During the database construction, it was observed that the
region of the propagation of the beam part, which reaches the
receiver, varies considerably for different plasma densities. This
defines the upper limit of the measured density and its location. First,
beyond a certain value of density, the wave beam cannot propagate
to a denser plasma because it is refracted earlier; therefore, the infor-
mation about the density higher than this is inaccessible for MILS.
Second, a part of the beam, which propagates to the largest density,

can be refracted so strongly toward the wall that it misses the
receiver; in this case, only the beam part, which propagated through
less dense layers, can be detected by MILS. It is not possible to iden-
tify a single density value above which the density is not diagnosed
by MILS. The described processes depend both on the density and on
the density gradient. Therefore, we have to set several upper limits
at several locations.

In all models, the initial limits are defined by the plasma domain
sizes (see the Appendix for more details on sizes); therefore, the
range is R — R, = (=3; 5) cm or (-5; 5) cm for higher and lower
density ranges, respectively.

In order to find out to which part of the profile at the high-n,
side the measured vales are not sensitive, the profile was partially
cut, more at each step, and replaced by vacuum. The step of the
parameter scan was set to 0.5 cm. The models with trimmed density
were compared to the original models and then the largest possi-
ble cut was chosen such that the A¢ and P/Py, deviations were
within the corresponding random errors, obtained during the model
optimization (see the Appendix)—0.5° and 1.5%, respectively.

The result is shown in Fig. 11 on a 3D plot with the a,u: axis
being perpendicular to the plot plane. Since the density is cut in the
region where it is defined by the a;, parameter, it is not expected to
have a large dependence on ao. However, for all (nym, ain) com-
binations, it was checked by simulating two points along a,.: for
its minimum and maximum. For some points, a dependence is
observed, and they are plotted as two markers of different colors at
one location, the smaller one corresponding to the minimum |dou|-

Based on the obtained results, limits were set for the density at
each R — Ry, point, above which the point should be cut from the
density profile (dashed lines), defined from the equation #, = nyjip,
x exp(ain x (R = Ryim)):
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radial cut with colors corresponding to re;.

o 1,>6.5x10% m™ at R - Ry, = —3.5 cm, uncut in some profiles. Such radial points are in any case relevant,
e 1,>50x10® m™ at R - Ry, = —3 cm, just with lower precision, since the radial points are not independent
o 1,>42x10¥ m™> at R — Ry, = —2.5 cm, from each other.
o 1.>42x10®¥m™>atR- Ry, = -2 cm, The part of the (#jim, ain) parameter space, shown in gray in
o 1e>42x10%¥m™> atR- Ry, = —1.5 cm, Fig. 11, with nyy > 4 % 10®¥ m~> hasa separate definition of limits
o 1.>42x10®¥ m™ at R - Ry, = -1 cm, and because of too different 7cus (#1jim, ain ) behavior:
o 1,>3.6x10¥m™> atR - Ry, = 0.5 cm. _ ..
¢ tim o 1.>50x10®¥ m™> at R - Ry, = -3 cm — limit at -3 cm,
It can be seen that these lines are not exactly at the borders of e 1,>7.9x10"® m™ at R — Rjjp, = —2.5 cm — limit at —0.5 cm,
marker clusters for each color. They are chosen such that no signifi- and
cant radial points are cut out, and rather an extra point might be left o 1,>7.9x ¥ m™ at R - Ry = 0 cm — limit at 0 cm,
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FIG. 12. lllustration of the measurement range limitations, both for density values and for radial locations. Each profile corresponds to a point in Fig. 7, with Ag shown by
the line color. Note that many profiles partially overlap and not all of them can be fully seen.
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This additional definition of limits is rather complicated, but
unfortunately a simple uniform condition cannot be constructed.

At the low-n, side, there are two factors, which affect the radial
range of the measured density profile. First, only the part of the
beam propagating straight between the horns can reach the receiver.
Therefore, the largest R — Ryim, Where density could be probed, is the
radial coordinate of the outer corner of the MILS horn. However,
in all considered cases, the density at this location is lower than the
one given by the second limiting factor. 7, = 2.3 x 10" m™ corre-
sponds to 1° phase shift over the MILS axis length of 42.5 cm, and the
density below this is for sure not detectable (in reality, it should be
calculated for much smaller length). This value is taken as the low-
est limit and everything below is cut from the reconstructed density
profile.

An overview of limitations on density and radial range is given
in Fig. 12. The database, shown in Fig. 7 (Multimedia view), is
used to plot the density profiles defined by the set of parameters
(#4im> @in» dout ), and the radial cuts are applied according to the
established procedure.

VIII. DENSITY PROFILE RECONSTRUCTION

For the reconstruction of a density profile from the output of
MILS, we establish a dedicated procedure named genMILS. The pro-
cedure is based on a genetic algorithm” of model selection. As a
problem-solving strategy, genetic algorithms have been successfully
applied to a wide variaty of tasks in various fields of science.

In genMILS, points of the constructed database are considered
as possible candidates and the optimization procedure consists of
finding the best combination of the candidate models for an input

of Ap and P/Pysc. For an input point, all surrounding points in
the range (38,,30p) are selected, where 8, = 1° and 8p = 3% are
error bars for Agp and P/Pyq, respectively, defined for this study.
This level of errors could be expected in the experimental mea-
surements, and the values are twice larger than the random errors,
calculated for the numerical model of MILS synthetic diagnostic
(see the Appendix). The systematic errors of numerical calcula-
tions are taken into account by shifting the phase-power diagram
correspondingly (see the Appendix).

Each of the surrounding points gets assigned an Akaike weight
w”* depending on the distance to the input point on the phase-power
diagram under the assumption of Gaussian distribution of P and ¢
errors,

P=Pipu
((P - (Pinput)z ( Pinput )
_ _ - 18
W = exp 2, 20,7 (18)

In order to calculate the density from the weighed contribu-
tions, we describe the density profile not as a whole but distribute
radial points along it. The set of radial points in the density profile
constitutes the set of genes in our genetic algorithm. The resulting
1, at each radial point is

_ Zinei X Wi

XiWi ’ 19

Ne

where n,; is the density value at this radial position in a profile
number i from the contributing profiles.
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FIG. 13. Points chosen as examples for density reconstruction. Around each black dot marker, corresponding to the input data, a set of closest points is shown with circle
markers, with their colors corresponding to their weight in the density profile calculation.
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Some radial points (or segments) of the density profile con- dominant genes lie close to each other on the phase-power diagram,

tribute dominantly

to the measured signal and some influence it ~ but they can differ noticeably in some less crucial radial points. A

only weakly. The genetic algorithm allows us to identify the most profile reconstruction from such neighbors should take into account
important genes automatically for each case. Profiles with similar different level of confidence for different radial points, depending
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FIG. 14. (a) and (b) A set of examples of density reconstruction. The solid lines with error bars show the final profiles, the dashed thick lines display the profiles used for
fitting, which had the biggest weight (>5% of the total), and dotted thin lines show profiles with weight <5% of the total. Numbers near the profiles correspond to numbers
in Fig. 12. Colors correspond to the weight, as shown in the colorbar of Fig. 12.
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on whether they represent dominant or minor genes. It is imple-
mented by assigning an error at each radial point. The root mean
square error of #, is calculated as

2
v \‘ W (20)

Each radial point is processed separately, as if they were inde-
pendent, but one has to remember that they are not independent, as
well as their errors.

In order to demonstrate the capability of density reconstruc-
tion using the developed genMILS method and to estimate the error
bars of the obtained density values, several examples are taken,
distributed along the phase-power diagram. The points, taken as
example input, and their chosen neighbors are plotted in Fig. 13,
with weights shown in color. Various cases are taken, with less or
more neighbors, homogeneously distributed on all sides or present
mostly on one side, with less or more points in close proximity to
the input point. The resulting density profiles are shown in Fig. 14.
A step of 0.5 cm was chosen between the points along the radial
coordinate.

The resulting errors are summarized in Table I. Unless going
to the smallest densities or considering the points at the very edge
of the radial profiles, the errors of 5%-15% can be expected for the
reconstructed density. At densities 10'°~10'” m™, the errors might
exceed 15% in some cases. At densities <10'® m™, the order of values
can be reliably predicted, but more precise estimation is challenging.
In the part of the phase-power diagram close to (0, 1), i.e., vac-
uum, the prediction becomes complicated due to non-monotonic
and large variations of Ag and P/Py, between neighboring points in
the parameter space [see Fig. 7 (Multimedia view)].

Good accuracy is achieved for the range of densities relevant to
the ASDEX Upgrade edge, which corresponds to the space on the
phase-power diagram approximately from the example profile No. 6
and further toward higher densities (Fig. 13). This part is distributed
over a large space (compared to the low-density part), so even quite
similar profiles can be distinguished from each other, which leads to
high accuracy in density prediction.

The developed genetic algorithm, which uses weighed contri-
butions of the database points found in the vicinity of the input
value, provides a robust way to choose a more correct density pro-
file between several options, which have differences in some radial
parts larger that the error bars estimated above. It is illustrated by

TABLE I. Mean, minimum, and maximum values of errors for each of the seven
reconstructed density profiles.

No. mean 6, /1. (%) min 8y, /1 (%) max &y, /1. (%)

1 7.2 3.2 12.1
2 19.9 4.5 47.0
3 22.1 3.7 61.5
4 6.9 2.9 11.7
5 16.5 4.3 32.8
6 10.4 1.5 26.0
7 76.6 56.3 128.8

the example of density profile reconstruction No. 2. One of the
neighbor points closest to the input has a significant weight and
it differs noticeably from other closest neighbors [Fig. 14(a), thick
dashed lined, lowest for No. 2 in the region from —1 to 1 cm], with,
for example, n (R — Ry, = 0) twice lower than the reconstructed
value at this radial point and with higher densities at R — Ry
> 1 cm compared to other neighbor profiles. Even though this
point from the database has Ag and P/P,,. close to the rest of cho-
sen neighbors, the wave propagation and refraction for this case
of the plasma density profile is quite different from them. Dif-
ferent groups of rays make the largest contribution to the output
values; in this case, it can be seen that the denser plasma in the
limiter shadow could lead to the same power and phase output
for this particular profile, but other profiles with similar density
around R - Ry, < 1 cm already have too different values of Ag
and P/P,, and, therefore, are not selected to the list of the input
point neighbors. They do not possess the needed distinct features,
in other words, the dominant genes, which would allow them
to be selected in our genetic algorithm. The distinct features for
the neighbors of the input point No. 2 turns out to be the part
of the density profile around approximately R — Ry, = 0-1.5 cm.
As illustrated with this example, the whole diagram of A¢ and
P/Pya (Fig. 10) consists not of randomly dispersed combinations
of phase and power but also of points, grouped by certain distinct
features.

Consequently, the independent evaluation of density at several
radial points, which are not defined as independent in the param-
eterized profile shape, is justified by the observed grouping of the
points by their genetic similarities. The reason for it lies in the
specifics of the wave propagation through the tokamak-edge-like,
curved plasma. Each radial bin of a density profile brings a certain
percentage of contribution to the resulting values of Ag and P/Pyq,,
and this percentage can differ significantly between radial bins of a
profile. A reconstructed density profile, in general, does not have to
take the shape of the analytical profile defined for database points. It
still resembles it rather closely because the shape is defined by just
three parameters. In that sense, a possible way for improvement can
be connected with increasing genetic variety of the database models.
It has to be done in a thoughtful way; otherwise, it might turn out as
too computationally demanding and would at some point bring us
to the limit of model complexity, which can be resolved by means of
two measurable quantities.

IX. DISCUSSION
A. The presented analysis

The key conclusion of the performed analysis is the proof of
capability of the newly developed diagnostic technique MILS, in
combination with the presented data interpretation algorithm gen-
MILS, to provide radial density profile reconstruction along several
centimeters of the edge plasma. The physical principle of the wave
refraction and phase shift in the plasma, utilized for MILS, results in
the two measured values, Ap and P/P,,., forming a specific pattern
of possible combinations, where points are grouped by their distinct
features (profiles with similar density parts, which make the largest
contribution to the output, are close on the phase-power diagram).
By using the developed genetic algorithm for density reconstruction,
which takes into account different contributions of different radial
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points, the errors are kept sufficiently low for a large range of plasma
densities, with the assumption that the chosen shape of the density
profile is able to capture the main distinct features of the experimen-
tal density profile, which determine MILS wave refraction and phase
shift in the region of measurement.

As mentioned earlier, the main limitation of the presented
approach is the radial profile shape description by three parameters.
The number of parameters needs to be increased in order to repro-
duce the experimental radial density profile in more details. The
performed modeling provides experience to facilitate a construction
of an expanded database, so the increase in the number of parame-
ters to four to five is feasible and some limited sets of data could be
also analyzed with higher parameter numbers.

B. Possible diagnostic improvements

A significant improvement of the precision of density recon-
struction can be achieved by using more than one receiver antenna
for MILS. Even one more additional receiver can lead to doubled
number of the measured quantities, so the mapping from those to
the parameter space describing the density profile would become
substantially more precise.

More information about the density can be also obtained when
operating MILS in a swept-frequency regime instead of a constant
frequency. Each frequency would provide Ag and P/P,, values, and
such an increase in the number of output quantities can improve the
density reconstruction accuracy, similar to the installation of addi-
tional receivers. The practical realization can be limited by the width
of the frequency band supported by a waveguide, and the profit of
such an operation regime, relative to the drawback of its relative
complexity for the analysis, needs to be assessed and it is a work in
progress.

Non-monotonic behavior of the phase and power in the param-
eter space constitutes a difficulty in the density profile reconstruc-
tion, as can be seen, for example, for profile No. 7 in Fig. 14(b). Such
non-monotonic regions are present in the current database, but they
are fortunately either small or affect only densities which are of less
interest for practical applications on ASDEX Upgrade. This compli-
cation could be overcome either with an additional receiver or with
other alterations to the diagnostic.

The chosen parameters of the MILS diagnostic (frequency,
sizes, location, etc.) result in excellent coverage of a large range of
densities. By adjusting these parameters, the density range (and the
covered radial location) can be changed. For instance, shortening
the distance between the horns or their retraction away from the
plasma would lead to a smaller range of radial coordinate of the
detected density and would change phase and power distribution in
the parameter space, thereby giving better resolution to the high-
density part and excluding some low densities from the detection
range. By such adjustments, the diagnostic can be fine-tuned to pro-
vide even higher accuracy of density reconstruction in a target range
of 1.

C. Experimental factors

In practice, an additional error might come from a misalign-
ment of the interferometer axis relative to the background magnetic
field. It is important to not allow any significant fraction of the power

propagating as the X-mode, since it would disturb the O-mode
measurements.

Another practical aspect is the density poloidal homogeneity.
Large density perturbations as filaments or ELMs should be analyzed
separately, but even a misalignment of the plasma flux surfaces with
the limiter causes a deviation from the assumptions made in this
paper. Small differences of the plasma shape should not play a sig-
nificant role, but exotic shapes with strong misalignment cannot be
processed in the framework of the constructed database and require
a dedicated modeling.

Some level of turbulence is always present in realistic plasmas
(even when not considering largely inhomogeneous density profiles
with ELMs), and therefore, it can never be described by a perfectly
smooth profile in all three dimensions. In this context, the measure-
ments of MILS can be considered as averaged over the low levels
of turbulence. Unlike the microwave reflectometers, for which it is
known that the turbulence can represent a problem for the possibil-
ity of measurements (mostly due to strong Bragg back-scattering™),
in our region of interest, the density is substantially lower than the
cut-off density; therefore, we can consider all wave scattering events
as negligible. Regarding the refraction of the MILS beam, used as one
of the main principles of our diagnostic technique, the power level of
the signal cannot be impacted significantly by low level turbulence,
since the refraction index N changes significantly only at values
~0.5 x ne ~ 1.4 x 10 m™3 (Fig. 15), while all our measurements
are far below this value.

There is a large range of experimental conditions in which the
turbulence can be considered low. In Ref. 26, fluctuations of den-
sity in SOL on the level of 20%-80% are reported from experimental
measurements on Alcator C-mod. Much stronger turbulence, with
the level that changes the order of magnitude of the density in the
measurement region (and leads to a corresponding drastic change
in N), would be required in order to significantly affect the power of
the MILS signal. In such conditions, the procedure of data analysis,
presented in this paper, should not be applied.

In all other conditions, we stay in the regime when the devia-
tions of MILS power and phase signals scale linearly with the density
fluctuations. This justifies the possibility of considering the averaged
signal. In principle, the linearity or non-linearity of the regime can
be revealed for a given dataset from the time evolution of the sig-
nal. In the non-linear case, the dataset can be considered as not
suitable to be processed with the presented data analysis method.
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FIG. 15. Dependence of the refractive index on density. Gray dashed line shows
the cut-off density, n, = 2.74 x 10'® m=3.


https://scitation.org/journal/rsi

In the linear case, the signal deviation from the average over time
has to be accounted for when evaluating the error bars. The total
error on the reconstructed density profile would consist of the sum
of the numerical method errors and the experimental errors, the lat-
ter one expected to be larger than the former one in majority of the
cases.

While the averaged signals are of the major interest, the diag-
nostic can also be used to study individual and statistical prop-
erties of SOL plasma density—turbulence, ELMs, and filaments.
Large density perturbations should dominate the MILS signals when
present in the measurement region; they can be well resolved tem-
porally and absolute values of the density perturbation could be
estimated. A separate analysis is ongoing for this topic, with some
results available in Ref. 27.

One of the practical advantages of MILS compared to a reflec-
tometer is the configuration of its antennas. They are not directed
toward the plasma but tangentially to it, which drastically reduces
the stray radiation perturbations usually present in microwave
diagnostics.

D. Other applications

The current study has demonstrated the application of the
new density measurement technique for the region of far SOL, but
the same principle can be applied to measurements further toward
higher densities. A larger wave frequency and a modified location
of horn antennas would enable measurements of other areas of the
edge plasma.

Due to the very high temporal resolution of MILS and the
robustness of components, which are needed for its practical imple-
mentation, the diagnostic can be an attractive option for a real-
time plasma position control tool in DEMO. The main currently
considered option, the magnetic detectors, does not yet demon-
strate results, which could assure the controllability of the DEMO
plasma.”® Microwave diagnostics, such as reflectometry and MILS,
need to be investigated in details to provide a reliable solution for a
reactor.

X. CONCLUSIONS

Characterization of far-SOL density in tokamaks is usually not
targeted specifically and is rather done together with measurements
in near-SOL. The diagnostics used for it are therefore not well
adjusted for the range of densities of 10'°-10"® m™. As a result,
systematic information on the typical density profiles in that region
is not available, although it can be very valuable for studies in the
areas of plasma-wall interactions, ICRF, and lower-hybrid heat-
ing. Reflectometric diagnostics can also profit from the density data
at the very edge, since the determination of exact radial location
of their measurements is hindered by the difficulty of first fringe
detection.’”

A new diagnostic technique—MILS—is presented here as a
concept and analyzed with parameters chosen for the ASDEX
Upgrade edge conditions. The diagnostic is non-intrusive and the
physical principle is simple. The reconstruction of the radial density
profile is done from the values of measured phase shift and power
alteration of the wave. 3D forward modeling is performed with pre-
cise interferometer geometry and full-wave physics description, and

it is optimized to carry out large parametric scans of input density
profiles in reasonable computational time, hence giving a possibility
to construct a sufficiently large database. In combination with the
developed genetic algorithm genMILS of density profile reconstruc-
tion from the built database, it results in a powerful tool for MILS
data interpretation. Common methods used for microwave diagnos-
tics modeling, such as ray-tracing or 2D full-wave codes, would not
be able to achieve comparable accuracy. Therefore, the developed
numerical tools play a crucial role in the demonstration of the capa-
bility of the presented novel diagnostic technique to provide far-SOL
density estimation in a broad range of densities (~10" to 10 m™>
with the considered MILS parameters) with high accuracy.

The error of the presented method of density reconstruction,
within the applied numerical algorithm and for the chosen MILS
parameters (without being generalized to the diagnostic technique
in general), is estimated as 5%-15% for n, > 10" m™; it can be
the same or higher for n, = 10'°-10" m™3, and for n. < 10" m™
it is expected that the order of the density value can be obtained.
In application to experimental data, this error can become higher
if the experimental uncertainties in Ag and P/P,,. are large (cables
noise, thermal drifts, data acquisition errors, and plasma turbulence
level).

One of the major advantages of the proposed diagnostic tech-
nique is that the temporal resolution can be chosen as high as an
order of magnitude below the probing frequency (~GHz), allow-
ing for various studies of density changes at different time scales.
The MILS concept is applicable not only to tokamaks but also to
stellarators and other devices as well, as long as a good alignment
perpendicular to the background magnetic field for O-mode prop-
agation can be provided. There are several possible modifications
of the diagnostic, suggested in this paper, such as usage of more
receivers or alterations of MILS parameters, which could increase
the accuracy of the reconstruction of the density profile or allow
changes in the coverage of the density range and/or radial location.
Near SOL densities of a tokamak could be diagnosed with modified
MILS.

The interpretative modeling is planned to be further advanced.
The accuracy of inter-ELM like plasma profile reconstruction, pre-
sented in this work, can be increased by enlarging the number of
parameters used to describe the density profile shape. On the other
hand, non-monotonic 2D or 3D profiles, for example, with ELMs
or with turbulence, can be modeled using the developed synthetic
diagnostic and these transient events can be studied. Experimental
density profiles can be used as input in the developed synthetic diag-
nostic and numerical results can be compared to the corresponding
experimental measurements.

The presented method of data interpretation is ready to be
applied to the processing of experimental data of MILS diagnostic,
installed on the ASDEX Upgrade tokamak. The question of validity
of the diagnostic technique and of the developed approach of data
interpretation can be influenced by exact experimental conditions. It
is out of the scope of the current study to predict all possible exper-
imental limitations; they have to be accounted for during practical
applications. Large variations by orders of magnitude of the far SOL
density in L- and H-modes in modern tokamaks, with values on the
edge of or below the detection limits of other diagnostics, provide
conditions where MILS can give a crucial contribution to the existing
knowledge.
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APPENDIX: MODEL OPTIMIZATION

1. Initial model

Finite element modeling is based on dividing the whole simula-
tion domain into smaller elements by constructing a mesh in 3D (or
1D, 2D) space, which is fine enough to accurately follow details of
the geometry shape. For each mesh cell, a solution of a set of equa-
tions is found, and together with solutions for all other elements, it
constitutes an approximation of the solution for the whole modeled
problem. The element order, or discretization, corresponds to the
order of the equations being solved for each mesh cell. In COMSOL,
the default recommended order is quadratic for partial differential
equations, which have a dominant second derivative term.

Increasing discretization, while keeping the same mesh, leads
to a similar effect as mesh refinement at constant element order
to the improved accuracy of the model. Mesh refinement can be
more beneficial when the model has parts of very different sizes and
requires complicated meshes of several pieces with different settings.
For more or less homogeneous models, the element order increase
might be more favorable.

In this modeling, a combination of both the discretization
increase and the mesh settings variation has been applied in order
to find the best possible model with the highest precision and
minimum resource consumption.

The starting point was chosen according to COMSOL recom-
mendations: quadratic element order and mesh with five elements
per wavelength in the direction of wave propagation (mesh element
size of lyesny = 6.4 mm/5 = 1.28 mm). Due to much lower field vari-
ation in the direction perpendicular to the MILS axis, a scaling was
applied to the mesh along both x and z axes with a coefficient s,
= (.33, which means that the mesh element size was three times
bigger in those directions: Lyesix = Lmeshz = 3.83 mm. This way the
number of mesh elements was reduced approximately by 3* times.
The resulting mesh contained N, = 10 x 10° elements.

The details of this initial version of model and of all other
versions are summarized in Table III. Note that of the total num-
ber of elements, most are located in the plasma and PML domains,
while the vacuum domain, corresponding to the horn antennas and
waveguides, contains 1-2 order of magnitude less elements. There-
fore, the details of its mesh have much less influence on the model
optimization, and the only important thing to mention is that this
domain had ~2 to 3 times finer resolution than the other domains
due to smaller geometry elements and the importance of fine resolu-
tion at the location where the output values are measured. The shape
of all mesh elements in all domains was tetrahedral.

2. Mesh element order (discretization) and size

Unfortunately, the performance of the first version of the model
was not satisfactory. Such a large model could not be solved on the
available cluster (3 nodes x 1 TB, 48 cores each), unless going into
the out-of-core calculation mode. The duration of such calculation
is extremely long and moreover unpredictable due to the commu-
nication of the program with the hard drive memory instead of
RAM.

One possible way to reduce the model size was by simultane-
ously increasing the discretization to cubic and making the mesh
coarser. The mesh element size can be enlarged as long as the
same precision of the solution can be kept. The size was increased
equally in all three directions by multiplying to a coefficient ¢y,
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taken for the next optimization step.
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Figure 16 shows the mesh convergence study for three different cases
of the plasma density profile. Coefficients ¢yeq, = 2, 1.9, 1.7, 1.5,
and 1.35 resulted in the number of mesh elements, correspondingly,
Nopesh = 1.2 x 108, 1.4 x 10°, 2 x 10°, 2.8 x 10°, and 4.1 x 10°. The
y axis shows the deviation of the A¢ value in the cubic discretiza-
tion model from the value obtained in the model with quadratic
discretization, described above and having N, = 10 x 10°.

It can be seen for all three cases that the cubic discretization
results converge to values higher than the values obtained from
the quadratic discretization model. The employed quadratic model
shows visibly worse resolution than the most precise cubic model
used. Therefore, the general conclusion is that lower numerical
resolution introduces a systematic error that leads to Ag underesti-
mation. From the ¢,,.q, scan, a model should be chosen, which gives
results close enough to the converged value and does not require too
much resources. ¢pen = 1.9 (Npesn = 1.4 x 10°) is taken for further
analysis, which is at least not worse than the quadratic model, and
it shows relatively fast performance (at ¢, = 1.7, it is already two
times slower and requires two times more RAM, which is close to
the 3 TB limit of the available cluster). The chosen model is included
in Table IIT as No. 2.
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FIG. 17. Deviation of (a) phase and (b) power in models with the reduced plasma
size, relative to reference model No. 0. Plasma sizes (see Fig. 18) are given in in
cm. Orange and yellow markers indicate models, chosen for further studies.

3. Size of plasma domain

In both the first and the second model versions, the size of
the plasma was kept the same. In order to save the computational
resources, the minimum possible size is desired. While the size in
the y direction is defined by the position of horn antennas and is
therefore fixed, the sizes in the other two directions could be altered.
There are two constraints for reducing the plasma size: possible
reflections from the sides and inclusion of the whole region where
the wave can propagate and be collected by the receiver.

The PML is best suited for absorption of the perpendicularly
incident waves, and its reflection coefficient reaches 1 for tangen-
tial incidence. In our model, it can be seen that the wave reaches
the PMLs in x and z directions at rather small angles. Reflections
occur and unphysical negative power dissipation takes place in these
PMLs. It has been investigated to what extent this can affect the
values measured in the model. The plasma sizes are defined as the
distance from the MILS axes to the z direction I, (toroidal) to the
positive x direction I+ (toward the tokamak wall) and to the negative
x direction I (toward the plasma core).

In Fig. 17, the results of the analysis for one density profile
(1 x 108, —50, —200) are presented for 11 different cases of plasma
sizes, given in Table III (in cm). The biggest model No. 0 is used as
a reference and it can be seen in Fig. 18 on the plot of the Poynt-
ing vector main component that very small amount of power, going
from the emitter antenna (lower horn), is directed toward the side
PMLs in such a large model. Quantitatively, it can be characterized
by the ratio between negative (unphysical) and positive (correct)
power P~ /P* dissipated in PML, which for model No. 0 is quite

FIG. 18. Poynting vector in logso scale, y-component. Model No. 0 from Fig. 17
with the plasma profile (1 x 10", —50, —200). (a) Projection on the x—y plane at
z =0and (b) projection on z-y plane at x = 0.
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TABLE II. Deviation of phase and power in models with plasma size No. 8, relative to
reference model No. 0 for several density profiles. Some cases are shown in italics
because the used plasma size is too small for them, so they should not be considered
for the conclusions.

A¢ deviation P/Py,c deviation

1 profile: (@ins Aouts Mim ) (deg) (%)
(10 x 10'8, —10, —230) 1.13 -2.6
(3 x 10", =20, —250) 0.54 -1.2
(1 x 10", =50, —=200) 0.95 -1.4
(0.9 x 10'8, —80, —240) 0.62 0.7
(0.6 x 10", —60, —320) 0.27 3.0
(0.3 x 10'8, —80, —280) 0.54 -1.5
(0.1 x 10'8, =100, —240) —-2.47 -0.6

low, 4.7%. The maximum error in the measured quantities can be
the square root of this value and only if the whole power, reflected
from the side PMLs, reaches the receiver, which is far from possible.
The values plotted in Fig. 17 are calculated relative to this reference
model.

It turns out that the plasma size can be reduced considerably,
without significantly losing the precision of measured quantities.
The smallest model with not too large deviations of power and phase
is No. 8, indicated in yellow in Fig. 17. This model is taken for further
simulations. It has been checked at several examples of the plasma
density profile that with this plasma size, the error in phase and
power remains low (see Table II). Note that the last three models
in Table 1T should be calculated with model No. 6, with larger size,
to keep the error low, as will be discussed below. Therefore, these
three models have larger errors.

In plasmas with lower density, the wave propagates further in
the negative x direction and its refraction at larger distance becomes
important. In order to account for this constraint on the plasma size,
a bigger model is needed, and it was decided to utilize the model No.
6, indicated in orange in Fig. 17. Both models are included as model
version 3 in Table III.

The separation of parameter space in two parts, models with
l.— = 5 cm and models with I,_ = 7 cm, is done based on the value
of the largest density in the whole domain at x = —5 cm in the mid-
dle along y. This value is representative in assessing the refraction
of the interferometer wave by the plasma. In Fig. 19(a), the dis-
tribution of this value in the parameter space (#jm,ain) is shown
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FIG. 19. (a) Density at x = —5 cm in the middle of MILS axis height as a function
of (im, a@in); (b) phase and (c) power error in models with ,_ = 5 cm compared
to models with Ix— = 7 cm. Dashed lines show the boundary used to separate the
parameters space for the usage of the smaller or bigger model.

(no dependence on aoy). In Figs. 19(b) and 19(c), the results of com-
parison of several density examples are given, indicating the error in
phase and power when a model with .- = 5 cm is used instead of
I~ = 7 cm for lower densities. Based on this analysis, a boundary
was set at 71, (x = =5 cm) = 5.62 x 10'® m™>, and models with den-
sity profiles, for which this value is below or equal to this boundary,
were simulated with enlarged /.- = 7 cm. The boundary is shown as
a dashed line in Fig. 19.

Such an effort to have two model versions is motivated by
the need to speed up the calculations. The smaller model with
I~ =5 cm is ~25% faster that the bigger one, which results in a
noticeable computational time difference for large parameter scans.

TABLE lIl. Summary of model versions used at different optimization steps. The last one is used to produce results presented in the main text.

Model Plasma sizes d, # Of mesh Solution time
version Discretization Lneshy (mm) Smesh dy+, dx— (cm) elements DoF; RAM used (No. of nodes)
1 Quadratic A/5=1.28 0.33 10, 10, 6 10 x 10° 64 x 10% 8 TB 8-20 h (3), out-of-core
2 Cubic A/5x1.9=242 033 10,10, 6 1.4 x 10° 26 x 10% 1.5 TB 1h(3)

) 0.36 x 10° 6.7 x 10°%,0.15 TB 10 min (1)

1.9=2.42 . .3, .3,
3 Cubic A5 x19 033 53300733 41x10°  7.8x10° 018 TB 13 min (1)
6 6 .
4 Cubic A5x19-242 042  5330r7,33 >/ 10 108x10,029T8 23 min (1)
0.66 x 10 12.4 x 10°,0.4 TB 29 min (1)
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4. Improved accuracy with modified mesh scale

The drastic reduction of the computational time and RAM,
achieved at the previous optimization step, allowed more freedom
in balancing the model accuracy and the computational cost. At this
step, we have scanned the mesh scale s,,,.¢, value to make sure that it
was chosen adequately. Figure 20 demonstrates the results of a scan
with s, = 0.33, 0.42, 0.5, and 0.75, 1 in a model with all other set-
tings being the same. Three different density profiles were used. The
values are calculated relative to the model with highest resolution,
with s, = 1. Based on this result, it was decided to choose s,
= 0.42 instead of previously used 0.33 and, therefore, achieve better
precision. Higher s,,.s;, values were not chosen because of too large
increase in the computational cost (s, = 0.5 is nearly two times
slower than s, = 0.42 and needs nearly two times more RAM).

The settings of this model version are given in Table I1] as num-
ber 4. This model was used to produce all results, presented in the
main text of this paper.

5. Error assessment

The errors in the final model, caused by numerical imprecision,
can be summarized as follows:

e underestimation of Ag by 1.5°-2.5° because of mesh size
increase relative to the optimal (given by c,uesn);

e overestimation of Ag by ~1° because of plasma size reduc-
tion relative to the optimal;

e underestimation of Ag by ~2° because of mesh size scaling
perpendicularly to MILS axis, relative to the optimal (given
bY Smesh );

e overestimation of P/Pya by 1%-3% because of mesh size
increase relative to the optimal (given by c,ueq);

e deviation of P/Pys by ~—2.5%-1% because of plasma size
reduction relative to the optimal; and

e overestimation of P/P,,. by ~2% because of mesh size scaling
perpendicularly to MILS axis, relative to the optimal (given
bY Smesh)-

The mesh size change by the variation of the ¢y, value corre-
sponds to mesh refinement in all three directions, while the change
in s, results in the mesh alteration along two out of three direc-
tions. The influence of these two ways of mesh adjustment on the
model output is observed to be similar, and therefore, the errors
should not be added up, but only one of them (the latter) should
be taken. The plasma size reduction introduces an error, which has
a different origin (reflection from the walls); hence, this error should
be summed with the error from the mesh to get the full error. It gives
systematic errors 8yss = —1° and Opgys = +1% and random errors
6<prnd <0.5° and 6P‘md =1.5%.
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