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Abstract

Variable selection plays an important role in analyzing high dimensional data

and is a fundamental problem in machine learning. When the data possesses

certain group structures in which individual variables are also meaningful sci-

entifically, we are naturally interested in selecting important groups as well as

important variables within the selected groups. This is referred to as the bi-level

variable selection which is much more complex than the selection of individual

variables. In recent years, research on the topic of variable selection is very ac-

tive, but the majority of the work is focused on the individual variable selection.

There is therefore a need to further develop more effective approaches for bi-level

variable selection. Since DC (Difference of Convex functions) programming and

DCA (DC Algorithm), powerful tools in nonconvex programming framework,

have been successfully investigated for individual variable selection, we believe

that they could be efficiently exploited for the more difficult bi-level variable

selection task. In that direction, we investigate in this work DC approxima-

tions of the mixed zero norm (`0,0) and the combined norm (`0 + `q,0). The

resulting approximate problems are then formulated as DC programs for which

DCA based algorithms are introduced. As an application, these DCA schemes
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are developed for estimating multiple sparse covariance matrices sharing some

common structures such as the locations or weights of non-zero elements. The

experimental results on both simulated and real datasets indicate the efficiency

of our algorithms.

Keywords: Bi-Level Variable Selection, Mixed norm, Nonconvex

approximation, Multiple Covariance Matrices, DC Programming, DCA

1. Introduction

Variable selection plays a pivotal role in various domains such as machine

learning, statistics, computational biology, signal processing and other related

areas. When the data possesses certain group structures in which individual

variables are also meaningful scientifically, we are naturally interested in select-

ing important groups as well as important variables within the selected groups.

This is referred to as the bi-level variable selection. For example, in genomic

data analysis, the correlations between genes sharing the biological pathway

can be high. Hence these genes should be considered as a group. Moreover, we

also would like to identify particularly important genes in pathways of interest.

In recent years, research on the topic of variable selection is very active (see

[1, 2] and references quoted therein), but the majority of the work is focused on

the individual variable selection. There is therefore a need to further develop

more effective approaches for bi-level variable selection. The passage from in-

dividual variable selection to bi-level variable selection is not evident, since the

regularization term dealing with group sparsity is more complex, and therefore

the resulting optimization problem is more difficult. Since DC (Difference of

Convex functions) programming and DCA (DC Algorithm), powerful tools in

nonconvex programming framework, have been successfully investigated for in-

dividual variable selection, we believe that they could be efficiently exploited

for the more difficult bi-level variable selection task. In this paper, we introduce

new DCA based approaches for enforcing sparsity of groups and within each

group by using the `0,0 regularization and `0 + `q,0 regularization with q ≥ 1.
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Problem statement. Before formulating the problem, let us give some basic no-

tations.

For a vector x ∈ R
d the `q norm of x, with 1 ≤ q <∞, is given by

‖x‖q = (|x1|q + ...+ |xd|q)1/q
,

while ‖x‖∞ is defined as max(|x1|, ..., |xd|).
The `0 norm of x, denoted by ‖x‖0, is the number of non-zero components

of x. Let s : R→ R be the step function given by s(t) = 1 if t 6= 0 and s(t) = 0

otherwise. Then the `0 norm of x can be expressed as

‖x‖0 =

d
∑

i=1

s(xi).

The `0-norm is an important concept for modelling the sparsity of data and plays

a crucial role in optimization problems where one has to select representative

variables. The function `0, apparently very simple, is lower-semicontinuous on

R
d, but its discontinuity at the origin makes nonconvex programs involving ‖.‖0

challenging.

Assume that the elements x1, ...,xd of x are partitioned into J non-overlapping

groups x(j) ∈ R
dj for j = 1, ..., J . The mixed `q,0 norm of x, for q ≥ 0, denoted

by ‖x‖q,0, is the number of groups whose `q norm is non-zero:

‖x‖q,0 =

J
∑

j=1

s
(

‖x(j)‖q
)

,

in particular

‖x‖0,0 =

J
∑

j=1

s(

dj
∑

i=1

s(x
(j)
i )).

Whilst the `0 norm encourages individual sparsity, the `q,0 norm supports group

sparsity, i.e., it can selects important groups. Especially, the `0,0 norm promotes

both individual and group sparsity: `0,0 is a composite function of the step

functions in which the inner step function relates to the selection of individual

variables while the outer step function selects groups of variables. Hence, the two

most natural ways for enforcing simultaneously sparsity of groups and within

3



each group is, either combining the `0 norm and `q,0 norm with q ≥ 1, or using

the `0,0 norm.

Variable selection is often done during a learning task (e.g. classification,

regression, ...). Formally, the mathematical formulation of such a learning prob-

lem takes the form

min
{

f(x) + λr(x) : x ∈ R
d
}

, (1)

where f(x) is a loss function related to the learning task while r(x) is a reg-

ularization term dealing with sparsity, and λ is a positive number, called the

regularization parameter, that makes the trade-off between the criterion f and

the sparsity.

In this paper, we consider the problem (1) in which f(x) = g(x) + f1(x) −
h(x), where g, h are convex functions and f1 is a continuously differentiable

function with L-Lipschitz continuous gradient, and r(x) is the `0 + `q,0 regular-

ization (q ≥ 1) or the `0,0 regularization. More precisely

r(x) = α‖x‖0 + (1 − α)‖x‖q,0, (2)

where α is a tradeoff parameter between the two regularization terms, and

alternatively,

r(x) = ‖x‖0,0. (3)

Many statistical modeling problems take the form of (1) [3, 4, 5, 6, 7, 8, 9,

10], for example, the multiple linear/logistic/Cox regression, the multiple graph-

ical model, the multiple covariance matrices estimation, and the compressed

sensing, etc. In particular, let us mention an important application of bi-level

variable selection corresponding to the model (1). We consider a dataset with Q

classes. For the k-th class, let X(k) be an nk×d matrix consisting of nk observa-

tions with the number of features d being common to all classes. Furthermore,

we assume that the observations within each class are independently and iden-

tically sampled from the distribution N (0,Σ(k)). Let S(k) = 1
nk

(X(k))TX(k)

be the sample covariance matrix for the k-th class. The Q covariance matrices
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{Σ} = {Σ(1), ...,Σ(Q)} are estimated via minimizing the negative log-likelihood

L({Σ}) =

Q
∑

k=1

nk

[

log detΣ(k) + tr((Σ(k))−1S(k))
]

.

When the multiple covariance matrices share some common structures such as

the locations and weights of non-zero elements, it seems reasonable to consider

the elements (i, j) across all Q covariance matrices as groups. Moreover, each el-

ement within each group also has different roles in its covariance matrix. Hence,

we consider the bi-level variable selection problem in estimating multiple sparse

covariance matrices which takes the form of (1):

min
Σ(k)�0

{L({Σ}) + r({Σ})} . (4)

Here the notation Σ(k) � 0 means that Σ(k) is symmetric positive definite.

Our contributions. Existing approaches for bi-level variable selection can be di-

vided into two groups: convex (sparse group lasso [3, 4, 11]) and non-convex

approximation approaches (minimax concave penalty (MCP) or exponential ap-

proximation [12, 13, 14, 15], see Section 2 for more details). Our work is within

the nonconvex approximation framework. We investigate DC approximation

approaches for the mixed `0,0 norm and the combined `0 +`q,0 norm with q ≥ 1.

Our contributions are multiple.

Firstly, motivated by the great success of the `0-norm for individual vari-

able selection in recent years (e.g. [2, 16, 17, 18, 19, 20, 21, 22]), we design

new models using the `0 +`q,0 and `0,0 regularizations for bi-level variable selec-

tion. As indicated above, these regularizations are the two most natural ways to

tackle simultaneously individual and group sparsity. We approximate the step

function by common DC functions and show that the resulting approximations

of the `0 + `q,0 and the `0,0 regularizations can be expressed as DC functions.

The idea of using a mixed norm to deal with group variable sparsity is not new

in the literature. However the existing works only concern some very special

problems (linear regression, logistic regression, Cox regression, multiple inverse

covariance matrices) where the loss function is convex (see Section 2 for more
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details). Hence, the resulting optimization in convex approximation approaches

(using the convex `1 +`2,1 regularization to approximate `0 +`2,0) is convex and

therefore it is so far easy to solve. As for the works in nonconvex approximation

approaches [12, 15, 14], they can be regarded as using the MCP (resp. exponen-

tial) function to approximate the mixed `0,0 (resp. `1,0) norm. The limitations

of these works are that they deal only with the continuous differentiable convex

loss functions (multiple linear regression) and require continuous differentiabil-

ity of the approximate functions on [0; 1). In contrast, the optimization problem

studied in this paper is much more general and more difficult in a double sense.

On one hand, the loss function is nonconvex, nondifferentiable, which includes a

large class of learning problems. On another hand, we consider a general DC ap-

proximate function (possibly nondifferentiable) of the step function that covers

all existing approximations as special cases. We study general models involving

`0 + `q,0 (q ≥ 1) and/or `0,0 in a unifying DC programming framework, with

the aim of offering efficient DCA based approaches for tackling several difficult

problems/real applications.

It is worth mentioning that the approximate term of `0 + `q,0 and/or `0,0 is

not a simple DC function but a DC composite function. More precisely, the

`0 + `q,0 approximate regularization is a composite function of a convex and a

DC function while the `0,0 one is a composite of two DC functions. Hence, their

DC structures are not evident. This is the main difference that causes more

difficulties when moving from individual variable selection to bi-level variable

selection. Fortunately, with a careful study, we can prove that our approximate

terms are DC functions, since then DCA based algorithms can be investigated.

Secondly, we develop solution methods based on DC programming and DCA

(DC Algorithms), a powerful technique in nonconvex optimization [23, 24, 25,

26, 27], for solving the resulting approximate problems. Although DCA is

a standard approach, how to design an efficient DCA scheme for a concrete

problem is still a challenge in nonconvex programming framework. Indeed,

the general DCA scheme is rather a philosophy than an algorithm. There is

not only one DCA but infinitely many DCAs for a considered problem (see
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[23, 24, 25, 26, 27]). The elaboration of suitable DC decompositions such that

the convex subproblems can be efficiently solved is a crucial question to be stud-

ied while using DCA. It is worth noting that the `0 + `q,0 and `0,0 approximate

regularizations are not separable in their variables, so the minimization problems

involving these regularizations are more challenging than those related to the

`0-norm. Exploiting special structures of the considered problems, we propose

in this work appropriate DC decompositions and corresponding DCA schemes

which require solving a strongly convex subproblem at each iteration. This

strongly convex problem can be solved in closed form or by an inexpensive algo-

rithm, hence the proposed algorithms are very useful in many real application

problems.

Thirdly, we consider an application of the problem (4), namely the bi-level

variable selection in estimating multiple sparse covariance matrices. We ex-

tend the interesting results concerning the estimation of a single sparse covari-

ance matrix obtained in [22] to estimate multiple sparse covariance matrices.

More precisely, we consider equivalent problems of (4) in which the constraints

Σ(k) � 0 are replaced by Σ(k) � δId after showing that there exists a lower

bound δ of the all covariance matrices Σ(k) for k = 1, ..., Q. Among several

existing approximations of the step function, we use the Capped-`1 function

[28] for implementing our algorithms. This choice is motivated by the fact that

the Capped-`1 approximation has been shown to be efficient in the individ-

ual variable selection problem (see e.g. [18, 2, 21, 20, 22]). We develop three

DCA based schemes for the approximate problems of the `0 + `1,0, `0 + `2,0 and

`0,0 regularizations. Thanks to suitable DC decompositions, the convex sub-

problems in these algorithms are easier to solve. Especially, in the two out of

three DCAs the convex sub-problem can be decomposed into separable smaller

sub-problems. We provide special convergence properties of the proposed algo-

rithms and perform a careful empirical experiment on both simulated and real

datasets to study their performances.

The rest of the paper is organized as follows. The related works on bi-level

variable selection is mentioned in Section 2.
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DC approximations and DCA based algorithms for bi-level variable selection

using the `0 + `q,0 and `0,0 regularizations are described in Section 3. Section

4 shows how to apply the proposed algorithms to bi-level variable selection in

estimating of multiple sparse covariance matrices. The numerical experiments

are reported in Section 5 and Section 6 concludes the paper.

2. Related work on bi-level variable selection

The first approach for bi-level variable selection, named sparse group lasso

(`1 + `2,1 regularization) [3], uses the convex approximation `1 + `2,1 of the

`0 + `2,0 regularization. More precisely, the sparse group lasso was added to the

multiple linear regression [3] in which its convex loss function is given by

f(x) =
1

2
‖b−

J
∑

j=1

Ajx
(j)‖2, (5)

where b ∈ R
n, Aj ∈ R

n×dj , and x(j) ∈ R
dj are vectors of coefficients for the j-

th group. The authors proposed a coordinate gradient descent based algorithm

to solve the convex problem (5). Later, an accelerated generalized gradient

descent was developed in [11]. The authors also extended the algorithm to

the sparse-group logistic regression and sparse-group Cox regression. Although

these models are more complex than the multiple linear regression, they are still

convex. The sparse group lasso was widely used in many other convex problems

such as the multiclass classification problem [5], the estimation of multiple sparse

inverse matrices [6, 7, 8, 9, 10].

The second approach deals with nonconvex approximations of the `0,0 and

the `1,0 regularizations. In [12], the authors considered a multiple linear re-

gression function f(x) defined in (5) and replaced both inner and outer step

functions in the `0,0 regularization by the following minimax concave penalty

(MCP) [13]

ηθ,a(t) =











θ|t| − t2

2a if |t| ≤ aθ
1
2aθ

2 if |t| > aθ.

. (6)
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Recently, Breheny [15] also considered the generalized linear regression (5) and

replaced the step functions in the `1,0 regularization by the following exponential

approximation

ηθ(t) = 1− exp(−θ|t|). (7)

The two mentioned studies developed local coordinate descent methods using

first-order Taylor series approximations of these functions. The limitation of

these methods is to requite continuous differentiability of the approximate func-

tion on [0,∞).

In [14], the authors considered a multiple linear regression function f(x) in

(5) and a group bridge regularization which simply replaced the step function

in the `1,0 regularization by the function η(t) = tγ for t ≥ 0, where 0 < γ < 1.

The authors proposed an alternative algorithm for the considered problem.

3. DCA based algorithms for bi-level variable selection via `0 + `q,0

and `0,0 regularizations

3.1. Outline of DC programming and DCA

DC programming and DCA constitute a quite logical and natural exten-

sion of modern convex analysis/programming to nonsmooth nonconvex anal-

ysis/programming, sufficiently large to cover most real-world nonsmooth non-

convex programs, but not too broad in order to explore/exploit the powerful

arsenal of convex analysis/programming. This theoretical and algorithmic phi-

losophy was first introduced in 1985 by Pham Dinh Tao, and widely developed

by Le Thi Hoai An and Pham Dinh Tao since 1993 to become now classic and

increasingly popular (see [23, 24, 25, 27] and a comprehensible review on thirty

years of developments of DC programming and DCA in [26]).

This section provides a brief introduction to DC programming and DCA, which

is essential for describing DCA to model and solve the problem (1). First, let

us recall some basic notions of the modern convex analysis needed for the DC

framework ([29]).
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In the sequel, the space X = R
n is endowed with the canonical scalar product

〈·, ·〉. Its dual space Y is identified with X itself. Given an extended-real-valued

function ψ : X → R ∪ {+∞}, its effective domain dom ψ is dom ψ := {x ∈
X : ψ(x) < +∞}, and it is called proper if dom ψ 6= ∅. We say that ψ is

lower semicontinuous (lsc) at x ∈ dom ψ iff limk→+∞ ψ(xk) ≥ ψ(x) for any

sequence {xk} converging to x such that the sequence {ψ(xk)} be convergent.

Throughout the paper Γ0(X) denotes the set of all lower semicontinuous proper

convex functions on X.

Let ρ ≥ 0 and X be a nonempty convex set of dom ψ. One says that ψ is

strictly convex on X if

ψ(λx + (1 − λ)u) < λψ(x) + (1− λ)ψ(u), 0 < λ < 1 (8)

for any two different points x and u in X. The function ψ is called ρ-convex,

with a nonnegative scalar ρ, on X if

ψ(λx + (1 − λ)u) ≤ λψ(x) + (1− λ)ψ(u) − ρ

2
λ(1 − λ)‖x − u‖2, 0 < λ < 1

for any two different points x and u inX. It amounts to saying that ψ−(ρ/2)‖·‖2

is convex on X. The modulus of convexity of ψ on X, denoted by ρ(ψ,X) or

ρ(ψ) if X = X, is given by

ρ(ψ,X) = sup{ρ ≥ 0 : ψ − (ρ/2)‖ · ‖2 be convex on X}. (9)

By definition, the function ψ is strongly convex on X iff ρ(ψ,X) > 0.

The conjugate ψ∗ of ψ ∈ Γ0(X) is defined on Y by

ψ∗(y) := sup{〈x,y〉 − ψ(x) : x ∈ X}, ∀y ∈ Y. (10)

For ψ ∈ Γ0(X) and x ∈ dom ψ, the subdifferential ∂ψ of ψ at x, is defined by

∂ψ(x) := {y ∈ Y : ψ(u) ≥ ψ(x) + 〈y, u− x〉, ∀u ∈ X},

which is a closed convex set of Y. Its effective domain dom ∂ψ is

dom ∂ψ := {x ∈ X : ∂ψ(x) 6= ∅}
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The subdifferential ∂ψ of ψ ∈ Γ0(X) is the tightest extension of its derivative

∇ψ, tailored for convex functions in the sense that ψ is differentiable at x ∈ dom

∂ψ iff ∂ψ(x) is reduced to the singleton {∇ψ(x)}.
The vector space of DC functions, denoted by DC(X), is the smallest vector

space generated by the convex cone Γ0(X) ∪ {ω} : DC(X) := [Γ0(X) ∪ {ω}] −
[Γ0(X)∪{ω}], with ω(x) := +∞ for x ∈ X. It contains most real-world objective

functions (see [23, 24, 25, 27] and additional references in [26]) and is closed

under usual operations encountered in optimization [24].

Standard primal DC program is of the form

(Pdc) α := inf{f (x) := g(x)− h(x) : x ∈ X} (11)

with g, h ∈ Γ0(X). The function f is called a DC function on X, g − h a DC

decomposition of f , while g and h are its DC components. According to the

usual convention +∞ − (+∞) = +∞, the finiteness of the optimal value α

implies dom f = domg ⊂ domh. Clearly, for a nonempty closed convex set X

of X, the constrained DC program

α := inf{f (x) := g(x)− h(x) : x ∈ X} (12)

can be reformulated as (11)

α := inf{f (x) := g(x)−h(x) : x ∈ X} = inf{(g+χX)(x)−h(x) : x ∈ X} (13)

where χX ∈ Γ0(X) is the indicator function of X defined by

χX(x) := 0 if x ∈ X,+∞, otherwise.

The dual DC program (Ddc) of (Pdc) is defined by

(Ddc) α := inf{h∗(y)− g∗(y) : y ∈ Y} (14)

and the dual of (Ddc) is exactly (Pdc) (see [24]).

3.1.1. Duality, criticality and local optimality for (11).

By definition, x∗ ∈ domg is a DC-critical point of g− h if

∂g(x∗) ∩ ∂h(x∗) 6= ∅, or equivalently 0 ∈ [∂g(x∗) − ∂h(x∗)], (15)
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i.e., a zero of the difference of two cyclically maximal monotone ∂g and ∂h

([29, 30, 31]). It is called strongly DC critical point of g− h if

∅ 6= ∂h(x∗) ⊂ ∂g(x∗). (16)

These two basic notions depend on DC components g and h of DC function

f = g − h. They are equivalent if g or h are differentiable at x∗. Strong

DC-criticality is equivalent to d-(irectional) stationarity, while it coincides with

Clarke (resp. Fréchet) stationarity if g or h (resp. h) is differentiable at x∗ ([32].

Strong DC-criticality prominently features local optimality in DC programming,

where it the necessary (resp. sufficient) DC local optimality conditions (resp.

under additional assumptions). Moreover, the transportation between primal

DC criticality (resp. primal DC globality) and dual DC duality (resp. dual DC

globality) by is performed by ∂h and ∂g∗ respectively.

3.1.2. Philosophy of DCA for solving the standard DC program (11)

DCA is based on local optimality conditions and duality in DC programming,

which introduces the nice and elegant concept of approximating a DC program

by a sequence of convex ones: at each iteration l, DCA approximates the second

DC component h by its affine minorization hl(x) := h(xl) + 〈x − xl,yl〉, with

yl ∈ ∂h(xl), and solves the resulting convex subprogram

(Pl) αl := inf{f (x) := g(x)− hl(x) : x ∈ X} (17)

whose xl+1 is a solution, i.e., xl+1 ∈ ∂g∗(yl) (see [23, 24]).

The fundamental properties presented above inspired the following construction

of the standard DCA:

Standard DCA scheme

Initialization: Let x0 ∈ dom ∂h, l = 0.

repeat

1. Compute yl ∈ ∂h(xl).
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2. Compute xl+1 ∈ arg minx∈X
{g(x)− 〈x,yl〉} (Pl).

until Stopping criterion

DCA’s stopping rules will be specified later in remark 1.

The above construction of the standard DCA for solving (11) and (14) can be

rewritten as (see [23, 24] for more details): from a given point x0 ∈ dom g,

for l ≥ 0, set xl → yl ∈ ∂h(xl)→ xl+1 ∈ ∂g∗(yl)→ yl+1 ∈ ∂h(xl+1). (18)

We thus recognize the complete symmetry between the sequences {xl} and {yl}
with respect to the DC duality, and DCA can be seen a primal dual subgradient

method for DC programs.

It is clear that DCAs strongly depend on both the equivalent formulations of

the original DC program and the corresponding DC decompositions. As a re-

sult, there are infinitely many DCAs for a given DC program. This basic DC

flexibility implies the universality of DCA: with appropriate DC decompositions

and suitably equivalent DC reformulations, DCA permits to recover standard

methods in convex (including projected gradient, proximal among others) and

nonconvex programming (see [26], Section 1.2) and many nonconvex optimiza-

tion algorithms recently developed can be seen as a special version of DCA-based

algorithms (see [26], Section 3.3).

3.1.3. Convergence of DCA for standard DC programs

Convergences properties of the standard DCA and its complete theoretical

foundation in the DC programming framework can be found in [23, 24, 25]. We

will report below the DCA’s convergence theorem extracted from [24], which

are needed for proving the convergence properties of our algorithms in Section

4. Its proof was given in [24].

The whole DCA’s convergence theorem in [24] concerns both DC primal and

dual problems (Pdc) and (Ddc). Here, to simplify the presentation we draw only

the part dealing with the primal problem. First, a point x̄ is called a limit point

of the sequence {xl} if and only if x̄ is a limit of some subsequence of {xl}.
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Let ρi and ρ∗i , (i = 1, 2) be real nonnegative numbers such that 0 ≤ ρi < ρ(fi)

(resp. 0 ≤ ρ∗i < ρ(f∗i )) where ρi = 0 (resp. ρ∗i = 0) if ρ(fi) = 0 (resp. ρ(f∗i ) = 0)

and ρi (resp. ρ∗i ) may take the value ρ(fi) (resp. ρ(f∗i )) if it is attained in (9).

We next set f1 = g and f2 = h. Also let dxl := xl+1 − xl and dyl := yl+1 − yl.

Theorem 1. (from Theorem 3 in [24]) Let {xl} and {yl} be the two sequences

generated by the standard DCA. The DCA is a descent method without line-

search, which enjoys the following key properties (for the primal DC program):

i) The decrease of the sequence {(g − h)(xl)} is expressed by

(g − h)(xl+1) ≤ (h∗ − g∗)(yl) − ρ2

2
‖dxl‖2 (19)

≤ (g − h)(xl) − ρ1 + ρ2

2
‖dxl‖2, ∀l

where the equality

(g − h)(xl+1) = (g − h)(xl) (20)

holds iff xl ∈ ∂g∗(yl),yl ∈ ∂h(xl+1) and (ρ1 + ρ2)dx
l = 0. In this case the

following main statements are established:

i1. xl,xl+1 are the critical points of g − h satisfying

yl ∈ (∂g(xl) ∩ ∂h(xl)) and yl ∈ (∂g(xl+1) ∩ ∂h(xl+1)),

i2. yl is a critical point of h∗ − g∗ satisfying [xl,xl+1] ⊂ ((∂g∗(yl) ∩ ∂h∗(yl)).

i3. If ρ1 + ρ2 > 0 then xl+1 = xl, if ρ∗1 > 0 then yl = yl−1, if ρ∗2 > 0 then

yl = yl+1.

(ii) If α∗ is finite, then the two sequences {(g − h)(xl)} and {(h∗ − g∗)(yl)}
decrease and converge to the same limit ᾱ ≥ α∗, i.e.,

lim
k→+∞

(g − h)(xl) = lim
k→+∞

(h∗ − g∗)(yl) = ᾱ.

If ρ1 + ρ2 > 0 then limk→+∞{xl+1 − xl} = 0.

(iii) If α∗ is finite and the sequences {xl} and {yl} are bounded, then for every

limit point x∗ of {xl} (resp. y∗ of {yl}) there exists a limit point y∗ of {yl}
(resp. x∗ of {xl}) such that

(x∗,y∗) ∈ [∂g∗(y∗)∩∂h∗(y∗)]×[∂g(x∗)∩∂h(x∗)], (g−h)(x∗) = (h∗−g∗)(y∗) = ᾱ.

Such a point x∗ (resp. y∗) is a critical point of g− h (resp. h∗ − g∗).
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Proof. See the proof of Theorem 3 in [24].

Note that, if X and Y are convex sets such that {xl} ⊂ X and {yl} ⊂ Y ,

then the above theorem remains valid if we replace ρ(fi) by ρ(fi, X) and ρ(f∗i )

by ρ(f∗i , Y ), i = 1, 2.

From the above theorem 1 we immediately deduce the following two inter-

esting DCA’s convergence properties in case either g or h is strongly convex.

Corollary 1. Let x∗ be a limit point of the sequence {xl} computed by the

standard DCA - and so a critical point of the DC program (Pdc). If (ρ1+ρ2) > 0

(this is equivalent to ρ(g)+ρ(h) > 0, i.e. either g or h is strongly convex), then

i) The series {‖xl+1 − xl‖2} is convergent with its limit bounded above by

ρ1 + ρ2

2

k
∑

l=0

‖xl+1 − xl‖2 ≤ f (x0) − α∗, ∀k.

ii) Moreover,

min{‖xl+1 − xl‖ : l = 0, ..., k} ≤ 21/2[f (x0)− f (x∗)]1/2

(ρ1+ρ2)1/2(k + 1)1/2
. (21)

Thus, DCA has a complexity O(1/
√
k), i.e., the primal critical point x∗ can be

approximated within the tolerance error ε > 0 after k ≥ 2[f (x0)−f (x∗)]
(ρ1+ρ2)ε2 iterations.

Proof. i) From (19) we obtain ρ1+ρ2

2 ‖dxl‖2 ≤ f (xl)− f (xl+1), ∀l, this results in

ρ1 + ρ2

2

k
∑

l=0

‖xl+1−xl‖2 ≤ f (x0)− f (xk+1) ≤ f (x0)− ᾱ ≤ f (x0)−α∗, ∀k. (22)

Hence the primal DC series {‖xl+1 − xl‖2} is convergent.

ii) If (ρ1+ρ2) > 0, one deduces from (22) that f (x∗) = ᾱ := liml→+∞ f (xl) and

(k + 1)
ρ1+ρ2

2
min{‖xl+1 − xl‖2 : l = 0, ..., k} ≤ [f (x0)− f (x∗)], ∀k

i.e., min{‖xl+1 − xl‖ : l = 0, ..., k} ≤ 21/2[f (x0)− f (x∗)]1/2

(ρ1+ρ2)1/2(k + 1)1/2
.

Hence, DCA has a complexity O(1/
√
k).
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Remark 1. From Theorem 1 we see that

i) If f (xl) = f (xl+1) then xl and xl+1 are critical points of (Pdc), and DCA

has a finite convergence.

ii) If ρ1 + ρ2 > 0, then f (xl) = f (xl+1) and xl+1 = xl are equivalent.

These remarkable results proper to DCA naturally lead to the the stopping rule

for DCA in the standard DCA scheme described above:

Either |f (xl) − f (xl+1)| ≤ ε1 or ‖xl − xl+1‖ ≤ ε2.

DC programming and DCA are known as powerful nonconvex optimization

tools due to their robustness and performance compared to existing methods,

their rapidity and scalability, and the flexibility of DC decompositions. Their ef-

ficiency and popularity rely on their remarkable simplicity, their rigorous math-

ematical foundations and their pervasiveness in optimization.

3.2. DCA for solving `0 + `q,0 approximate problem

The discontinuity of the step functions can be overcome by using nonconvex

approximation functions. Specifically, we consider approximations of the `0 and

`q,0 norms respectively defined by

‖x‖0 ≈
d
∑

i=1

ηI(xi), and ‖x‖q,0 ≈
J
∑

j=1

ηO

(

‖x(j)‖q
)

, (23)

where ηI and ηO are nonconvex penalty functions such as the exponential func-

tion [40], Smoothly Clipped Absolute Deviation (SCAD, [41]), Minimax Concave

Penalty (MCP, [13]), Capped-`1 [28], etc. A common property of the nonconvex

approximation functions ηI and ηO is that they are even and concave increasing

on [0,+∞) (see [2] for more details).

By using (23), we get the following `0 + `q,0 approximate problem.

min
x∈Rd
{f(x) + λα

d
∑

i=1

ηI(xi) + λ(1 − α)

J
∑

j=1

ηO(‖x(j)‖q)}. (24)

The nonconvex penalty function ηI can be expressed as a DC function ηI(t) =

θI |t|− [θI |t| − ηI(t)], where θI ≥ η′(0) with η′(0) being the right derivative at 0
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of η. It has been proved in [2] that θI |t|−ηI(t) is convex for all θI ≥ η′(0). Thus,

the `0-approximation, which is a sum of DC functions, is also a DC function

d
∑

i=1

ηI(xi) = θI‖x‖1 −
d
∑

i=1

[θI |xi| − ηI(xi)] . (25)

The following result shows that the `q,0-approximation is a DC function.

Proposition 1. We assume that the function ηO is concave on [0,+∞) and

there exists the right derivative at 0 of ηO denoted by η′O(0). Hence, the function

p(y) = θO‖y‖q − ηO (‖y‖q) is convex on R
m for θO ≥ η′O(0).

Proof. The proposition will be proved once we prove the inequality below.

p(βy + γz) ≤ βp(y) + γp(z), (26)

for any y, z ∈ R
m and β, γ > 0 such that β + γ = 1. The inequality (26) is

equivalent to

βηO (‖y‖q) + γηO (‖z‖q) − ηO(v) ≤ θOw, (27)

where v = ‖βy + γz‖q ≥ 0 and w = β‖y‖q + γ‖z‖q −‖βy + γz‖q ≥ 0. Since ηO

is concave function on R+, we get

βηO (‖y‖q) + γηO (‖z‖q) ≤ ηO(β‖y‖q + γ‖z‖q) (28)

Let −t ∈ ∂ (−ηO) (v). From the concavity of ηO, we have

ηO(β‖y‖q + γ‖z‖q) ≤ ηO(v) + tw. (29)

Combining (28) with (29), we get

βηO (‖y‖q) + γηO (‖z‖q)− ηO(v) ≤ tw. (30)

The concavity of ηO implies that

ηO(
v

2
) ≤ ηO(0) + η′O(0)

v

2
and ηO(

v

2
) ≤ ηO(v) − tv

2
.

Combining these two inequalities, we have

[t− η′O(0)] v ≤ 2
[

ηO(v)) + ηO(0) − 2ηO(
v

2
)
]

≤ 0.
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Therefore

[t− η′O(0)] v ≤ 0.

This and the condition η′O(0) ≤ θO imply t ≤ η′O(0) ≤ θO . From this and (30),

we conclude that the inequality (27) holds.

Thanks to Proposition 1, we propose the following DC decomposition of the

`q,0-approximation:

J
∑

j=1

ηO(‖x(j)‖q) = θO‖x‖q,1 − [θO‖x‖q,1 −
J
∑

j=1

ηO(‖x(j)‖q)], (31)

where ‖x‖q,1 :=
∑J

j=1 ‖x(j)‖q.
On another hand, since f1 has the L-Lipschitz continuous gradient, µ

2 ‖ · ‖2− f1
is convex for µ ≥ L. Thus, a DC decomposition of f := g+f1−h can be chosen

as (with µ ≥ L)

f(x) =
[

g(x) +
µ

2
‖x‖2

]

−
[

h(x) +
µ

2
‖x‖2 − f1(x)

]

. (32)

Finally, by using (25), (31), and (32), the `0 + `q,0 approximate problem (24)

can be reformulated as a DC program

min
x∈Rd

{Fq(x) := gq(x) − hq(x)} , (33)

where gq(x) and hq(x) are convex functions respectively defined by

gq(x) = g(x) +
µ

2
‖x‖2 + λαθI‖x‖1 + λ(1 − α)θO‖x‖q,1,

and

hq(x) = h(x) + µ
2 ‖x‖2 − f1(x) + λα[θI‖x‖1 −

d
∑

i=1
ηI(xi)]

+λ(1 − α)[θO‖x‖q,1 −
∑J

j=1 ηO(‖x(j)‖q)].
According to the generic DCA scheme, DCA-`0 − `q,0 can be described as

follows.

DCA-`0 − `q,0
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Initialization: Choose x0, l ← 0 and a tolerance τ > 0.

repeat

1. Compute vl ∈ µxl−∇f1(xl)+∂[h(xl)+λα(θI‖xl‖1−
d
∑

i=1
ηI(x

l
i))+λ(1−

α)[θO‖xl‖q,1 −
∑J

j=1 ηO(‖(x(j))l‖q)].
2. Compute xl+1 by solving the following strongly convex problem

min
x
{g(x) +

µ

2
‖x‖2 + λαθI‖x‖1 + λ(1 − α)θO‖x‖q,1 − 〈vl,x〉}. (34)

until Stopping criterion

3.3. DCA for solving `0,0 approximate problem

For dealing with `0,0, we also approximate the inner and outer step func-

tions by the nonconvex penalty functions ηI and ηO, respectively. Thus, the

approximation of the `0,0 norm is given by

‖x‖0,0 ≈
J
∑

j=1

ηO(

dj
∑

i=1

ηI(x
(j)
i )). (35)

Using this approximation gives us the following `0,0 approximate problem

min
x∈Rd







F(x) := f(x) + λ

J
∑

j=1

ηO(

dj
∑

i=1

ηI(x
(j)
i ))







. (36)

We will propose a DC decomposition of the `0,0-approximation (35) by using

Proposition 2 below.

Proposition 2. We assume that ηI and ηO are concave and increasing on

[0,+∞), and there exists the right derivatives at 0 of ηI and ηO, respectively de-

noted by η′I(0) and η′O(0). Then, the function ϕ(y) = κ‖y‖1−ηO (
∑m

i=1 ηI (yi))

is convex on R
m for κ ≥ η′I(0)η′O(0).

Proof. We need to prove that

ϕ(βy + γz) ≤ βϕ(y) + γϕ(z), (37)

for any y, z ∈ R
m and β, γ > 0 such that β + γ = 1. We denote the vector

(|y1|, ..., |ym|) by |y|. Let ν = |βy + γz|, i.e., νi = |βyi + γzi| ≥ 0 for all
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i = 1, ..., m and π = β|y| + γ|z| − |βy + γz|. It follows from the triangle

inequality that πi = β|yi| + γ|zi| − |βyi + γzi| ≥ 0 for i = 1, ..., m. Thus, we

have ‖π‖1 =
∑m

i=1 (β|yi|+ γ|zi| − |βyi + γzi|) = β‖y‖1 + γ‖z‖1 − ‖βy + γz‖1.
Therefore, the inequality (37) is equivalent to

βψ(|y|) + γψ(|z|) − ψ(ν) ≤ κ‖π‖1, (38)

where ψ(y) = ηO (
∑m

i=1 ηI (yi)). Since the function ηI (yi) is concave on [0,+∞),

the sum of the concave functions
∑m

i=1 ηI (yi) is also concave on R
m
+ . Hence,

ψ(y) = ηO (
∑m

i=1 ηI (yi)), which is the composition of a concave and an increas-

ing concave function, is concave on R
m
+ . This implies

βψ(|y|) + γψ(|z|) ≤ ψ(β|y| + γ|z|). (39)

Let −t be a subgradient of −ηO at
∑m

i=1 ηI (νi) and −ξi be a subgradient of

−ηI at νi for i = 1, ..., m. From the concavity and the increase of ηO, we have

0 ≤ ηO

(

m
∑

i=1

ηI (νi) + 1

)

− ηO

(

m
∑

i=1

ηI (νi)

)

≤ t. (40)

It also follows from the concavity of ηO that

ψ(β|y|+ γ|z|)− ψ(ν) ≤ t
(

m
∑

i=1

ηI (β|yi|+ γ|zi|)−
m
∑

i=1

ηI (νi)

)

≤ t
∑

i=1

ξiπi = t〈ξ, π〉,
(41)

where the second inequality holds by the concavity of ηI and (40). Combining

(39) with (41), we get

βψ(|y|) + γψ(|z|) − ψ(ν) ≤ t〈ξ, π〉. (42)

Similar to the proof of Proposition 1, since ηO and ηI are concave, we can show

that t ≤ η′O(0) and ξi ≤ η′I(0) for all i = 1, ..., m. From this and the condition

κ ≥ η′I(0)η′O(0), we have

t〈ξ, π〉 ≤
m
∑

i=1

η′O(0)η′I(0)πi ≤ κ‖π‖1. (43)

By combining (42) with (43), we conclude that the inequality (38) holds.
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From Proposition 2, we propose the following DC decomposition of the `0,0-

approximation:

J
∑

j=1

ηO(

dj
∑

i=1

ηI(x
(j)
i )) = κ‖x‖1 − [κ‖x‖1 −

J
∑

j=1

ηO(

dj
∑

i=1

ηI(x
(j)
i ))]. (44)

Using (32) and (44), we get a DC formulation of the `0,0 approximate problem

(36) as follows.

min
x∈Rd

{F(x) = g(x)− h(x)} , (45)

where g(x) and h(x) are convex functions respectively defined by

g(x) = g(x) + µ
2 ‖x‖2 + λκ‖x‖1,

h(x) = h(x) + µ
2
‖x‖2 − f1(x) + λ[κ‖x‖1 −

J
∑

j=1

ηO(
dj
∑

i=1

ηI(x
(j)
i ))].

The corresponding DCA-`0,0 is described in the algorithm below.

DCA-`0,0

Initialization: Choose x0, l ← 0 and a tolerance τ > 0.

repeat

1. Compute vl ∈ µxl−∇f1(xl)+∂[h(xl)+λκ‖xl‖1−λ
J
∑

j=1

ηO(
dj
∑

i=1

ηI((x
(j)
i )l))].

2. Compute xl+1 by solving the following strongly convex problem

min
x

{

g(x) +
µ

2
‖x‖2 + λκ‖x‖1 − 〈vl,x〉

}

. (46)

until Stopping criterion

4. Application in estimating multiple sparse covariance matrices

The estimation of sparse covariance matrices plays an important role in

various areas of statistical analysis such as portfolio management and risk as-

sessment, high dimensional classification, analysis of independence and condi-

tional independence relationships between components in graphical models, etc
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[42, 43, 44, 45, 46]. In recent years, much interest has focused on estimating a

covariance matrix on the basis of a n×d data matrix X, where n is the number

of observations and d is the number of features. Suppose that the observations

x1, ...,xn ∈ R
d are independent and identically distributed N (0,Σ), where Σ

is a positive definite d × d matrix. A natural way to estimate the covariance

matrix Σ is via minimizing negative log-likelihood. The resulting optimization

problem is

min
Σ�0

{

log detΣ + tr(Σ−1S)
}

, (47)

where S = 1/n
∑n

i=1 xix
T
i is the sample covariance matrix.

Sparse estimation of a covariance matrix or its inverse is particularly relevant

in the study of graphical models. Various proposals aim to estimate a single

sparse covariance matrix or its inverse in the high dimensional setting. The first

direction is to estimate a single sparse inverse covariance matrix [47, 48, 49, 50].

These methods added the `1 regularization to the objective function of the log-

likelihood minimization problem. The second direction is to directly estimate

a single covariance matrix. The most of the works in this direction added the

`1 regularization to the objective function of the problem (47) or its surrogate

convex loss function (see e.g. [51, 52, 53, 54, 55, 56]). In [22], the authors

studied DC approximation approaches for estimating a single covariance matrix.

The standard methods for estimating a single covariance matrix or its inverse

assume that observations are drawn from the same distribution. However, in

many datasets, the observations of each class have different distributions. In

such cases, the covariance matrices share some common structures such as the

weights and locations of non-zero elements. Therefore, these matrices need to

be jointly estimated. In the literature, there are some works which extended the

first direction on the estimation of multiple sparse inverse covariance matrices

(see e.g. [6, 57, 7, 8, 9, 10]). [57] used a hierarchical penalty for group variable

selection in estimating multiple sparse inverse covariance matrices. [6, 7, 8, 9, 10]

used the sparse group lasso or generalized fused lasso for simultaneous group

and individual variable selection in estimating multiple sparse inverse covariance

22



matrices. In this paper, we introduce novel approaches for bi-level variable

selection in directly estimating multiple sparse covariance matrices using the

`0 + `q,0 and `0,0 regularization.

By using the `0 + `q,0-regularization, the problem (4) becomes

min
Σ(k)�0

{L({Σ}) + λα‖{Σ}‖0 + λ(1− α)‖{Σ}‖q,0} , (48)

where the `0 and `q,0 norm of {Σ} respectively defined by

‖{Σ}‖0 =

Q
∑

k=1

∑

i,j

s(Σ
(k)
ij ) and ‖{Σ}‖q,0 =

∑

i,j

s(‖(Σ(1)
ij , ...,Σ

(Q)
ij )‖q).

We also consider the `0,0-regularization problem of (4) given by

min
Σ(k)�0

{L({Σ}) + λ‖{Σ}‖0,0} , (49)

where the `0,0 norm of {Σ} is defined by

‖{Σ}‖0,0 =
∑

i,j

s(

Q
∑

k=1

s(Σ
(k)
ij )).

First of all, we will show that both problems (48) and (49) are unbounded

below if there exists a singular sample covariance matrix S(k0). Indeed, if S(k0)

is singular, there exists a vector v 6= 0 such that S(k0)v = 0 and ‖v‖2 = 1. Let

v2, ...,vd be vectors such that {v,v2, ...,vd} is an orthogonal basis of R
d. Let

{Σγ} = {Σ(1)
γ , ...,Σ

(Q)
γ }, where Σ

(k)
γ is given by

Σ(k)
γ =











γvvT +
∑d

i=2 viv
T
i if k = k0,

Id otherwise,

(50)

with a parameter γ > 0. We have

logdet(Σ(k0)
γ ) = log γ, and tr(Σ(k0)

γ )−1S(k0) =
d
∑

i=2

vT
i S(k0)vi.

Thus, we obtain

L({Σγ}) = nk0 log γ + nk0

d
∑

i=2

vT
i S(k0)vi +

∑

k 6=k0

nktr(S(k))→ −∞,
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as γ → 0+. Furthermore, the `0 + `q,0 and `0,0 norm of {Σγ} are bounded.

Hence, we have

L({Σγ}) + λα‖{Σγ}‖0 + λ(1− α)‖{Σγ}‖q,0 → −∞

and

L({Σγ}) + λ‖{Σγ}‖0,0 → −∞,

as γ → 0+. From this it follows that the objective functions of the problems

(48) and (49) are unbounded below if there exists a singular sample covariance

matrix S(k0). In order to be sure about the positive definiteness, we replace S(k)

with S(k) + εId for some ε > 0 when S(k) is singular.

The proposition below shows that there exists a lower bound of Σ(k) for

both the problems (48) and (49).

Proposition 3. If S(k) is nonsingular for all k, the following statements hold.

a) There exists δ > 0 such that the problem (48) is equivalent to

min
Σ(k)�δId

{L({Σ}) + λα‖{Σ}‖0 + λ(1 − α)‖{Σ}‖q,0} . (51)

b) There exists δ > 0 such that the problem (49) is equivalent to

min
Σ(k)�δId

{L({Σ}) + λ‖{Σ}‖0,0} . (52)

Here the notation Σ(k) � δId means that Σ(k) − δId is symmetric positive

semidefinite.

Proof. The proof of properties (a) and (b) are similar. We give here the proof

of (a).

Let {Σ} = {Σ(1), ...,Σ(Q)} be the solution to the problem (48). We need to

show that there exist δ > 0 such that Σ(k) � δId for k = 1, ..., Q. The eigen

decomposition of Σ(k) is given by

Σ(k) =

d
∑

i=1

λ
(k)
i uiu

T
i ,
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where λ
(k)
1 ≥ ... ≥ λ(k)

d > 0. Thus, we have

L({Σ} =

Q
∑

k=1

d
∑

i=1

nk(logλ
(k)
i +

uT
i S(k)ui

λ
(k)
i

) =

Q
∑

k=1

d
∑

i=1

nkh(λ
(k)
i ,uT

i S(k)ui), (53)

where h(x, a) = logx+ a
x . Denote the smallest eigenvalue of S(k) by λmin(S(k)).

We note that λmin(S(k)) = min‖u‖=1 uTS(k)u. Let λS
min = mink λmin(S(k)) > 0.

For a > 0, the function h has the minimum value log a+1. Moreover, h(x, a) is

increasing in a for all x > 0. From these properties and (53), we get

L({Σ}) ≥∑Q
k=1

∑d
i=1 nkh(λ

(k)
i , λS

min)

≥ nk0h(λ
k0

d , λ
S
min) + (n− nk0)(d− 1)

(

logλS
min + 1

)

,
(54)

where k0 = arg maxk λ
(k)
1 . Denote the objective function of (48) by F ({Σ}).

Since λα‖{Σ}‖0 + λ(1 − α)‖{Σ}‖q,0 ≥ 0, L({Σ}) ≤ F ({Σ}). Moreover,

we have F ({Σ}) ≤ F ({Σ̃}) for arbitrary positive definite matrices {Σ̃} =

{(Σ̃(1)), ..., (Σ̃(Q))}. Thus L({Σ}) ≤ F ({Σ̃}) and so we obtain

nk0h(λ
k0

d , λS
min) + (n − nk0)(d− 1)

(

logλS
min + 1

)

≤ F ({Σ̃}).

This is equivalently rewritten as

h(λk0

d , λ
S
min) ≤ F ({Σ̃})− ((n− nk0)(d− 1)

(

logλS
min + 1

)

nk0

.

Denote a set C by

C = {x ∈ R++ : h(x, λS
min) ≤ c}, (55)

where c is defined by

c =
F ({Σ̃})− ((n− nk0)(d− 1)

(

logλS
min + 1

)

nk0

.

Since h(x, λS
min) is continuous on R++ and

lim
x→0+

h(x, λS
min) = lim

x→+∞
h(x, λS

min) = +∞,

C is a compact set. Hence there exists 0 < δ ≤ λS
min such that δ = minx∈C x.

In other words, Σ(k) � δId for all k = 1, ..., Q. The proof is then complete.
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We observe that the problems (51) and (52) take the form of (1) where the

function f is given by

f({Σ}) = L({Σ}) + χK({Σ}),

where K = {{Σ} = {Σ(1), ...,Σ(Q)} : Σ(k) � δId} and χK is the indicator

function defined by χK({Σ}) = 0 if {Σ} ∈ K and +∞ otherwise.

Among several existing approximations of the step function, we use the

Capped-`1 function [28] which is defined by

η(t) = min{1, θ|t|}, (56)

where θ is a tuning parameter such that η(t) approximates the step function

s(t) as θ tends to +∞. This choice is motivated by the fact that the Capped-`1

approximation has been showed to be efficient in the individual variable selection

problem (see e.g. [18, 2, 21, 20, 22]).

Now, we consider approximate problems of both the problems (51) and (52)

and develop DCA based algorithms for solving them.

4.1. DCA-`0 − `q,0 for solving the approximate problem of (51)

Using the Capped-`1 function (56), the corresponding `0 + `q,0 approximate

problem of (51) is

min
{Σ}
{Fq({Σ}) := f({Σ})+λα

Q
∑

k=1

∑

ij

η(Σ
(k)
ij )+λ(1−α)

∑

ij

η(‖(Σ(1)
ij , ...,Σ

(Q)
ij )‖q)}.

(57)

We note that logdet Σ(k) is concave while tr((Σ(k))−1S(k)) is convex in Σ(k).

Hence, we have a natural DC decomposition of f as follows.

f({Σ}) = [g({Σ}) + f1({Σ})]− h({Σ}), (58)

where g({Σ}), f1({Σ}) and h({Σ}) are convex functions respectively given

by g({Σ}) = χK({Σ}), f1({Σ}) =
∑Q

k=1 nktr((Σ(k))−1S(k)), and h({Σ}) =
∑Q

k=1−nk log detΣ(k). However, following Section 3, we propose a special DC

decomposition of f by moving f1({Σ}) into the second DC component.

f({Σ}) = g({Σ}) +
µ

2
‖{Σ}‖2 − [

µ

2
‖{Σ}‖2 − f1({Σ}) + h({Σ})], (59)
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where the norm ‖{Σ}‖ of {Σ} is defined by

‖{Σ}‖ =

√

√

√

√

Q
∑

k=1

‖Σ(k)‖2F .

For estimating µ such that µ
2 ‖{Σ}‖2 − f1({Σ}) is convex, we provide the fol-

lowing proposition.

Proposition 4. If µ ≥ max
k

2nk‖S(k)‖2δ−3, then µ
2 ‖{Σ}‖2−f1({Σ}) is convex

in {Σ}.

Proof. We have

µ
2 ‖{Σ}‖2 − f1({Σ}) =

Q
∑

k=1

[µ
2 ‖Σ(k)‖2F − nktr((Σ(k))−1S(k))].

Since the sum of convex functions is also convex, it is sufficient to show that

µ
2 ‖Σ(k)‖2F − nktr((Σ(k))−1S(k)) is convex. From the proof of Lemma 1 in [22],

we obtain

ρ(∇2tr((Σ(k))−1S(k))) ≤ ‖∇2tr((Σ(k))−1S(k))‖2 ≤ 2‖S(k)‖2δ−3, (60)

where ρ(∇2tr((Σ(k))−1S(k))) and ‖∇2tr((Σ(k))−1S(k))‖2 are the spectral ra-

dius and spectral norm of the Hessian matrix of tr((Σ(k))−1S(k)), respectively.

Moreover, for k = 1, ..., Q we have

2nk‖S(k)‖2δ−3 ≤ max
k

2nk‖S(k)‖2δ−3 ≤ µ. (61)

It follows from (60) and (61) that µ is greater than the spectral radius of the Hes-

sian matrix of nktr((Σ(k))−1S(k)), i.e., the function µ
2
‖Σ(k)‖2F−nktr((Σ(k))−1S(k))

is convex. The proof is then complete.

The Capped-`1 function can be expressed as a DC function as follows:

η(t) = θ|t| − φ(t), (62)

where φ(t) = −1+max{1, θ|t|}. In addition, the Capped-`1 function verifies the

assumptions in Proposition 1 with η′(0) = θ, hence we have DC decompositions
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of the `0-approximation and `q,0-approximation as follows:

Q
∑

k=1

∑

ij

η
(

Σ
(k)
ij

)

= θ‖{Σ})‖1 −
Q
∑

k=1

∑

ij

φ(Σ
(k)
ij ), (63)

and

∑

ij

η
(

‖(Σ(1)
ij , ...,Σ

(Q)
ij )‖q

)

= θ
∑

ij

‖(Σ(1)
ij , ...,Σ

(Q)
ij )‖q−

∑

ij

φ(‖(Σ(1)
ij , ...,Σ

(Q)
ij )‖q).

(64)

Finally, by using (59), (63) and (64), we propose a DC formulation of the ap-

proximate problem (57) as follows:

min
{Σ}
{Fq({Σ}) = gq({Σ}) − hq({Σ})} , (65)

where

gq({Σ}) = µ
2
‖{Σ}‖2 + χK({Σ})

+λαθ‖{Σ})‖1 + λ(1− α)θ
∑

ij ‖(Σ
(1)
ij , ...,Σ

(Q)
ij )‖q,

and

hq({Σ}) = µ
2 ‖{Σ}‖2 −

∑Q
k=1 nk[log det Σ(k) + tr((Σ(k))−1S(k))]

+λα
∑Q

k=1

∑

ij φ(Σ
(k)
ij ) + λ(1− α)

∑

ij φ(‖(Σ(1)
ij , ...,Σ

(Q)
ij )‖q).

Note that (65) is a family of DC programs depending on the values of q. In

our application, we consider two special values of q (q = 1 and q = 2).

4.1.1. DCA-`0 − `1,0

According to DCA-`0 − `q,0 with q = 1, at each iteration l, we have to

compute {Vl} ∈ ∂h1({Σl}), and then compute {Σl+1} by solving the following

convex problem

min
{Σ}

{

g1({Σ}) − 〈{Vl}, {Σ}〉
}

. (66)
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Computing {Vl} can be explicitly given by {Vl} = {Al}+ {Bl}+ {Cl}, where

(A(k))l = µ(Σ(k))l + nk[(Σ(k))l]−1S(k)[(Σ(k))l]−1 − nk[(Σ(k))l]−1, (67)

(B
(k)
ij )l =











sgn(Σ
(k)
ij )lλαθ if θ|(Σ(k)

ij )l| ≥ 1

0 otherwise

, (68)

(C
(k)
ij )l =











sgn(Σ
(k)
ij )lλ(1− α)θ if θ‖(Σ(1)

ij )l, ..., (Σ
(Q)
ij )l‖1 ≥ 1

0 otherwise

. (69)

Since ‖{Σ}‖1,1 = ‖{Σ}‖1 is separable, the convex problem (66) can be decom-

posed into Q independent sub-problems of the same form:

min
Σ(k)�δId

{µ

2
‖Σ(k)‖2F + λθ‖Σ(k)‖1 − 〈(V(k))l,Σ(k)〉

}

. (70)

For solving each convex sub-problem (70), we use the alternating direction

method of multipliers (ADMM) [58]. At each iteration m of ADMM, we have to

compute Xm+1,Ym+1 , and update Zm+1 = Zm + ρ(Xm+1 −Ym+1) as follows.

The solution Xm+1 is computed by

Xm+1 = UDδU
T , (71)

where Dδ = diag(max(Dii, δ)) with UDUT = ((V(k))l − Zm + ρYm)/(µ+ ρ).

Ym+1 is given by

Ym+1 = S
(

Xm+1 +
Zm

ρ
,
λθ

ρ

)

, (72)

where S is the elementwise soft-thresholding operator defined by S(A,B)ij =

sgn(Aij)(|Aij| − Bij)+.

4.1.2. DCA-`0 − `2,0

Each iteration of DCA-`0− `2,0 consists in computing a subgradient {Vl} ∈
∂h2({Σl}) and solving the following convex problem

min
{Σ}

{

g2({Σ}) − 〈{Vl}, {Σ}〉
}

. (73)

Computing {Vl} can be explicitly computed as {Vl} = {Al} + {Bl} + {El},
where {Al} and {Bl} are respectively computed by using (67) and (68) while
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{El} is computed by (E(k))l
ij = λ(1 − α)θ(Σ(k))l

ij/‖(Σ(1))l
ij , ..., (Σ

(Q))l
ij‖2 if

θ‖(Σ(1))l
ij , ..., (Σ

(Q))l
ij‖2 ≥ 1 and 0 otherwise. The convex problem (73) can be

rewritten as

min
Σ(k)�δId

{µ
2
‖{Σ}‖2+λαθ‖{Σ})‖1−〈{Vl}, {Σ}〉+λ(1−α)θ

∑

ij

‖(Σ(1)
ij , ...,Σ

(Q)
ij )‖2}.

This problem cannot be decomposed into smaller sub-problems as the previous

case. Here we also apply the ADMM algorithm for computing this problem.

At each iteration m, ADMM consists in computing {Xm+1}, {Ym+1}, and

updating {Zm+1} = {Zm} + ρ({Xm+1} − {Ym+1}) as follows. {Xm+1} is

computed by

(X(k))m+1 = UDδU
T , (74)

where Dδ = diag(max(Dii, δ)) with

UDUT =
(

(V(k))l − (Z(k))m + ρ(Y(k))m
)

/(µ+ ρ).

We compute {Ym+1} as

{Y m+1
ij } = [‖R‖2 − λ(1− α)θ/ρ]+

R

‖R‖2
, (75)

where R = S
(

{Xm+1
ij }+ {Zm

ij }/ρ, λαθ/ρ
)

. Here {Y m+1
ij } denotes

{Y m+1
ij } = {(Y (1)

ij )m+1 , ..., (Y
(Q)
ij )m+1}.

4.2. DCA-`0,0 for solving the approximate problem of (52)

We continue using the Capped-`1 function for both the inner and outer step

function. The resulting `0,0 approximate problem of (52) is given by

min
{Σ}
{f({Σ}) + λ

∑

ij

η(

Q
∑

k=1

η(Σ
(k)
ij ))}. (76)

We observe that η verifies the assumptions in Proposition 2 with the directional

derivative ψ′
+(0, ek) = θ2 for k = 1, ..., Q, where ψ({Σij}) = η(

∑Q
k=1 η(Σ

(k)
ij )).

Hence, we propose a DC decomposition of the `0,0-approximation below.

∑

ij

η(

Q
∑

k=1

η(Σ
(k)
ij )) = θ2‖{Σ}‖1 − [θ2‖{Σ}‖1 −

∑

ij

η(

Q
∑

k=1

η(Σ
(k)
ij ))]. (77)
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By using (59) and (77), the approximate problem (76) can be reformulated as

a DC program:

min
{Σ}
{F({Σ}) := g({Σ})− h({Σ})} , (78)

where

g({Σ}) =
µ

2
‖{Σ}‖2 + χK({Σ}) + λθ2‖{Σ})‖1,

and

h({Σ}) = −
Q
∑

k=1

nk

[

log detΣ(k) + tr((Σ(k))−1S(k))
]

+µ
2 ‖{Σ}‖2 + λ[θ2‖{Σ}‖1 −

∑

ij η(
Q
∑

k=1

η(Σ
(k)
ij ))].

According to DCA-`0,0, at each iteration l, we have to compute {Vl} ∈
∂h({Σl}), and then compute {Σl+1} by solving the following convex problem:

min
{Σ}

{

g({Σ})− 〈{Vl}, {Σ}〉
}

. (79)

Computing {Vl} can be explicitly given by {Vl} = {Al} + {Tl}, where {Al}
is computed by using (67) while {Tl} is computed by

(T
(k)
ij )l = λθ2(1− e−θ|(Σ

(k)
ij

)l|+
PQ

h=1 η(|(Σ
(h)
ij

)l|)])sgn((Σ
(k)
ij )l).

The convex problem (79) is also decomposed into Q independent sub-problems

of the same form:

min
Σ(k)�δId

{µ
2
‖Σ(k)‖2F + λθ2‖Σ(k)‖1 − 〈(V(k))l,Σ(k)〉}, (80)

for which ADMM is investigated as similarly as it is done in DCA-`0 + `1,0.

4.3. Convergence analysis

We provide the convergence properties of DCA-`0−`q,0 and DCA-`0,0 in the

following theorem. Let us use the common function ϕ to denote either Fq or F.

Theorem 2. Let
{

{Σl}
}

be the sequence generated by DCA-`0 − `q,0 (resp.

DCA-`0,0), the following statements hold.

a) The sequence
{

ϕ({Σl})
}

is decreasing and its decrease is expressed by

ϕ({Σl})− ϕ({Σl+1}) ≥ µ

2
‖{Σl} − {Σl+1}‖2. (81)
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Therefore, the equality ϕ({Σl}) = ϕ({Σl+1}) holds if and only if {Σl} =

{Σl+1}. In such a case, DCA-`0 − `q,0 (resp. DCA-`0,0) has a finite con-

vergence and {Σl} = {Σl+1} is a critical points of (65) (resp. (78)).

b) The sequence {{Σl}} is bounded.

c) The sequence
{

{Σl}
}

has at least one limit point and every its limit point is

a critical point of (65) (resp. (78)).

d) The series ‖{Σl} − {Σl+1}‖2 is convergent.

e) Let {Σ∗} be a limit point of
{

{Σl}
}

(which is a critical point of (65) (resp.

(78)) according to c)). One has

min
l=0,...,k

‖{Σl} − {Σl+1}‖2 ≤ 21/2[ϕ({Σ0})− ϕ({Σ∗})]1/2

(ρ1 + ρ2)1/2(k + 1)1/2
. (82)

Hence, the complexity of DCA-`0 − `q,0 and DCA-`0,0 is O(1/
√
k).

Proof. The convergence properties of DCA-`0 − `q,0 and DCA-`0,0 are proved

analogously. Therefore, we give here the proof for DCA-`0 − `q,0 only. It is

based on the convergence properties of the generic DCA scheme mentioned in

Section 3.1 (Theorem 1).

First of all, we remark that the first DC component of Fq (resp. F) in the DC

program (65) (resp. (78)) is strongly convex with ρ(gq) > µ (resp. ρ(g) > µ).

a) The inequality (81) in a) is immediately deduced from (19) with ρ1 = µ

and ρ2 = 0. The remaining statements of a) are direct consequences of (81) and

the property i) of Theorem 1.

b) First, we will show that the level set L defined by

L =
{

{Σ} ∈ K : Fq({Σ}) ≤ Fq({Σ0})
}

is bounded. Suppose on contrary that L is not bounded. Then there ex-

ists a sequence
{

{Σ̄l}
}

⊂ L such that ‖{Σ̄l}‖ → +∞ as l → +∞. Let

λ1((Σ̄
(k))l), ..., λd((Σ̄

(k))l) be the eigenvalues of (Σ̄(k))l such that

λmax((Σ̄
(k))l) := λ1((Σ̄

(k))l) ≥ ... ≥ λd((Σ̄
(k))l) ≥ δ.

From the properties of the matrix norms, we have

‖{Σ̄l}‖2 =

Q
∑

k=1

‖(Σ̄(k))l‖2F ≤
Q
∑

k=1

dλ2
max((Σ̄

(k))l) ≤ Qdλ2
max({Σ̄l}), (83)
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where λmax({Σ̄l}) := maxk λmax((Σ̄
(k))l). It follows from (83) that

‖{Σ̄l}‖ ≤
√

Qdλmax({Σ̄l}). (84)

Combining (84) and ‖{Σ̄l}‖ → +∞ as l→ +∞, we get

λmax({Σ̄l})→ +∞, as l → +∞. (85)

Since tr(((Σ̄(k))l)−1S(k)) is always nonnegative for k = 1, ..., Q and η(t) ≥ 0, we

obtain

Fq({Σ̄l}) ≥
Q
∑

k=1

nk log det(Σ̄(k))l =

Q
∑

k=1

nk

d
∑

i=1

logλi((Σ̄
(k))l)

≥ logλmax({Σ̄l}) + (nd− 1) log δ,

(86)

where n =
∑Q

k=1 nk. It follows from (85) and (86) that Fq({Σ̄l}) → +∞ as

l → +∞. But, the fact that {Σ̄l} ∈ L implies Fq({Σ̄l}) ≤ Fq({Σ̄0}) for all l,

which is a contradiction. Hence the level set L is bounded.

Since the sequence {Fq({Σl})} is monotonically decreasing, we have
{

{Σl}
}

⊆
L. This and the boundness of the level set L imply that {{Σl}} is bounded.

c) Basing on the property iii) of the DCA’s convergence theorem (Theorem 1)

we see that c) will be verified when the sequence {{Σl}} is bounded (the above

property b)) and the minimum value of Problem (65), say α∗ = inf{Σ} Fq({Σ}),
is finite. Hence, to prove c) it remains to show that α∗ is finite.

Indeed, we have

Fq({Σ}) ≥
Q
∑

k=1

nk log det Σ(k) ≥ nd log δ, (87)

where n =
∑Q

k=1 nk. The first inequality comes from the fact that tr((Σ(k))−1S(k))

is always nonnegative for k = 1, ..., Q and

λα

Q
∑

k=1

∑

ij

η
(

Σ
(k)
ij

)

+ λ(1− α)
∑

ij

η
(

‖(Σ(1)
ij , ...,Σ

(Q)
ij )‖q

)

≥ 0,

while the second one is verified because logdet Σ(k) ≥ d log δ for all Σ(k) � δId.

It follows from (87) that α∗ > −∞.
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Finally, d) and e) are immediate consequences of the properties i) and ii) of

Corollary 1 respectively, and the fact that function gq is strongly convex.

The proof is then complete.

5. Numerical experiments

5.1. Comparative algorithms

We will compare the proposed algorithms (DCA-`0−`1,0, DCA-`0−`2,0 and

DCA-`0,0) with four methods.

• The convex approximation approach of the `0 +`2,0 regularization replaced

by the `1+`2,1 regularization [3, 4]. The resulting problem of estimating multiple

sparse covariance matrices is

min
{Σ}
{f({Σ}) + λα‖{Σ}‖1 + λ(1 − α)‖{Σ}‖2,1} . (88)

This problem is nonconvex and then still difficult. We propose a DCA based

algorithm (DCA-`1 − `2,1) for solving the problem (88). The DCA-`1 − `2,1

is similar to DCA-`0 − `2,0. We simply replace the computation of {Vl} ∈
∂h2({Σl}) with {Vl} = {Al} computed by (67) in DCA-`0 − `2,0.

• The bi-level-weighted method: we consider another equivalent form of the

problem (76) as follows

min
{Σ},{Y}

{f({Σ}) + λ
∑

ij

η(

Q
∑

k=1

η(Yij)) : |Σ(k)
ij | ≤ Y

(k)
ij }. (89)

We can show that ψ(Y) =
∑

ij η(
∑Q

k=1 η(Yij)) is concave on R
Q
+. Hence, this

problem is a DC program for which DCA is investigated. DCA (DCA-w-`0,0)

consists of solving the following weighted problems

min
Σ(k)�δId

{µ
2
‖{Σ}‖2 − 〈{Al}, {Σ}〉+

Q
∑

k=1

∑

ij

(W
(k)
ij )l|Σ(k)

ij |}, (90)

where the weights (W
(k)
ij )l are computed by

(W
(k)
ij )l =











λαθ2 if θ
∑Q

k=1 η(Σ
(k)
ij )l) ≤ 1 and θ|(Σ(k)

ij )l| ≤ 1

0 otherwise.
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• The proximal gradient based algorithm [59] (PGD): at each iteration l,

PGD for solving (76) requires the computation of the following proximal oper-

ator

{Σl+1} = arg min
µ

2
‖{Σ}−{Σl}+1

µ
∇L({Σl})‖2+χK ({Σ})+λ

∑

ij

η(

Q
∑

k=1

η(Σ
(k)
ij )).

Unfortunately, this proximal operator is non-convex and does not have a

closed form. We therefore use DCA for computing it.

• Moreover, for the real application in classification problems we consider in

addition a method using the multiple sample covariance matrices: the Quadratic

Discriminant Algorithm (QDA).

5.2. Experimental setups

The proposed algorithms are implemented in R software and all algorithms

are performed on a PC Intel i7 CPU3770, 3.40 GHz of 8GB RAM. In exper-

iments, we set the stopping tolerance τ = 10−5 for DCA based algorithms

and ADMM. The starting point {Σ0} of DCA is the sample covariance ma-

trices {S(1), ...,S(Q)}. The values of parameters λ, α, θ and ε are chosen

through a 5-fold cross-validation procedure from the sets of candidates Λ =

{0.04, 0.06, 0.08, 0.1, 1.2, 1.4, 1.6, 1.8, 2}, Γ = {0.1, 0.5, 0.8}, and Θ = {0.5, 1, 3, 5, 7},
respectively. Since the `1,0 regularization term can simultaneously encourage

sparsity at the level of both groups and individual variables in each group

[60, 15], we set α = 0 in DCA-`0/`1,0 to avoid performing tuning this pa-

rameter. From the proof of Proposition 3, δ can be computed by δ = minx∈C x,

where C is defined by (55) with {Σ̃} = {diag(S)}. We therefore compute δ

using the Newton method.

5.3. Experiments on synthetic datasets

We evaluate the performance of the proposed algorithms on four synthetic

networks whose the details are given as follows. For the first class, the co-

variance matrix is a block diagonal matrix Σ(1) = diag(Σ1, ...,Σ10) with 10

blocks Σ1, ...,Σ10. For class 2, we create the covariance matrix Σ(2) by setting
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Σ(2) = Σ(1) and resetting one of its sub-network blocks to the identity matrix.

Similarly, for the k-th class with 3 ≤ k ≤ Q, we set Σ(k) = Σ(k−1) and reset an

additional sub-network block to the identity matrix. We consider four types of

sub-network blocks corresponding to the four synthetic networks.

M1: each block Σm is zero except elements in the last row and the last

column.

M2: the blocks Σ1, ...,Σ10 are dense matrices.

M3: for m = 1, ..., 10 we take (Σm)ij = (Σm)ji to be nonzero with the

probability 0.02, independently of the other elements.

M4: for m = 1, ..., 10 we generate (Σm)i,i−1 = (Σm)i−1,i to be nonzero for

i = 2, ..., d.

In the first three cases, the nonzero entries of matrices Σ(k), k = 1, ..., Q are

randomly drawn in the set {+1,−1}. In Model 4, all nonzero values set to be

0.4. Finally, for each class k we generate independently, identically distributed

observations X(k) = [xk
1 , ...,x

k
nk

] from an N (0,Σ(k)) distribution. In this ex-

periment, for each model, we generate a training set and a validation set with

size n1 = n2 = n3 = 150, d = 100 and Q = 3, 5. We also consider other sizes

n1 = n2 = n3 = 150 < d = 200 and Q = 3, 5 in the first model.

The selection procedure of parameters on synthetic datasets is described as

follows. We denote by {Σ̂λ,α,θ,ε} = {Σ̂(1)
λ,α,θ,ε, ..., Σ̂

(Q)
λ,α,θ,ε} the estimates of the

multiple covariance matrices {Σ} = {Σ(1), ...,Σ(Q)} from the training set with

parameters λ, α, θ, ε. Let {S(1)
valid, ...,S

(Q)
valid} be the sample covariance matrices

computed from the validation set. We choose the best parameters λ̂, α̂, θ̂, ε̂ by

(λ̂, α̂, θ̂, ε̂)

= arg max
λ,α,θ,ε

Q
∑

k=1

−nk[log det Σ̂
(k)
λ,α,θ,ε + tr((Σ̂

(k)
λ,α,θ,ε)

−1S
(k)
valid)].

To evaluate the performance of each method, we consider three loss functions

which are the average root-mean-square error (ARMSE), the average entropy
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loss (AEN) and the average Kullback-Leibler loss (AKL), respectively.

ARMSE = 1
Q

Q
∑

k=1

||Σ̂k−Σ
(k)||F

d ,

AEN = 1
Q

Q
∑

k=1

[− log det(Σ̂(k)Θ(k)) + tr(Σ̂(k)Θ(k)) − d],

AKL = 1
Q

Q
∑

k=1

[− log det(Θ̂(k)Σ(k)) + tr(Θ̂(k)Σ(k)) − d],

where Σ̂(k) is a sparse estimate of the covariance matrix Σ(k), Θ(k) = (Σ(k))−1,

and Θ̂(k) = (Σ̂(k))−1. In terms of the sparsity, we also consider three metrics

including the average false positive rate (the proportion of true zero elements

estimated as nonzero, denoted by FP), the average false negative rate (the

proportion of nonzero elements estimated as zero, denoted by FN) and the

common zeros error rate (the proportion of common zeros across Σ(1), ...,Σ(Q)

estimated as nonzero, denoted by CZ). They are respectively defined by

FP = 1
Q

∑Q
k=1

P

ij I(Σ
(k)
ij =0,Σ̂

(k)
ij 6=0)

P

ij I(Σ
(k)
ij

=0)
,

FN = 1
Q

∑Q
k=1

P

ij
I(Σ

(k)
ij

6=0,Σ̂
(k)
ij

=0)
P

ij I(Σ
(k)
ij 6=0)

,

CZ =
P

ij I(
PQ

k=1 |Σ
(k)
ij |=0,

PQ

k=1 |Σ̂
(k)
ij |6=0)

P

ij I(
PQ

k=1 |Σ
(k)
ij

|=0)
.

The numerical results including ARMSE, AEN, AKL, FP, FN, CZ, the train-

ing time in seconds and their standard deviations over 10 runs are reported in

Table 1-3. The numbers in parentheses are standard deviations. Bold fonts

indicate the best result in each row. Tables 1 and 2 consider the data in the

same dimension (d = 100, nk = 150) with different numbers of classes (Q = 3

in Table 1 and Q = 5 in Table 2), while Table 3 consider the data with a larger

dimension (d = 200 > nk = 150).
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Table 1: Numerical results of six comparative algorithms on syn-

thetic datasets with Q = 3, d = 100 and nk = 150.

DCA-`0 − `1,0 DCA-`0 − `2,0 DCA-`0,0 DCA-`1 − `2,1 DCA-w-`0,0 PGD-`0,0

M1

ARMSE 0.0381 (0.0017) 0.0597 (0.0001) 0.0385 (0.0008) 0.0715 (0.0019) 0.0471 (0.0007) 0.0406 (0.0011)

AEN 5.0686 (0.111) 5.7574 (0.0887) 7.5534 (0.8193) 7.9095 (0.9251) 7.48 (0.71) 7.6171 (1.1659)

AKL 1.9985 (0.009) 10.391 (0.392) 2.017 (0.001) 15.4362 (2.5568) 4.2695 (0.4215) 2.11 (0.1049)

FP 0.0018 (0) 0.1991 (0.0078) 0.0023 (0) 0.3257 (0.0466) 0.0788 (0.007) 0.004 (0.0002)

FN 0.0185 (0) 0 (0) 0.0166 (0.0026) 0 (0) 0.0166 (0.0078) 0.0166 (0.0026)

CZ 0.0009 (0.0001) 0.3053 (0.0171) 0.0012 (0.0002) 0.509 (0.0689) 0.0882 ( 0.0078) 0.0044 (0.001)

Time 168.52 (12.13) 227.985 (10.26) 201.69 (28.2) 179.41 (16.45) 479.36 ( 55.65) 1982.8 (29.3)

M2

ARMSE 0.2696 (0.0045) 0.2449 (0.0028) 0.283 (0.0061) 0.2544 (0.0018) 0.3059 (0.0002) 0.4028 (0.0114)

AEN 19.7197 (0.079) 8.2639 (0.3776) 15.7342 (0.9) 9.5852 (0.455) 16.0576 (0.6891) 18.1014 (1.7745)

AKL 21.2054 (1.5861) 10.3973 (0.2968) 23.9448 (2.1152) 16.0781 (1.1286) 28.8 (1.3757) 24.4039 (1.3741)

FP 0.1321 (0.0037) 0.0333 (0) 0.1534 (0.0023) 0.2441 (0.0191) 0.154 (0.002) 0.1448 (0.0115)

FN 0.0788 (0.0067) 0.363 (0.0073) 0.0801 (0.0346) 0.123 (0.0044) 0.09571 ( 0.0017) 0.0881 (0.004)

CZ 0.1454 (0.0039) 0.0618 (0.0014) 0.1677 (0.0012) 0.4013 (0.0329) 0.3461 ( 0.0756) 0.1635 (0.0122)

Time 202.35 (2.69) 222.4 (1.22) 197.86 (8.76) 175.2 (2.76) 343.93 (12.47) 2069.73 (7.09)

3
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M3

ARMSE 0.0297 (0.0002) 0.0469 (0.0026) 0.0841 (0.033) 0.0402 (0.0004) 0.0965 (0.0009) 0.0899 ( 0.1057)

AEN 4.2585 (0.2389) 11.2 (1.4542) 6.1743 (1.7627) 31.8804 (7.8063) 10.5121 (0.1209) 38.3836 (8.77)

AKL 6.9788 (0.5305) 24.539 (4.7554) 2.4683 (0.1796) 5.7352 (0.5543) 7.0199 (0.5774) 1.6314 (0.5153)

FP 0.1688 (0.0102) 0.4943 (0.0355) 0.0002 (0) 0 (0) 0.0055 (0.0006) 0.0005 (0.0005)

FN 0 (0) 0 (0) 0 (0) 0.0833 (0) 0 (0) 0 (0)

CZ 0.4136 (0.0204) 0.717 ( 0.043) 0.0002 (0) 0.0003 (0) 0.0055 (0.0006) 0.0008 (0.0005)

Time 116.7 (0.26) 229.74 (0.19) 188.43 (99.26) 182.63 (2.8) 141.71 (13.04) 984.8 (88.91)

M4

ARMSE 0.0174 (0.0002) 0.0415 (0.0001) 0.0175 (0.0012) 0.0412 ( 0.0002) 0.0709 (0.0028) 0.0154 (0.001)

AEN 7.175 (1.5333) 10.8688 (0.5784) 9.4899 (1.2251) 11.1003 (2.1296) 17.9928 (2.7433) 2.2626 (0.1516)

AKL 3.9272 (0.5571) 13.634 (0.2109) 4.2156 (0.5352) 13.4999 (0.3437) 9.3015 (3.1669) 2.8178 (0.1516)

FP 0.0041 (0.0001) 0.0391 (0.0012) 0.0031 (0.0004) 0.0428 (0.0043) 0.046 (0.0003) 0.0205 (0.0018)

FN 0.0171 (0.0026) 0.002 (0.0009) 0.0252 (0.0023) 0.0016 (0.0023) 0.0116 (0.0015) 0 (0)

CZ 0.0111 (0.0058) 0.0333 (0.0014) 0.0083 (0.001) 0.0594 (0.0091) 0.0508 (0.0003) 0.0595 (0.0058)

Time 168.64 (3.91) 226.56 (1.79) 131.7 (1.03) 163.71 (21.76) 192.17 (14.6) 2150.57 (35)

3
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Table 2: Numerical results of six comparative algorithms on syn-

thetic datasets with Q = 5, d = 100 and nk = 150.

Size DCA-`0 − `1,0 DCA-`0 − `2,0 DCA-`0,0 DCA-`1 − `2,1 DCA-w-`0,0 PGD-`0,0

M1

ARMSE 0.044 (0.0018) 0.0599 (0.0001) 0.047 (0.0033) 0.0655 (0.0017) 0.0558 (0.0002) 0.0459 (0.001)

AEN 4.8257 (0.2106) 6.609 (0.1578) 5.0285 (0.7967) 7.2929 (0.8934) 6.0004 (0.2104) 3.9857 (1.1793)

AKL 1.9201 (0.041) 12.3379 (0.3393) 2.2122 (0.2547) 13.8089 (2.195) 5.8324 (0.2146) 2.0904 (0.1711)

FP 0.011 (0.0012) 0.2854 (0.0333) 0.0127 (0.0038) 0.336 (0.0399) 0.03611 (0.0025) 0.013 (0.0017)

FN 0.0088 (0) 0 (0) 0.01 (0.0047) 0 (0) 0 (0) 0.0066 (0.0031)

CZ 0.0097 (0.001) 0.5234 (0.0736) 0.0114 (0.0033) 0.6221 (0.0679) 0.0348 (0.0013) 0.0137 (0.0011)

Time 203.75 (6.06) 386.17 (0.32) 228.43 (26.2) 302.11 (5.44) 553.13 (10.35) 2903.51 (498.58)

M2

ARMSE 0.2356 (0.0089) 0.1958 (0.0056) 0.2408 (0.0028) 0.2049 (0.0076) 0.241 (0.0019) 0.2521 (0.0145)

AEN 19.0316 (1.4859) 7.0435 (0.3582) 19.3134 (1.0337) 8.1291 (0.1702) 21.3881 (1.3683) 14.835 (5.266)

AKL 25.854 (1.0119) 9.2226 (0.598) 23.5866 (3.2311) 11.5028 (0.1844) 24.7421 (2.5573) 27.7589 (1.8117)

FP 0.2474 (0.0491) 0.0772 (0.0012) 0.2981 (0.0041) 0.1611 (0.016) 0.2812 (0.0245) 0.252 (0.0054)

FN 0.0275 (0.0048) 0.1647 (0.0092) 0.0188 (0.0042) 0.0861 (0.0232) 0.0213 (0.0032) 0.0346 (0.0048)

CZ 0.2861 (0.0501) 0.1555 (0) 0.454 (0.0122) 0.3225 (0.035) 0.3465 (0.0392) 0.2963 (0.0114)

Time 251.24 (6.58) 380.7 (2.69) 284.31 (3.12) 297.87 (2.6) 498.9 (118.43) 3476.26 (124.56)

4
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M3

ARMSE 0.0105 (0.0002) 0.0214 (0.0004) 0.0101 (0.0004) 0.0253 (0.0005) 0.106 (0.001) 0.0107 (0.0001)

AEN 0.5554 (0.0282) 20.9791 (6.4251) 0.5059 (0.0314) 6.6962 (6.3432) 0.5403 (0.0188) 0.6253 (0.03296)

AKL 0.5782 (0.0246) 2.7441 (0.2438) 0.523 (0.02) 3.1728 (0.5355) 0.5589 (0.0257) 0.6594 (0.0442)

FP 0.0002 (0.0001) 0.0024 (0.0003) 0.0013 (0.0001) 0.0029 (0.0002) 0.0003 (0) 0.0061 (0.0004)

FN 0 (0) 0.0285 (0.0001) 0 (0) 0 (0) 0 (0) 0 (0)

CZ 0.0069 (0.0004) 0.0052 (0.0005) 0.0041 (0.0007) 0.0061 (0.0001) 0.0549 (0.0007) 0.0256 (0.0025)

Time 38.93 (8.44) 253. 72 (43.97) 16.87 (3.42) 305.03 (2.01) 30.54 (2.45) 764.12 (14.46)

M4

ARMSE 0.0145 (0.0004) 0.0397 (0.001) 0.0128 (0.0003) 0.0386 (0.0005) 0.0281 (0.0209) 0.0122 (0.0006)

AEN 5.6426 (0.8228) 12.5991 (3.9518) 2.6486 (0.1344) 10.6253 (1.6804) 3.9778 (0.6436) 1.5349 (0.0561)

AKL 2.8214 (0.1954) 12.3653 (1.0526) 2.0312 (0.2397) 11.5881 (0.5695) 4.9378 (1.7801) 1.7578 (0.0894)

FP 0.0026 (0.0003) 0.0398 (0.0002) 0.0037 (0.0008) 0.0358 (0.0002) 0.0574 (0.0054) 0.0148 (0.008)

FN 0.0113 (0.0013) 0.0154 (0.0087) 0.005 (0.0012) 0.0036 (0.0022) 0.0137 (0.0029) 0 (0)

CZ 0.0071 (0.0007) 0.0667 (0.002) 0.0114 (0.003) 0.0587 (0.0011) 0.0631 (0.0034) 0.0644 (0.0001)

Time 180.36 (1.76) 320.65 (94.63) 144.58 (4.75) 305.36 (4.29) 541.51 (64.16) 3553.1 (58.04)

4
1



Table 3: Numerical results of six comparative algorithms for the

M1 model with Q = 3, Q = 5 and d = 200 > nk = 150.

DCA-`0 − `1,0 DCA-`0 − `2,0 DCA-`0,0 DCA-`1 − `2,1 DCA-w-`0,0 PGD-`0,0

Q
=

3

ARMSE 0.0426 (0) 0.0894 (0.0321) 0.0525 (0.0158) 0.1224 (0.0111) 0.0629 (0.0216) 0.0659 (0.0351)

AEN 18.4655 (2.5195) 36.2179 (26.758) 26.8817 (6.8868) 32.4057 (3.6644) 30.76 (4.2259) 36.5135 (9.2809)

AKL 4.1365 (1.1152) 30.1647 (2.4198) 8.3445 (6.9359) 81.0891 (10.110) 10.386 (4.7861) 15.4805 (6.9634)

FP 0.0049 (0.0005) 0.2086 (0.0294) 0.0117 (0.0104) 0.5835 (0.0597) 0.0284 (0.004) 0.02436 (0.0026)

FN 0.0185 (0.0113) 0.0408 (0.0246) 0.0184 (0.0012) 0 (0) 0 (0) 0.0114 (0.0062)

CZ 0.0045 (0.0003) 0.03391 (0.01479) 0.0119 (0.0112) 0.822 (0.0606) 0. 0247 (0.0072) 0.0259 (0.0028)

Time 847.57 (57.81) 1190.57 (67.49) 1142.47 (67.06) 1042.32 (10.87) 5551.18 (45.91) 10937.21 (389.67)

Q
=

5

ARMSE 0.0564 (0.0012) 0.1238 (0.027) 0.0832 (0.0132) 0.1276 (0.0055) 0.0918 (0.0193) 0.0824 (0.0282)

AEN 9.5855 (3.6704) 68.0489 (3.7496) 30.1689 (6.3052) 39.4 (2.4412) 30.0735 (5.1566) 22.4321 (10.1848)

AKL 5.1279 (0.7131) 37.3221 (13.5456) 17.1981 (5.8622) 107.1191 (7.0967) 21.0489 (2.1294) 15.3805 (5.1433)

FP 0.0217 (0.0009) 0.5201 (0.01666) 0.0687 (0.0061) 0.6558 (0.0243) 0.0805 (0.002) 0.0646 (0.0503)

FN 0.0083 (0.0047) 0 (0) 0.01 (0.0008) 0 (0) 0.0241 (0.0001) 0.01 (0.0022)

CZ 0.0224 (0.0015) 0.8699 (0.01233) 0.0738 (0.0271) 0.9613 (0.01) 0.0951 (0.0038) 0.0705 (0.0159)

Time 1779.09 (20.64) 2066.66 (6.92) 1448.37 (187.34) 1734.31 (0.601) 1012.81 (105.27) 18334.11 (170.87)
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We observe from Table 1 that DCA-`0 − `1,0 gives the best results in terms

of all three losses on the model M1. It also provides the best results in terms

of two out of three losses on the M3. However, on the M2, DCA-`0 − `2,0 gives

the best results in terms of all three losses. PGD-`0,0 obtains the best results in

terms of all three losses on the model M4 and it is also the best in terms of the

Kullback-Leibler loss on the M3. DCA-`0,0 achieves quite good results on the all

models. In general, DCA-`0− `1,0 and DCA-`0,0 are better than DCA-`0− `2,0,

DCA-`1 − `2,1, DCA-w-`0,0, and PGD-`0,0 in terms of the false positive, the

false negative and the common zeros rates while DCA-`0 − `2,0 is better than

DCA-`1 − `2,1. In terms of running time, the DCA based algorithms are faster

than PGD-`0,0.

Table 2 provides numerical results with Q = 5 classes and the same dimen-

sion (d = 100 and nk = 150). In Table 2, in terms of three losses, DCA-`0−`1,0,

DCA-`0,0, DCA-w-`0,0, and PGD-`0,0 are comparable and better than DCA-

`0 − `2,0 and DCA-`1 − `2,1 on the three models 1, 3 and 4. More precisely,

DCA-`0−`1,0 , DCA-`0,0, and PGD-`0,0 are the best on the models M1, M3 and

M4, respectively. DCA-`0 − `2,0 achieves the best results in terms of the three

losses on the M2. Similar to the previous experiment, DCA-`0− `1,0 and DCA-

`0,0 are most of the time better than DCA-`0−`2,0, DCA-`1−`2,1, DCA-w-`0,0,

and PGD-`0,0 in terms of the false positive, the false negative and the common

zeros rates while DCA-`0 − `2,0 is better than DCA-`1 − `2,1. Regarding the

training time, DCA-`0 − `1,0 and DCA-`0,0 are faster than DCA-`0 − `2,0 and

DCA-`1 − `2,1 on all four models, especially, on the M3. This can be explained

by the fact that the sequences of convex sub-problems in DCA-`0 − `1,0 and

DCA-`0,0 can be decomposed into the independent smaller sub-problems. The

DCA based algorithms run faster than PGD-`0,0.

Table 3 provides numerical results on synthetic datasets for the M1 with

Q = 3 and Q = 5 classes and the dimension d = 200 > nk = 150. Concerning

Table 3, we observe that DCA-`0−`1,0 and DCA-`0,0 are comparable and better

than DCA-`0− `2,0, DCA-`1− `2,1, DCA-w-`0,0 and PGD-`0,0 in terms of most

of the comparison criteria. In particular, DCA-`0 − `1,0 is slightly better than
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DCA-`0,0.

5.4. Experiments on real datasets

We illustrate the use of the estimation of multiple sparse covariance matrices

via a real application: a classification problem based Quadratic Discriminant

Analysis (QDA). This application requires the estimation of the covariance ma-

trices. We assume that nk observations xk
i (i = 1, ..., nk) within the k-th class

Ck are sampled from N (µk,Σ
(k)). We denote the prior probability of the k-th

class by πk. The quadratic discriminant function is

δk(x) = −1

2
logdet Σ(k) − 1

2
(x− µk)T (Σ(k))−1(x − µk) + logπk.

Then the predicted class for a new observation x is arg maxk δk(x). In practice

we do not know πk, µk,Σ
(k), and will need to estimate them using the training

data.

We evaluate the proposed algorithms on seven datasets from UCI Machine

Learning Repository1 (Wine, Vehicle, Vowel, Satimage, Waveform 2, Optical

Recognition of Handwritten Digits, and Semeion Handwritten Digit). We use

the cross-validation scheme to validate the performance of various approaches

on these seven datasets. Each dataset is split into a training set containing 2/3

of the samples and a test set containing 1/3 of the samples. This process is

repeated 10 times, each with a random choice of training set and test set. The

tuning parameters are chosen via 5-fold cross-validation to achieve the lowest

testing error.

Table 4: Numerical results of 7 comparative algorithms on real

datasets.

1https://archive.ics.uci.edu/ml/datasets
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Data Algorithm Testing error (%) Training error (%) Time (seconds)
W

in
e

DCA-`0 − `1,0 2.15 (0.6) 1.41 (0.29) 4.99 (3.76)

DCA-`0 − `2,0 2.25 (0.97) 4.2 (0.52) 5.04 (5.52)

DCA-`0,0 2.05 (1.69) 3.36 (2.9) 2.13 (6.02)

DCA-`1 − `2,1 2.22 (0.54) 3.67 (1.29) 2.8 (0.74)

DCA-w-`0,0 3.38 (0.91) 2.52 ( 0.84) 6.65 (1.35)

PGD-`0,0 3.77 (0.46) 1.83 (0.84) 63.91 (10.51)

QDA 5.55 (0.92) 0.84 (0.47) -

V
eh

ic
le

DCA-`0 − `1,0 16.31 (1.77) 11.17 (1.11) 0.07 (0.02)

DCA-`0 − `2,0 16.07 (1.63) 9.36 (1.54) 0.08 (0.01)

DCA-`0,0 15.95 (0.38) 10.1 (0.97) 0.07 (0.01)

DCA-`1 − `2,1 16.66 (1.63) 11.23 (0.1) 0.07 (0.01)

DCA-w-`0,0 16.64 (1.99) 9.87 (1.51) 0.11 (0.02)

PGD-`0,0 15.68 (1.86) 10 (0.98) 1.2 (0.02)

QDA 18.33 (1.64) 8.91 (1.08) -

V
ow

el

DCA-`0 − `1,0 20.3 (0.23) 12.87 (0.46) 27.04 (4.13)

DCA-`0 − `2,0 19.69 (0.44) 13.7 (0.78) 32.25 (3.17)

DCA-`0,0 18.48 (1.09) 11.96 (0.92) 31.79 (3.35)

DCA-`1 − `2,1 20.81 (1.66) 13.84 (1.34) 26.82 (2.05)

DCA-w-`0,0 19.09 (1.4) 14.09 (1.62) 30.6 (0.4)

PGD-`0,0 19.88 (1.23) 14.07 (1.18) 528.44 (10.53)

QDA 23.03 (0.3) 13.68 (1.91) -

S
a
ti

m
a
g
e

DCA-`0 − `1,0 23.71 (1.13) 21.33 (0.22) 30.85 (2.21)

DCA-`0 − `2,0 18.06 (1.35) 15.68 (1.45) 59.73 (5.43)

DCA-`0,0 22.76 (0.83) 20.6 (0.82) 70.9 (32.08)

DCA-`1 − `2,1 19.21 (0.33) 17.73 (0.93) 48.67 (2.14)

DCA-w-`0,0 23.04 (2.45) 21.04 (2.45) 123.38 (14.58)

PGD-`0,0 26.87 (1.48) 23.9 (1.7) 718.54 (6.45)

QDA 39.04 (0.87) 35.63 (0.48) -
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W
av

ef
o
rm

2
DCA-`0 − `1,0 13.01 (0.25) 11.41 (1.3) 3.28 (1.14)

DCA-`0 − `2,0 14.64 (0.38) 12.68 (0.32) 12.5 (2.48)

DCA-`0,0 14.1 (0.59) 12.78 (0.23) 3.72 (1.79)

DCA-`1 − `2,1 13.42 (0.94) 12.17 (0.93) 13.98 (2.79)

DCA-w-`0,0 15.14 (0.73) 11.96 (0.61) 14.49 (0.32)

PGD-`0,0 15.97 (1.44) 14.73 (1.97) 16.64 (3.17)

QDA 16.42 (0.76) 9.07 (0.31) -

O
p
ti

ca
l

DCA-`0 − `1,0 2.74 (0.31) 1.92 (0.14) 97.9 (10.43)

DCA-`0 − `2,0 3.64 (0.18) 2.05 (0.39) 582.92 (22.75)

DCA-`0,0 2.98 (0.64) 2.15 (0.38) 106.49 (10.46)

DCA-`1 − `2,1 3.98 (0.41) 3.18 (0.51) 574.66 (36.81)

DCA-w-`0,0 3.78 (0.15) 2.44 (0.5) 134.74 (15.79)

PGD-`0,0 3.93 (0.45) 2.78 (0.24) 2792.21 (6.62)

QDA 4.2 (0.47) 2.49 (0.21) -

S
em

ei
o
n

DCA-`0 − `1,0 5.28 (0.27)) 1.97 (0.76) 167.85 (22.71)

DCA-`0 − `2,0 4.89 (0.76) 1.97 (0.67) 945.18 (68.32)

DCA-`0,0 5.24 (0.38) 2.51 (0.42) 264.94 (84.04)

DCA-`1 − `2,1 6.02 (0.58) 1.01 (0.44) 947.56 (153.15)

DCA-w-`0,0 5.71 (0.93) 2.12 (0.38) 310.58 (25.12)

PGD-`0,0 5.49 (0.97) 1.78 (0.53) 9456.58 (152.46)

QDA 6.26 (0.43) 0 (0) -

The computational results of the six comparative algorithms in the previous

experiment and QDA are reported in Table 4. As before, the numbers in paren-

theses are standard deviations, and bold fonts indicate the best result in each

row.

We observe from Table 4 that the DCA based algorithms and PGD-`0,0 give

better testing errors than QDA on all datasets and they also achieve better

training errors than QDA on three out of seven datasets. DCA-`0 − `1,0 and
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DCA-`0,0 outperform DCA-`0− `2,0, DCA-`1− `2,1, DCA-w-`0,0, and PGD-`0,0

in terms of the testing error on 5/7 datasets. DCA-`0 − `1,0 and DCA-`0,0 are

also better than DCA-`0 − `2,0, DCA-`1 − `2,1, DCA-w-`0,0 and PGD-`0,0 in

terms of the training on 4/7 datasets. More precisely, in terms of the testing

error, DCA-`0,0 obtains better performances than DCA-`0−`1,0 on 6/7 datasets

while DCA-`0 − `2,0 is better than DCA-`1 − `2,1 on 5/7 datasets. As for the

training time, DCA-`0− `1,0 is the fastest on 5/7 datasets, and we further note

that the DCA-`0 − `1,0 and DCA-`0,0 are significantly faster than the other

approaches on the last three datasets (Waveform 2, Optical and Semeion).

6. Conclusion

In a unifying DC programming framework, we have studied the bi-level vari-

able selection in a learning problem whose the loss function is DC (possibly non-

differentiable) while the regularization term dealing with sparsity is the `0 +`q,0

and/or `0,0 mixed norm. Using a general DC approximate function (possibly

non-differentiable) of the step function that covers all existing approximations

as special cases, we have shown that the `0 + `q,0 and `0,0 approximations can

be expressed as DC functions. Then the two resulting approximate problems

have been reformulated as DC programs for which two DCA schemes have been

investigated. We have offered efficient DCA based approaches for tackling sev-

eral difficult problems/real applications The proposed algorithms have been

successfully applied to the bi-level variable selection in multiple sparse covari-

ance matrices estimation problem. Numerical experiments on both simulation

and real datasets have shown that DCA-`0 − `1,0 and DCA-`0,0 have obtained

the best performance on most of the comparison criteria, and are the fastest

algorithms.

In the future, we will study the bi-level variable selection for other appli-

cations. We also study the combination of DCA and other methods for the

problem of multiple sparse covariance matrices estimation.
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