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Abstract 

Analysis of epitranscriptomic RNA modifications by deep sequencing-based approaches brings an 

essential contribution to the general knowledge on their precise locations and relative stoichiometry 

in cellular RNAs. To reveal RNA modifications, several analytical approaches have been proposed, 

including antibody-driven enrichment, analysis of RT-signatures and specific chemical treatments. 

However, analysis and interpretation of these massive datasets, especially for low abundant cellular 

RNAs (e.g. mRNA and lncRNA) is not easy nor straightforward, since the insufficient specificity and 

selectivity are leading to massive false-positive and false-negative identifications. The main issue in 

the application of these methods relies on a subjective classification of potentially modified 

positions, mostly based on arbitrarily defined threshold values for different scores. Such approach 

using pre-defined scores’ values was revealed to be appropriate for limited complexity datasets (for 

tRNA and/or rRNA analysis), but application to longer reference sequences requires much better 

classification algorithms. In this work we applied a machine learning algorithm (Random Forest, RF) 

to create a predictive model for analysis of 2’-O-methylated sites in RNA using RiboMethSeq 

datasets. Model’s training was performed on a large collection of human rRNA datasets with well-

known modification profiles and the performance of the prediction was assessed using 

experimentally defined profiles for other eukaryotic rRNAs (S. cerevisiae and A. thaliana). 

Application of this Random Forest prediction model for detection of other RNA modifications and to 

more complex datasets is discussed.  
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Introduction 

Mapping and precise quantification of epitranscriptomic RNA modifications are essential to better 

understand their functions in different steps of RNA metabolism. RNA modifications were shown to 

regulate RNA stability, RNA processing and translation [1–11]. Amongst approaches, capable of 

detecting RNA modifications, the deep sequencing-based protocols now play a major role [2,12–16]. 

Only these techniques do not need purification of totally homogeneous RNA prior to analysis and, 

with optimized protocols of library preparation, require only a tiny amount of input RNA. Due to 

these essential features, deep sequencing is now widely used as a gold standard method for 

detection, mapping and quantification of RNA modified residues [15,16]. 

However, such high-throughput analysis of complex reference sequences precludes site-by-site 

validation of the potential modification candidates, and thus such approaches should have 

extraordinary specificity and precision, to provide reliable RNA modification profiles in an automatic 

bioinformatic pipeline [17–21]. Even a relatively low False Discovery Rate (FDR) will generate 

hundreds or thousands of false positive identifications, even when applied to transcriptomes of 106-

107 nucleotides. Considering this, application of simple thresholds for detection of modifications in 

highly abundant and extensively modified RNA (like rRNAs) is still possible but becomes of limited 

value when analysis should be performed for sparsely (and, in addition, only partially) modified RNA 

species. 

Alkaline hydrolysis-based RiboMethSeq protocol is now extensively used for quantification of RNA 

modifications (mostly in rRNA and tRNAs) [14,22–26], and, in some instances, was also applied to 

establish de novo modification profiles. Such de novo mapping was recently performed for 

A. thaliana and X. laevis rRNA [27,28], and for FTSJ3-dependent Nm modifications in HIV-1 RNA [24]. 

In all these cases, multiple false positive hits were detected, and additional validation by 

complementary approaches was necessary to establish a reliable Nm modification pattern.  

In the current model used for prediction of Nm modification sites in unknown RNA, only two major 

RiboMethSeq scores [29–31] define classification of a potential candidate site. ScoreMean provides 

sensitivity, but has somehow a limited specificity, while ScoreA displays the opposite behavior 

(Figure 1). Thus, in practice, the best compromise in detection of modified positions is defined as a 

combination of two thresholds (e.g. ScoreMean > 0.92 and ScoreA > 0.5), this combination was 

determined through the previous analysis of ROC curves [29]. In most cases, this default 

combination of scores ensures efficient detection of highly modified Nm sites (observed 

MethScore=ScoreC > 0.85) but shows only a limited performance in prediction of partially modified 

positions (with MethScore < 0.75). Additional RiboMethSeq scores [32,33] (ScoreB and MethScore) 

are rarely used for de novo mapping since they show only limited discrimination of modified and 
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unmodified positions. Thus, to improve both specificity and sensitivity of Nm mapping from 

experimental RiboMethSeq datasets [34], more advanced approaches are required, ideally including 

combination of different scores and other features of the analyzed RNA sequence. In this 

perspective, the use of machine learning algorithms may fulfill criteria for more accurate 

approaches.  

 

 

Figure 1 Scatter plot for scores mean and A2 for randomly selected RiboMethSeq sample of human 

28S rRNA. Unmodified residues (A, C, G and U) are shown as dots with pastel color, known modified 

sites are in solid color. Commonly used combination of thresholds for score A2 (> 0.5) and score 

mean (> 0.92) is shown as dashed red lines. Positions holding exceeding values for both scores are 

considered to be 2’-O-methylated candidates. 
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Machine learning algorithms’ applications for data treatment are recurrent, especially in 

biomedical/clinic research fields, due to very high global volume of data to be analyzed. Depending 

on the goal behind data analysis, multiple machine learning algorithms offering different approaches 

can be used. Unsupervised learning algorithms have proved to be able to discover new mechanisms 

of pathology through studious analyses of genomic and transcriptomic data [35–37]. Supervised 

learning algorithms, like PSI-Sigma or DeepM6ASeq [38,39], are used in epitranscriptomics for 

modification detection, on the basis of the sequence context and secondary structure predictions. 

Such algorithms are also used in Nanopore sequencing for base calling and modification predictions 

[40,41]. Such tools could also be applied to chemically treated or pre-enriched RNAs, like in the case 

of Bisulfite sequencing, MeRIP-seq or in this work, to RiboMethSeq. 

Kernel machines such as support-vector machines (SVM), decision trees with Random Forest (RF) 

and artificial neural networks seem to be suitable for prediction of modified RNA sites from 

experimental datasets. Artificial neural networks is the main model used in Nanopore sequencing 

technology [42–44] due to its capacity to mimic brain behavior for decision making. However, 

complexity of such models makes model’s prediction traceback difficult. SVM allow a clear view on 

how the predictions are done, and tuning the prediction performances can be done easily, but the 

kernel trick approach shows weaknesses for noisy data and overlapping classes. RF, based on 

predictions by multiple decision trees, makes the prediction procedure clear enough to understand 

how it is achieved, shows better accuracy than most of the other classification algorithms while 

providing probabilistic estimates through trees classification votes’ rate. This tool has already been 

used for modification predictions by analysis of RT signatures [45,46]. However, RF is also known to 

be highly biased if incorrectly configured. Out of these three approaches, RF seems to be the best 

algorithm for analysis of RiboMethSeq data and prediction of the potentially modified Nm sites.  

In this manuscript we describe application of RF prediction model for a comprehensive analysis of 

RiboMethSeq datasets. 

Materials and Methods 

RiboMethSeq datasets used in the study 

RF models have been created and tested on 62 complete wild-type human rRNA samples (446 214 

nucleotide positions) from different cell cultures (Table S1, [34], ENA accession n° PRJEB46620). To 

reduce biases of sample selection, 80% of the data (356 970 of randomly selected sites) has been 

used as a training dataset, while the last 20% (89 243 sites) served as an internal testing dataset for 

initial assessment of models’ performance. 
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RiboMethSeq datasets for yeast S. cerevisiae (6 datasets) and plant A. thaliana (3 datasets) have 

been described previously [22,27] and available in public databases (ENA accession n° PRJEB35565). 

Data storage and analyses have been handled by a Unix server Dell R740 under Ubuntu LTS 20.4. 

Raw data have been trimmed by Trimmomatic version 0.32/0.39 and aligned by Bowtie2 version 

2.2.2/2.2.4 as described [22,27,34].  

All calculations for RF application and model analysis has been done on RStudio Server Version 

"Juliet Rose" 1.4.1717 with R version “Bird Hippie“ 4.1.2. Specific data transformation required R 

package “reshape2” version 1.4.4, RF algorithm has been provided by the R package “randomForest” 

version 4.6-14 and graphics have been produced by R packages “ggplot2” version 3.3.5 and 

“RColorBrewer” version version 1.1-2. 

Results 

Brief outline of RiboMethSeq analysis 

Analysis of Nm sites in RNA by RiboMethSeq is essentially based on a relative protection against 

alkaline hydrolysis, which can be provided by different factors, including adjacent 2’-O-methylation. 

The replacement of 2’-OH by 2’-O-CH3 very substantially reduces the nucleophilicity of the 2'-oxygen 

atom in ribose, thus reducing the cleavage of the 3’-adjacent phosphodiester bond in the RNA 

sequence. This protection is not fully quantitative, but 95-99% reduction of the cleavage rate is 

generally observed. Partial methylation provides only partial protection, therefore the modification 

rate can be rather precisely defined [47]. In a randomly cleaved RNA, fragments starting at N+1 

position and ending exactly at an Nm residue are substantially under-represented. This under-

representation is detected and quantified by deep sequencing, after conversion of the RNA 

fragments to sequencing library and sequencing in single read (generally SR50) or paired-end mode. 

Both count profiles for 5’-reads’ extremities at N+1 and 3’-ends at N positions show a characteristic 

coverage gap at the position of modification. Initial versions of RiboMethSeq analysis mainly used 5’-

end count showing typical N+1 nt gap [22,47], but cumulated 5’/3’-ends’ count provides a better 

discrimination of modified positions and more precise quantification of the modification rate [29]. 

During merging of 5’-end and 3’-end counts, the -1 backshift for 5’-ends is introduced, to align the 

gap exactly to the position of Nm residue in RNA (Figure 2).  
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Figure 2 Typical RiboMethSeq profiles for human 5.8S rRNA. Top panel - 5’-end count (blue), middle 

panel - 3’-end count (red) and merged profile (bottom, green). Positions of two known Nm residues 

(Um14 and Gm75) in 5.8S rRNA are shown. Numbering is in 0->n-1 format (from *.bed format), so 

Um14 and Gm75 signals appear at the nucleotide positions N and not at N+1.  

Parameters and scores extracted from RiboMethSeq dataset 

The depth and other characteristic features of the Nm-related gap in cumulated profile is measured 

using several RiboMethSeq specific scores. Construction of this scoring system was previously 

described in details [22,29,32] and outlined in Supp Figure S1. Since the random alkaline cleavage 

profile for real RNA is not perfectly regular, some nucleotide positions may show partial protection, 

related to multiple factors, such as residual RNA structure under alkaline hydrolysis, unequal 

cleavage at different nucleotides or nucleotide’s environments, as well as to biases related to 

preferential adapter ligation to RNA fragments and PCR amplification during library preparation. At 

the clustering and sequencing steps, some sequence contexts may be under- or over-represented, 

and exclusion of ambiguously mapped reads also alters the observed ends' coverage. All these 

factors collectively contribute to irregular cleavage profiles obtained for different RNA species.  

The easiest and the most straightforward parameter indicating a potential Nm residue in RNA 

sequence might be global protection from cleavage, compared to other neighboring positions. 
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However, in practice, this global (raw) protection is not a sufficiently robust criteria for precise 

discrimination between irregular cleavage and the presence of Nm residue.  

Considering various factors contributing to irregularities of RNA cleavage, RiboMethSeq scores are 

designed to include the cleavage profile at the neighboring positions in the value calculated for a 

given nucleotide. Initial protocol arbitrarily suggested inclusion of positions from -6 to +6, albeit with 

reduced weight coefficients, varying from 1.0 to 0.5, depending on their relative distance to the Nm 

site [32]. Later, thoughtful analysis of different calculation intervals demonstrated that the optimal 

distance, providing the best discrimination of Nm positions and their quantification is +/-2 nt 

(instead of +/-6 nt used previously) [29]. Thus, all scores used in this work were calculated for +/-2 nt 

interval with weight coefficients 1 (pos -1/+1) and 0.9 (pos -2/+2). In addition to the classical 

RiboMethSeq scoring system [29,32], an additional ScoreAngle was suggested [26]. This score 

represents only the depth of the gap, without considering other neighboring positions in the profile. 

Thus, ScoreAngle provides very high sensitivity, but relatively low specificity, since any accidental 

drop in the coverage profile may be considered as a valid signal. Other RiboMethSeq scores (ScoreA, 

ScoreB and ScoreC=MethScore) are less sensitive to position-to-position variations, since they 

consider global variations of the coverage in a given region.  

Discrimination of Nm from other modified nucleotides 

An additional layer of complexity in the analysis of RiboMethSeq data, especially for eukaryotic 

rRNA, is related to the false positive (FP) signals raised by other modified nucleotides, mostly 

pseudouridines (ψ), which are also rather frequent in these RNA species. The exact origin of such 

non-Nm signals observed in RiboMethSeq remains unclear, it was suggested that they may appear 

due to adapter ligation biases [22,32]. Similar behavior was also noticed for m7G (modification 

common in tRNAs) [14] and, in part, for m6
2A (a highly conserved double methylation found at the 

3’-end of 16S/18S rRNA). The signal for m6
2A may be related to both ligation bias and to strong RT-

arrest signal during primer extension. However, other RT-arresting RNA modifications (like m1A, 

m1G, m3U, m1acp3ψ, …) were not shown to generate sharp RiboMethSeq signals, but rather 

progressively reduce global coverage in the region (~20 nt) upstream of such modification. RT-silent 

modified residues (m5C, m2G, ac4C, …) are not visible in RiboMethSeq protection profiles. 

Considering these points, the discrimination model for prediction of Nm sites should include also 

other potential RNA modifications (at least pseudouridines), especially if prediction is done for 

eukaryotic rRNA, rich in such modified residues.  
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Construction of the predictive Random Forest model  

In order to include in the Random Forest (RF) model the maximum of information about the RNA 

sequence as well as on other features of the cleavage profile, the parameters of different nature 

were retained for model construction. We considered sequence features (nature of the base 

included as “base” parameter and identity of -6/+6 surrounding bases), calculated RiboMethSeq 

scores (in -2/+2 neighbourhood) and score-related values for a given position (ratioL/R, aroundL/R, 

protection, scores, etc, see Supp Figure S1 for more details on all these scores and related values), 

scores calculated for neighboring positions (called prevScores) and auxiliary information to annotate 

low coverage regions (see Table 1 for a full list). Three main RF models were created, and their 

performance evaluated: “Full model” including all possible features, “no_Surrounding_base_info” 

model retaining all scores but omitting sequence information (except the identity of the modified 

residue), and “no_Surrounding_info” model where both sequence and scores for neighboring 

positions were omitted.  

Importance of each parameter was evaluated using different RF model trained on a large collection 

of experimentally obtained RiboMethSeq datasets for human rRNA, and considering possibility to 

predict Nm and pseudouridines only, as well as other modified nucleotides found in human rRNA 

(separated in two groups: RT-arresting and RT-silent RNA modifications).  

Overall inspection of models’ performance in prediction of Nm and ψ residues, as well as RT-

arresting and RT-silent residues (see Supp Figures S2-S6) pointed out the importance of both 

RiboMethSeq scores and sequence information for prediction of modifications. However, for 

prediction of Nm and ψ residues the nature of the modified nucleotide (base) plays a major role in 

discrimination (Supp Figure S2), followed by values of RiboMethSeq scores, while the sequence 

context brings only a minor contribution. In contrast, the prediction of RT-arresting and RT-silent 

nucleotides is mostly based on surrounding sequence features, since these modifications are rare in 

rRNA and found at conserved sequences in all samples in the dataset.  

The performance of different models was evaluated by “precision” and “sensitivity” parameters 

(Supp Figure S3). Precision was calculated as ratio of true positives to total predicted positives, while 

sensitivity represents the ratio of true positives to total (actual) positives in the data. “Full model” 

and “no_Surrounding_base_info” models show very similar precision, while sensitivity for low and 

variably modified positions decreases without surrounding sequence information, since these 

modifications with low RiboMethSeq scores are mostly predicted in a sequence context, like RT-

silent and RT-arresting residues.  

The same conclusion can be drawn from inspection of prediction frequency (Supp Figure S4); the 

“Full model” model reliably predicts both highly modified and invariable residues 
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(Am/Cm/Gm/Um/ψm) and also variably modified and low modified/almost unmodified positions 

(vAm/vCm/vGm/vUm/_Cm/_Um/_Gm). However, when surrounding sequence information is not 

included (model “no_Surrounding_base_info”), prediction of highly modified positions is only 

minorly affected, while for others classification into unmodified group substantially increases. This 

clearly indicates that those variable and low-modified residues (as well as RT-silent and most of RT-

arresting modifications) are classified mostly relying on the sequence context, and not according to 

the RiboMethSeq signals. Such prediction using the conserved cleavage profile around the modified 

site as prediction criteria also explains very good results in prediction of Ψm residues in the internal 

human dataset. 

Taking into account these observations, the model excluding sequence related information for the 

neighboring positions (“no_Surrounding_base_info”) shows the best results in prediction of Nm and 

Ψ residues and thus was investigated in more details. The model excluding all sequence and score-

related information on the neighbors of the modified nucleotide (“no_Surrounding_info”) showed 

considerably degraded performance compared the two others. 

 

 

Figure 3 Importance of RF model’s parameters and performance of “no_Surrounding_Base_info” 

model in detection of Nm and pseudouridine (Psi/ψ) residues (other models and their performance 

are illustrated in Supp Figures S2-S6). Panel A – Relative importance for each feature has been 

calculated by normalizing Gini importance (or mean decrease impurity) across all features. Panel B 
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shows the influence of the RF model on the precision (left) and sensitivity (right) of Nm and ψ 

detection. Identity of the models is shown on the bottom (Full model, no surrounding base info, no 

surrounding info). Panel C shows the results of predictions for confirmed and invariable Nm residues 

(Am, Cm, Gm, Um), variable positions Nm (vAm, vCm, vGm, vUm) and some low modified positions 

(_Um, _Gm, _Cm). No low modified _Am residues were present in the training dataset. Unmod 

stands for unmodified nucleotide in the sequence. Panels D and E show distribution of False-positive 

(FP) and False-negative (FN) hits for predictions using internal training dataset (20% of human 

RiboMethSeq datasets kept aside for validation, see Materials&Methods). 

 

The behavior of the “no_Surrounding_base_info” model is illustrated in Figure 3. As mentioned 

above, the nature of the base, the ratioL/aroundL values as well as protection, ScoreMean and 

ScoreAngle play major roles in discrimination (Figure 3A). Precision of the model is very high, the 

value is very close to 1.0 and does not differ much from the “Full model” for Nm prediction, while 

sensitivity remained high for constitutively modified sites (Figure 3B). Proportion of correctly 

predicted Nm and Ψ positions was high for constitutive rRNA modifications and moderate for 

variably and low modified sites (annotated as vNm and _Nm, respectively) (Figure 3C). Analysis of FP 

hits showed a very low number of incorrectly predicted locations (~10 unmodified positions were 

predicted as Ψ residues for the whole dataset) (Figure 3D). Moreover, FN predictions were also 

moderate, with <10 Nm which were not predicted, however this proportion is much higher for Ψ 

residues (Figure 3E). Overall, considering the dataset used for validation (20% of total dataset, so ~ 

13 samples), the “no_Surrounding_base_info” model showed almost exceptional performance in the 

Nm detection and discrimination from Ψ residues. 

Validation of the predictive RF model using S. cerevisiae and A. thaliana 

RiboMethSeq datasets 

Since the use of identical sequences (here H. sapiens rRNA datasets) for both training and 

performance measurements is highly biased by predictions based on “known sequence” and “known 

profile”, the performance of the RF models have been also assessed using additional RiboMethSeq 

datasets, for relatively distant rRNAs from S. cerevisiae and from A. thaliana.  
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Figure 4 Validation of RF models using RiboMethSeq datasets for S. cerevisiae and A. thaliana rRNAs. 

Only Nm and Ψ residues were reliably mapped in A. thaliana rRNAs and this limited modification 

profile was used as a reference. Results of prediction for Nm, ψ and other RNA modifications are 

shown for “no_Surrounding_Base_info” model applied for S. cerevisiae (A) and A. thaliana (D) 

RiboMethSeq datasets. Identity of prediction is shown by color. Panels B and F show FP hits for 

S. cerevisiae (B) and A. thaliana (E) datasets, while panels C and F list FN predictions for both.  

 

Figure 4 demonstrates that analysis of S. cerevisiae and A. thaliana RiboMethSeq datasets gives very 

similar results for “no_Surrounding_Base_info” RF model, even with relatively different rRNA 

sequences. Substantial proportion of Nm residues was correctly predicted (Figure 4A-D), moreover, 

the FP/FN predictions remain very limited (Figure 4B-F), again as in the case of internal human 

dataset, most FP/FN hits are ψ, but not Nm residues.  

Overall, Nm sites in both datasets were predicted with a high precision albeit with somehow 

reduced sensitivity, which is also related to incomplete modification at some S. cerevisiae and 

A. thaliana rRNA sites. 

More detailed analysis of performance and predictions obtained using other RF models (Supp 

Figures S2-S6) demonstrated that the results obtained with “Full model” are rather similar to 

“no_Surrounding_Base_info” model, except detection of almost universal modification 18S-m6
2A, 
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which is present in highly conserved sequence context and thus efficiently detected by “Full model” 

in yeast rRNA. Other RT-arresting or RT-silent modifications were not detected, since no 

RiboMethSeq signal was generated for those residues. Overall performance of the selected RF model 

is much better than combination of scores’ thresholds (Supp Figure S7). 

Performance of reduced RF model for Nm and Ψ prediction 

Since the importance of different RF models’ features is not equal, to reduce computational efforts 

and complexity of the scripts, we decided to test the possibility to use the reduced RF prediction 

model including only 8 most important parameters, namely nature of nucleotide (base), and 

different RiboMethSeq scores (ratioL, ratioR, around L, aroundR, protection, ScoreMean and 

ScoreAngle, see Table 1 and Figure 5A). Performance of this reduced model was evaluated as three 

others, using first internal human dataset and validation datasets from S. cerevisiae and A. thaliana. 

As shown in Figure 5B, the proportion of correctly predicted human rRNA modifications remained 

correct, even if overall prediction was less precise compared to “no_Surrounding_Base_info” model. 

However, the validation with S. cerevisiae and A. thaliana RiboMethSeq data pointed out a very poor 

performance of the reduced model for these different eukaryotic species. Only Um and Am residues 

were correctly predicted (Figure 5C) and even if FP identifications remained limited (Figure 5D), the 

number of FN predictions becomes very high. Precision of the reduced model was still acceptable, 

but the sensitivity was clearly degraded (Supp Figure S3-S4). This model has degraded performance 

and is not suitable for sensitive prediction of Nm and ψ residues.  
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Figure 5 Performance of the reduced RF model for prediction of Nm and ψ residues. Relative 

importance of different features included in the reduced model (A). Prediction of human rRNA 

modifications using the internal dataset (B). Prediction of yeast S. cerevisiae rRNA modifications (C). 

Number and distribution of FP (D) and FN (E) hits. Notice that Cm and Gm residues are not at all 

predicted to be modified by the reduced RF model.  
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Discussion 

The choice of the predictive model 

In this study (overall design is outlined in Figure 6) we compared behavior and performance of four 

RF models (“Full model”, “no_Surrounding_base_info”, “no_Surrounding_info” and “Reduced 

model”), differing in the number and nature of parameters taken for the training and prediction. 

Performance of these models was evaluated for prediction of all possible modifications, for the 

target group (Nm and ψ residues), as well as for detection of RT-arresting/RT-silent RNA 

modifications. As anticipated, the “Full model” demonstrates a better performance for internal 

dataset of the same nature and for RNA modifications appearing in a highly conserved sequence. 

However, in case of external validation datasets (S. cerevisiae and A. thaliana), the best performance 

is obtained for “no_Surrounding_base_info” model, which does not use sequence consensus for 

prediction, but essentially based on the values of RiboMethSeq scores in the considered region. This 

model is well adapted for prediction of Nm and ψ residues, but, as anticipated, is not suitable for 

other RNA modifications, since the latter do not generate any distinct RiboMethSeq signal. Even if 

some non-Nm residues (e.g. m6
2A) generate RT-stop and sudden drop in 5’-coverage, other 

approaches and additional features (like mutational RT signatures) have to be used in such cases of 

RT-arresting RNA modifications [45,46,48]. The attempt to reduce the number of RF model’s 

parameters to the minimum (“Reduced model”) clearly demonstrated that this approach does not 

provide a sufficient sensitivity in detection of true modified sites. This is likely related to the 

cumulative character of the prediction, every parameter brings incremental, but still important 

contribution into final decision, and thus reduction of the model leads to a substantial decrease of 

the performance. 
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Figure 6. Outline of the RF model construction and validation. RiboMethSeq datasets from various 

human cell lines have been used as training and internal validation. To reduce sample selection 

biases, 80% of the data (356 970 of sites randomly selected from 62 samples) has been used as a 

training dataset, while the last 20% (89 243 sites) served as an internal testing dataset for initial 

assessment of models’ performance. Further validation of the model and evaluation of its 

performance was done using yeast S. cerevisiae and plant A. thaliana RiboMethSeq datasets. 

 

In order to reduce the number of FP and FN hits, the models used in this work have been trained on 

a validated collection of constitutively modified human 2’-O-methylated sites. We introduced the 

specific annotations for variably modified (vNm) or low modified (_Nm) positions. This annotation 

scheme showed to be efficient, since the models’ precision is relatively high compared to 

preliminary models (not shown), where simple annotation even variable or low modified sites as Nm 

was used. However, RF is known to have multiple biases [49] on variable importance and/or 

classification and such biases can be anticipated to influence the results of sequencing detection 

methods. These biases may be related to variations between sequencing/analysis runs (for example, 

due to different behavior of the Reverse Transcriptase, used library preparation kit and parameters 

for reads alignment/trimming). However, these sources of variability were not explored in this study, 

since all samples were prepared using the same library preparation kit with the same RT enzyme. 

In conclusion, considering degraded performance of other tested RF models, we recommend using 

“no_Surrounding_base_info” model for training and prediction of Nm and ψ residues. 

In contrast to purely computational machine learning methods essentially based on primary 

sequencing data(like NmSEER V2.0 [50], NmRF [51], or DeepOMe [52]), the approach proposed in 
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this work is intended to be applied to deep analysis experimental RiboMethSeq datasets, and thus 

demonstrates superior performance in the absence of directly entered sequencing information. 

Precision and sensitivity of RF model 

Type I (FP hits) and type II (FN hits) errors are the main parameters assessed for predictive model 

performance. Although model optimization tends to minimize both error types, applications of such 

predictors are not really suitable for biological projects, since even relatively low False Discovery 

Rate (FDR) can lead to tremendous numbers of FP hits, since certain modifications are rare or even 

very rare in RNA. This is particularly true for mRNA analysis where overlap in modification mapping 

between different working groups varies from 30% to 60% only, even when the same detection 

method was used [18]. This is the reason to prioritize minimization of type I errors over type II in 

mapping of potential modified sites in unknown RNA. 

Analysis of the essential performance parameters (mainly precision and sensitivity) demonstrates 

that all tested models show very low FP rate, albeit at the expense of some loss in sensitivity, and 

thus an increasing number of FN hits. Since the main challenge in the analysis of epitranscriptomics 

data, especially for large transcriptomics datasets of millions of nucleotides, is the highest 

precision/low FP rate (ratio of true positives to total predicted positives) some limited loss of 

sensitivity is quite acceptable. The observed precision close to 1 (0.99695282 for prediction of Nm 

and ψ) is largely sufficient for rRNA analysis (~10,000 nt) and similarly sized RNA species but is still 

inappropriate for very large and sparsely modified transcriptomics data, since the proportion of FP 

hits may be still very high. Combination of different approaches (e.g. RiboMethSeq and Nm-Seq at 

low [dNTP] [27,53]) may bring an acceptable solution to this problem. 

Analysis of the observed False Positive (FP) and False Negative (FN) hits  

Inspection of FP and FN hits obtained for the best-performing model “no_Surrounding_base_info”, 

clearly shows that most frequent FP hits are predictions of unmodified nucleotide as ψ, followed by 

some low frequency of FP Gm/Am/Um predictions. This is anticipated from the way of model’s 

construction and is an assumed attempt to make a distinction between Nm and potential ψ residue. 

In practice, the main goal of RiboMethSeq analysis is prediction of Nm candidates and if FP ψ 

predictions are sorted out for further validation by HydraPsiSeq [54,55], the total number of FP hits 

remains very low. Similarly, the most frequent FN hits also correspond to non-prediction of ψ, since 

many of those residues give only weak RiboMethSeq signal, undistinguishable from background. 

These minor limitations of the proposed RF predictive model must be considered in practical 
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applications. Alternative methods for ψ mapping, like HydraPsiSeq [54] or CMCT-based protocols 

[56,57] are better adapted to the precise mapping of those modified residues. 

Applications to other RNA modifications or different mapping protocols 

The approach described in this work may be further extended for analysis of other RNA modification 

generating any distinguishable signal in RiboMethSeq or other appropriate deep sequencing-based 

protocol for RNA analysis, like HydraPsiSeq [54], AlkAnilineSeq [58] or current BisulfiteSeq protocols 

[59]. With some minor adaptations, the RF model could be also applied to other sequencing 

detection methods such as MeRIP-seq, and to Nanopore sequencing data. Analysis of observed False 

Positive and False Negative hits for these two last methods would assess their detection robustness 

against different epitranscriptomics markers. The main difficulty remains the availability of 

appropriate and validated experimental datasets required for model’s training and evaluation of 

performance.  
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Figure legends 

Figure 1 Scatter plot for scores mean and A2 for randomly selected RiboMethSeq sample of human 

28S rRNA. Unmodified residues (A, C, G and U) are shown as dots with pastel color, known 

modified sites are in solid color. Commonly used combination of thresholds for score A2 (> 

0.5) and score mean (> 0.92) is shown as dashed red lines. Positions holding exceeding 

values for both scores are considered to be 2’-O-methylated candidates. 

Figure 2 Typical RiboMethSeq profiles for human 5.8S rRNA. Top panel - 5’-end count (blue), middle 

panel - 3’-end count (red) and merged profile (bottom, green). Positions of two known Nm 

residues (Um14 and Gm75) in 5.8S rRNA are shown. Numbering is in 0->n-1 format (from 

*.bed format), so Um14 and Gm75 signals appear at the nucleotide positions N and not at 

N+1.  

Figure 3 Importance of RF model’s parameters and performance of “no_Surrounding_Base_info” 

model in detection of Nm and pseudouridine (Psi/ψ) residues (other models and their 

performance are illustrated in Supp Figures S2-S6). Panel A – Relative importance for each 

feature has been calculated by normalizing Gini importance (or mean decrease impurity) 

across all features. Panel B shows the influence of the RF model on the precision (left) and 

sensitivity (right) of Nm and ψ detection. Identity of the models is shown on the bottom (Full 

model, no surrounding base info, no surrounding info). Panel C shows the results of 

predictions for confirmed and invariable Nm residues (Am, Cm, Gm, Um), variable positions 

Nm (vAm, vCm, vGm, vUm) and some low modified positions (_Um, _Gm, _Cm). No low 

modified _Am residues were present in the training dataset. Unmod stands for unmodified 

nucleotide in the sequence. Panels D and E show distribution of False-positive (FP) and 

False-negative (FN) hits for predictions using internal training dataset (20% of human 

RiboMethSeq datasets kept aside for validation, see Materials&Methods). 

Figure 4 Validation of RF models using RiboMethSeq datasets for S. cerevisiae and A. thaliana rRNAs. 

Only Nm and Ψ residues were reliably mapped in A. thaliana rRNAs and this limited 

modification profile was used as a reference. Results of prediction for Nm, ψ and other RNA 

modifications are shown for “no_Surrounding_Base_info” model applied for S. cerevisiae (A) 

and A. thaliana (D) RiboMethSeq datasets. Identity of prediction is shown by color. Panels B 

and F show FP hits for S. cerevisiae (B) and A. thaliana (E) datasets, while panels C and F list 

FN predictions for both.  

Figure 5 Performance of the reduced RF model for prediction of Nm and ψ residues. Relative 

importance of different features included in the reduced model (A). Prediction of human 

rRNA modifications using the internal dataset (B). Prediction of yeast S. cerevisiae rRNA 
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modifications (C). Number and distribution of FP (D) and FN (E) hits. Notice that Cm and Gm 

residues are not at all predicted to be modified by the reduced RF model.  

Figure 6. Outline of the RF model construction and validation. RiboMethSeq datasets from various 

human cell lines have been used as training and internal validation. To reduce sample 

selection biases, 80% of the data (356 970 of sites randomly selected from 62 samples) has 

been used as a training dataset, while the last 20% (89 243 sites) served as an internal 

testing dataset for initial assessment of models’ performance. Further validation of the 

model and evaluation of its performance was done using yeast S. cerevisiae and plant 

A. thaliana RiboMethSeq datasets. 

 




