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Abstract. Cognitive assistants are a promising solution to the increasing complexity of
large-scale collaboration. By providing support in data processing and decision making,
they could lighten the cognitive load put on human collaborators. More precisely,
conversational agents are especially suited to large-scale collaboration as they are
user-friendly and could be integrated into existing collaboration tools. However, to be
successfully integrated into the collaboration process, the assistant needs to be trusted.
My doctoral research aims to identify which factors determine trust in a chatbot’s advice
during collaboration.

1 Introduction

Large-scale collaboration describes a joint effort between dozens of people
working towards the same goal, who often come from multiple organizations with
different work processes and have varying levels and areas of expertise. The
release of a new product by a multinational brand, the organization of the
Olympics, and the coordination of relief efforts after a flood are all examples of
large-scale collaboration. Successful collaboration relies on trust between the
agents, in their intentions and competences, or at the very least trust in their
organizations (Dodgson, 1993). Without trust, communication lines deteriorate as
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they get disregarded more often, and poor decisions might be taken (Daim et al.,
2012). In large-scale, this is made even more difficult as most agents do not know
each other, and their work processes might clash.

While modern communication technology can ease collaboration, it also is the
source of growing complexity. More data sources, such as sensors,
crowd-sourcing, and social media, are leveraged (McAfee et al., 2012), and it has
become harder to make suitable decisions, as there is too much available
information to process (Vieweg et al., 2014). Our goal is to introduce cognitive
assistants to large-scale collaboration who could lighten the cognitive load put on
collaborators, by summarizing data and keeping better track of relevant contextual
information. We are mainly interested in conversational agents, also referred to as
chatbots, which are text or vocal interfaces that simulate human speech (Dale,
2016). We hope that chatbots could be integrated into already existing tools for
collaboration, who often provide direct messaging functionalities, and provide
assistance to users without prior training, as conversational interfaces are relatively
user-friendly (Zadrozny et al., 2000).

2 Related work

Chatbots are a booming technology that sees more use in recent years but is yet
still relatively overlooked in large-scale collaboration or crisis management
(Misiura and Verity, 2019). Its primary use case is commercial prospecting and
customer service. Concerning trust, Følstad et al. (2018) identified multiple trust
factors for commercial chatbots and sorted them as either internal or external. The
internal factors (relevance of the answers, personality, transparency on its
limitations, and general appearance) are determined by the chatbot itself. In
contrast, the external factors depend on the environment of the chatbot (company,
security, privacy, and importance of the task). Müller et al. (2019) have described
three different personality profiles when it comes to trusting voice assistants using
the HEXACO model of personality. Those profiles are "introverted careless
distrusting user", "conscientious curious trusting user", and "careless dishonest
trusting user". However, those studies are not interested in measuring how this
trust affects future actions and the dissemination of the information given. One
study by Ramchurn et al. (2016) about a crisis management cognitive assistant did
show that the ability to debate the assistant’s decisions was an important factor
when following its advice.

As chatbots get more reliable, we see an increase in interest for health chatbots
who are closer to our application domain, as the conversations tend to be more
critical and time-sensitive. The trust factors for medical chatbots identified by Wang
and Siau (2018) are similar to the ones for commercial use with an emphasis given
to data security and the explainability of the chatbot’s advice.

Aside from the application domain of the chatbot, most of the current research
have in common that they are interested in dyadic conversations and do not explore
how group dynamics are affected by the introduction of a conversational agent.
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3 Proposed experimental design

We are working on a minimal protocol to study the impact of a chatbot assistant on
problem-solving. A subject has to answer a sequence of questions with an assistant
helping her over a real-time chat. We propose a between-subject design with a first
group interacting with an assistant presented as a human researcher and a second
group interacting with an assistant presented as a conversational agent. However,
we do not want technical difficulties to impair the conversation and deteriorate the
participant’s trust in the chatbot. For this reason, we will use a wizard of Oz
approach for the group interacting with the "chatbot" (Dahlbäck et al., 1993). This
means that while the participants think that they are conversing with a chatbot,
they will actually be conversing with an experimenter following a script. The
assistant for the two groups will be working off the same script to avoid
introducing any disparity in the experimental setups. The subject will have to
answer a list of multiple-choice questions requiring her reasoning and logical
skills. The questions are designed to be non-trivial enough that the assistant can be
helpful and provide advice. For example, some of them are based on NASA’s
survival on the moon scenario, where the participant has to rank a list of various
objects by their usefulness on the moon. Some non-obvious answers are that a
compass is useless without Earth’s magnetic field, and a parachute can provide
protection against the sun’s rays. When questioning the subject, the assistant will
have different interactivity levels, assigned randomly: simply asking the question,
providing a tip beforehand, or challenging the answer provided by the subject.
Whatever the level of interactivity, the assistant will also provide additional advice
to the subject if prompted.

We will measure the number and length of the messages sent to the assistant, as
well as their time distribution (evenly distributed, clustered towards the beginning
or the end of the conversation). The messages will also be classified by type (for
example, questions about the assistant or requests for help). We will evaluate the
performance of the participant by the reflection time for each question and the
number of right answers given. As we want to assess the participant’s trust in the
assistant, we will determine how many times the subject followed the assistant
advice and changed her answer. The participant will also fill a post-experiment
survey with her perceived fluency with instant messaging, her estimated score, and
her trust in the assistant’s advice.

4 Expected contributions and future works

With this first experiment, we should get our first results on how communication
and trust with an agent differ depending on whether he or she is perceived as human
or as a robot. We theorize that the participants will exchange more when they think
they are discussing with a chatbot, as they should feel less self-conscious and more
inclined to ask for advice (Brandtzaeg and Følstad, 2017). However, we are aware
that the results might be affected by the observer’s effect as the subjects know that
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their conversation logs will be read. We also expect them to use shorter sentences,
as people tend to speak less courteously to robots and more directly (Hill et al.,
2015). Next, we expect the human assistants to be given a better score in the survey
and to have their advice followed more often. Indeed, chatbots tend to be perceived
less favorably than humans when their tasks are not purely technical (Seeger et al.,
2017).

With those results, our next step will be to introduce more human participants
in the experiment by having three humans communicating by chat and trying to
efficiently resolve a task with the help of the assistant. This next experiment will
allow us to see how group dynamics are affected by the help of a conversational
agent and how the participants integrate the agent in their reflection. This will bring
us one step closer to our research goal, which concerns large-scale collaboration.

Additionally, we aim to organize focus groups with some of the anticipated users
of the conversational agent: firemen or the army, for example. With this, we will
be able to have a more accurate picture of the actual needs and expectations for this
chatbot and design the first prototype accordingly.
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