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Abstract

Benthic diatoms are unicellular microalgae that are routinely used as bioindicators for monitoring the ecological status of freshwater. Their identification using light microscopy is a time-consuming and labor-intensive task that could be automated using deep-learning. However, training such networks relies on the availability of labelled datasets, which are difficult to obtain for these organisms. Herein, we propose a method to generate synthetic microscopy images for training. We gathered individual objects, i.e. 9230 diatoms from publicly available taxonomic guides and 600 items of debris from available real images. We collated a comprehensive dataset of synthetic microscopy images including both diatoms and debris using seamless blending and a combination of parameters such as image scaling, rotation, overlap and diatom-debris ratio. We then performed sensitivity analysis of the impact of the synthetic data parameters for training state-of-the-art networks for horizontal and rotated bounding box detection (YOLOv5). We first trained the networks using the synthetic dataset and fine-tuned it to several real image datasets. Using this approach, the performance of the detection network was improved by up to 25% for precision and 23% for recall at an Intersection-over-Union(IoU) threshold of 0.5. This method will be extended in the future for training segmentation and classification networks.
1. Introduction

Diatoms are unicellular microscopic algae found in all aquatic environments, where they play a fundamental role in ecosystem functioning (Lobo et al., 2016). They are widely used in water quality monitoring due to their high sensitivity to water quality (e.g., temperature, pH, nutrients, micropollutants) and habitat conditions (Lobo et al., 2016). This is especially the case for freshwater benthic diatoms (i.e., diatoms living attached to substrates in rivers and lakes), in the context of the European Water Framework Directive implementation (Coste et al., 2009). Diatom-based biological indices are based on the occurrence of indicator species in a natural assemblage. Diatom species are identified based on morphological features (e.g., size, ornamentation) by human experts using light microscopy. This task can be time-consuming and subject to multiple biases due to the quality of the instrument or the level of expertise in diatom taxonomy. Therefore, attempts to automate the process have been ongoing since the early 90s (Du Buf et al., 1999; Pedraza et al., 2017, 2018; Kloster et al., 2020).

Automatic diatom identification consists of two sequential steps: detecting diatoms among other objects in microscopy images, followed by classification of the detected diatoms into their respective taxa. Processing typical microscopy images for diatom identification is difficult for several reasons. Firstly, individual diatoms may be difficult to distinguish from the background due to a lack of contrast. Moreover, diatoms are rarely clearly separated from each other, and debris is often observed, resulting in complex overlays and stacking, making diatoms difficult to recognize and isolate. These difficulties make the detection step challenging to automate.

Object detection procedures using microscopy images rely on both segmentation and bounding box detection. Previous work on microorganism segmentation includes methods such as thresholding, gradient-based, deformable models and feature-based approaches (Verikas et al., 2012; Kloster et al., 2014; Borges et al., 2015; Rojas Camacho et al., 2017). At best, these methods are semi-automatic and require manual fine-tuning of parameters, which is impractical. For automatic bounding box detection, Convolutional Neural Networks (CNNs) can improve performance in terms of reliability and robustness (Girshick, 2015; Redmon et al., 2016). This has been demonstrated in microscopy image detection, mainly for planktonic organisms (Shi et al., 2019; Li et al.)
and also specifically for benthic diatoms (Salido et al., 2020). However, the approaches still suffer from overlapping bounding boxes when diatoms are close to each other. To overcome these difficulties, one can use rotated bounding boxes (Li et al., 2020; Zhong and Ao, 2020). By estimating the orientations of objects, rotated bounding boxes are fitted around objects, resulting in minimal overlaps and thus cleaner detection.

Training supervised deep-learning networks requires thousands of labelled microscopy images. Most of the time, labelling is performed manually. In addition to being a time-consuming and laborious process, human intervention is also a source of error and bias (Sager et al., 2021). Thus, when available labelled data are limited, one can use synthetic datasets for pre-training the network before fine-tuning it with a real dataset (Li et al., 2021). Depending on the method adopted, images generated could be fully or partially synthetic. Learning-based approaches such as Variational Auto Encoders (Kingma and Welling, 2013) and Generative Adversarial Networks (Goodfellow et al., 2014) generate fully synthetic data, where no part of the generated images contain real images. However, to generate high-quality images, these networks require thousands of images to train on, which is impractical for applications. In the present work, we adopted a method to generate partially synthetic data, (i.e., where parts of the generated images contain real images). In the case of freshwater benthic diatoms, hundreds of digitized individual images are publicly available for various diatom species. In theory, they can also be retrieved in order to create thousands of synthetic images similar to real digital ones taken by a human expert. This offers a unique opportunity for the design of a relevant pre-labelled dataset for bounding boxes, as each individual is already boxed, allowing the training of automatic detection networks. Our method for synthetic data generation closely follows Copy-Paste augmentation as implemented for instance segmentation (Dwibedi et al., 2017; Ghiasi et al., 2021). In Copy-Paste augmentation, the generated images use real images as background, then images of individual objects of interest are pasted at random locations on the real images. However, while pasting, the global consistency of the final images is not considered. This means that an object could be placed at locations where they usually do not occur. This could be detrimental in the case of single-stage architectures such as YOLO, which predicts from full images and hence, takes into account the global context of the images while making predictions. By contrast, we generate a synthetic background and place the
individual diatoms and debris images, while considering the global consistency of the final image. To generate realistic images, we consider different parameters while pasting individual objects, such as scaling, rotation, level of overlap of diatom and diatom-debris ratio. Finally, we perform sensitivity analysis to study the impact of these parameters on the performance of the network by evaluating using real datasets.

To summarize, we evaluated the usefulness of synthetic datasets for the automatic detection of diatoms in microscopy images using deep-learning. We first propose a method to generate thousands of synthetic datasets based on an off-the-shelf seamless blending approach. This dataset is used for pre-training a state-of-the-art detection network, YOLOv5 ([Jocher et al. 2020]), in order to process real images with different levels of complexity (number and diversity of objects, including different diatom species and debris). Based on our experiments, fine-tuning the network previously trained on the synthetic dataset performed best in diatom detection, regardless of the type of real images. This confirms that synthetic datasets provide a useful alternative when the available labeled dataset is limited for training deep neural networks.

2. Materials and Methods

2.1. Initial Datasets

We used the following datasets for our analyses:

2.1.1. Individual diatom images

Individual diatom images were collected from several open-access taxonomic atlases ([Bey and Ector 2013], [Lalanne-Cassou and Voisin 2013], [Peeters and Ector 2018]). From the atlases in PDF format, we automatically extracted diatom images using PDF scraping. Our final dataset consisted of 9230 grayscale images of individual diatoms belonging to 166 diatom species.

2.1.2. Real microscopy images

Real images were generated from two types of diatom samples: (1) natural samples collected in the field (Cleurie Stream, Vosges, France, hereafter referred to as CLEURIE) on hard mineral substrates and fixed by adding ethanol, showing natural communities consisting of various diatom species; (2) a sample collected from a lab culture of the diatom *Nitzchia palea* (hereafter referred
to as NPAL). Each liquid sample was subjected to oxidation using hot hydrogen peroxide in order to remove organic material, rinsed with deionized water, then mounted on permanent microscope slides with Naphraxinto, a high refractive index resin in order to be visualized at 1000× magnification using light microscopy. CLEURIE and NPAL datasets finally consist of 120 and 175 images, respectively, each one representing a microscope view field containing multiple diatoms and debris.

2.1.3. Debris

To create the synthetic images of microscope slides, we needed to take into account the variable occurrence of debris potentially present on microscope images. From the real microscope images, we manually extracted 600 debris objects of different shapes and sizes.

2.1.4. Synthetic Microscope Image Generation

The synthetic dataset should closely mimic the real images obtained from light microscopy.

Let us consider the following procedure to create a seamless image $I$ of width $W$ and height $H$ with images from the individual diatom dataset $D$:

1. Init $I'$, empty image of dimensions $(W, H)$.
   
   - Pick a subset $S_i \subset D$ composed of individual diatom and debris images.
   - For each image $T_{ij} \in S_i$ of width $w_{ij}$ and height $h_{ij}$,
     - Apply data augmentation. Refer to Sec. 3.1 for the different augmentations and the parameters used.
     - Find a random position $P_{ij}$ for $T_{ij}$ on $I'$ such that it does not overlap any previously added diatom or debris images or the borders of $I'$ by more than a certain threshold percentage.

2. Init $I$, empty image of dimensions $(W, H)$. Let $B$ be the set of pixels $p''$ of $I'$ comprising the borders of $T_{ij}$. Set the value of each pixel $p_i$ of $I$ as a weighted arithmetic mean such that:

$$p_i = \frac{\sum_{p_{j}'' \in B} \text{val}(p_{j}'')w(p_i, p_{j}'')} \sum_{p_j \in B} w(p_i, p_{j}'')}$$

$$w(p, p') = e^{-||p' - p||_2}$$
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where \( \text{val}(p) \) is the gray value of pixel \( p \). This step generates the gray background, similar to those obtained from light microscopy.

3. Finally, place \( T_{ij} \) at \( P_{ij} \) on \( I \) using the Poisson Editing method for seamless blending (Pérez et al., 2003).

2.2. Object Detection

The deep-learning object detection networks can be distinguished into two types: one-stage, and two-stage. The one-stage family (Liu et al., 2016; Redmon et al., 2016; Lin et al., 2017) generally uses a unique network to extract and classify the bounding boxes, while two-stage networks (Girshick et al., 2014; Girshick, 2015) first use a Region Proposal Network to propose multiple Regions of Interest (RoI) which are subsequently classified using a second generic backbone architecture. One-stage detection networks are faster since they combine detection and classification in a single architecture, but are generally less accurate than two-stage networks. For our objective, we chose one stage YOLOv5 (Jocher et al., 2020) for detection due to its overall performance in terms of speed and accuracy. However, future work would incorporate Neural Architecture Search (O’Neill et al., 2021; Xue et al., 2021; Xue and Qin, 2022) to choose the optimal architecture. YOLOv5 is a real-time CNN for localizing objects on images. YOLO-based networks function by dividing the input into several grids responsible for the detection and localization of the objects they contain. The inputs to the network are images from microscopy, and the network predicts the coordinates of the bounding boxes. We used YOLOv5 for two types of detection: horizontal bounding boxes and rotated bounding boxes. While the standard YOLOv5 (Jocher et al., 2020) regresses the values of the rectangular bounding boxes, YOLOv5 for rotated bounding boxes\(^5\) estimates the orientation in addition to the box coordinates.

3. Experiments

3.1. Baseline

Four augmentation techniques were used in order to generate the synthetic dataset: scaling, rotation, overlap between diatoms and debris, and diatom to debris ratio. To determine the

\(^5\)https://github.com/XinzeLee/RotateObjectDetection
sensitivity of each of the augmentation methods while evaluating using real microscopy images, and to choose the optimal parameter values, we performed a grid-search on the parameters without changing the neural network hyperparameters as summarized in Table 1. The definition and significance of each of these techniques and the parameter values are given below.

1. **Scaling**: Scaling refers to resizing the images of individual diatoms and debris while creating the synthetic dataset. This was carried out to represent the real microscopy images where diatoms belonging to a species can occur at varying scales. For an accurate scaling value, one could consider the actual size range in which the diatoms occur naturally. However, for our analysis, we randomly chose a scaling value from an exponential distribution to consider a wide range of scales for each diatom species. For the grid-search, we considered situations with and without scaling to generate the data.

2. **Rotation**: The individual diatom images were randomly rotated at any angle between 0 and 360°. Our grid-search considered two conditions: with and without rotating the images.

3. **Overlap**: For each individual diatom on the synthetic image, this refers to the level of overlap allowed between other diatoms or debris. We varied the level of overlap between the objects from 0 to 25%. The maximum threshold value was chosen as 25% to avoid hidden objects that would bias training and evaluation. For our parameter-tuning, we considered two cases: no overlap between the objects and overlap between objects.

4. **Diatom-debris ratio**: This refers to the ratio between the number of diatoms and the number of debris objects while generating the images. We considered the following range of values: (1) diatom-debris ratio between 2 and 5; (2) diatom-debris ratio between 0.1 and 0.5. For the above two cases, the number of diatoms was between 6 and 10, and we varied the number of debris objects to achieve the desired ratio.

To study the impact of the synthetic dataset while training on the real datasets, we performed the following experiments: (1) in the 'Synthetic' experiment, we trained and evaluated the network on the synthetic images; (2) in the 'Zero-shot learning' experiment, we trained the network with the synthetic dataset and evaluated using the available real dataset; (3) in the 'Training from scratch' experiment, we trained the network with only the real dataset and evaluated using the real dataset; (4) in the 'Fine-tuning' experiment, we used the model trained on the synthetic
Table 1: Augmentation methods and the parameters used to generate synthetic dataset

<table>
<thead>
<tr>
<th>Dataset name</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>No rotation; Scaling factor=1; Diatom-debris ratio=[2,5]; Overlap=0;</td>
</tr>
<tr>
<td>D2</td>
<td>No rotation; Scaling factor=1; Diatom-debris ratio=[2,5]; Overlap=0.25;</td>
</tr>
<tr>
<td>D3</td>
<td>No rotation; Scaling factor=1; Diatom-debris ratio=[0.1,0.5]; Overlap=0;</td>
</tr>
<tr>
<td>D4</td>
<td>No rotation; Scaling factor=1; Diatom-debris ratio=[0.1,0.5]; Overlap=0.25;</td>
</tr>
<tr>
<td>D5</td>
<td>No rotation; Scaling factor=exponential; Diatom-debris ratio=[2,5]; Overlap=0;</td>
</tr>
<tr>
<td>D6</td>
<td>No rotation; Scaling factor=exponential; Diatom-debris ratio=[2,5]; Overlap=0.25;</td>
</tr>
<tr>
<td>D7</td>
<td>No rotation; Scaling factor=exponential; Diatom-debris ratio=[0.1,0.5]; Overlap=0;</td>
</tr>
<tr>
<td>D8</td>
<td>No rotation; Scaling factor=exponential; Diatom-debris ratio=[0.1,0.5]; Overlap=0.25;</td>
</tr>
<tr>
<td>D9</td>
<td>With rotation; Scaling factor=1; Diatom-debris ratio=[2,5]; Overlap=0;</td>
</tr>
<tr>
<td>D10</td>
<td>With rotation; Scaling factor=1; Diatom-debris ratio=[2,5]; Overlap=0.25;</td>
</tr>
<tr>
<td>D11</td>
<td>With rotation; Scaling factor=1; Diatom-debris ratio=[0.1,0.5]; Overlap=0;</td>
</tr>
<tr>
<td>D12</td>
<td>With rotation; Scaling factor=1; Diatom-debris ratio=[0.1,0.5]; Overlap=0.25;</td>
</tr>
<tr>
<td>D13</td>
<td>With rotation; Scaling factor=exponential; Diatom-debris ratio=[2,5]; Overlap=0;</td>
</tr>
<tr>
<td>D14</td>
<td>With rotation; Scaling factor=exponential; Diatom-debris ratio=[2,5]; Overlap=0.25;</td>
</tr>
<tr>
<td>D15</td>
<td>With rotation; Scaling factor=exponential; Diatom-debris ratio=[0.1,0.5]; Overlap=0;</td>
</tr>
<tr>
<td>D16</td>
<td>With rotation; Scaling factor=exponential; Diatom-debris ratio=[0.1,0.5]; Overlap=0.25;</td>
</tr>
</tbody>
</table>
Figure 1: Pipelines for evaluating networks. First, individual diatoms and debris images are used to generate synthetic datasets for training the detection networks. There are four evaluation pipelines: Evaluation A – the network is trained and evaluated on synthetic datasets. Evaluation B – the network is trained on synthetic images and evaluated on real images (zero-shot detection). Evaluation C – the network is trained on a synthetic dataset, fine-tuned to real images, and evaluated on real images. Evaluation D – the network is trained and evaluated on real datasets.
dataset to fine-tune to the real dataset and evaluated on the real dataset. Figure 1 illustrates the pipeline for training and evaluation.

3.2. Evaluation Metrics

Detection is concluded when the intersection over union (IoU), which measures the extent of overlap between the predicted box and the ground truth box, is above a certain threshold. For a fixed threshold of IoU, precision gives the percentage of detections that are correct.

\[
Precision = \frac{True Positive}{True Positive + False Positive} \quad (3)
\]

For a fixed IoU threshold, recall gives the number of positive detections out of all the positives in the ground truth.

\[
Recall = \frac{True Positive}{True Positive + False Negative} \quad (4)
\]

In addition to these metrics, some Object Detection challenges (VOC, COCO, Open Images) define their own metrics that have become standard evaluation indicators. In this work, we also calculated mean Average Precision for IoU at 0.5 (mAP@0.5) and AP for IoU from 0.50 to 0.95 with a step size of 0.05 (mAP@0.5:0.95) as defined in COCO (2019). We used the same metrics for evaluating the horizontal and rotated bounding boxes.

3.3. Implementation Details

We used Adam optimizer (Kingma and Ba, 2014) and the learning rate was 0.0002. The batch size for training YOLOv5 (horizontal and rotated) was 16. For every category of synthetic dataset (D1-D16 in Table 1), we generated 4000 images. While training the networks using synthetic and real datasets, we used 80% of the images for training, 10% for validation and 10% for testing. We trained our networks on GeForce GTX 2080 with 8 Gb RAM and GeForce GTX 1080 with 12 Gb RAM. The total training time for sensitivity analysis was 24 days.

4. Results

4.1. Horizontal bounding box detection

Figure 2 shows some examples of the horizontal bounding box detections from YOLOv5.
Figure 2: Horizontal bounding box detection obtained from YOLOv5 using CLEURIE (top row) and NPAL (bottom row) real images. Green boxes represent the correct detection; blue indicates false negatives and red boxes indicate false positives.
Table 2: Quantitative evaluation of horizontal bounding box detection. Higher values indicate better performance.

M1-Precision; M2-Recall; M3-mAP@.5; M4-mAP@.5:.95.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Synthetic</th>
<th>Zero-shot learning</th>
<th>Fine-tuning</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M1</td>
<td>M2</td>
<td>M3</td>
</tr>
<tr>
<td>D1</td>
<td>1.000</td>
<td>1.000</td>
<td>0.995</td>
</tr>
<tr>
<td>D2</td>
<td>0.998</td>
<td>0.998</td>
<td>0.995</td>
</tr>
<tr>
<td>D3</td>
<td>0.999</td>
<td>1.000</td>
<td>0.995</td>
</tr>
<tr>
<td>D4</td>
<td>0.998</td>
<td>0.999</td>
<td>0.995</td>
</tr>
<tr>
<td>D5</td>
<td>0.993</td>
<td>0.996</td>
<td>0.995</td>
</tr>
<tr>
<td>D6</td>
<td>0.995</td>
<td>0.991</td>
<td>0.995</td>
</tr>
<tr>
<td>D7</td>
<td>0.995</td>
<td>0.992</td>
<td>0.995</td>
</tr>
<tr>
<td>D8</td>
<td>0.995</td>
<td>0.991</td>
<td>0.995</td>
</tr>
<tr>
<td>D9</td>
<td>1.000</td>
<td>0.999</td>
<td>0.995</td>
</tr>
<tr>
<td>D10</td>
<td>0.998</td>
<td>0.991</td>
<td>0.995</td>
</tr>
<tr>
<td>D11</td>
<td>0.999</td>
<td>1.000</td>
<td>0.995</td>
</tr>
<tr>
<td>D12</td>
<td>0.999</td>
<td>1.000</td>
<td>0.999</td>
</tr>
<tr>
<td>D13</td>
<td>0.988</td>
<td>0.990</td>
<td>0.995</td>
</tr>
<tr>
<td>D14</td>
<td>0.982</td>
<td>0.987</td>
<td>0.994</td>
</tr>
<tr>
<td>D15</td>
<td>0.982</td>
<td>0.984</td>
<td>0.996</td>
</tr>
<tr>
<td>D16</td>
<td>0.980</td>
<td>0.974</td>
<td>0.993</td>
</tr>
</tbody>
</table>
Table 3: Quantitative evaluation of horizontal bounding box detection when the network is trained using only the real dataset.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Precision</th>
<th>Recall</th>
<th>mAP@0.5</th>
<th>mAP@0.5:0.95</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLEURIE</td>
<td>0.840</td>
<td>0.894</td>
<td>0.864</td>
<td>0.611</td>
</tr>
<tr>
<td>NPAL</td>
<td>0.744</td>
<td>0.864</td>
<td>0.847</td>
<td>0.594</td>
</tr>
</tbody>
</table>

Tables 2 and 3 show the quantitative metrics for horizontal bounding box detection using YOLOv5 (Jocher et al., 2020). The following observations could be made based on the results:

**Scaling:** When evaluated on synthetic dataset, the precision, and recall (mIoU=0.50 and mIoU from 0.50 to 0.95) was higher when the images were not scaled (D1-D4; D9-D12 in Table 2). This is because when there is no scaling, the diatoms are of uniform size, which leads to network overfitting. When evaluated on the real microscopy images, the CLEURIE dataset contained diatoms of varying size due to the presence of different species, and hence the presence of scaling in the synthetic dataset leads to better metric values on both zero-shot learning and fine-tuning. NPAL images contained diatoms of the same species, and all diatoms were of rather uniform size. Hence, the network generalized better when the synthetic dataset had no scaling.

**Rotation:** When the dataset contained no rotated diatoms (D1-D8), the mIoU$_{0.5:0.95}$ on the synthetic dataset was superior, but it did not generalize well to the CLEURIE and NPAL datasets. This is because networks detecting horizontal bounding boxes are designed to fit non-rotated objects better, hence the network generalizes well. The network draws tighter and more accurate bounding boxes around these objects, resulting in better mIoU values. However, real datasets contain diatoms present in random orientations. Thus, training datasets D9-D16 generalized better to CLEURIE and NPAL datasets compared with D1-D8.

**Overlap:** From the results, having overlaps had no significant impact on the precision and recall scores (mIoU=0.50 and mIoU from 0.50 to 0.95) of the network for synthetic and real datasets. However, the best metric values were obtained when a maximum overlap of 25% was allowed. This means that although overlap helps improve network performance, the network was able to generalize well even when the training datasets do not have overlap of diatoms.

**Diatom-debris ratio:** The network had better metrics when the diatom-debris ratio was in the range [2,5] for both the synthetic and real datasets. For the synthetic datasets, this could
be explained by the reduced complexity of the images for the network to detect, since the debris objects were widely distributed. For both the CLEURIE and NPAL datasets, the diatom-debris ratio was greater than 1. Hence, when the synthetic dataset was characterized by a higher diatom-debris ratio, the network generalized better for these datasets.

Table 3 shows the results when the network was trained using only the real dataset. Compared with the performance when the network was trained only on real data, there was an improvement of 15% in precision (mIoU=0.50) and 8% in recall (mIoU=0.50) for the CLEURIE dataset and an improvement of 25% in precision (mIoU=0.50) and 11% in recall (mIoU=0.50) for the NPAL dataset when the network was trained on synthetic data and fine-tuned to real data.

4.2. Rotated Bounding Box Detection

Figure 3 shows some examples of the rotated bounding box detection from YOLOv5. Tables 4 and 5 show the quantitative metrics for rotated bounding box detection. Since no rotation was included in D1-D8, we considered datasets D9-D16.
Table 4: Quantitative evaluation of rotated bounding box detection. Higher values indicate better performance.

M1-Precision; M2-Recall; M3-mAP@.5; M4-mAP@.5:.95.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Synthetic M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
<th>Zero-shot learning CLEURIE M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
<th>NPAL M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
<th>Fine-tuning CLEURIE M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
<th>NPAL M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D9</td>
<td><strong>0.983</strong></td>
<td>0.992</td>
<td><strong>0.991</strong></td>
<td><strong>0.811</strong></td>
<td>0.302</td>
<td>0.320</td>
<td>0.172</td>
<td>0.037</td>
<td>0.634</td>
<td>0.706</td>
<td>0.618</td>
<td>0.198</td>
<td>0.868</td>
<td>0.958</td>
<td><strong>0.928</strong></td>
<td>0.679</td>
<td>0.862</td>
<td>0.955</td>
<td>0.939</td>
<td>0.724</td>
</tr>
<tr>
<td>D10</td>
<td>0.975</td>
<td><strong>0.987</strong></td>
<td>0.988</td>
<td>0.793</td>
<td>0.536</td>
<td>0.414</td>
<td>0.346</td>
<td>0.027</td>
<td><strong>0.813</strong></td>
<td><strong>0.806</strong></td>
<td>0.804</td>
<td><strong>0.234</strong></td>
<td>0.826</td>
<td>0.819</td>
<td>0.865</td>
<td>0.615</td>
<td>0.880</td>
<td>0.991</td>
<td>0.940</td>
<td>0.730</td>
</tr>
<tr>
<td>D11</td>
<td>0.968</td>
<td>0.958</td>
<td>0.985</td>
<td>0.750</td>
<td>0.520</td>
<td>0.475</td>
<td>0.372</td>
<td>0.027</td>
<td>0.755</td>
<td>0.838</td>
<td>0.781</td>
<td>0.176</td>
<td>0.868</td>
<td><strong>0.957</strong></td>
<td>0.925</td>
<td><strong>0.699</strong></td>
<td>0.879</td>
<td>0.982</td>
<td>0.942</td>
<td>0.737</td>
</tr>
<tr>
<td>D12</td>
<td>0.972</td>
<td>0.993</td>
<td>0.981</td>
<td>0.781</td>
<td>0.387</td>
<td>0.260</td>
<td>0.162</td>
<td>0.028</td>
<td>0.731</td>
<td>0.675</td>
<td>0.656</td>
<td>0.176</td>
<td><strong>0.944</strong></td>
<td>0.823</td>
<td>0.890</td>
<td>0.662</td>
<td><strong>0.909</strong></td>
<td>0.991</td>
<td><strong>0.968</strong></td>
<td><strong>0.769</strong></td>
</tr>
<tr>
<td>D13</td>
<td>0.957</td>
<td>0.949</td>
<td>0.969</td>
<td>0.722</td>
<td>0.349</td>
<td>0.199</td>
<td>0.122</td>
<td>0.062</td>
<td>0.677</td>
<td>0.644</td>
<td>0.605</td>
<td>0.154</td>
<td>0.910</td>
<td>0.839</td>
<td>0.857</td>
<td>0.603</td>
<td>0.872</td>
<td>0.982</td>
<td>0.955</td>
<td>0.733</td>
</tr>
<tr>
<td>D14</td>
<td>0.953</td>
<td>0.941</td>
<td>0.958</td>
<td>0.721</td>
<td>0.393</td>
<td>0.398</td>
<td>0.268</td>
<td>0.049</td>
<td>0.640</td>
<td>0.665</td>
<td>0.605</td>
<td>0.154</td>
<td>0.927</td>
<td>0.823</td>
<td>0.857</td>
<td>0.626</td>
<td>0.880</td>
<td><strong>1.000</strong></td>
<td>0.937</td>
<td>0.715</td>
</tr>
<tr>
<td>D15</td>
<td>0.936</td>
<td>0.889</td>
<td>0.900</td>
<td>0.709</td>
<td>0.466</td>
<td>0.434</td>
<td>0.317</td>
<td>0.072</td>
<td>0.699</td>
<td>0.709</td>
<td>0.670</td>
<td>0.191</td>
<td>0.892</td>
<td>0.806</td>
<td>0.817</td>
<td>0.589</td>
<td>0.879</td>
<td>0.982</td>
<td>0.928</td>
<td>0.708</td>
</tr>
<tr>
<td>D16</td>
<td>0.936</td>
<td>0.876</td>
<td>0.903</td>
<td>0.680</td>
<td><strong>0.541</strong></td>
<td><strong>0.531</strong></td>
<td><strong>0.448</strong></td>
<td><strong>0.091</strong></td>
<td>0.736</td>
<td>0.803</td>
<td>0.748</td>
<td>0.221</td>
<td>0.846</td>
<td>0.887</td>
<td>0.875</td>
<td>0.647</td>
<td>0.908</td>
<td>0.982</td>
<td>0.952</td>
<td>0.743</td>
</tr>
</tbody>
</table>
Table 5: Quantitative evaluation of rotated bounding box detection when the network is trained using only the real dataset.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Precision</th>
<th>Recall</th>
<th>mAP@0.5</th>
<th>mAP@0.5:0.95</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLEURIE</td>
<td>0.804</td>
<td>0.783</td>
<td>0.834</td>
<td>0.528</td>
</tr>
<tr>
<td>NPAL</td>
<td>0.843</td>
<td>0.811</td>
<td>0.871</td>
<td>0.642</td>
</tr>
</tbody>
</table>

**Scaling:** The evaluation metrics follow a similar trend to the horizontal box evaluation. Evaluation on the synthetic dataset achieved the best performance when there was no scaling, since the network overfits to the uniform diatom sizes. Scaling helps the network generalize better to the CLEURIE dataset due to the presence of different taxa of diatoms with varying scales. The NPAL dataset consists of diatoms of the same species with uniform sizes, hence the network generalizes best when trained with no scaling.

**Overlap:** When evaluated on the synthetic dataset, the network performed best when there was no overlap between the diatoms and debris. This is because, when there are no overlaps, there is no ambiguity due to occlusions for the network while learning the rotated bounding box parameters. For the CLEURIE and NPAL datasets, overlap helps the network generalize better.

**Diatom-debris ratio:** The network performed better when the diatom-debris ratio was in the range [2,5] for the synthetic and real datasets. This is because fewer debris objects means a sparser distribution compared with the diatoms, making them easier to discard.

Table 5 shows the results when the network was trained using only the real dataset. Compared with the performance when the network was trained only on real data, there was an improvement of 17% in precision and 22% in recall for the CLEURIE dataset and an improvement of 8% in precision and 23% in recall for the NPAL dataset, for an mIoU threshold of 0.5 when the network was trained on synthetic data and fine-tuned to real data.

5. Conclusion

In this work, we assessed the use of a synthetic dataset for diatom detection using deep-learning. When the labelled dataset available for training the network is limited, one can use a synthetic dataset for training and fine-tune it to the real dataset. We proposed a method to generate thousands of synthetic datasets and performed a comprehensive analysis on the impact of the synthetic
dataset when training horizontal and rotated object detection networks. Our results show that when the available labeled dataset is limited, fine-tuning from a network trained on synthetic dataset can significantly improve the performance of the network. This approach will thus be of interest for future work, which will focus on the implementation of automatic diatom segmentation and classification networks.
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