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Synopsis A weighting scheme for the X-ray restrained/constrained wavefunction approach is 

proposed. Test calculations were carried out with both theoretical and experimental X-ray diffraction 

data to assess advantages and drawbacks of the proposed approach in the different cases. 

Abstract In a quite recent study (Genoni, Dos Santos et al., 2017), it was observed that the X-ray 

restrained wavefunction (XRW) approach allows a more efficient and larger capture of electron 

correlation effects on the electron density if high-angle reflections are not considered in the calculations. 

This was due to the occurrence of two concomitant effects when one uses theoretical X-ray diffraction 

data corresponding to a single-molecule electron density in a large unit-cell: i) the high-angle reflections 

are generally much more numerous than the low- and medium-angle ones and ii) they are already very 

well-described at unrestrained level. Nevertheless, since high-angle data also contain important 

information that should not be disregarded, their complete neglect is not advisable. For this reason, 

based on the results of the previous investigation, in this work we have introduced a weighting scheme 

for XRW calculations to up-weight the contribution of low- and medium-angle reflections, and, at the 

same time, to reasonably down-weight the importance of the high-angle data. The proposed strategy 

was tested through XRW computations with both theoretical and experimental structure factor 

amplitudes. The tests have shown that the new weighting scheme optimally works if it is applied with 

theoretically generated X-ray diffraction data, while it is not advantageous when traditional 

experimental X-ray diffraction data (even of very high resolution) are employed. This also led to the 

conclusion that the use of a specific external parameter 𝜆! for each resolution range might not be a 

suitable strategy to be adopted in XRW calculations exploiting experimental X-ray data as restraints.   

Keywords: X-ray restrained/constrained wavefunction; weighting scheme; reflections distribution; 

quantum crystallography. 
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1. Introduction 

Quantum crystallography is an emerging field of science having the goal of investigating properties and 

phenomena that are crucial for or occur in the crystalline state and that can be explained only through 

the laws of quantum mechanics (Genoni et al., 2018; Grabowsky, Genoni & Bürgi, 2017; Massa & 

Matta, 2017; Genoni & Macchi, 2020; Grabowsky, Genoni, Thomas & Jayatilaka, 2020; Macchi, 2020; 

Macchi, 2022). There are different ways/strategies to achieve this objective. For example, we can 

mention the application of multipole model techniques (Stewart, 1976; Hansen & Coppens, 1978) or 

maximum entropy methods (Sakata & Sato, 1990; Roversi et al., 1998; Van Smaalen & Netzel, 2009) 

for the determination of experimental charge densities, the exploitation of computational 

chemistry/physics software (such as, CRYSTAL (Dovesi, Orlando et al., 2014; Dovesi, Erba et al., 

2018) or Quantum Espresso (Giannozzi et al., 2017)) to perform periodic ab initio computations, or the 

use of quantum chemical topology techniques (Bader, 1990; Bader & Gatti, 1998; Becke & Edgecombe, 

1990; Silvi & Savin, 1994; Kohout, 2004; Blanco et al., 2005; Johnson et al., 2010) to analyse the 

obtained experimental or theoretical electron density distributions.  

In addition to the above-mentioned strategies, there are also other emerging quantum crystallographic 

methods characterised by a simultaneous and strict interplay between the results of quantum chemistry 

calculations and crystallographic experiments. This is generally accomplished in two ways. On the one 

hand, the quantum mechanical calculations are directly exploited in the determination of crystal 

structures to get better structural models compared to those resulting from traditional refinement 

approaches; this is what is done in the well-known Hirshfeld atom refinement (HAR) technique 

(Jayatilaka & Dittrich, 2008; Capelli et al., 2014; Kleemiss et al., 2021). On the other hand, there are 

also methods in which the results of crystallographic experiments are directly used in quantum 

mechanical calculations to try to enrich the information content of the wavefunction; this is the case of 

the X-ray restrained/constrained wavefunction strategy1 (Jayatilaka, 1998; Jayatilaka & Grimwood, 

2001), which is the main topic of this work. 

The X-ray restrained wavefunction (XRW) method is a technique originally introduced by Jayatilaka 

in 1998 to determine wavefunctions compatible with sets of experimentally collected X-ray structure 

factor amplitudes (Jayatilaka, 1998; Jayatilaka & Grimwood, 2001). As it will be discussed with more 

details in the Theory section, the approach searches for wavefunctions that minimise the energy of the 

 
1 The technique is originally known as “X-ray constrained wavefunction” approach. However, as already observed 

in the literature, in this technique the experimental data act as restraints in crystallographic sense (Grabowsky, 

Genoni & Bürgi, 2017; Ernst et al., 2020; Macetti, Macchi & Genoni, 2021; Genoni, 2022). Therefore, the method 

should be better renamed as “X-ray restrained wavefunction” approach, and this is the choice that we will follow 

throughout the text.  
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system under exam and that simultaneously maximise the statistical agreement between computed and 

experimental/reference X-ray diffraction data.  

Initially developed in the framework of the restricted Hartree-Fock (HF) formalism (Jayatilaka, 1998; 

Jayatilaka & Grimwood, 2001; Grimwood & Jayatilaka, 2001; Bytheway, Grimwood & Jayatilaka, 

2002; Bytheway, Grimwood, Figgis et al., 2002; Grimwood et al., 2003), the Jayatilaka technique has 

known a quite diversified methodological development over the years. At first, the strategy has been 

extended to the unrestricted Hartree-Fock case (Hudák et al., 2010) and to density functional theory 

(DFT) (Jayatilaka, 2012). At a later stage, it was combined with relativistic approaches, such as the 

Douglas-Kroll-Hess and infinite-order two-component relativistic techniques (Hudák et al., 2010; 

Bučinský et al., 2016). Moreover, it was coupled with the Stoll method (Stoll et al., 1980) for the 

determination of extremely localised molecular orbitals (ELMOs) (Genoni, 2013a; Genoni, 2013b; Dos 

Santos et al., 2014; Genoni & Meyer, 2016) and, more recently, also with multi-determinant 

wavefunction techniques of valence-bond type (Genoni, 2017; Casati et al., 2017; Genoni, Franchini et 

al., 2018; Genoni, Macetti, Franchini et al., 2019). Electron densities and molecular orbitals resulting 

from X-ray restrained wavefunction calculations were also interestingly used to embed quantum 

mechanical calculations through multi-scale fully quantum mechanical embedding methods (Ricardi et 

al., 2020; Macetti, Macchi & Genoni, 2021) such as the frozen density embedding theory (FDET) 

(Wesolowski & Warshel, 1993; Wesolowski, 2008; Wesolowski et al., 2015) and the quantum 

mechanics/extremely localised molecular orbital (QM/ELMO) approach (Macetti & Genoni, 2019; 

Macetti, Wieduwilt et al., 2020; Macetti & Genoni, 2020; Wieduwilt, Macetti & Genoni, 2021; Macetti, 

Wieduwilt & Genoni, 2021; Macetti & Genoni, 2021a; Macetti & Genoni, 2021b; Macetti & Genoni, 

2021c). Finally, for the sake of completeness, it is worth mentioning that the XRW technique was also 

successfully coupled with HAR giving rise to the so-called X-ray wavefunction refinement (XWR) 

technique, a strategy that allows the simultaneous refinement of molecular orbital coefficients and 

structural parameters (i.e., atomic positions and thermal parameters) using experimental X-ray 

diffraction data (Woińska et al., 2017).    

In parallel to the methodological development described in the previous paragraph, the Jayatilaka 

technique was also fruitfully exploited to investigate interesting chemical and physical problems. For 

instance, since the beginning it was exploited to extract additional information on chemical bonding 

from X-ray diffraction data. This was the case of the pioneering study carried out by Jayatilaka and 

Grimwood (Jayatilaka & Grimwood, 2004), who computed electron localisation functions (ELFs) 

resulting from XRW computations and compared them to corresponding ELFs obtained by means of 

gas-phase calculations to highlight crystal field effects. Similar studies were also those in which 

Grabowsky and coworkers determined localizability indicator domains associated with XRW 

wavefunctions to study the influence of the crystal environment on a series of epoxide derivatives 

(Grabowsky et al., 2010) and to gain some insights into the reactivities of 𝛼, 𝛽-unsaturated carbonyl 
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and hydrazone compounds (Grabowsky et al., 2011). Along the same line, the Grabowsky group also 

exploited the XRW approach together with different bonding descriptors to investigate specific 

chemical problems from different perspectives, for example to investigate hypervalency in sulphur 

dioxide and in phosphate, sulphate, and perchlorate anions (Grabowsky et al., 2012; Fugel et al., 2019). 

Analogous efforts were done by Thomas and collaborators that studied the properties of chalcogen 

bonds by performing chemical topology analyses on electron densities resulting from XRW 

computations (Thomas et al., 2015; Grabowsky, Genoni, Thomas & Jayatilaka, 2020). Moreover, the 

XRW approach was also used in solid-state and materials science studies. For instance, XRW 

computations were carried out to obtain (hyper)polarizabilities and refractive indices of molecular 

crystals from experimental X-ray diffraction data (Whitten et al., 2006; Jayatilaka et al., 2009). This 

was the first evidence that XRW wavefunctions can capture the effects of the crystal environment when 

experimental X-ray diffraction data are used as restraints, which was afterwards confirmed by Hickstein 

and collaborators in their studies on non-linear optical properties of molecular crystals (Hickstein et al., 

2013; Cole et al., 2013) and, above all, by a more recent investigation carried out by Ernst et al. that 

exclusively aimed to fully exploring this problem (Ernst et al., 2020). 

The above-mentioned work by Ernst and collaborators on the possibility of incorporating crystal field 

effects through XRW calculations can be considered as the follow-up of an earlier study on the 

capability of XRW wavefunctions in capturing electron corelation effects on the electron density 

(Genoni, Dos Santos et al., 2017). In that investigation it was observed that correlation effects can be 

effectively incorporated by means of XRW computations, but this is generally clearer and more 

effective when only medium- and low-angle reflections are considered as restraints. This fact was 

rationalized by observing that, in case of theoretically generated X-ray diffraction data corresponding 

to a single-molecule electron density in a large unit cell, the high-angle reflections are largely more 

numerous than the other ones and already very well described at unrestrained level. The consequence 

is that the significant electron correlation effects contained in the low- and medium-angle data cannot 

be fully captured if the high-angle structure factor amplitudes are fully considered in the usual squared 

goodness-of-fit (GOF2) that is used in the expression of the Jayatilaka functional to be minimised (see 

the Theory section for more details). Interestingly, recent works on HAR have also shown that low-

angle reflections are more important and crucial for the description of relativistic effects (Pawlȩdzio et 

al., 2022a; Pawlȩdzio et al., 2022b). 

Therefore, the previous result prompted us to propose a new and simple weighting scheme based on the 

uneven distribution of the X-ray data in the resolution shells. In principle, this would allow us to 

reasonably reduce the importance of the high-angle data while simultaneously increasing the weight of 

the low- and medium-angle reflections. A re-equilibration of the problem described in the previous 

paragraph is thus expected, at least in the case of theoretically generated X-ray structure factor 
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amplitudes. In this work, this new weighting scheme will be presented and then tested for XRW 

calculations performed with both theoretical and experimental X-ray diffraction data. 

The paper is organized as follows. In the next section, after briefly reviewing the main aspects of the 

X-ray restrained wavefunction approach, we will describe the proposed weighting scheme from the 

theoretical point of view. Afterwards, in section 3, we will provide all the details of the performed 

computations, while in section 4 we will present and discuss the obtained results. Finally, in the last 

part of the work, we will draw our conclusions indicating when the use of the proposed weighting 

scheme could be advantageous to increase the performances of the XRW calculations and when, on the 

contrary, it should not be applied. 

 

2. Theory 

2.1. X-ray restrained wavefunction method 

The X-ray restrained wavefunction approach relies on three fundamental assumptions (Jayatilaka, 1998; 

Jayatilaka & Grimwood, 2001): i) it formally works with a fictitious molecular crystal consisting of 

non-interacting units; ii) the considered artificial non-interacting molecular crystal is characterized by 

an overall electron density that is equal to that of the corresponding real system made of interacting 

units (see below); iii) all the crystal-units are described by independent wavefunctions that are formally 

identical and related to each other through the crystal symmetry operations, which will be hereinafter 

indicated by the roto-translations {𝑸" , 𝒒"}"#$
%!   (with 𝑁&  as the number of symmetry-equivalent 

positions in the crystal unit-cell). 

Based on the previous assumptions, the unit-cell electron density of the investigated system can be 

expressed only as a function of the electron density distribution 𝜌'(𝒓) of the reference crystal-unit: 

𝜌()**(𝒓) = /𝜌"(𝒓) = /𝜌' 0𝑸"+$(𝒓 − 𝒒")2													(1)
%!

"#$

%!

"#$

. 

The electron density 𝜌'(𝒓) clearly corresponds to the wavefunction Ψ' of the reference crystal-unit, 

which, in the XRW calculations, is obtained by minimising the following functional: 

𝐽[Ψ'] = 𝐸[Ψ'	] + 𝜆!	GoF2[Ψ']									(2), 
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where 𝐸[Ψ'	]  is the gas-phase electronic energy of the molecular unit under exam (with “[Ψ']” 

indicating the functional dependence on Ψ' ), and GoF2[Ψ']  the statistical agreement between 

calculated and experimental/reference structure factor amplitudes:2 

GoF2[Ψ'] =
1

𝑁. −𝑁/
/

@𝜂	𝐹𝒉(1*([Ψ'] − 𝐹𝒉234C
5

𝜎𝒉5𝒉

						(3). 

with 𝑁.  as the number of structure factor amplitudes, 𝑁/ the number of adjustable parameters, 𝒉 =

(ℎ, 𝑘, 𝑙) the triad of Miller indices associated with the reflection, 𝜂 the 𝒉-independent scale-factor that 

puts the calculated structure factor amplitudes J𝐹𝒉(1*(K on the same scale of the experimental/reference 

ones J𝐹𝒉234K, and 𝜎𝒉 the experimental uncertainty associated with 𝐹𝒉234.  

In equation (2), the second term on the right-hand side guarantees that the electron density of the 

assumed fictitious non-interacting molecular crystal eventually becomes identical to the global electron 

density of the corresponding interacting system, obviously within the limit of the uncertainties 

associated with the measurements when experimental X-ray diffraction data are used in the calculations. 

Finally, again in equation (2), it is worth pointing out that 𝜆! is an external parameter that modulates 

the weight of the external restraints and that is gradually increased (i.e., not refined) during the XRW 

calculations.3 The problem of determining the correct value of 𝜆! is still unsolved within the quantum 

crystallography community and particularly among the developers of the XRW approach. To this 

purpose, different criteria have been introduced and tested over the years (Davidson, Grabowsky & 

Jayatilaka, 2022a) and a reformulation of the Jayatilaka method has been recently proposed (Genoni, 

2022). As it will be indicated again in the section dedicated to the computational details, in this work 

we chose to halt the XRW computations at the 𝜆!  values for which the SCF (self-consistent field) 

processes stopped converging. 

So far, no indication has been given on the functional form that the reference crystal-unit wavefunction 

Ψ' should have. This wavefunction ansatz is very important because it determines the type of XRW 

method. Since in this work we will exclusively work with the XRW technique in the framework of the 

Hartree-Fock formalism, here we assume that the reference crystal-unit wavefunction has the form of a 

 
2 Note that here we decided to follow the terminology recently introduced by Davidson and coworkers (Davidson, 

Grabowsky & Jayatilaka, 2022a; Davidson, Grabowsky & Jayatilaka, 2022b), who correctly advised to use the 

term GoF2 instead of 𝜒!. 
3 We decided to use the notation 𝜆" to better distinguish the external parameter of the Jayatilaka approach from 

the wavelength of the radiation, which will be considered in other parts of the text, and which will be simply 

indicated with 𝜆. 
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single Slater determinant. If we rely on this hypothesis and if we introduce the total scattering operator 

for a 2N-electron system 

ℑM𝒉 =//expQ𝑖2𝜋@𝑸"𝒓6 + 𝒒"C ∙ (𝑮𝒉)V =
%!	

"#$

5%

6#$

/	𝐼X𝒉@𝒓6C
5%

6#$

=/	𝐼X𝒉,8@𝒓6C + 𝑖		𝐼X𝒉,9@𝒓6C
5%

6#$

					(4), 

with 𝑮 as the reciprocal lattice matrix, it is possible to show that looking for the wavefunction Ψ' that 

minimises functional (2) is equivalent to solving the following modified Hartree-Fock equations: 

𝐹Z:8;	𝜙<(𝒓) = Q𝐹Z + 𝜆!	𝑣]:8;V	𝜙<(𝒓) = 𝜖< 	𝜙<(𝒓)						(5), 

where  𝐹Z is the usual Fock operator used in quantum chemistry calculations and 𝑣]:8; is the additional 

operator that accounts for the influence of the restraints given by the experimental/reference data and 

that can be expressed as follows: 

𝑣]:8; =/𝐾𝒉	QReJ𝐹𝒉(1*(K		𝐼X𝒉,8 + ImJ𝐹𝒉(1*(K		𝐼X𝒉,(V
𝒉

					(6) 

with the 𝒉-dependent constant 𝐾𝒉 given by 

𝐾𝒉 =
2𝜂

𝑁. −𝑁/
		
𝜂	𝐹𝒉

(1*( − 𝐹𝒉
234

𝜎𝒉5	𝐹𝒉
(1*( 						(7). 

The XRW strategy outlined above was implemented in an in-house modified version of the Gaussian09 

quantum chemistry package (Frisch et al., 2009). 

2.2. Weighting scheme 

As mentioned in the Introduction, in a previous study it was observed that the XRW method allows the 

capture of the electron correlation effects on the electron density more efficiently and to a larger extent 

when only low- and medium-angle X-ray diffraction data are used in the calculations (Genoni, Dos 

Santos et al., 2017). This is mainly due to two simultaneous factors when we use theoretically generated 

X-ray diffraction data corresponding to a single-molecule/single-atom electron density in a large cubic 

unit-cell (which was the working-hypothesis in the considered investigation on correlation effects): i) 

the reflections are unevenly distributed in the resolution shells, with the high-angle data by far more 

numerous than the low- and medium-angle ones; ii) the discrepancies of the structure factor amplitudes 

computed at unrestrained level (i.e., when 𝜆 = 0) from the corresponding reference values (i.e., from 

the structure factor amplitudes associated with a gas-phase correlated electron density) are quite 

significant at low- and medium-angle, while they are generally very small at high-angle. Now, bearing 

in mind the previous two points and considering the expression of GoF2  (see equation (3)) in the 

functional to be minimised (see equation (2)), if the high-angle data are fully considered, they largely 

predominate and significantly down-weight the contribution of the low- and medium-angle reflections. 

This was the main reason why the effects of electron correlation on the electron density could be more 
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efficiently and largely captured only when high-angle data were not employed in the XRW 

computations. 

However, even high-angle reflections contain important information. Therefore, we believe that cutting 

them off completely is not the best option. To overcome this impasse, we here propose to introduce a 

weighting factor in the expression of the squared goodness-of-fit, with the goal of increasing the 

importance of the low- and medium-angle structure factor amplitudes and, simultaneously, down-

weighting the contribution of the high-angle data in a controlled way. In other words, the idea is to 

modify the expression of GoF2 as follows: 

GoF2[Ψ'] =
1

𝑁. −𝑁/
/𝑤𝒉

@𝜂	𝐹𝒉(1*([Ψ'] − 𝐹𝒉234C
5

𝜎𝒉5𝒉

								(8), 

where 𝑤𝒉 can be determined by considering the distribution of the reflections in the reciprocal space.  

In particular, considering a reflection characterised by the Miller indices 𝒉 = (ℎ, 𝑘, 𝑙) and of resolution 

sin 𝜃𝒉 𝜆⁄ , we define its weight 𝑤𝒉 as the inverse of the “local density” (𝜌𝒉) of X-ray diffraction data at 

that resolution. Namely, we can write 

𝑤𝒉 =
1
𝜌𝒉
				(9), 

where 𝜌𝒉 is given by 

𝜌𝒉 =
𝑛𝒉
𝑁.
						(10). 

In the previous equation, 𝑁.  is the total number of X-ray diffraction data considered in the XRW 

calculation and 𝑛𝒉 the number of reflections that fall into the interval psin 𝜃𝒉 𝜆⁄ −	=
5
,			sin 𝜃𝒉 𝜆⁄ +	=

5
q, 

with Δ as an empirical parameter that gives the width of the above-mentioned interval and that can be 

chosen before starting the computations. As it will be described in the next section dedicated to the 

computational details, in this work we chose different Δ values to thoroughly assess capabilities and 

limitations of the proposed weighting scheme. 

 

3. Computational Details 

3.1. Theoretical X-ray diffraction data for single atoms/molecules 

To start testing the performances of the proposed weighting scheme, we initially performed XRW 

calculations by using theoretically generated X-ray diffraction data corresponding to the cases of single 

atoms/molecules in large unit-cells. In other words, we worked in the same conditions that were adopted 

to assess the capabilities of the XRW approach in capturing the effects of electron correlation (Genoni, 

Dos Santos et al., 2017). 
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In this study we considered the case of the Neon (Ne) atom and of hydrogen cyanide (HCN). For each 

of them, at first, we carried out gas-phase CCSD (Coupled Cluster with single and double substitutions) 

calculations with the Universal Gaussian basis set (UGBS). Afterwards we performed analytic Fourier 

transforms of the obtained relaxed CCSD/UGBS electron densities to get the theoretical X-ray structure 

factor amplitudes to be used in the following XRW computations. In particular, the theoretical structure 

factors were generated until the resolution of 2.0 Å+$ and considering only one atom/molecule in a large 

cubic unit-cell with edges of 10 Å (i.e., 𝑎 = 𝑏 = 𝑐 = 10	Å), for a total of 133880 reflections in each 

case. It is worth noting that the use of gas-phase atomic/molecular electron densities allowed us to avoid 

any intermolecular interaction in the evaluation of the structure factors, while the use of a large unit-

cell enabled us to prevent any possible artefact due to the superimposition of neighbouring unit-cell 

densities. For the sake of completeness, we also mention that the computations of the structure factor 

amplitudes were carried out by exploiting an in-house code that uses Obara-Saika recurrence relations 

for the evaluation of Fourier transform integrals of Gaussian basis functions products (Genoni, 2020). 

With the theoretically generated structure factor amplitudes we then carried out XRW calculations 

(UGBS basis set) adopting different strategies: i) without applying the weighting scheme and using the 

full set of available theoretical X-ray diffraction data; ii) without applying the weighting scheme but 

neglecting high-angle data ( (sin 𝜃 𝜆⁄ )&1>  equal to 1.44 Å+$  and 1.00 Å+$  for Ne and HCN, 

respectively); iii) applying the weighting scheme described in subsection 2.2 with the full set of 

structure factor amplitudes. In the last case, five different Δ values (see subsection 2.2) were adopted 

for the evaluation of the weighting factors: 0.150 Å+$, 0.100 Å+$, 0.050 Å+$, 0.025 Å+$ and 0.010 Å+$. 

For Neon, no convergence problems were noticed during the XRW calculations. Therefore, in 

practically all the situations, we were able to perform the XRW computations until the pre-established 

maximum values for the 𝜆! parameter: 1000.0 for the calculations without weighting scheme and 100.0 

for the computations with weighting scheme (see also Table 1 for all the 𝜆!,&1> values). For HCN, some 

convergence problems started arising when the weighting scheme was applied, especially when the 

empirical parameter Δ was small. For this reason, we reduced the maximum 𝜆! value according to the 

different cases: 1000.0 for the calculations without weighting scheme; 50.0 for the computations with 

weighting scheme and Δ equal to 0.150 Å+$, 0.100 Å+$ or 0.050 Å+$; 25.2 for the calculations with 

weighting scheme and Δ equal to 0.025 Å+$; and 12.5 for the computations with weighting scheme and 

Δ equal to 0.010 Å+$ (see also Table 2 for all the 𝜆!,&1> values). 

For completeness, in all the above-mentioned XRW calculations with theoretically generated X-ray 

diffraction data, the standard uncertainties 𝜎𝒉 (see equations (3) and (8)) were set equal to 1.0. 
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3.2. Experimental X-ray diffraction data 

At a second stage, we decided to apply the proposed weighting scheme also to the case of X-ray 

restrained wavefunction calculations performed with experimental X-ray diffraction data. To 

accomplish this task, we used the high-quality and high-resolution data collected by Birkedal et al. 

(Birkedal et al., 2004) for urea ((sin 𝜃 𝜆⁄ )&1> = 1.44	Å+$). In this case, we considered all the deposited 

structure factor amplitudes except those corresponding to negative intensities, for an overall number of 

988 reflections (much lower compared to the situation of the theoretically generated X-ray diffraction 

data considered above). 

The full set of experimental X-ray diffraction data was always used, namely the high-angle reflections 

were never neglected in the computations. However, also in this case, the XRW calculations (basis set 

cc-pVTZ) were performed adopting two different options: i) without weighting scheme; ii) with the 

proposed weighting scheme and using five different values for the empirical parameter Δ: 0.150 Å+$, 

0.100 Å+$, 0.050 Å+$, 0.025 Å+$ and 0.010 Å+$. 

As already mentioned in section 2.1, the XRW computations with experimental data for urea were 

halted at the 𝜆! values for which the SCF procedure stopped converging. The actual maximum values 

of 𝜆! in the different cases can be found in Table 3. 

3.3. X-ray diffraction data from periodic ab initio calculations 

As a continuation of the above-described XRW computations with experimental X-ray diffraction data, 

we afterwards carried out XRW calculations exploiting structure factor amplitudes resulting from a 

periodic, single-point (i.e., with fixed geometry and fixed unit-cell parameters) DFT-B3LYP 

computation for urea (basis set cc-pVTZ). In particular, for this periodic calculation, we used the 

experimental crystal structure deposited by Birkedal and coworkers (Birkedal et al., 2004), namely the 

crystal structure compatible with the above-considered experimental X-ray data.  

We generated two sets of structure factor amplitudes associated with the obtained periodic B3LYP/cc-

pVTZ electron density. At first, we took into account a dataset with maximum resolution of 1.44 Å+$ 

(988 reflections) and corresponding to the above-considered set of experimental reflections. This 

allowed us to better investigate if and to what extent the performances of the proposed weighting 

scheme change depending on the use of experimental or theoretical structure factor amplitudes in the 

XRW computations when the same number of reflections is used. Afterwards, we considered a larger 

dataset with maximum resolution of 2.00 Å+$ (2828 reflections). This enabled us to study the influence 

of the overall number of reflections (and, consequently, the influence of the maximum resolution) on 

the capabilities of the strategy introduced in this work. 

As for the case with experimental data, also in this situation the high-angle reflections were never 

discarded and the XRW computations (basis set cc-pVTZ) were carried out both with and without the 
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proposed weighting scheme. When the weighting scheme was adopted, we employed the same Δ values 

that we used in the two cases described above (namely, 0.150 Å+$, 0.100 Å+$, 0.050 Å+$, 0.025 Å+$ 

and 0.010 Å+$).  

Also for the XRW computations performed with X-ray diffraction data obtained through periodic ab 

initio calculations, the standard uncertainties 𝜎𝒉 (see again equations (3) and (8)) were set equal to 1.0 

and we halted the procedures when the SCF cycles stopped converging. See Tables 5 and 6 for the 

maximum values of 𝜆! in the different situations.       

3.4. Software used 

All the gas-phase ab initio computations were performed through the Gaussian09 quantum chemistry 

package (Frisch et al., 2009), with the corresponding structure factor amplitudes obtained by means of 

an in-house code for the evaluation of Fourier transform integrals of basis functions products (Genoni, 

2020). The ab initio periodic calculation and the relative computations of structure factor amplitudes 

were carried out by exploiting the software CRYSTAL14 (Dovesi, Orlando et al., 2014; Dovesi, 

Saunders et al., 2014). For all the XRW calculations, we used an in-house modified version of 

Gaussian09, where we implemented the working equations of the X-ray restrained wavefunction 

approach (see subsection 2), including those related to the weighting scheme proposed in this work. 

 

4. Results and discussion 

In this section, we will discuss the results obtained through the different types of XRW calculations that 

were described in section 3. In all considered cases (namely, XRW computations with theoretical gas-

phase, experimental or theoretical periodic X-ray diffraction data), the capabilities of the proposed 

weighting scheme will be assessed by considering not only the global squared goodness-of-fit, but also 

partial GoF2  values computed by taking into account only specific subsets of the structure factor 

amplitudes exploited in the XRW calculations. 

4.1. XRW calculations with theoretical X-ray diffraction data for Neon 

In this subsection, we will analyse the outcomes of the XRW computations that exploited X-ray 

structure factor amplitudes associated with the gas-phase CCSD/UGBS electron density of Neon. A 

general overview of the results can be already found in Table 1, where, for all variants of XRW 

calculations that were performed, we reported both 𝜆!,&1> and the final values of the squared goodness-

of-fit associated with the considered resolution ranges. In fact, as mentioned above, in addition to the 

global GoF2  obtained by considering all the structure factor amplitudes used in the calculations 

(namely, in this case, those with 𝑠𝑖𝑛 𝜃/𝜆 ≤ 	2.0	Å+$), we also determined the squared goodness-of-fit 



Acta Crystallographica Section A    research papers 

12 

 

for low-angle (𝑠𝑖𝑛 𝜃/𝜆 < 0.5	Å+$), medium-angle (0.5	Å+$ ≤ 𝑠𝑖𝑛 𝜃/𝜆 < 	1.44	Å+$), and high-angle 

data (1.44	Å+$ ≤ 𝑠𝑖𝑛 𝜃/𝜆 ≤ 	2.0	Å+$). 

First, let us focus on the global GoF2 value. In Table 1, we can observe a better fitting of the data (lower 

GoF2 values) when the proposed weighting scheme is used in the computations. This is also evident in 

Figure 1A, where the global squared goodness-of-fit is plotted as a function of the external parameter 

𝜆! and where it is possible to note that convergence is achieved (namely, a sort of plateau is observed) 

at smaller 𝜆! values when the weighting scheme is exploited. From the global GoF2 values reported in 

Table 1 we can even observe that the weighting scheme allowed us to better reproduce the reference X-

ray diffraction data when we assigned smaller values to the empirical parameter Δ (see subsection 2.2). 

This is confirmed by the inset of Figure 1A, which also shows that convergence is faster (i.e., a plateau 

is achieved at lower values of 𝜆!) when Δ is smaller. 

 

Table 1 XRW calculations with structure factor amplitudes corresponding to the gas-phase CCSD/UGBS 

electron density of Neon: values of 𝜆",$%& and of the squared goodness-of-fit in different resolution ranges. 

 

XRW calculation 

 

𝜆",$%&	 

 GoF2 

Global 

(×10-8) 

Low-angle 

(×10-7)  

Medium-angle 

(×10-8) 

High-angle 

(×10-8) 

Full data / No weights 1000.0  144.34 555.85 58.53 59.24 

No high-angle / No weights 1000.0  159.31 315.81 118.08 108.58 

Full data / Δ = 0.150	Å() 100.0  16.87 24.59 9.53 15.39 

Full data / Δ = 0.100	Å() 100.0  7.26 9.85 3.67 7.05 

Full data / Δ = 0.050	Å() 100.0  1.68 2.01 0.69 1.79 

Full data / Δ = 0.025	Å() 99.9  0.53 0.60 0.23 0.56 

Full data / Δ = 0.010	Å() 100.0  0.17 0.20 0.11 0.16 
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Figure 1 GoF2  as a function of 𝜆"  in different resolution ranges for the XRW calculations performed with 

structure factor amplitudes corresponding to the gas-phase CCSD/UGBS electron density of Neon: (A) global 

GoF2, (B) low-angle GoF2, (C) medium-angle GoF2, and (D) high-angle GoF2. The insets show the zoomed plots 

only for the XRW calculations carried out with the weighting scheme.   
 

The better fitting of the X-ray data used as restraints and the faster convergence when the weighting 

scheme is used can be also observed in Figure 2, where we have graphically depicted how the 

differences between calculated and reference structure factor amplitudes change as we increase 𝜆! in 

the different situations. In fact, when the full set of data is used without weighting scheme (Figure 2A) 

or when the high-angle data are simply discarded (Figure 2B), it is possible to see that the discrepancies 

between computed and reference structure factor amplitudes remain quite high even for very large 

values of 𝜆!. On the contrary, when the weighting scheme is introduced (Figures 2C-2G), the absolute 

deviations tend to flatten, and even more rapidly when smaller Δ values are used in the computations. 

Related to this last point, it is worth noting that, as Δ becomes smaller and smaller, it is as a specific 

weight was assigned to each reflection. In other words, as Δ ⟶ 0, each reflection tends to have an its 

own 𝜆! value (remember that the general and external 𝜆! parameter multiplies GoF2 in the expression 

of functional 𝐽 given by equation (2)). Therefore, in those circumstances, it is as we were almost really 

performing X-ray “constrained” wavefunction computations. This is confirmed by the fact that, when 
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we employ smaller values of Δ  in the weighting scheme, we increase our capability of exactly 

reproducing the reference structure factor amplitudes (see again Figures 2C-2G). 

Finally, to complete our discussion about the global squared goodness-of-fit, from Figures 1A we can 

also see that the neglect of high-angle data is not a recommended solution because, starting from a 

certain value of the external parameter 𝜆!, global GoF2 starts increasing, thus indicating a worse fitting 

of the reference data. This can be also evinced by analysing Figure 2B. In fact, it is easy to see that, 

when we increase 𝜆! , the fitting of the low-angle data improves, while the medium/high-angle 

description worsens. This will be further discussed below, when the specific squared goodness-of-fit 

for medium and high-angle X-ray data will be considered and analysed in detail. 

From this point on, we will analyse GoF2 for specific subsets of the X-ray diffraction data. Let us start 

with the low-angle region. Also in this case, we have better fittings (i.e., lower GoF2 values; Table 1) 

and faster convergence (i.e., plateau at smaller values of 𝜆!; Figure 1B) when the weighting scheme is 

adopted. Moreover, the agreement with the reference data and the “rate of convergence” improves as 

the parameter Δ becomes smaller and smaller (see again Table 1 and the inset of Figure 1B). Analysing 

Figure 1B, we can also observe that the fitting of the low-angle data is almost impossible or extremely 

slow when the full set of X-ray data is exploited without weighting scheme. At the same time, the 

neglect of the high-angle reflections in the computations allows us to speed up convergence, but not in 

a decisive way and, above all, this approach leads to a worse description of the high-angle region. This 

can be seen by considering Figures 2A and 2B. In fact, if on the one hand the neglect of high-angle data 

allows to better fit the low-angle structure factor amplitudes when the same 𝜆! values are used (compare 

the corresponding low-angle peaks in Figures 2A and 2B), on the other hand it worsens the description 

of the medium- and high-angle data (compare again Figures 2A and 2B, but in the medium- and high-

angle regions). 

Now, let us consider the results obtained for the medium-angle subset of X-ray diffraction data. As 

observed in the low-angle case, we have a better fitting of the reference structure factor amplitudes and 

a faster convergence when the weighting scheme is applied (see Table 1 and Figure 1C). Once again, 

the reproduction of the reference X-ray data and convergence improve when the parameter Δ of the 

weighting scheme decreases (see again Table 1 and the inset of Figure 1C). By inspecting Figure 1C, it 

is also interesting to notice that, when the weighting scheme is not adopted, we do not have only a 

slower convergence, but, for large values of 𝜆!, the description of the medium-angle data worsens, 

namely GoF2 increases. This occurs both when the full set of data is used in the computations and when 

the high-angle reflections are discarded. The latter case is even more evident. All the trends that we 

have just described also correlate quite well with the absolute deviations between XRW and reference 

structure factor amplitudes in the medium-angle region reported in Figure 2. 
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Figure 2 Absolute differences between calculated and reference structure factor amplitudes at different values 

of 𝜆" for XRW calculations performed with X-ray diffraction data corresponding to the gas-phase CCSD/UGBS 

electron density of Neon: (A) full set of data without weighting scheme, (B) no high-angle data without weighting 

scheme, (C-E) full set of data with weighting scheme and different values of the Δ parameter.  



Acta Crystallographica Section A    research papers 

16 

 

To conclude the analysis of the results obtained for Neon, we will now focus on the squared goodness-

of-fit for the high-angle region. In this case, when the full set of X-ray data is used without weighting 

scheme, GoF2 initially decreases but it afterwards increases as a function of 𝜆! (see Figure 1D). Even a 

worse behavior is observed for the XRW computations performed without considering the high-angle 

reflections (and without weighting scheme). In fact, since the high-angle data are completely neglected, 

their description/fitting worsens as a function of 𝜆!  (see again Figure 1D). Quite the opposite, the 

descriptions improve when the complete set of structure factor amplitudes is exploited along with the 

proposed weighting scheme: for all the considered Δ values, GoF2 initially increases (for small values 

of 𝜆!) and then it monotonically decreases as a function of 𝜆! (see the inset of Figure 1D). In particular, 

the decrease is faster when Δ is smaller (see Figure 1D and its inset). As for the low- and medium-angle 

regions, also in this case, the observed trends correlate with the absolute discrepancies of the structure 

factor amplitudes shown in Figure 2. 

4.2. XRW calculations with theoretical X-ray diffraction data for HCN 

This subsection will focus on the results of the XRW calculations with X-ray structure factor amplitudes 

corresponding to the gas-phase CCSD/UGBS electron density of hydrogen cyanide. As for Neon, in 

addition to the global squared goodness-of-fit, we also analyzed the GoF2 values related to specific 

subsets of reflections: low-angle (in this case, sin 𝜃 𝜆⁄ < 0.6	Å+$ ), medium-angle 

(0.6	Å+$ ≤ sin 𝜃 𝜆⁄ < 	1.0	Å+$), and high-angle (1.0	Å+$ ≤ sin 𝜃 𝜆⁄ ≤ 	2.0	Å+$) data. 
 

Table 2 XRW calculations with structure factor amplitudes corresponding to the gas-phase CCSD/UGBS 

electron density of HCN: values of 𝜆",$%& and of the squared goodness-of-fit in different resolution ranges. 

 

XRW calculation 

 

𝜆",$%&	 

 GoF2 

Global 

(×10-7) 

Low-angle 

(×10-7)  

Medium-angle 

(×10-8) 

High-angle 

(×10-8) 

Full data / No weights 1000.0  38.26 794.59 514.00 137.89 

No high-angle / No weights 1000.0  58.20 81.13 134.11 26.79 

Full data / Δ = 0.150	Å() 50.0  20.73 53.15 41.46 2.87 

Full data / Δ = 0.100	Å() 50.0  10.87 25.99 21.49 2.10 

Full data / Δ = 0.050	Å() 50.0  4.15 8.28 8.87 1.23 

Full data / Δ = 0.025	Å() 25.2  4.10 8.04 8.41 1.30 

Full data / Δ = 0.010	Å() 12.5  3.35 6.87 7.04 0.95 
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Let us consider the global case. In Table 2 and Figure 3A, we can observe a better fitting of the reference 

structure factor amplitudes (i.e., lower GoF2 values) and faster convergence (i.e., plateau at lower 𝜆! 

values) when the weighting scheme is applied. Moreover, as for Neon, description and convergence 

improve by decreasing the value of the empirical parameter Δ (see again Table 2 and the inset of Figure 

3A). These trends find correspondence in the figures reporting the absolute differences between the 

XRW and reference CCSD/UGBS structure factor amplitudes at different values of 𝜆! for the different 

types of XRW computations that were performed (see Figures S1-S7 in the Supporting Information). 

Finally, by inspecting Figure 3A, we can also observe that, if the high-angle data are not used, the global 

description improves, and convergence increases compared to the case in which the full set of structure 

factor amplitudes is exploited without weighting scheme. However, this improvement is not a decisive 

one, at least not as when the full set of reflections is employed along with weights (see again Figure 

3A). Furthermore, as it will be discussed below in details, also for HCN, the neglect of the high-angle 

data inevitably leads to worse descriptions in the high-angle region. 

 

 
Figure 3 GoF2  as a function of 𝜆"  in different resolution ranges for the XRW calculations performed with 

structure factor amplitudes corresponding to the gas-phase CCSD/UGBS electron density of HCN: (A) global 

GoF2, (B) low-angle GoF2, (C) medium-angle GoF2, and (D) high-angle GoF2. The insets show the zoomed plots 

only for the XRW calculations carried out with the weighting scheme.   
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Concerning the squared goodness-of-fit for the low- and medium-angle reflections, similar trends have 

been observed. They are somehow alike those outlined above for global GoF2. In fact, also in these 

situations, we observe better fittings of the data (lower GoF2 values; see Table 2) and faster convergence 

(plateau at lower values of 𝜆!; see Figures 3B and 3C) when the full set of structure factor amplitudes 

is employed together with the weighting scheme. Furthermore, as in the global case, the neglect of the 

high-angle data helps in better fitting the low- and medium-angle data, but not as efficiently as when 

the weights of the reflections are introduced in the XRW calculations (see again Table 2 and Figures 

3B and 3C). Finally, in Table 2 and in the insets of Figures 3B and 3C, we can clearly notice that the 

fitting improves, and convergence is faster when the Δ parameter of the proposed weighting scheme 

becomes smaller. 
 

Now, let us focus on the results obtained for the high-angle region. When all the reflections are used 

without weights, we observe an erratic trend of the squared goodness-of-fit as a function of 𝜆! (see 

Figure 3D). In fact, GoF2  initially decreases, then it increases and, after reaching a maximum, it 

decreases again. This erratic behaviour is not observed when the high-angle data are simply discarded 

without application of the weighting scheme. However, in that case, although GoF2 initially decreases, 

it starts increasing at a certain value of 𝜆! (see again Figure 3D), thus indicating again that the simple 

neglect of high-angle data is not a recommended solution. On the contrary, when the full set of structure 

factor amplitudes is used with weights, we obtain a better reproduction of the high-angle reference data 

(see Table 2), in addition to a faster convergence and a monotonically decreasing trend of GoF2 as a 

function of 𝜆! (see Figures 3D and its inset). Moreover, as for the low- and medium-angle regions, also 

for the high-angle data convergence improves when the weighting scheme is applied with smaller values 

of the parameter Δ (see the inset of Figure 3D). 

4.3. XRW calculations with experimental X-ray diffraction data for urea 

The two test-cases discussed above have confirmed that, when the full set of gas-phase theoretically 

generated structure factor amplitudes is used in XRW computations without weighting scheme, it is not 

possible to fully capture the information contained in the low-angle reflections. The results have also 

shown that the neglect of the high-angle data (a possibility that was proposed in the investigation on 

electron correlation effects (Genoni, Dos Santos et al., 2017)) is not an efficient and definitive solution 

to the problem either. In fact, it improves the description in the low-angle region but not in a definitive 

way and, above all, it leads to worse results at medium- and high-angles. Quite the opposite, the 

application of the proposed weighting scheme is more balanced and enabled better reproductions of the 

reference structure factor amplitudes with also faster convergence, not only in the global case but also 

for the different resolution ranges that were considered. 
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However, the previous results referred only to theoretical X-ray diffraction data corresponding to single-

atom/molecule electron densities in large unit-cells. To prove the general applicability of the introduced 

weighting scheme, in this subsection we will show and discuss the more realistic case in which 

experimental structure factor amplitudes are used as restraints. This analysis is also fundamental to 

confirm or not the possibility of performing XRW computations with multiple adjustable parameters 𝜆! 

(namely, different 𝜆! parameters for the low-, medium- and low-angle resolution regions), as recently 

envisaged by Landeros-Rivera and coworkers (Landeros-Rivera et al., 2021). 

Below we will analyse the outcomes of XRW calculations carried out with experimental X-ray structure 

factor amplitudes collected by Birkedal et al. (2004) for the urea crystal until a maximum resolution of 

1.44 Å+$. As for the case of the theoretically generated X-ray data, we did not consider only the global 

squared goodness-of-fit, but also GoF2 values corresponding to different resolution ranges, particularly 

GoF2  values related to the low-angle (𝑠𝑖𝑛 𝜃/𝜆 < 0.6	Å+$ ), medium-angle (0.6	Å+$ ≤ 𝑠𝑖𝑛 𝜃/𝜆 <

	1.0	Å+$), and high-angle (1.0	Å+$ ≤ 𝑠𝑖𝑛 𝜃/𝜆 ≤ 	1.44	Å+$) regions. 

Let us start analysing the results obtained for the global squared goodness-of-fit. First, by inspecting 

Figure 4A, we can notice that, unlike the above-discussed cases of theoretical X-ray diffraction data, 

convergence problems arose (i.e., the SCF computations stopped converging) when the weighting 

scheme was adopted. This is independent of the chosen value for the parameter Δ. Moreover, the 

traditional XRW computation with the full set of data and without weights for the reflections provided 

a final value of global GoF2  that is lower than the final GoF2  values resulting from the XRW 

computations performed with the weighting scheme (see Table 3). The convergence problems are also 

clearly visible in the inset of Figure 4A, where a plateau is not really reached regardless of the value of 

the parameter Δ chosen to define the weights of the reflections. 

A possible explanation for the obtained results can be found by considering the fact that the high-angle 

reflections are not sufficiently considered in the calculations with the weighting scheme because using 

real experimental X-ray diffraction data in XRW computations is not identical to exploiting 

theoretically generated X-ray structure factor amplitudes for a single atom/molecule in a large unit-cell. 

In fact, as it can be observed in Table 4 and Figure S8-A, in the experimental situation, i) the high-angle 

reflections are not numerically dominant as in the purely theoretical case of Neon and HCN (see the 

second column of Table 4), and ii), when 𝜆!=0, the discrepancies between calculated and experimental 

structure factor amplitudes at high-angle are not significantly lower than the discrepancies observed at 

low- and medium-angle, but, on the contrary, they are of the same order of magnitude (see the third 

column of Table 4). Therefore, down-weighting the high-angle data might introduce some problems 

when real experimental reflections are used. It seems that some important information in the high-angle 

range would be left out and not properly considered in the XRW computations. This will be also 

confirmed by the results that will be discussed below for the medium- and high-angle regions. 
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Table 3 XRW calculations with experimental structure factor amplitudes for urea ((𝑠𝑖𝑛𝜃/𝜆)$%& = 1.44	Å()): 

values of 𝜆",$%& and of the squared goodness-of-fit in different resolution ranges. 

 

XRW calculation 

 

𝜆",$%&	 

(×10-2) 

 GoF2 

Global Low-angle  Medium-angle  High-angle  

Full data / No weights 12.5000  1.85 3.71 1.99 1.47 

Full data / Δ = 0.150	Å() 0.3367  2.34 2.92 3.08 1.86 

Full data / Δ = 0.100	Å() 0.1977  2.40 3.02 3.20 1.89 

Full data / Δ = 0.050	Å() 0.1013  2.39 2.98 3.19 1.89 

Full data / Δ = 0.025	Å() 0.0608  2.33 2.91 3.06 186 

Full data / Δ = 0.010	Å() 0.0344  2.18 2.78 2.76 1.79 
 

 

Figure 4 GoF2  as a function of 𝜆"  in different resolution ranges for the XRW calculations performed with 

experimental structure factor amplitudes for urea: (A) global GoF2, (B) low-angle GoF2, (C) medium-angle GoF2, 

and (D) high-angle GoF2. The insets show the zoomed plots only for the XRW calculations carried out with the 

weighting scheme. 
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Table 4 Number of reflections (in brackets the percentage) and average absolute discrepancies between 

reference and unrestrained (𝜆"=0) structure factor amplitudes (in brackets the ratio with respect to the low-angle 

value) in different regions of the reciprocal space (Low-angle: sin 𝜃/𝜆	 ≤ 0.6	Å() ; Medium-angle:  

0.6	Å()< sin 𝜃/𝜆	 ≤ 1.0	Å(); High-angle: sin 𝜃/𝜆	 > 1.0	Å()) for different types of X-ray diffraction data used 

as restraints in the XRW computations. 

  No. of reflections  〈@𝐹𝒉,-. − 𝐹𝒉
/01,	2!34@〉 (a) 

HCN (gas-phase CCSD/UGBS - 2.0 Å(𝟏 ) 

   Low-angle  3564 (2.7 %)  2.42 ∙ 10-2 (1.00) 

   Medium-angle  13130 (9.8 %)  4.42 ∙ 10-3 (0.29) 

   High-angle  117186 (87.5%)  5.87 ∙ 10-4 (0.04) 

     

Urea (experimental - 1.44 Å(𝟏) 

   Low-angle  101 (10.2 %)  2.85 ∙ 10-1 (1.00) 

   Medium-angle  298 (30.2 %)  1.05 ∙ 10-1 (0.38) 

   High-angle  589 (59.6 %)  1.02 ∙ 10-1 (0.37) 

     

Urea (periodic B3LYP/cc-pVTZ - 1.44 Å(𝟏) 

   Low-angle  101 (10.2 %)  9.00 ∙ 10-2 (1.00) 

   Medium-angle  298 (30.2 %)  1.81 ∙ 10-2 (0.20) 

   High-angle  589 (59.6 %)  1.20 ∙ 10-2 (0.13) 

     

Urea (periodic B3LYP/cc-pVTZ - 2.0 Å(𝟏) 

   Low-angle  101 (3.6 %)  9.00 ∙ 10-2 (1.00) 

   Medium-angle  302 (10.7 %)  1.81 ∙ 10-2 (0.20) 

   High-angle  2425 (85.7 %)  8.30 ∙ 10-3 (0.09) 
 

(a) The unrestrained structure factor amplitudes !𝐹𝒉
#$%,	(!)*# are properly scaled in the case of experimental data for urea.  

 

We will now focus on the squared goodness-of-fit for the low-angle structure factor amplitudes. In 

Table 3 and Figure 4B we can observe that the use of the weighting scheme indeed allowed a better 

fitting of the low-angle data. Furthermore, the inset of Figure 4B shows that a sort of convergence is 

almost reached when the structure factor amplitudes are weighted according to the method proposed in 

subsection 2.2. These results indicate that, when the weighting scheme was exploited, it was possible 

to better reproduce the low-angle reflections because, in those situations, the low-angle data had larger 

weights in the functional to be minimized. 

Concerning the results obtained in the medium- and high-angle regions, we can notice that convergence 

is never practically reached (i.e., a plateau is never observed) when the reflections weights are 



Acta Crystallographica Section A    research papers 

22 

 

introduced in the XRW calculations (see Figures 4C-4D and their insets). Moreover, the final medium- 

and high-angle GoF2  values obtained with the weighting scheme are always larger than the one 

resulting from the corresponding traditional XRW computation without weights (see Table 3). These 

outcomes further confirm that, in case of XRW calculations with experimental X-ray diffraction data 

for urea, the proposed weighting scheme was useful to give more importance to and to better fit the 

low-angle structure factor amplitudes. Nevertheless, this was not a suitable strategy to properly account 

for the information contained in the medium- and high-angle reflections. 

Therefore, the so-far analysed results show that the weighting scheme works quite well when one uses 

theoretically generated X-ray data associated with single-atom/molecule electron densities in large unit-

cells, while the proposed approach is less efficient when experimental structure factor amplitudes are 

exploited. This also consequently indicates that the use of different 𝜆!  parameters for different 

resolution ranges might not be an ideal solution when experimental reflections are employed in XRW 

calculations. However, to complete our analysis and to draw more solid conclusions, in the next 

subsection we will also show and discuss the results obtained from XRW computations (with and 

without weighting scheme) when X-ray diffraction data resulting from ab initio periodic computations 

were used as restraints. 

4.4. XRW calculations with periodic ab initio X-ray diffraction data for urea 

To complete the assessment of the weighting scheme, in this subsection we will analyse the results of 

XRW computations performed with X-ray structure factor amplitudes resulting from preliminary 

single-point DFT-B3LYP periodic calculations on the experimental crystal structure of urea. As already 

indicated in the section dedicated to computational details, two cases were analysed: in one we 

considered the same maximum resolution and the same reflections as in the experimental case (i.e., 1.44 

Å+$ for a total amount of 988 data used as restraints), while in the other one the maximum resolution 

was set to 2.0 Å+$ (for an overall amount of 2828 reflections). As in the previous analyses, in both 

situations we did not consider only the global squared goodness-of-fit, but also the GoF2  values 

corresponding to specific resolution ranges (low-angle: 𝑠𝑖𝑛 𝜃/𝜆 < 0.6	Å+$; medium-angle: 0.6	Å+$ ≤

𝑠𝑖𝑛 𝜃/𝜆 < 	1.0	Å+$ ; and high-angle: 1.0	Å+$ ≤ 𝑠𝑖𝑛 𝜃/𝜆 ≤ 	1.44	Å+$  or 1.0	Å+$ ≤ 𝑠𝑖𝑛 𝜃/𝜆 ≤

	2.0	Å+$). 

First of all, let us discuss the results of the XRW computations with X-ray diffraction data having 

maximum resolution of 1.44 Å+$, and let us particularly focus on the global squared goodness-of-fit. 

Figure 5A shows that, independently of the adopted Δ value, we run into convergence problems when 

the full set of reflections was used along with the weighting scheme. In fact, in all these cases, a plateau 

is never distinctly reached in the plots of global GoF2 as a function of 𝜆!. Furthermore, in Table 5, we 

can also see that the XRW calculations with weighting scheme provided final values for the global 
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squared goodness-of-fit that are larger than the one resulting from the corresponding traditional XRW 

computation without weights. 

The explanation of the above-reported results could be found again in the improper weight assigned to 

the medium- and high-angle data, which are not significantly much more numerous compared to the 

low-angle ones. This can be seen in Figure S8-B and, above all, in Table 4 by comparing the percentages 

of reflections in the different resolution regions for this case (i.e., Urea - periodic B3LYP (1.44 Å+$)) 

to those observed in the case of theoretically generated X-ray data associated with the gas-phase electron 

density of HCN. Moreover, although the discrepancies between unrestrained (𝜆!=0) and reference 

structure factor amplitudes at medium-/high-angle are lower than those observed at low-angle (see the 

third column of Table 4), they are not as low as those observed in the case of theoretically generated 

structure factor amplitudes for gas phase-like molecules (especially for the high-angle reflections). 

 
Figure 5 GoF2  as a function of 𝜆"  in different resolution ranges for the XRW calculations performed with 

structure factor amplitudes corresponding to the periodic B3LYP/cc-pVTZ electron density of urea 

((𝑠𝑖𝑛𝜃/𝜆)$%& = 1.44	Å()): (A) global GoF2, (B) low-angle GoF2, (C) medium-angle GoF2, and (D) high-angle 

GoF2. The insets show the zoomed plots only for the XRW calculations carried out with the weighting scheme.   
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Table 5 XRW calculations with structure factor amplitudes corresponding to the periodic B3LYP/cc-pVTZ 

electron density of urea ((𝑠𝑖𝑛𝜃/𝜆)$%& = 1.44	Å()): values of 𝜆",$%&  and of the squared goodness-of-fit in 

different resolution ranges. 

 

XRW calculation 

 

𝜆",$%&	 

 GoF2 

Global 

(×10-5) 

Low-angle 

(×10-5)  

Medium-angle 

(×10-5) 

High-angle 

(×10-6) 

Full data / No weights 613.99  1.11 6.70 0.94 2.36 

Full data / Δ = 0.150	Å() 19.40  1.90 8.91 2.22 5.31 

Full data / Δ = 0.100	Å() 11.07  2.27 10.94 2.59 6.24 

Full data / Δ = 0.050	Å() 4.67  2.68 12.79 3.04 7.72 

Full data / Δ = 0.025	Å() 2.70  2.30 11.11 2.62 6.34 

Full data / Δ = 0.010	Å() 1.31  1.91 9.58 2.17 4.61 

 

Finally, concerning the three different resolution regions, we obtained similar trends, with convergence 

that is never reached clearly when the weights are introduced. In fact, a plateau cannot be distinctly 

noticed in the different GoF2-Vs-𝜆! graphs, especially for the medium- and high-angle regions (see 

Figures 5B/C/D and their insets). Moreover, in all cases, the final GoF2  values obtained with the 

weighting scheme are larger than those obtained by using the full set of X-ray data without weights. 

Let us now consider and analyze the results obtained for the global squared goodness-of-fit when we 

used X-ray diffraction data with maximum resolution of 2.0 Å+$. Also in this case, we had convergence 

problems when the reflections weights were exploited (see Figure 6A). However, it is worth noting that, 

in this situation, the final value of global GoF2 obtained with the weighting scheme is almost always 

lower than the one that resulted from the traditional XRW computation without weights (see Table 6), 

with the only exception when Δ is equal to 0.050 Å+$. Furthermore, by comparing Tables 5 and 6, we 

can observe that, in this case, the 𝜆!,&1>	values are systematically larger than those observed for the 

XRW computations with X-ray data having maximum resolution of 1.44 Å+$, thus suggesting that 

convergence problems are less serious compared to the previous situation. 

The previous trends can be explained by considering that we are in a case that is more alike the one for 

theoretically generated X-ray data for gas phase-like atoms/molecules (as Neon and HCN discussed 

above). In fact, the high-angle data start becoming numerically dominant (see the second column in 

Table 4), and most of the absolute deviations between unrestrained (𝜆! = 0) and calculated structure 

factor amplitudes at high-angle are quite low (see Figure S8C in the Supporting Information). This is 
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also confirmed by the values reported in the third column of Table 4 that clearly indicate how the trend 

that we have in this situation is closer (although not yet identical) to the one with the theoretically 

generated X-ray diffraction data for HCN in gas phase. 

 
Figure 6 GoF2  as a function of 𝜆"  in different resolution ranges for the XRW calculations performed with 

structure factor amplitudes corresponding to the periodic B3LYP/cc-pVTZ electron density of urea 

((𝑠𝑖𝑛𝜃/𝜆)$%& = 2.00	Å()): (A) global GoF2, (B) low-angle GoF2, (C) medium-angle GoF2, and (D) high-angle 

GoF2. The insets show the zoomed plots only for the XRW calculations carried out with the weighting scheme. 
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Table 6 XRW calculations with structure factor amplitudes corresponding to the periodic B3LYP/cc-pVTZ 

electron density of urea ((𝑠𝑖𝑛𝜃/𝜆)$%& = 2.00	Å()): values of 𝜆",$%&  and of the squared goodness-of-fit in 

different resolution ranges. 

 

XRW calculation 

 

𝜆",$%&	 

 GoF2 

Global 

(×10-6) 

Low-angle 

(×10-5) 

Medium-angle 

(×10-5) 

High-angle 

(×10-6) 

Full data / No weights 990.00  6.91 11.35 1.39 1.60 

Full data / Δ = 0.150	Å() 22.00  6.49 7.70 2.00 1.88 

Full data / Δ = 0.100	Å() 14.24  6.62 7.94 2.03 1.88 

Full data / Δ = 0.050	Å() 5.05  9.26 11.86 2.89 2.26 

Full data / Δ = 0.025	Å() 3.92  5.84 6.81 1.80 1.73 

Full data / Δ = 0.010	Å() 1.83  5.34 6.16 1.56 1.73 

 

To complete the discussion, we now analyze the results obtained for the three different resolution 

regions. Pertaining to the low-angle one, in Table 6 and Figure 6B, we can observe that the use of the 

reflection-weights almost always led to obtain better fittings compared to the case in which the full set 

of reflections is used without weights (only exception for Δ equal to 0.050 Å+$). Moreover, the inset of 

Figure 6B also shows that convergence is almost reached for low-angle data when the proposed 

weighting scheme is introduced. 

Finally, let us consider the medium- and high-angle regions. When the weights are used, the final GoF2 

values are always larger than those obtained by using the full set of X-ray data without weighting 

scheme (see Table 6). However, compared to the 1.44 Å+$  case, the differences between results 

obtained with or without weighting scheme are smaller (compare the differences in Tables 5 and 6). 

This further confirms that, by exploiting periodic B3LYP X-ray structure factor amplitudes with 

(𝑠𝑖𝑛 𝜃/𝜆)&1> = 2.0		Å+$, we are approaching the case of gas-phase theoretically generated X-ray data 

(see again Table 4).  

The results shown in this subsection indicate that, also in case of XRW computations with X-ray 

diffraction data generated from periodic ab initio calculations, the weighting scheme is not as efficient 

as when it was applied to X-ray structure factor amplitudes corresponding to electron densities of single 

atoms/molecules in large unit-cells. However, it was also observed that, by increasing the maximum 

resolution to 2.0 Å+$ (a value larger than the maximum resolution generally attainable in accurate X-

ray diffraction measurements for charge density studies), the performances of the proposed approach 
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improve. This suggests that the weighting scheme might be profitably exploited in those cases in which 

many X-ray diffraction data were available. 

 

5. Conclusions and perspectives  

In this work, starting from the results of a previous investigation that aimed to study the capability of 

the Jayatilaka approach in extracting correlation effects on the electron density (Genoni, Dos Santos et 

al., 2017), we have proposed a weighting scheme for the X-ray restrained wavefunction approach. 

Mainly based on the concept of reflections distribution in the reciprocal space, the approach has the 

goal of properly taking into account the contributions of all the available reflections without neglecting 

a part of them to better capture a property of interest, as it was initially suggested in the study on the 

electron correlation effects. The weighting scheme has been thoroughly tested by considering different 

types of X-ray diffraction data as restraints in the XRW calculations: i) structure factor amplitudes 

corresponding to highly correlated ab initio electron densities of single atoms/molecules in large unit-

cells, ii) traditional high-resolution experimental structure factor amplitudes, and iii) structure factor 

amplitudes associated with electron distributions obtained by means of periodic ab initio computations.  

The tests have shown that the weighting scheme works quite well when it is used in combination with 

theoretical X-ray diffraction data corresponding to electron densities of single atoms/molecules in large 

unit-cells, while it is practically not effective when it is applied to experimental structure factor 

amplitudes. The reason is that, for experimental data, the high-angle reflections are not as numerically 

dominant as in the single-atom/molecule cases and, moreover, the starting discrepancies between 

calculated and reference structure factor amplitudes are more uniform across the different resolution 

ranges. Concerning the tests with X-ray diffraction data resulting from periodic ab initio calculations, 

we have seen that the weighting scheme gives similar results to those obtained with experimental data 

when we exploit the same number of structure factor amplitudes, while it performs better when the 

number of reflections used as restraints increases. This can be seen as a consequence of the fact that, as 

the number of structure factor amplitudes becomes larger, the situation is more similar to the cases of 

single-atom/molecule electron densities in large unit-cells, both in terms of reflections distribution and 

in terms of starting discrepancies between calculated and reference X-ray diffraction data. 

Therefore, based on the obtained results, we believe that the proposed weighting scheme could be 

profitably exploited in XRW calculations with structure factor amplitudes resulting from gas-phase ab 

initio computations. This could be particularly useful if the Jayatilaka approach is exploited to extract 

exchange-correlation potentials from highly correlated ab initio electron densities (Genoni & Macetti, 

2022). Furthermore, considering that the performance of the weighting scheme improves when the 

number of restraints increases, we also envisage its application when large number of X-ray diffraction 

data must be used in XRW calculations. For instance, this would be the case if we imagine a future 
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coupling of the Jayatilaka approach with X-ray free-electron laser (XFEL) data, for which we do not 

have discrete Bragg peaks but a continuous pattern in momentum space. On the contrary, at present, we 

do not recommend the use of the weighting scheme when usual experimental X-ray diffraction 

measurements are exploited in XRW computations, even when high-resolution data for charge density 

studies were available. In fact, in those situations, convergence problems would be highly probable, 

and, above all, the use of the reflections weights would lead to worse fittings of the experimental data 

compared to a traditional XRW calculation. In our opinion, similar problems might be likewise 

encountered if, by exploiting experimental reflections, we attempted to carry out XRW calculations 

with a specific external 𝜆! parameter for each resolution region. 
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Supporting information  

 

Figure S1 Absolute differences between calculated and reference structure factor amplitudes at different 

values of 𝜆"  for the XRW calculation performed without applying the proposed weighting scheme and by 

exploiting the full set of X-ray diffraction data corresponding to the gas-phase CCSD/UGBS electron density of 

HCN. 
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Figure S2 Absolute differences between calculated and reference structure factor amplitudes at different 

values of 𝜆"  for the XRW calculation performed without applying the proposed weighting scheme and by 

exploiting only the low- and medium-angle sets of X-ray diffraction data corresponding to the gas-phase 

CCSD/UGBS electron density of HCN. 
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Figure S3 Absolute differences between calculated and reference structure factor amplitudes at different 

values of 𝜆" for the XRW calculation performed by applying the proposed weighting scheme (Δ = 0.150 Å()) and 

by exploiting the full set of X-ray diffraction data corresponding to the gas-phase CCSD/UGBS electron density 

of HCN. 
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Figure S4 Absolute differences between calculated and reference structure factor amplitudes at different 

values of 𝜆" for the XRW calculation performed by applying the proposed weighting scheme (Δ = 0.100 Å()) and 

by exploiting the full set of X-ray diffraction data corresponding to the gas-phase CCSD/UGBS electron density 

of HCN. 
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Figure S5 Absolute differences between calculated and reference structure factor amplitudes at different 

values of 𝜆" for the XRW calculation performed by applying the proposed weighting scheme (Δ = 0.050 Å()) and 

by exploiting the full set of X-ray diffraction data corresponding to the gas-phase CCSD/UGBS electron density 

of HCN. 
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Figure S6 Absolute differences between calculated and reference structure factor amplitudes at different 

values of 𝜆" for the XRW calculation performed by applying the proposed weighting scheme (Δ = 0.025 Å()) and 

by exploiting the full set of X-ray diffraction data corresponding to the gas-phase CCSD/UGBS electron density 

of HCN. 
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Figure S7 Absolute differences between calculated and reference structure factor amplitudes at different 

values of 𝜆" for the XRW calculation performed by applying the proposed weighting scheme (Δ = 0.010 Å()) and 

by exploiting the full set of X-ray diffraction data corresponding to the gas-phase CCSD/UGBS electron density 

of HCN. 

 

 

 

 

 

 



Acta Crystallographica Section A    research papers 

40 

 

 

Figure S8 Absolute differences between reference and unrestrained (𝜆" = 0) structure factor amplitudes in the 

case of (A) experimental X-ray diffraction data for urea, (B) X-ray diffraction data corresponding to the periodic 

B3LYP/cc-pVTZ electron density of urea ( (𝑠𝑖𝑛𝜃/𝜆)$%& = 1.44	Å()) , and (C) X-ray diffraction data 

corresponding to the periodic B3LYP/cc-pVTZ electron density of urea ((𝑠𝑖𝑛𝜃/𝜆)$%& = 2.00	Å()). 

 


