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ON SOME NONLOCAL ELLIPTIC SYSTEMS WITH GRADIENT SOURCE
TERMS
VERSION DU 15 JUIN 2022

SOMIA ATMANI, KHEIREDDINE BIROUD, MAHA DAOUD, EL-HAJ LAAMRI*

ABSTRACT. In this work, we investigate the existence and nonexistence of nonnegative solutions
to a class of nonlocal elliptic systems set in a bounded open subset of RN, where the gradients of
the unknowns act as source terms (see (S) below). Our approach can be also used to treat other
nonlinear systems with different structures.

This work extends previous results obtained in the local case by the fourth author and his
coworkers, and points to significant differences between the local and the nonlocal cases.

1. INTRODUCTION.

The aim of this paper is to discuss the existence and nonexistence of a weak solution to nonlocal
elliptic systems of the form

S

(=A)°'u = |Vou|2+Af in Q,
(S) (=A)v = |Vuf+pg in Q
u=v = 0 in RV\Q,

where @ C R" is a bounded regular domain, N > 2s with 3 < s < 1, p,¢ > 1, f and g are
measurable nonnegative functions. Here (—A)® means the classical fractional Laplacian operator
of order s introduced in [56] and defined by

(1.1) (—A)’u(z) :=an,s P.V. - W dy, s € (0,1),

where N
y 2
_ 20T ()
CLN7S = N . -
72(1 —s)

is a normalization constant chosen so that the following two identities
lim (—A)°u =wand lim (—A)°u = —Au
s—0t s—1—

hold. We refer readers not familiar with fractional laplacians to [33, 52, 31] and the references
therein.

Let us highlight that fractional Laplacians (more generally nonlocal operators) naturally arise
in many applications across various scientific fields, including Biology, Ecology, Finance, Materials
Science, Nonlinear Dynamics, Anomalous Diffusion. We refer, for instance, to [52, 31, 26] and the
references therein. This is why nonlocal operators have drawn the attention of many mathematicians
in the recent years.

Before going further, it is worthy mentioning that a class of elliptic systems with gradient term
appears when considering electrochemical models in engineering and some other models in fluid
dynamics. We refer to [30] and [34] for more details.

Related to the model with fractional diffusion, we refer to [50, 45, 44] for a rigorous justification
for the introduction of a fractional Laplacian into the continuum equation of the growing surface
as an another relaxation mechanism.

Key words and phrases. fractional diffusion, nonlinear gradient terms, nonlinear elliptic systems, fixed-point
theorem, a priori estimates.
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In this paper, we look for natural conditions on (p, q), (f, g) and (A, u) which allow us to
establish existence of solutions to System (S) as is done in [10] where the fourth author and his
coworkers studied the local case (i.e. s = 1). However, there are significative differences between
the local and the nonlocal cases as we see later.

To put our work in mathematical context, let us recall some previous results related to our
System (S).

e Case of single equation. In this case, System (.5) is reduced to

{(—A)su = |[VuP+Af in Q,

(1.2) u = 0 in RY\ Q.

— Local case s = 1. In this case, Problem (1.2) is known as stationary Hamilton-Jacobi
equation, or stationary Kardar—Parisi-Zhang equation (see, e.g., [43] for more details
in this case).

This Problem has been extensively investigated ; see for instance [7, 14, 16, 17, 20, 40,
41, 3, 37] and the references therein, with no attempt to provide an exhaustive list. It
is interesting to note that regularity assumptions on f and smallness condition on A
are necessary in order to show that (1.2) has a solution. We refer to [42, 58] for some
physical motivations and existence results for the corresponding evolutionary problem.

— Nonlocal case 0 < s < 1. While considerable effort has been devoted to the study of

Problem (1.2) when s = 1, relatively little is done in the case 0 < s < 1. Existence of so-
N

N—-2s+1

In the same paper, the case where f is a Radon measure was also studied. Recently, in

[28] and [5], the authors have considered natural conditions on f in order to determine

the existence of a positive solution to Problem (1.2) depending on the value of p. It

is worth mentioning that the existence of solutions to the following fractional elliptic
problem
(—=A)*w = |VwlP +hin RN, w>0inRY, lim w(z) =0.

|z| =400

lution to Problem (1.2) was obtained in [28] under the condition p < p, =

was recently studied in [32] in the case where h is a nonnegative Radon measure and
N

L e
e Case of Systems.

— Local case s = 1. Contrary to single equations, only few results are known in the case
of systems where the gradients of the unknowns act as source terms, even in the local
case. Let us review the known results about such systems.

— First, in [10] the fourth author and his coworkers investigated the local version
(s = 1) of System (S). The existence of nonnegative solutions is proved for any
(p,q) € [1,00)% such that pq > 1, under suitable integrability conditions of f and g,
and smallness conditions on A and p. There are also nonexistence results for A (or p)
large, or f and g of low integrability.

— Second, the fourth author and other coworkers have obtained similar results in [2]
about an elliptic System where the right-hand sides are potential and gradient terms,
namely, —Au = v? 4+ A\f , —Av = |Vul? 4+ pg. The same authors also studied [2] the
parabolic version i.e. uy — Au = v? + Af |, vy — Av = [Vu|P + pg.

— Third, regarding other existence results for local elliptic systems with gradient term,
let us mention [21, 15, 34].

— Nonlocal case 0 < s < 1. Even less is known in this case: as far as we know, the
System (S) has not yet been investigated.

The main goal of the present work is to study the existence and nonexistence of (weak) solutions
to System (.5). It is an extension of the results obtained in [10] for the local elliptic System (.5) that is
when s = 1, and those obtained in [5] pertaining to single nonlocal Hamilton—Jacobi equation (1.2).
It is needless to say that this extension is far less trivial than it looks at first sight. Indeed,
System (S) presents many interesting aspects: it is not variational, even if s = 1, with apparently
no comparison or monotony properties, and no symmetry properties. Moreover it is nonlocal, which
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is a source of new difficulties. Indeed, the arguments used in the local case cannot be adapted to
deal with the new situation. The major obstruction to the construction of weak solutions is the
loss of regularity caused by the nonlocal operator (—A)®. To circumvent that difficulty, we will use
in a convenient way:

(i) sharp estimates on the Green’s function of the fractional Laplacian obtained in [25];

(ii) fine weighted estimates on the solution to the corresponding fractional Poisson equation, see
Proposition 3.1 and Theorem 3.2 below. The latter estimates improve those of [27, 28, 5]. To our
knowledge, that theorem is new and interesting in itself. In this respect, one of the two anonymous
referees pointed out to us that those results are an extension of the pioneer results of [13] relative
to the case s = 1.

Then, the existence of weak solutions will be obtained for (p,q) € [1, %)2 and under smallness
-5

conditions on A and u, see Theorems 4.2 and 4.4. Nonexistence results are also proved in these two
cases :

(i) if A and p are large even if 1 < p, ¢ < %, see Theorem 4.5 ;
— 5

1
(i) if max{p,q} > 1+
see Theorem 4.6.

i even if f and g are bounded and no matter how small are A and p,
s

Our nonexistence Theorems 4.5 and 4.6 show, in some sense, that our assumptions on the data in
Theorem 4.2 are necessary.

Regarding the existence, we believe that Theorem 4.2 holds for (p, q) € [lfs, 1is

not been able to prove this result in that case. We leave it as an open problem.
As a matter of fact, this question is still open even in the case of a single equation.

]2. But we have

As a byproduct, this paper will highlight the significant differences between the local and nonlocal
cases. For example, when s = 1, the existence of positive solutions to System (S) is proved without
any restriction on p, ¢ provided that f and g satisfy some suitable integrability assumptions.

In a forthcoming work [8], we will consider a class of generalized systems with different diffusions,
for instance:

(=AY 1y = |Vulf4+Af in Q,
(1.3) (=AY 20 = |VulP+pg in Q,
u=v = 0 in RV\Q,

where s; # s3. Nonlocal parabolic systems with local gradient terms will also be considered in [9].

The rest of this manuscript is organized as follows. In Section 2, we recall some known results
that we will use in our proofs. We begin with useful estimates on the Green’s function of (—A)®.
Then, we state some regularity results for nonlocal problems with general datum in L'. However,
to prove our existence results, we need finer and more precise estimates than those stated in
subsection 2.2. So we prove some new regularity and compactness results in weighted spaces in
Section 3. The section 4 is divided into two subsections. Subsection 4.1 is devoted to the proof of
our main existence results. In Subsection 4.2, we prove some nonexistence results in the case where

1+s
the parameters A, u are large or max{p, ¢} > % In the last section, we explain how to apply
—s
the same techniques to study other nonlocal systems with different structures.

Notations. Before ending this section, let us fix some notations.

— Throughout this paper, Q is a smooth bounded open subset of RV with N > 2s and
se(3,1).
— By definition §(x) := dist(z, Q).

— For B> 0, LY(Q,8%) := {h: Q — R measurable ; / |h(2)|6° (2) dz < +o0} and
Q

Il o) = /Q Ih(2)[6° (z) do.

— By C, we denote any positive constant which may be different in each inequality.
— For r € (1,+00), we denote by ' its conjugate i.e. r' =

r—1°
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— Let E be a Borel subset of R, we denote by |E| the Lebesgue measure of E.
— Let ¢,1 be two nonnegative functions. We say that ¢ ~ 1 if there exist two positive
constants C7 and C5 such that

Crp <9 < Coo.

2. USEFUL TOOLS.

In this section, we will recall some (more or less classical) results that we will use in the proofs
of our theorems. We refer, for example, to [6, 33] for the definition of the Sobolev spaces W*?(RY)
and its canonical norm. We also set

WP (Q) := {u e WSP(RN); uw=0in RV \Q}
endowed with the norm induced by [[ul]yys.» @)

2.1. The Green’s Function of the fractional Laplacian.
Let us recall the definition of the Green’s function of the fractional laplacian (—A)® in Q.
For z € Q fixed, G4(x,y) solves the problem

(—A)Gs(z,y) = Dy ifyeQ,
=y { Gy = 0 ifyeRM\Q,

where we denote by D, the Dirac mass at = (not to be confused with §(z) = dist(x, 2)).

Unlike in the whole space, there is no explicit formula for this Green’s function. However, several
useful properties of this function and its gradient are known when s € (%, 1). We just gather them
here and refer to [5, 29, 23, 25] for the proof (which relies on probabilistic tools).

Lemma 2.1. Assume that s € (0,1). Then, for a.e. z,y € §2, we have

(2.2) Gs(z,y) ~ ! < () A 1)( °(y) A 1),

T N e T [z —yl*

in particular, there exists Cy > 0 such that

23) G(e.1) < Co min{ 1 5°(x) 5 (y) }

|z —yN=2" |z —y[N = |z —y|N

Moreover, for all n € (0,1), we get

3" (y)6 M ()
|z —y[N=

6" (y)

(2.4) Gs(z,y) < Cq o —y|N-s@=n)"

and Gs(x,y) < Cy
Now, if s € (%, 1), then there exists Co > 0 such that

1 1
2.5 V.Gs(x,y)| < CoGs(z,y max{, }
Therefore, there exists Cs > 0 such that
C
(2.6) V.G, )| < 5 0o

|l’ _ y|N72s+16175(I)

2.2. Fractional Poisson Equation and regularity.
We consider the so-called Fractional Poisson Equation, that is,

(~AYw = h in Q
27) {w = 0 in RV\Q

where s € (0,1) and h € L™ () where m > 1.

In this subsection, we recall various regularity properties of the solution to (2.7) which will be
needed in our proofs.

First of all, let us make precise what we mean by a weak solution to Problem (2.7).
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Definition 2.2. We say that w is a weak solution to Problem (2.7) if w € LY(Q), and for all
¢ € X4, we have

/w(—A)qudm:/(bhdx,

Q Q

X, = {¢ € C(RY); supp(¢) C Q, (—A)°¢ egists and |(—A)*¢| € LOO(Q)}'

where

Before stating the next theorem, let us introduce the truncating function T} defined for any
t € R by Ty (t) := max(—k, min(k,t)) where k > 0.

Theorem 2.3. Assume that h € L'(Q). Then, the Problem (2.7) has a unique weak solution w,
which is the limit of the sequence {w, }n>1, where w, is the unique solution to the approzimating
problem

(=A)Yw, = T,(h) in Q,
(2:8) { Wy, = 0 in  RM\Q.
Namely,
; 5,41

(2.9) wy, — w strongly in Wy (Q) for any ¢1 < N2t 1
Moreover,
(2.10) Ti(wn) — Ti(w) strongly in Wi*(Q), Vk>0;
(2.11) w e LY(Q) Vée(l N )

. ) ) N _ 28 )
and
2.12 —A)z L"(Q 1, ——).
(212) (A e (@), Vre ()

For the proof, we refer to [48, 27, 1]. O

Actually, the solution w is more regular in the Sobolev scale than what is stated in the previous
theorem. More precisely, one has the next Proposition whose proof can be found in [28, Proposition
2.3].

Proposition 2.4. Let s € (1,1). Assume that h € L'(,6°) with 0 < 8 < 25 — 1. Then, Problem
(2.7) has a unique weak solution w € Wa*~"P(Q) for any p € (1 ) where v =+ g if

B>0andy> L5 ifg=o0.
Moreover, there exists C := C(p,s,Q) > 0 and independent of w and h such that

N
"N+ B—2s

[wllyze—r () < ClIAlL1(0,69)0

For a datum h € L™(Q) with m > 1, the following weighted regularity result was proved in [5,
Lemma 2.12] using the properties of the Green’s function given in Lemma 2.1.

Theorem 2.5. Suppose that h € L™(§2) with m > 1 and let w be the unique solution to the
Problem (2.7) with s > % Then, for any p < m, there exists a positive constant
C:=C(Q,N,s,p) such that

(2.13) H|Vw|515

< Clh]|m (@)
Lr(Q)

Moreover,
(1) if m = 325, [Vwl|6* = € LP(Q) for any p < +o0 ;
(2) if m> 325, w e CHI(Q) for some o € (0,1). Moreover, there exists C > 0 such that

H|Vw|515

< ClIh|Lm (-
L=(Q)
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Remark 2.6. It is worth noting that, even if h and Q are regular, one cannot expect boundedness
of the gradient of the solution to Problem (2.7). Actually, consider this explicit example studied in
[35] -

(=A)*w = 1 1in B;(0),
(2.14) { w = 0 i RN\ B0,

where B1(0) is the ball with center at the origin and radius 1.
It is well known that the unique solution w to (2.14) is given by

22 (3)
(2.15) w(z) = T(§ +s)I(1+5s)
0, in RN\ B(0).

(1= Jz[*)® in B1(0),

1
It is clear that w € Wy (B1(0)) if and only if n < 11— s'D

2.3. A useful lemma. We will make use of the following lemma to estimate some singular integrals
and prove Theorem 3.2. We refer to [57, Chapter 5] for the proof.

+ For h € LP(RY), we

1 A
Lemma 2.7. Let0<)\<N,1§p<€<oobesuchthatz+1: N

nwe) = [ hy)

vz =y

1
p
set

a) Jy is well defined in the sense that the integral converges absolutely for almost every x € RY.

b) If p> 1, there exists Cp ¢ such that [|Jx(h)||Lewny < Cpellbl|pe@y)-
Crollbl| o mvy \

Remark 2.8. In the case p = 1, using the relation between the Marcinkiewicz and Lebesgue spaces,
we deduce that if @ C RN is a bounded domain, then

[ Ix(B)l| o) < Coellhl| L1y,
for any 0 < 4.

3. REGULARITY AND COMPACTNESS RESULTS IN WEIGHTED SPACES

As mentioned in the introduction, the main difficulty is the loss of regularity near the boundary
of the domain caused by the nonlocal character of the operator (—A)®. To overcome it, we have to
work in the weighted spaces L'(£2,8%). In the course of this section, we will improve the regularity
result given in Theorem 2.5 as well as those obtained in [27, 12, 1].

Let us begin with...

Proposition 3.1. Let h be a measurable function such that h6®*1=%) € L™(Q) with m > 1 and

s
0<ax< T Let w be the unique solution to

(3.1) {(—A)Sw = h in Q

w = 0 in RMQ
We have the following :

) if1<m< %, then % € LV(Q) for any v < Wﬁ(l_s)), and there exists C; > 0
such that
w a —S
(32) 550, 0 = oIl
ii) if m= %, then % € LY(Q) for any v < oo and there exists Co > 0 such that
w a —S8
(3:3) ‘ 5l oy < 2110 e
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iii) if m > m, then — 5 € L>(Q) and there exists C5 > 0 such that
w a —S
(3.4) ’ 5l < Oy |no*™ )HLm(Q) ;

Proof. We give the proof in case i). The others are similar.

In what follows we denote by C' a positive constant that may only depend on N, s, {2, a,m, but it
is independent of w and h.

The solution w to (3.1) is given in terms of the Green’s function G, as:

= / Gs(x,y)h(y) dy
Q

Hence
sl < [ g e
T Q T
gs (.’E, l/) gs (.’E, y)
< [ Eweier [ i
{lz—yl<38(=)} {38()<|z—y|<d(2)}
(3.5)
sz, y)
A LI
{lz—y|=6(x)}
= Ji(z) + Jo(z) + J3(x).

e Let us begin by estimating J;. Notice that, since ¢ is a Lipschitz function, then for all (z,y) €
{|z —y| < 30(z)}, we have |0(z) — 6(y)| < |z — y| < 30(z). Whence

7~ 9] < 30(x) < 3(y) < 20(a).

On the other hand, G,(z,y) < |C§(]$V)S Thus,
Gs(z,y) |h(y)]
nw = | h(y)ldy < C o)l
emsisgoy @) T Macicdstn [l
< C |h(y)]d (y)lg_s (y) dy
{la—yl<16(a)} |f”(1— ?!)|
. 5 =)
{lo—yl<i6(a)y [& —y|V-lmall=s
Now, setting
= o @)t (x) if 2e€Q,
hz) = { 0 if xeRV\Q,

it follows that h € L™(RY). Using Lemma 2.7, it holds that J; € LG e (©) and

mN
N—(s—a(l—3s))m’

171l L) < CllR|pm@ny = C[[h640=2)]

Lm (o) for any v <

e We now treat Jy. Using the estimate (2.4)

6@(178) (y)(ssf(lfs)a(x)
Gs(z,y) < C
( y) |Z‘ _ y‘N—s

Thus:
o(z) = Go@:9) 014
() /{ 5(x)<le—yl<s(@)} 0°(%) A dy
. h()15*0 =)

—(s—a(l— Y.
15(2)<{lo—y|<d(x)} [T —y|N—(—el=s)

IN
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Hence we conclude as in the estimation of J.
e We now deal with J3. First, we have

Ba) <m0 [ Gl
{8(z)<lz—y|<o(y)}
(3.6) +5six) G () |h(y)|dy

{lz—y|>max{s(y),6()}}

= J31(33‘) + .]32(%‘).

— The first term J3; is bounded as follows:

Jsi(z) <C ! /{ Mdy

T 6%(®@) Jis(o)<ie—yl<swy [T —yIN e

h
(5(@)<le—y|<5(w)} T — Yl

Ih(y)16°0-9) (y)
() <le—yl<o)) [& = yIV 72320 (y)

[h(y)]6° =) (y)
N—(s—a(1—9)) dy.
(5(x)<|e—y|<5(x)} |T — Yl

<C

<C

Hence, using again Lemma 2.7 as in the estimation of J;, we get:

mN

J < C||R6¥ )| gy for all y < .
[ 51127 (0) < C| [|m (@ for all v < N_—(—a(l—s)m

— Last, we deal with J3o. From (2.4), we obtain

Inlz) <C 1)) g,
{la—y|>max{5(y).6()}} 1% = Yl

O O S ),
{lz—y|>max{5(y),6(x)}} |z =y

A5
{Jr—y|>max{d(y),6(n)}} [T — Y|V~ 57a1=9)

We then conclude as in the previous estimates.
Finally, we have proved that

(3.8) <C

dy

<C

mN
N—-m(s—a(l—s))

w
6s

< |7 for any 7 <
L(Q)

d

The next result provides a global weighted regularity for the gradient of the solution to Prob-
lem (3.1). This result is interesting by itself, and will play a crucial role in the proof of the main
existence result. The compactness result in the space W(l)"y(Q), for some 1 < v < 2s, without
weight, was proved in [28, Proposition 2.3] using [27, Proposition 2.4]. To be more precise, the
proof in [27, 28] used the fact that (—A)~% is an isomorphism from W~=7""(Q) into W2*~7"(Q).
As far as we know, such a result is not available in weighted spaces. So, we have to devise a new
approach that could be generalized to this framework. That is the purpose of the next theorem. It
should be noted that this compactness result works in weighted spaces and provides a new proof of
the particular case obtained in [28].
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Theorem 3.2. Let s € (%,1) and suppose that the hypotheses of Proposition 3.1 hold. Let
w be the unique weak solution to Problem (3.1). We set m := (N—m(sTflv(l—s)))+ and m =:

min{m, m}
We have the following :
i) if m < oo, namely m < max{;2-,
there exists Cy > 0 such that

}, then |Vw|§1=% € LY(Q) for all v < m, and

s‘a(le

(39) 10180y < 3 (| 2

P h(sa(lfs) B
5 Lm(ﬂ)+|| ( Nz )

where P : L™(Q) — L7() is a linear operator defined by

9(y) .
/fz |z — yIN—<S—a<1—s)>dy if azl,

9(y) ,

(3.10) P(g)(z) =

Moreover, for any v < m, there exists Co > 0 such that

(3.11) [1IVwl6' =l 1y 0y < Co|[h* = | Lm (-
ii) if m = o0 and m > max{Qﬁl,m} then |Vw|61=* € L>(Q) and there exists C3 > 0
such that
(3.12) I o(‘ = . |P(h6“(1s))||Loo(Q)).

i) if m = oo and m = max{;2+, m}, then |[Vw|d'=% € LY(Q) for any v < 0o and there
exists Cy > 0 such that
L7(2) )

As a consequence of estimate (3.9), for v < mm{N_(s_Ag(l_s)), N—(];[s—l)} fized, the operator T :

LY(Q,000-9)) — W(IJ”(Q,(W“_S)) defined by T(h) = w, where w is the unique weak solution to
(3.1), is compact.

w
55

+ |[P(ra=t=)|

(3.13) [1Vw]d' =[] . ) < C4<(

Proof. For reasons of concision and clarity of exposition, we give the proof in the case (i). The
other cases can be proven in the same way.

Without loss of generality, we can assume that h = 0. Thus w = 0. Recall that w is given by

Q

|ngs($, y)|
o Gs(z,y)

Then

V()| < / V26 (2, 4) |(y) dy < Ga(,y)h(y)dy.
Using (2.5), we get,

QS(xay) c
Vu(@)| < C / h(y)dy + —— / Gz, y)h(y)dy.
{e—yl<s(x)} |z =Yl 5(2) J{jo—y|>6()}

Vu(@)[60-) () <609 ( / ny) g(x,y)dy>
Q

Thus

A{le—yl<(x)} 1T = Yl

h(y)
+C01 =) (x / ——=Gs(z,y)dy
On{je—y|>s()} 0(T) (.9)

= Q1(x) + Q2(x).
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— Let us begin by estimating Q2. Notice that

(3.14) Qo(z) < C

Si <m< mN then
ince m
7 ~ N-m(s—a(l—-2s)’

~ w’Y(x) a(l—s)|Y
(3.15) /QQ2 (x)dx < C/Q 537(a:)dx < C||hd Lm(-

— We now deal with Q1. We have
h
Q1(z) / ) Gs(, y)dy>

Qn{|z—y|<d(z)} |z —y|

h
/ ) Gs(z,y)dy
Qn{1s(z)<|z—y|<d(z)} |z -y

Q

ﬂ{|r yi<is@y [t =yl

= Qu1(z) + Q12
Respect to 11, we have
w(zx

(3.16) Q1(z) < 0575@)/ h(y)Gs(z,y)dy < C S( )

QN {16(0)<lo—y|<b(2)} §°(x)

mN
< h
As above, since vy < m < N —m(s—a(l—s)’ then
x a —S

(3.17) /Q dx<C/ e < Cls = ]

We now estimate the term Q2. Recall that for (z,y) € {|z —y| < $6()}, we have 36(z) < §(y) <
35(x). Hence

h(y)§e=9) () §1—s—a(1=5) ()
el <C(./ - dy |.
12( ) Qn{lz—y|<is(x)} \x—y|N 2s+1

Hence, according to the value of a, we have

5(1(1 s (y) )
_ y|N=(s—a(l—s dy it a> L,
Iw yl 2

6(1(1 s) ) )

Taking into consideration the deﬁmtlon of P, it follows that

/ Q7 (x)dz < C / (P(h6“0=9)(2)) da.
Q Q

Combining the estimates (3.14), (3.16) and (3.18), it holds that:

(3.18) Qi2(x) <

w(z)

6°(x)

(3.19) |Vaw(z)|6'*(z) < C P(h6*1=%)) (z).

Hence (3.9) follows.

Finally, from (3.19) and using Proposition 3.1, we deduce that

H|Vw|51_s”m(sz) S CHhéa(l_s)HLm(ﬂ)a

for any v < m.
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Now, let us show that T is compact.
Consider a bounded sequence {h,}, C L*(Q,§*'=%)) and set w, = T(h,). Then w, solves

(=A)°w, =h, inQ,
wy, =0 in RV \ Q.

(3.20)

For ¢q < N_(+a(1_é)) fixed, by Theorem 3.2, there exists C' > 0 independent of n such that

|wn ()| a(1-s

Hence, using the estimate (3.9) and choosing ¢ such that v < ¢ < N_(+a(1_s)), we infer that

s wy, s
[IVenld@= Lo < C <‘ 65 llLago) + P07 )>||LW(Q)>
< Clfhn6“ )| 1) < C.

Taking into consideration that |V(w,d'~*)| < §17%|Vw,| + (1 — s)qu;;‘i((;))l, we deduce that the

sequence {w,d'~*}, is bounded in the space Wé’V(Q) for all v < min{ Nﬁ(sfl\;(lis)), Nﬁ(gsfl)}.
Then, up to a subsequence, we get the existence of a measurable function w such that wd'=* €
W7 (), w,8' 5 — wd'~* weakly in W57 (Q) and w,, — w a.e. in Q.

Thanks to (3.21), {t’;—

that ;U—S € L1(Q) for any ¢ < W by Fatou’s lemma. Finally, since 2 is a bounded domain,

} is bounded in L4(Q2) for any ¢ < m Therefore, we conclude

using Vitali’s lemma we obtain that
% — % strongly in L(£2),
for any q < m

Vis
Now, setting v;; = w; — wj, hy; = hy — hj, it holds that v;;, % — 0 a.e. in Qasi,j — oo and

%4 — 0 strongly in L"(Q2) for any r < m

Since v;; solves the problem

(3.22)

(7A)Svij = hz — hj in Q,

we deduce form (3.9)

|||Vvij|5lis”m(ﬂ) < C(‘

vij

65

ra@) ||P(hij5a(1s))“m(ﬂ)> '

Recall that % — O0asi,j — oo strongly in L"(Q) for any r < m Now, we de-
duce from [46, Theorem 8.1] that the operator P : L'(Q) — LY(f) is compact for any v <

: N N
My Za—a)) N2 )

Hence, up to an other subsequence, we conclude that w, — w strongly in W(l)’v(Q, 57(1_5)). This
ends the proof. O

4. EXISTENCE AND NONEXISTENCE RESULTS.

Let us come back to our nonlinear System

(=A)u = |Vu|24+Af in Q,
() (=A)v = |Vuf+pg in Q
u,v = 0 in RV\Q,

where 0 C R is a bounded regular domain (C? is sufficient), N > 2s with s > %7 p,q > 1, f and
g are measurable nonnegative functions.
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In the first subsection, we will establish the existence of a solution to System (5) under natural
assumptions on data. Then we will establish nonexistence results in the second subsection. This
shows that our existence assumptions are in some way ‘optimal’.

4.1. Existence results.
In this subsection, we first specify what we mean by a weak solution to System (S). Then, we
state and prove the main existence theorem of this paper.

Definition 4.1. Let (f,g) € (LY(Q)7)2. We say that (u,v) € Wy (Q) x Wy () is a weak solution
to System (S) if |[VulPé%, |Vv|16% € LY(Q) and for all p, € X, we have

/u(—A)Sapdx:/ |Vv|qcpdx+)\/fcpdac,
(4.1) 2 £

/v(—A)Swdx:/ |\VulPyde +p | gy deO

Q Q Q

The main existence Theorem of the present work is the following.

Theorem 4.2. Assume s € (%,1). Let p,q be such that 1 < p,q < % Suppose that (f,g) €
—s

L™()F x Lo(Q)T where (m, o) satisfies one of the following conditions:

max{9H 2HY o5 <1

q+27 p+2
l<m< N I<o< N
- o<
(4.2) s—q(1— s)]’v s—p(l—3s)’ N
po < m = mn and qm < 0 = 7 ,
N —m(s—q(1-3)) N —o(s—p(1—23))
or
1<s 1§ min{gi—é, Z—i;}, N )
(4.3) ——<m< , <o< ——,
25 —q(1— ) s—q(l—35)" 2s—p(1—2y3) s—p(1—2s)
po < m, gm < 0,
or
qmN
44 m>——""_ 4> ,
4 Ssmal—w 77 Ntam(s—p(i-9)
or
(4.5) o> N po N

s—pi—s) "7 Napols—all—s)

Then, there exists A* > 0 such that for all (A, p) € IT where

(46) 1= (A k) € [0,400) % [0,50) 5 VL F %y + mlgllze oy < A7),

System (S) has a nonnegative solution (u,v) € Wy (Q) x Wy (Q). Moreover (ué'~%,v5'~%) €

1,6 1,04 mN oN
Wo " (Q) x W72 (Q) for all 61 < N —m(s — g —))s and 02 < N oG —pd =),
Proof. We closely follow the approach developed in [10, 2, 5] while taking into account the difficulties
caused by the loss of regularity near the boundary of the domain in the nonlocal case.

As the proof is quite long and for the sake of simplicity, we have chosen to give all the details
under the assumptions (4.2), and we briefly explain at the end of proof the main changes under the
other assumptions.

The first case. Assume that assumption (4.2) holds. Then, for o > 0, we define the function

T(o) := ari — Ca,

where C' is a positive constant depending only on the data, which we will specify later.
Since pq > 1, there exists ag > 0 such that T(ag) = 0, T(a) > 0, Vs € (0,a0), YT(a) < 0, YV €
(ag, +00). Hence, there exist two positive constants £ > 0 and A* > 0 such that

max Y(a) = Y(¢) = A*.

a>0
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Thus
(4.7) (i = O+ —=).
Fix £ > 0 satisfying (4.7) and introduce the set

A*
II:= {(Avﬂ’) € [0, 400) x [0, 4+00) ; )\p”szgm(Q) T allgl e < é}

It is clear that II is nonempty, bounded and closed in R?. Moreover, for all (), i) € II, we have
(48) O+ XU ey + allllioc) < 5
For a fixed r € (¢gm, W]\M), we define
1
(4.9) H:= {go e WS (Q); 6 e W) (Q) and (/Q |V(¢61‘5)|de> T < ﬁq}.

It is easy to check that H is a convex and closed subset of W' (€). Moreover, if ¢ € H, then
setting » =  d'~*, we deduce that ¢ € W(l)’r (©). Thus, using the Hardy inequality we deduce that

|o]" o
/Q(é(ac))deSO/Q‘vM dx.

[ol” / .
de < C | |V¢| dz.
fy @< v
Recall that |Vd(z)| =1 a.e. in ©, then

Hence

[Vl 6707 = [V (0017%) — Vo' =" < C(|Ve + [;LI)

Therefore |V|"07(1=%) € L'(Q) and

(/ |V¢T5T(ls)dm> < Gyl
Q

We observe that, if we take ¢ € H, then using Holder’s inequality we obtain that |V|2§%(1=%) ¢
LY(Q) for all @ < r. In particular |[V|2570—2) € L1(Q).

For the sake of clarity, we articulate the rest of the proof in three steps.
e First step. We claim that if ¢ € H, there exists 8 < 2s — 1 such that |V|?67 € L*(Q). Indeed,
by Holder’s inequality, we get

/ |V(p|q6ﬁdm = / |v§0|q5q(175)6ﬂ—q(175)d'x
@ Q

(/ IV@Qméq(1—8>%>m(/ 5<ﬂ—Q<1—S>>m’dx>’"/
Q 1 Q

C(/ 5(5—(1(1—5))m/dl«> m,_
Q

On the other hand, by assumption max{g%, %} < s < 1. In particular, s > %. Thus

q(1 —s) < 2s — 1 and then we can choose 8 < 2s — 1, close to 2s — 1 and such that ¢(1 — s) < 8.

(4.10)

IN

IN

Hence, we conclude that §B=all=sDm’gp « 4o,
Q
So, we have proved that for ¢ € H, we have |V|?6% + \f € L}(). Therefore, thanks to Theorem

2.3 and Proposition 2.4, there exists a unique solution u to
(=A)*'u = |Vel?+Af inQ,
(1.11) fear 2] in ¥\ 0,

Moreover, |Vu| € L*(2) for any a < #M
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Now, we claim that
(4.12) 1IVuld =l zv @) < CUIVOI (1L am gy + M fllzme)

for any v < m := where C' is a positive constant depending only on the data and

independent of u.
Indeed, setting h = |Vp|? + Af, then

h?1 %) = V|99 4 A f590 %) € L™(9).
Applying estimate (3.11) (in Theorem 3.2), with a = ¢, it follows that

mN
N—-m(s—q(1—s))

11V ul™]| @) < c(nwal S +A|f||Lm(m> forall <,

Hence the claim follows.

Given that gm < r, we deduce by using Holder’s inequality that:
(4.13) 11926 < c(mwl-ﬂqr(m T A||f|m<m),

for all v < m. As po < m, we obtain |[Vu|d('=*) € LP?(Q).
On the other hand, s > p+1 . As above, we get the existence of ) < 2s — 1 such that |Vu|Pé®t €

L'(Q). Hence, by applying Proposmon 2.4, there exists a unique weak solution v to

(_A)SU ‘VU‘P + nyg in Qa
(4.14) { v = 0 in RV\Q,

with v € W§*(Q) for any a < #M
Therefore, the operator
T:H — Wy'(Q)
pr—=T(p) = v,
is well defined. Moreover, if v is a fixed point of T, then (u,v) is a weak solution to System (S).
Thus, we just have to show that 7" has a fixed point in H.

e Second step. Let us show that T'(H) C H.
For this purpose, it is sufficient to prove if v solves Problem (4.14), then

(4.15) 11Vl6 = Lr () < CUIIVUIS (1700 (0 + pillglle ()

where v will be specified later.
In fact, setting h = |Vul? 4 pg, then hé?(1=*) € L7(Q). Using the estimate (3.11) in Theorem 3.2

with a = p, we deduce that, for all v < & =: W]\;(l—s))’
1IV0[8* || () < CUINVUlS (17 00 () + Hllgll Lo (@))-

Using the fact that gm < r and going back to (4.12), it holds that

(4.16) Il €||Lu<m<c(|||w|61 122,y + gl o) +Ap|f|m)

Moreover r < &, then by choosing v = r in the previous inequality, we get

[[Volo*=2|

v = C(ITRl I oy + ey + U oy )
Recall that ¢ € H, thus

IIVolot=

) < O<€ + pllgll Lo @) + Ap|f||pm<ﬂ>)'

By choosing C' = C' and using the definition of £, we conclude that V0|62 L) < ¢%3. Thus
v € H and then T(H) C H.

e Third step. Now, we show that T is a continuous and compact operator on H endowed with the
topology of Wy ().
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Let us begin by proving the continuity of T. Consider {¢n}, C H and ¢ € H be such that
©n — @ strongly in W' (Q). Define v, = T(¢,) and v = T(p). Then (up,v,) and (u,v) satisfy

(—A)Yu,, = |[Veu|7+Af in Q
(4.17) (—AYu = |Ve|2+Af in Q,
Up=u = 0 in RNM\Q,
and
(=AY, = |Vup|P4+ug in Q,
(4.18) (=A)*v = |VulP+pg in Q,
vp=v = 0 in RM\Q.
By Proposition 2.4, we get
(1.19) IV = Vulloio) < €| Tnlt = w617
LY(Q,58)
for any p < #wwithﬁ<23—l.

1
Since {¢n}n C H, then (/ V¢n|rdr(1s)da:> < ¢# for all n. Hence by Fatou’s Lemma, we
Q

deduce that / |V@\T5T(l_s)dac <C.
Q
Now, for a € (1,r) be fixed, using the interpolation inequality, it holds that

1 0
</ V@H—V@|a5a(ls)d$> < (/ |V¢n_vw5(15)dx>
Q Q
( / |wn—vw“1—s>dx) '
Q

(
C(/ |Vn — Vg0|5lsdx) — 0 as n — o0,
Q

(4.20)

X

IN

r—a
a(r—1)

Since gm < 7, choosing a = gm. As in the first step, we can establish the existence of § < 2s — 1
such that

where 0 =

1

(4.21) / Vo, — Vg0|q53dx < C(/ Vo, — Vg0|qm5qm(15)dx> " L 0asn— 00,
Q Q

Going back to (4.19), we conclude that

Vun, — Vull£e) — 0 as n — oo,

for any p < ——— . In particular u,, — u strongly in wWt(Q).
vy p N 25117 n gly o (€)
This time, since ¢,, € H, using estimate (3.11), we deduce that

(4.22) |||Vun|61’s|}Lm(Q) < C(zé + A||fLm(Q)>.

Thus {|Vu,|6*~*}, is bounded in L™(Q). Then {|Vu,|6'~*}, is bounded in L7(Q) for any v < .
Let v < m be fixed such that po < . Then, again using the interpolation inequality, we obtain

(4.23)
Vi, — Vaul|P? 627 =) qg . < VYV, — Va9 dz
| |
Q Q L
X (/ [V, — Vu|767(1_3)dm) ’
Q
< C’(/ |V, — Vu|5(1_s)dm) — 0 asn — oo,
Q



16 S. ATMANI, K. BIROUD, M. DAOUD, E.-H. LAAMRI

where 7 = p;’(; pe ”1). In addition, p < po. Then by repeating the same computations as in first step,

we can find f; < 2s — 1 such that

/ |V, — VuPéPrde < C’(/ [V, — Vup"ép"(l_s)dx) " S 0asn - oo
Q Q

Hence, thanks to Proposition 2.4, we conclude that v, — v strongly in W(l)’l(Q). Then, the
continuity of T follows.

Now we prove that the operator T is compact.

Let {¢n}n C H be such that ||g0n||wé,1(9) < C where C is independent of n. Define v, = T'(¢,,).

Since {¢n}n C H, we have

(/ [Von|” 6’”(1_3)dx) ' < C for any n.
Q

Thus, as in the first step, there exists 8 < 2s — 1 such that {|V,|?0° + Af},, is bounded in L' ().
According to Proposition 2.4, we deduce that, up to a subsequence, u,, — u strongly in W(l)’p (Q)
for all p < N osi14 5
Since po < M, as in above (Continuity of T'), we can prove that |Vu,|61™* — |[Vu|6'~* strongly
in LP?(Q)). Thus, using the same arguments as in the first and second steps and applying Holder’s
inequality, we get the existence of By < 2s — 1 such that (|Vu,[P + 1ug)d% — (|[Vul? + pg)s’
strongly L'(Q).

N

Thanks to P ition 2.4 lude that v,, — v strongly in W™ (€2) f <
anks to Proposition 2.4, we conclude that v v strongly in Wy ™ (Q2) for any 7 N o115
In particular v,, — v strongly in Wé’l(Q). Thus, T' is compact.

To conclude the proof, we apply the Schauder fixed-point Theorem *, see for instance [39, Corol-

lary 11.2]. Hence, we get the existence of (u,v) € Wy (Q) x Wy (), which is solution to System
(S) such that (ud*=*,vd'=%) € W(l)’gl () x Wé’% (Q) for any 6; < m and 6, < 7.
This ends up the proof under (4.2).

Now we briefly describe the main changes in the other three cases.

Second case. Under the assumption (4.3), the unique change compared to the first case is to
prove that, for any ¢ € H, there exists 51, 82 < 2s — 1 such that

|Vp|96°, [VulPsP2 € L1 (Q).

Since 1 < s < min{g%7 Z%}, then it follows from (4.3) that (¢ + 1 — s(¢ + 2))m’ < 1. Hence,
we get the existence of 81 < 2s — 1 such that (¢(1 — s) — 81)m’ < 1. Thus, under (4.3), we get

fQ §Br—a(1=)m" g0 < 50 and we conclude as in the first case.

Third case To prove the existence result under assumption (4.4), we use the fact m > Jﬂ'
As in the first step of the first case, using Holder’s inequality we can find f < 2s — 1 such that
|Vp|268 € L1 () for any p € H. Therefore, using again Proposition 2.4, we get the existence of a
weak solution u to Problem (4.11).

On the other hand, by using the same decomposition as in estimate (4.12) and by Theorem 3.2, we
obtain

(4.24) 1918 iy < VAT iy + Al L)
itm > N and
s—q(l—s)
(425) (Va8 ]|y < CUITRI S ) + Nl ngen). for amy p < oo,
if m = % Therefore, arguing as in the proof of the first case, we can show that the
operator T is well defined and has a fixed point in H. Thus we conclude. O

1 Assume that E is a closed convex set of a Banach space X. Let T be a continuous and compact mapping from
E into itself. Then, T has a fixed point in E.
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Remark 4.3.

(1) The same ezistence result holds without any positivity assumptions on the data.
(2) If m = o =1, the existence results hold for System (S) under the condition

max{p, ¢} < 5,
(4.26) N N

R g s B Ay e G B

Let us now deal with the case p = ¢ = 1. The above convexity argument can not be used to get
the existence of a solution. However, if we consider the following System

(=A)u = A(|Vo|+f) in Q

(4.27) (=4)w = p(Vul+g) n O
u=v = 0 in RV\Q,

we have the next existence result.

Theorem 4.4. Assume that s € (%, 1) and p = g = 1. Then, there exist \* and p* such that if A <
X and @ < p*, the System (4.27) has a solution (u,v) with (ud*=*,v86'~%) € W5 (Q) x W7 (Q)
for any v1 < #@;_1) and o < #]2\73—1)7 if one of the following conditions holds:

§<8<1,
N
1 —1 S
(4.28) ST S S0 a1
< m and m < oN
o
N —m(2s—1) N —-0o(25s—-1)’
or
%<5<%,
1 < < <o < N
(4.29) Bs—1 25— 1'3s5—1 0 25— 1’
< mN m < g
o< "y 9
N —-m(2s—1)’ N—-o0(2s—1)’
or
N mN
4.30 > S L S
(4.30) megs T 7 N+ m(2s —1)
or
N N
(4.31) o> 7

"% 1 " Nio@s-1)

Proof. We give the proof under the assumption (4.28). Using the Schauder fixed-point Theorem,
we get the existence of a solution (u,,v,) to the approximating system

CAyu, = A( Vo

_ 1VUnl n Q
1+71L|an|+f> in ,

(4.32) |V .
—A)Yv, = e Q,
(=4)%w p 1+%|vun|+g in
Up =0V, = 0 in RV\ Q.
Setting
[V, |V,
Lin(z) = ———+/f, Low(®)=—7F5—+9
S T R T A

Then using the regularity result in Theorem 3.2 with a = 1, it holds that

|||vun|5lis||Lvl(Q) < CA(|||V'UTL‘5175HL7"(Q) + ||f”Lm(Q))7

4.33 X )
(4.33) 9016 ey < CullIald™ | oy + 1900
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. < mN d o < oN
or an —————— an _

YMEN mes—1) TP EN o2 1)
Thus

1—s 1—
(434) 1V Hml(sz) +|[[Vonlo s”mz(ﬂ) =
4.34 s —s
C(M [1V2n 65| o ) + #illgllze @) + A [[Vval 65| Lo ) + |f||Lm(Q)>~
: mN mN mN
Since o < Nom(2s=1)» We can choose v, close to Nom(2s=T) such that o < v < Nom(25=1)"

Thus using Holder’s inequality, we deduce that

19016y < €[ V0]6"

e Iz oy -

In the same way, we get

|| Vo |62

y<C H\an|51_SHm2(ﬂ) '

L'm(ﬂ
Hence for max{\, u} < Cy small, we obtain that
119200188 s gy + 17018y < O CON ey + sl 1 c):

As a consequence, {(tn,v,)}s is bounded in the space Wy (Q, 571 (1=9)) x Wy72(Q, §72(1=9)) for

m o

an < ———— and < ——————— . The rest of the proof follows using the same
YIMSN mEs—1) M SN o251 P WS SIS

compactness computations as in the proof of Theorem 4.2. O

4.2. Nonexistence results.
In this subsection, we prove that the smallness of A and g on the one hand, and the fact that

P,q € (1, 1) on the other hand, are necessary in order to get the existence of solutions to (.5).

4.2.1. Smallness condition on A\ and u.
It is clear that the set II defined by (4.6) is bounded in R2. The following result clearly shows
that the smallness condition on (A, u) is needed for existence of solutions to (S).
Theorem 4.5. Let s € (1/2,1). Suppose that (f,g) € L™(Q)" x L7(Q)" where (m, o) satisfy the
conditions of Theorem 4.2 and 1 < p,q < % Then, there exist two positive constants I'(f) and
-5

I'(g) such that if A > T'(f) or u>T(g), System (S) does not have any nonnegative solution.
Proof. Let A\, ;u > 0 be fixed such that System (5) has a nonnegative solution (u,v). Given 6 €

Cs° () with # = 0. Firstly, introduce ¢y € W52(Q) N L=(Q) to be the unique solution to the
following Problem

(4.35) {(—A)S¢o= 6 in Q,

pg= 0 in RN\Q.

Let us recall that ¢y = §° according to [11, Lemma 4.2]. Next, consider 1)y the unique solution to
the quasi-linear Problem :

(4.36)

—div(¢g|Vepe|**Vipg) = 6 in Q
o= 0 on 09,

where 1 < o < min{p, ¢}. Notice that the existence of 1)y can be obtained using an approximating
argument. It is clear that (a« — 1)p’ < o and (o — 1)¢’ < .

Now, using ¢y as a test function in the first equation of System (5), we get:

/(\Vv|q+)\f)¢9dx = /9udm
Q Q
< | Gulvuol !Vl da.
Q
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Using the Holder and Young inequalities, it holds that

1

74N d P d ) Py 4 )P’
(4.37) /Q(|VU‘ tAf)dode < (/QVU| b0 x) (/Q|V¢a| bo da
€ / |Vul? ¢ de + C'(c) / |Vl D g dr.
Q Q

IN

In the same way, using ¢y as a test function in the second equation of System (S), we get:

(4.38) / (IVul? + pg) podz < s/ |Vv|%e dx + Cé(e)/ |V¢9|q/(o‘*1)¢9 dzx.
Q Q Q

Combining (4.37) and (4.38), we obtain:

/<|W|4+Af>¢edx < 52/¢9|V1}|‘1dm
Q Q
(4.39)

+ Cé(f)/|V¢9|p/(°‘_1)¢ed$+0§(5)/|V¢9|q/(a_1)¢odw
Q Q

Hence, by choosing 0 < ¢ << 1, we get

(4.40) A /Q foo dz < Ch(e) /Q |[Vpgl? Vg da + C(e) /Q V|7 0~V gy dx.
Setting

— / |Vpa|? (“V g da + C(e) / Vo] @D g da.
Then A < T(f) = C(e)A\*(f) \izzhere "

A= {0<eélé°° @)} { / J o dv = 1}

Thanks to Holder’s inequality, it holds that
p/(a—1)

FO) < Nl < [ 1wl ¢edm>

' (a=1)

+ Csle )che\lp(g (/ |Vo|* do da

Conversely, if A > I'(f), System (5) does not have any nonnegative solution.

In a similar way, we obtain that u < T'(g) = C(e)u*(g) with

uw(g) = inf {F9 ;/g¢gdx:1}.
(@) {0s0eCs ()} ©) Q
Therefore, if 1 > T'(g), System (S) does not have any nonnegative solution. O

4.2.2. Smallness condition on p and gq.

Now, we assess the optimality of the assumption on the exponents ¢ and p. As explained in the
introduction, the loss of regularity near the boundary creates a lot of difficulties in the fractional
case. This can be clearly seen in the next nonexistence result.

Theorem 4.6.
1+s

1) Assume that max{p,q} > T Then, System (S) does not have any nonnegative solution
—s

(u,v) € Wyt () x Wi (Q) such that

/(|Vu|”+|Vv| 6% (2) da < oo,

1
2) Assume that max{p,q} > ——. Then, System (S) does not have any nonnegative solution
-5

1
(u,0) € Wy (92) x Wy (Q).
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Remark 4.7. To study the question of existence or nonezistence of solutions to System (S) when
P, q € (7%, }iz), it is necessary to know the precise reqularity of such solution under minimum
conditions given in Definition 4.1. Unfortunately, this question seems to be more difficult and it is

not known so far even in the case of a single equation.

Proof.
1) We begin by the first case. Without loss of generality, we can suppose that p > ¢. Assume

by contradiction that System (S) has a solution (u,v) such that (u,v) € Wy (Q) x Wi (Q) and
/Q(|Vu|p + |Vv|?) 6°(z) dz < oo and p > £5.

Since s < p — 1, then using the weighted Hardy inequality (see [53, Theorem 1.6]), we obtain
p
(4.41) Y ss(x)de < [ |VulPo®(z) dz < +oo.
o 07 Q

Now by the maximum principle (see for instance [11, Lemma 4.2]), we deduce that v > C§°. Thus

1

Lts and we reach a contradiction.

Hence p < 13

2) Now, we consider the second case. Suppose that System (S) has a nonnegative solution (u, v)
with (u,v) € WiP(Q) x W;4(Q), then as above, using Hardy inequality we reach that

uP
/ —dz < / |Vul? de < +o0.
0P Q

Using the fact that u > C*®, we get

L d

Hence p < l—is and we reach a contradiction. O

Before ending this section, we prove an optimality result related to the assumption on f and g
in some particular cases. The next nonexistence result is far from being optimal, but it gives some
ideas on the strong relation between the regularity of the data and the exponents of the gradients.

Theorem 4.8. Assume that one of the following conditions holds

N
4.42 S S—— P —
(442) p>N—(2s—1)m o q>N—(2$—1)m7
or

N N
4.43 S ——y; ' —
(4.43) P> N _@s—1e M7 N (25— D)o

Then, there exists (m,o) and f € L™(2),g € L7() with f,g > 0 such that the System (S) does
not have any positive solution for any A\, pu > 0.

Proof. We prove the result under the condition (4.42), the other case follows in a symmetric way.
To do so, we will construct f, g such that, under the hypotheses of Theorem 4.8, we get T'(f) =0

or I'(g) = 0.
We suppose that Q@ = B;1(0) and m,0 < N. Let ¢ > 0 to be chosen later, and define
flz) = I\ﬁ’ then f € L™(Q). Assume by contradiction that System (S) has a solution

(u,v) € Wyt (Q) x W (Q) with (u,v) € WP(Q) x W39(Q). Then, following the calculations
of Theorem 4.5, we deduce that

(4.44) A / Fooda < O / Vasl? @Dy da + C / V4|9 D) g da.
Q Q Q

Consider the function 8 given by

1
= f <1
O(x) =14 |z|* it lel<q
Ol if L<lal<l,
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with a > 2s satisfies
{ N+2s—Y <ca< N+2s—p/(2s—1)and
N+2s—<a< N+2s—q¢(25—1).
Notice that the existence of a follows using the hypothesis (4.42).
Now using the definition of ¢y, as the solution to problem (4.35), we obtain that ¢y ~ |z|**~% in a
small ball B, (0).

Respect to the function 1)y, the solution of the problem (4.36), choosing 1 < o < 2s, we can show
that in a small ball B,, (0), we have

(4.45) Yolw) ~ ||~ <5 and |Vipy| < Cla| o 1.

Thus, taking into consideration estimates (4.44) and (4.45) and choosing £ small enough such that
% +a —2s > N, we deduce that

1
/ fopdr > c/ — dr = co.
Q By(0) |z| 7w to?s

5

Moreover
/ |Vl V) g da Jr/ Vo] gy da
Q 1 Q
<
<C Q( |x|(2371)p’+a72s + |x|(2sfl)q’+a72s)dw < 0o.
Thus, using a suitable approximation argument, we conclude that I'(f) = 0 and the nonexistence
result follows. O

5. EXTENSIONS AND FURTHER RESULTS

In this section, we give some extensions of the existence result to other nonlinear systems with
different structures. The approach developed in the previous section can be used, once we have the
required regularity result for one equation.

5.1. Systems with absorption gradient terms.
One can also consider a system, where the gradients appear as absorption terms.

(=A)Yu+|Vo|? = Af in Q,
(5.1) (—AYv+|VuP = pg in Q
u=v = 0 in RNM\Q.

At first sight, one may think that this modified system is easier to analyze. This is far from being
the case, even when dealing with a single equation. Namely, it is proved in [4] that the following
problem
(=A)u+|VuP = f in Q
{ u = 0 in RN\Q
has a solution for any f € L'(f2) provided that p < 2s. However, the question of existence is wide
open when p > 2s, even if f belongs to a suitable Lebesgue space, and even (to our knowledge) in

the local case (s = 1). The only known result in the latter case is the existence of a solution when
f e Whee(Q), see [49)].
Nevertheless, by following the same line of proof as in §4.1, one can prove the same existence

result under the same conditions as in Theorem 4.2 for the System (5.1). This is a straightforward
adaptation, and we leave it to the reader.[J

5.2. Systems with drift.

Here, we consider a version of the System (S) where the fractional Laplacian (—A)?® is replaced
by the linear operator L defined as L,(u) = (—A)*u + B(z).Vu, with [B| € L7(Q) and o > ;2.
More precisely, we consider the following System

(=AYu+ Bi(z).Vu = |Vo|?+Af in Q,
(SD) (—=A)*v+ Bo(z).Vv = |VulP+pg in Q,
u=v = 0 in RV\Q,

where B; is a vector fields such that |B;| € L7(Q) with o > 32
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As explained previously, in order to prove the existence of a solution to System (SD), we have
to analyze the regularity of the solution to the associate Poisson equation. More precisely, define
w to be the unique solution to the problem
{ Ly(w) = h inQ,

(5:2) w = 0 inRV\Q,

where Ly(w) = (—A)*w + B(z).Vw and |B| € L7 (Q) with ¢ > ;2.

As defined in [25, page 463], we say that a measurable vector fields B:RN RN belongs to
the Kato’s class K% ', with a € (1,2), if

Mawp/ B(y)l|z —y|*Ndy = 0.
lz—y|<e

e—0 zERN

Since |B| € L7 () with o > 52, then setting
5, v | B(x) ifzeQ,
B(I){ 0 if 2 € RN\Q,

and using Holder’s inequality, it follows that B is in Kato’s class IC?\;PI.
Hence, we can write

mmzéimwmwy

where QNS is the Green’s function associNated to the operator L;. On the other hand, Under the
above assumption on B, we know that G ~ G, thanks to [25, Theorem 1].

Concerning the gradient of G,, according to [47, Corollary 1.8] (see also [47, page 284] where the
class of operators for which Corollary 1.8 holds is given), we deduce the existence of two positive
constants C7 and Cy such that for a.e.z,y € Q

~ ~ 1 1 1 1
IVeGs(z,y)| < C1Gs(2,y) max {|»’U—y7 5(33)} < O2Gs (7w, y) max {|x_y|a (5(37)} .

Hence, G, verifies the same estimates as G, (the Green’s function without drift). Therefore, we get
the same regularity result for the solution to Problem (5.2).

Thus, using the approach developed in the proof of Theorem 4.2, we obtain the same existence
result for the System (SD) as in the case without drift. Since this extension does not involve any
difficulty, we will again leave it to the reader. [J

5.3. Systems with potential-gradient term.
Now, let us consider systems with potential-gradient in the right-side. More precisely, we analyze
the following System :

(=A)u = vi+Af in Q,
(5.3) (—AYv = |VuP+pg in Q
u=v = 0 in RV\Q,

As in the previous section, we assume that p,q > 1 and s > % Again, we can prove an existence
result; this time, we give the proof as this extension is less straightforward than the other two.

and pqg > 1. In addition, suppose that

(f,g) € L™(Q)" x L7(Q)™ where (m, o) satisfies one of the following conditions

Theorem 5.1. Let s > % Assume that 1 < p,q < 1 5

max{94H 2t o5 <

q+27 p+]\2[ N
(5.4) L<m < =y 1 <o < 5=y
po < m = mN qm o

N —m(s—q(l—s)) andN+qm< N —o(s—p(1—3s))’
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or
% <s< min{g%, Z—i;}, )
(5.5) 25 —q(1—s) sms s—q(l—15)" 2s—p(l—s) o= s—p(l—s)’
N
po < m = n and 1" < 7 ,
N —m(s—q(1-239)) N+4+gm N —o(s—p(l-—23))
or
N qgmN
5.6 m>—"2 5> ,
(56) T s—q(l—ys) 7 N +gmo((s+1) —q(1—5s))
or
(5.7) o> po N

s—pl—s) "7 Ntpols—al—9)

Then, there exists A > 0 such that for any (A, ) € I where

(5.8) I := {(A, 1) € [0,+00) x [0,4+00) ; N[ £I[7....q) + £ellgll o) < A},

System (5.3) has a nonnegative solution (u,v) € Wy (Q) x Wy (). Moreover (ud*=*,v5'~%) €
W (Q) x Wi (Q) for all 0, < i and 0, < 5.

Proof. The proof closely follows the arguments used in the proof of Theorem 4.2 taking into consid-
eration the potential term in the first equation. For the reader’s convenience, we give some details
under the condition (5.4).

N
Since ~ 1Y <o= 7 , then we can fix » > 1 such that
N +gm N —o(s—p(l —s))
qgmN r< oN -
——<r =o0.
N+ gm N —o(s—p(l—25))

As in the proof of Theorem 4.2, we fix £ as the unique solution to algebraic identity

*

(v = O+ ).
( c)

Let A = % and consider the set II defined in (5.8). In this case II is given by

A*
= {(A,m € 0,400) X [0,400) § N[|F][2. 0, + illgll e (@) < é}.
Obviously, IT is bounded closed set of R2. Moreover, for all (\, ) € II, we have

(5.9) O+ XU ey + allllnce) < 55

Let ¢ and r be fixed and define the set :

(5.10) H:={peW,HQ); ¢d'~* e W)"(Q) and (/ |V(¢61‘S)|de> L <)
Q

For ¢ € H, using Sobolev inequality we get

(5.11) (/ |g061_s|7'*dx)r < C(/ |V(g061_s)|’”dx>T < Ctwa.
Q Q

Thus for ¢ € H, we have ¢*3°1=*) ¢ L1(Q) for all @ < r*; in particular 9§91 =) ¢ L1(Q).
Now, applying Holder’s inequality, we get the existence of f < 2s — 1 such that ©96% € L'(Q).
Hence according to Proposition 2.4, there exists a unique solution u to

(=A)u = oL +Af in Q,
(5-12) { u = 0 in RV\Q

In particular, |Vu| € L*(Q2) for any a < #ﬂ% By Theorem (3.2), with a = ¢, we deduce that

(513 190180y < € (165 + Al Lo )
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Lm (Q)) .

+/\||f|Lm(Q)> forany <.

for any v < m = 0k Recall that gm < r*, then

mN
N—-m(s—q(1—s

19018 0y < € (108~ ey + NI
Thus, by Sobolev’s inequality we get

(5.14) |||vu|51*8||m(m < C’< IV (08 %)]]7.

Given that po < m, then |Vu|Pé?1—%) € L7(Q) by (5.14).

Going back to the condition (5.4) and using Holder’s inequality, then |Vu[P6% € L'(Q) for some
B1 < 2s—1. Therefore, by Theorem 2.3 and Remark (2.4), There exists v as a unique weak solution
to the Problem

(=A)'v = |VulP+pg in Q,
(5.15) { v = 0 in RV\Q,
where v € Wé“(Q) for any a < ﬁw.Therefbre the operator

T:H — Wy (Q)
pr—T(p) =

is well defined. Moreover, if v is a fixed point of T, (u,v) is a weak solution to the System (5.3).
So, we just have to show that T has a fixed point in H.

The continuity and the compactness of T follow using closely the computations in the proof of
Theorem 4.2. Hence we have just to show that T(H) C H.
Using Theorem 3.2, it holds that for all v < 7,

(5.16) IINEI

—s||P
L¥(Q) < C(H|VU|51 HLpa(Q) + /’LHgHL“(Q))
Recall that po < m and gm < r. Then, by using (5.14) and (5.16), we get
1—s 1— s
(517) |||V'U‘(S HLV(Q) < C(HV @5 H L™() +/“‘H9HL°(Q)+)‘||f‘|Lm(Q )
Now, taking into consideration that r < & and choosing v = r in the previous inequality,

190180 < IV 0

2 o+l + A )
Since ¢ € H, then
190180 0 < € (¢ allllzoiay + 1 e )

Taking into con51derat10n the definition of ¢, we conclude that
[|IVo]6—| < ¢%i. Thus v € H and then T(H)C H.

L) =
Thus, we conclude that T has a fixed point in H. So, System (5.3) has a solution (u,v) with
(ud'*,v6'%) € Wy 1(Q) x Wé’(b(Q) for any 0; < m and 02 < of. O

The smallness condition on the parameters A,y is needed. Indeed, we can show that for large
values of A or u, System (5.3) does not have any nonnegative solution. More precisely, we have

Theorem 5.2. Suppose that s > %,p > 1 and ¢ > 1. For 6 € C§°(Q) with 8 Z 0, we consider
bo € WH(Q) N L®(Q) and 1y € Wy*(Q,6°%) to be the solutions to problems (4.35) and (4.36)

respectively.
We set
p/(a—1)
H(Q) = </ |v’¢9| ¢9 dl‘) +/9f1/¢é—q/7
Q

and define
5.18 A* = inf H(9); de=1,,
519 (1= it {0 [ onan =1}
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F* = i f H 9 ; d :1 .
0= gy {70 s =1}

Then there exists C(p, q) such that if the System (5.3) has a solution (u,v), then A < C(p, Q) A*(f)
and 1 < C(p, q)I'(g).

Proof. Without loss of generality, we can assume that f,g € L*°(2). Using ¢y as a test function
in the first equation of System (5.3), we obtain that,

/ Ou dx
Q

/ bo|Vipg|* | Vu| de.
Q

Since p’'(a — 1) < «, then, by Holder and Young’s inequalities, we have that,

/ (v 4+ Af) po dx
Q

IA

p/(a—1)

(5.19) /Q (W' + Af)goda < /Q VulP¢g da + C(p) < /ﬂ IV o|” bp do

Using now ¢y as a test function in the second equation of system (5.3) and by Young’s inequalities,

we deduce
0
/(|Vu|p+ug)¢9d$ < /v@dajg/vdm—daj
(5.20) Q £ o o
< f/quﬁgdw—l—C(q)/quqbé_q dz.
2 Ja Q

The last integral is finite using the fact that 0 S 6 € C°(Q) and ¢g ~ 6°.
Combining (5.19) and (5.20), we get

p'(a—1)

IN

C(p) ( / Vol do
Clp.q)H ().

(5.21) A/Qfaﬁedx +C(Q)/Q<9q'¢é_q/

IN

Hence A < C(p, ¢)A*(f) with

viy= it w6 [ forde =1},

In the same way we get the estimate on pu. O
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