
HAL Id: hal-04012765
https://hal.univ-lorraine.fr/hal-04012765v2

Submitted on 24 Apr 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Margin-based scenario approach to robust optimization
in high dimension

Fabien Lauer

To cite this version:
Fabien Lauer. Margin-based scenario approach to robust optimization in high dimension. IEEE
Transactions on Automatic Control, In press. �hal-04012765v2�

https://hal.univ-lorraine.fr/hal-04012765v2
https://hal.archives-ouvertes.fr


1

Margin-based scenario approach to robust
optimization in high dimension

Fabien Lauer

Abstract—This paper deals with the scenario approach to
robust optimization. This relies on a random sampling of the
possibly infinite number of constraints induced by uncertainties
in the parameters of an optimization problem. Solving the
resulting random program yields a solution for which the
quality is measured in terms of the probability of violating the
constraints for a random value of the uncertainties, typically
unseen before. Another central issue is the determination of the
sample complexity, i.e., the number of random constraints (or
scenarios) that one must consider in order to guarantee a certain
reliability. In this paper, we introduce an additional margin in the
constraints and analyze the probability of violation of solutions
to the modified random programs. In particular, using tools from
statistical learning theory, we show that the sample complexity of
a class of problems does not explicitly depend on the number of
variables. In addition, within this class, that includes polynomial
constraints among others, the same guarantees hold for both
convex and nonconvex instances.

Index Terms—Scenario approach, Robust optimization, Ran-
domized algorithms, Statistical learning

I. INTRODUCTION

ROBUST optimization is concerned with parametrized op-
timization problems with uncertainties on the parameters.

The worst-case approach to these problems aims at computing
a solution that satisfies the constraints for all possible values of
the parameters within the uncertainty set. However, this often
leads to an infinite number of constraints that cannot always
be handled in practice. Instead, we focus on the scenario
approach, in which the uncertainties are sampled to generate
a finite number of random constraints. Then, the issue is
to determine the probability with which the corresponding
solution satisfies the constraints, or, conversely, how many
samples should be drawn to guarantee a certain upper bound
on the probability of violation.

The scenario approach to robust optimization has a long
history [1]–[8], also tightly connected with the field of ro-
bust control [9]. This paper derives new results inspired by
statistical learning theory, thus following the path initiated by
[3]. However, while [3] focused solely on the VC-dimension
and early tools from learning theory, we introduce a refined
analysis based on more recent developments in this field. More
precisely, the approach of [3] focuses on whether the scenario
constraints are satisfied or not. Instead, we introduce the
concept of margin to measure the amount by which a scenario
constraint is satisfied and then analyze the random programs
through a capacity measure known as the Rademacher com-
plexity [10], [11], which takes into account the magnitude of
the constraint function in addition to its sign. More precisely,
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we focus on modified versions of the random programs and
solutions that satisfy tighter scenario constraints in order to
ease the satisfaction of the original constraint in generalization.

A. Contributions
The main contributions of the paper can be summarized as

follows.
1) Dimension-free a priori bounds: We derive bounds on

the probability of violation that do not explicitly depend on
the dimension d of the optimization problem (the number of
variables), and thus show that the sample complexity of a
margin-based random problem is not directly related to its
dimension, but instead depends on the level of margin with
which the scenario constraints are satisfied. This stands in
contrast to most of the literature: For convex problems, the
sample complexity derived in [2], [4] grows linearly with
the dimension, while extensions of these works to nonconvex
problems, such as the approach of [5] for integer program-
ming, suffer from the same issue. More precisely, [2], [4]
show that the probability of violation can be bounded in
terms of the length of the support subsample, but this is a
random quantity, itself difficult to bound a priori otherwise
than by the dimension for general convex problems. As noted
by [12], this can be problematic, e.g., for model predictive
control, where the number of variables can grow quadratically
with the horizon. Other works [6]–[8] provide bounds on the
probability of violation that do not involve d on the basis of the
a posteriori length of the support subsample. However, these
bounds only apply after the solution has been computed and do
not yield a sample complexity. An incremental approach was
recently proposed in [13] to estimate the sample complexity on
the basis of a posteriori bounds. However, this requires solving
multiple optimization programs, and is beneficial mostly in
cases where scenarios are more expensive than computations.
Instead, we here focus on the computational burden related to
the sample complexity for cases where the scenarios can be
easily generated.

2) Convex problems: Random convex programs were thor-
oughly studied in [2], [4]. In particular, a priori bounds on
the probability of violation in O(d/N) for problems with d
variables and N scenarios were derived. It was also shown
that these could not be improved in general. However, by
restricting the class of problems to those with a particular
structure, it was shown in [12] that tighter bounds could be
obtained. In this paper, we follow the latter while enlarging
its scope: our proposed method can handle more general
constraints than [12] and yields margin-based solutions with
improved reliability guarantees compared with those of [2],
[4] in the high-dimensional regime.
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3) Nonconvex problems: The bounds derived in this paper
hold independently of the convexity of the problem. For
instance, a convex problem over d real variables can be refor-
mulated over integers without impacting the statistical guaran-
tees. More generally, our framework includes all combinations
of conjunctions and disjunctions of polynomial constraints
composed with Lipschitz functions without uncertainty in the
exponents, over either real or integer variables. In addition,
the guarantees derived in this paper hold without assumptions
on our ability to solve the random scenario program. At the
opposite, approaches that extend the results of [4] to the
nonconvex case apply only to the global optimizer [5] or to
solutions that at least satisfy all scenario constraints [7].

B. Notations

For two vectors u, v ∈ Rn, the dot product is written as
u⊤v and ∥u∥ denotes the Euclidean norm. Given two sets X
and Y , YX is the set of functions of X to Y . For two functions
f ∈ RX and φ ∈ RR, φ ◦ f denotes their composition, i.e.,
φ ◦ f(x) = φ(f(x)), and for a class of functions F ⊂ RX ,
φ◦F = {φ◦f, f ∈ F}. Given two sets of functions, U , V ⊂
RX , we also introduce natural notations for the sets induced by
pointwise binary operations: U+V = {u+v, u ∈ U , v ∈ V},
U − V = {u − v, u ∈ U , v ∈ V}, max(U ,V) = {g ∈ RX :
g(x) = max{u(x), v(x)}, u ∈ U , v ∈ V}, min(U ,V) =
{g ∈ RX : g(x) = min{u(x), v(x)}, u ∈ U , v ∈ V}. The
operator Eθ denotes the expectation wrt. the random variable
θ, and we write merely E when the random variable is obvious
from the context. The indicator function is written as 1E and
is 1 when the expression E is true and 0 otherwise.

C. Paper organization

We start in Section II by formulating the class of prob-
lems we consider. Then, after recalling the standard scenario
approach in Sect. II-A, we introduce the margin and the
proposed approach in Sect. II-B. Section III contains the
theoretical results, including the main generalization bounds in
Sect. III-A. The sample complexity is discussed in Sect. III-B,
and the maximization of the margin in Sect. III-C. Other
possibilities are briefly discussed, for a posteriori bounds in
Sect. III-D, and bounds with fast rates of convergence in
Sect. III-E. Finally, optimization problems are considered in
Sect. IV and numerical results are reported in Sect. V before
the conclusions in Sect. VI.

II. MARGIN-BASED SCENARIO APPROACH

Given the set of admissible parameter values Θ accounting
for the uncertainties, the prototype robust optimization prob-
lem that we consider is as follows.

Problem 1 (Robust program). Given a parameter set Θ, a
domain X , a cost function J : X → R and a constraint
function f : X ×Θ → R, solve

min
x∈X

J(x), s.t. f(x, θ) ≤ 0, ∀θ ∈ Θ.

Here, the domain X entails all the constraints that are not
impacted by uncertainties. No assumption is made regarding
its convexity, and X can typically be a subset of Rd or Zd.

While the proposed approach is generally applicable in
principle to any constraint function f , we will also provide
dedicated results for problems that can be formulated with

f(x, θ) = max
k∈{1,...,C}

fk(x, θ) (1)

for a collection of C functions

fk(x, θ) = ψk(θ)
⊤ϕk(x) + ηk(θ), k = 1, . . . , C, (2)

based on functions ψk : Θ → Rnk , ϕk : X → Rnk and
ηk : Θ → R. Again, no assumption will be made regarding the
convexity of these functions. In fact, the constraint f(x, θ) ≤
0 with the form (1), which implements a conjunction of C
constraints (all C functions fk(x, θ) must be negative), can be
replaced by the nonconvex form

f(x, θ) = min
k∈{1,...,C}

fk(x, θ), (3)

which implements a disjunction of C alternatives (at least
one fk(x, θ) must be negative). Any combination of max
and min operations can also be considered to implement for
instance f(x, θ) = max{f3(x, θ),min{f1(x, θ), f2(x, θ)}}. In
full generality, we will thus focus on constraint functions that
take the form

f(x, θ) = ρC ◦ gC( . . . ρ3 ◦ g3( ρ2 ◦ g2( φ1 ◦ f1(x, θ) ,
φ2 ◦ f2(x, θ) ), φ3 ◦ f3(x, θ)) . . . , φC ◦ fC(x, θ))

(4)

for C − 1 binary operators

gk ∈ {(a, b) 7→ max(a, b), (a, b) 7→ min(a, b),

(a, b) 7→ a+ b, (a, b) 7→ a− b}, k = 2, . . . , C,

and univariate Lipschitz continuous functions ρk : R → R,
k = 2, . . . , C, and φk : R → R, k = 1, . . . , C. Alternatively,
a recursive formulation of (4) is

f = fC , f1 = φ1◦f1, fk = ρk◦gk(fk−1, φk◦fk), k ≥ 2.

This allows for a rather large class of constraint functions.
For instance, (1) is recovered for gk = max, k = 2, . . . , C,
and the boolean expression

(f1(x, θ) ≤ 0 ∨ f2(x, θ) ≤ 0) ∧ f3(x, θ) ≤ 0

is equivalent to max{min{f1(x, θ), f2(x, θ)}, f3(x, θ)} ≤ 0.
A polynomial fk(x, θ) can also be considered with ϕk(x)
gathering all its monomials and ψk(θ) its coefficients.

We note that, while similar in some aspects, our framework
is more general than the structure imposed on the constraints
by [12], which is basically limited to the form (1)–(2) with the
maximum operator and constant dimensions n1 = · · · = nC ,
a convex set X and convex functions ϕk.
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A. Standard scenario approach

The standard scenario approach aims at approximating the
solution to Problem 1 by solving the following version with a
finite number of sampled constraints.

Problem 2 (Scenario program). Given a probability distri-
bution of θ ∈ Θ, draw a random sample of N independent
parameter values (θi)1≤i≤N ⊂ Θ and solve

x̂ =argmin
x∈X

J(x), s.t. f(x, θi) ≤ 0, i = 1, . . . , N.

The probability distribution of θ can be given by a priori
knowledge, the uncertainties in the modeling process, or is
typically taken as the uniform distribution over Θ which is
often the “distributionally robust” choice in the sense of [14].

The ability of Problem 2 to provide solutions that satisfy
the infinite number of constraints of Problem 1 is assessed via
the risk, i.e., the probability of violation

V (x) = P{f(x, θ) > 0}, (5)

where P stands for the probability distribution of θ. We also
define the empirical risk as the fraction of violated constraints
among the scenarios, i.e.,

V̂ (x) =
1

N

N∑
i=1

1f(x,θi)>0. (6)

A classical result [2], [4] guarantees that for convex prob-
lems with X ⊂ Rd and x̂ the solution to Problem 2,

PN {V (x̂) ≤ ϵ} ≥ 1− δ, (7)

where PN stands for the product probability distribution of
(θi)1≤i≤N and

δ =

d−1∑
j=0

(
N

j

)
ϵj(1− ϵ)N−j . (8)

Thus, with high probability on the random draw of the
scenarios (θi)1≤i≤N , the risk can be guaranteed to be as
small as ϵ. Such results can be used to compute the sample
complexity, i.e., the minimal number of scenarios N required
to guarantee a priori a certain performance for given ϵ and δ.

B. Introducing the margin

We first focus on feasibility problems, i.e., those for which
no J is to be minimized, and the guarantees regarding the
probability of violation.

In this paper, we introduce the notion of margin and the
following hard-margin version of Problem 2.

Problem 3 (Hard-margin scenario program). Given a prob-
ability distribution of θ ∈ Θ and a margin parameter
γ > 0, draw a sample of N independent parameter values
(θi)1≤i≤N ⊂ Θ and

Find x ∈ X , s.t. f(x, θi) ≤ −γ, i = 1, . . . , N.

In Problem 3, the constraints are enforced with an additional
margin that will ease the satisfaction of the original constraint

x0

x̂

x0

γ

x̂γ

Fig. 1. Illustration of the benefit of the margin on a toy example: the constraint
∥x − x0∥ ≤ 1 (blue circle) is implemented by an infinite number of linear
constraints, f(x, θ) = θ⊤(x − x0) − 1 ≤ 0, for θ uniformly distributed
in the unit circle. Left: The standard scenario approach yields a solution x̂
that satisfies the 5 scenario constraints (the 5 lines) but has a probability of
violation of V (x̂) = 20% that corresponds to the probability of drawing a
tangent line to the circle at a point along its red part. Right: All feasible
solutions to the hard-margin scenario Problem 3, such as x̂γ , satisfy the 5
scenario constraints with a margin γ (the 5 dashed lines) and also satisfy the
worst-case constraint (blue circle) with V (x̂γ) = 0.

f(x, θ) ≤ 0 when generalizing to other values of θ, as
illustrated by Fig. 1.

When Problem 3 (or more generally Problem 1) is infea-
sible, slack variables can be introduced to allow for small
violations of the margin constraints, leading to a soft-margin
version of the approach. This is reminiscent of the relaxation
approach suggested in [8] for allowing the violation of some
scenario constraints.

Problem 4 (Soft-margin scenario program). Given a probabil-
ity distribution of θ ∈ Θ and a margin parameter γ > 0, draw
a sample of N independent parameter values (θi)1≤i≤N ⊂ Θ
and solve

min
x∈X ,ξ∈RN

N∑
i=1

ξi s.t.

{
f(x, θi) ≤ −γ + ξi, i = 1, . . . , N

ξi ≥ 0, i = 1, . . . , N.

As illustrated by Fig. 2, the soft margin can be larger than
the hard margin, which will translate into better performance
guarantees in the analysis below.

Note that, in the case of (1), the scales of the fk’s are
meaningless for f(x, θ) ≤ 0 but they impact the solution of
Problems 3–4. In such cases, the fk’s should be normalized.

III. ANALYSIS

In order to refine the analysis of the quality of the solution of
Problems 3–4, we introduce margin counterparts to the risks.
These are based on a margin loss function ℓγ : X ×Θ → [0, 1]
which measures the ability of x to satisfy the margin constraint
f(x, θ) ≤ −γ for a single value of θ. More precisely, we
consider the piecewise linear margin loss function given by

ℓγ(x, θ) =


1, if f(x, θ) ≥ 0

1 + f(x,θ)
γ , if f(x, θ) ∈ (−γ, 0)

0, if f(x, θ) ≤ −γ
(9)

and define the risk at margin γ as

Vγ(x) = Eθℓγ(x, θ),

and the empirical margin risk as V̂γ(x) = 1
N

∑N
i=1 ℓγ(x, θi).
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γ

x̂γ

γ

ξi x̂γ

Fig. 2. Soft-margin approach illustrated on an example where random linear
constraints are substituted for a nonlinear constraint (blue ellipsoid). Left:
The hard-margin scenario program yields a solution x̂γ that is feasible for all
θ ∈ Θ with V (x̂γ) = 0. However, the margin γ is rather small and cannot
be increased without making Problem 3 infeasible. Thus, the upper bound on
V (x̂γ) given by Theorem 1 is not really tight and, though the solution is
perfect, we have limited confidence in its performance. Right: By allowing
the violation of one margin constraint (the red dashed line) with a slack of
ξi, the soft-margin version yields a solution with a larger margin γ, and thus
with more confidence in its performance despite the increase in the empirical
error V̂γ(x̂γ).

In comparison with the standard definition of the risk, the
margin risk Vγ(x) based on the loss (9) also accounts for
scenarios on which the constraint is satisfied with not enough
margin. It is easy to verify that

∀x ∈ X , θ ∈ Θ, ℓγ(x, θ) ≥ 1f(x,θ)>0 (10)

and therefore that Vγ(x) ≥ Eθ1f(x,θ)>0 = V (x) always holds.
Thus, by upper bounding the margin risk Vγ(x), we will also
bound the true probability of violation V (x). Though this may
introduce some slack in the bound, this allows for a finer
analysis since Vγ(x) depends more precisely on the values
of f(x, θ) and not just on its sign as V (x).

A. Bounds on the probability of violation

Inspired by the statistical learning approach initiated by
[10], [11], the behavior of the margin risk is here analyzed
in terms of the Rademacher complexity.

Definition 1 (Rademacher complexity). For N ∈ N∗, let
θN = (θi)1≤i≤N be an N -sample of independent copies of the
random variable θ ∈ Θ, let σN = (σi)1≤i≤N be a sequence
of independent random variables uniformly distributed in
{−1,+1}. Let F be a class of real-valued functions on Θ.
The empirical Rademacher complexity of F given θN is

R̂N (F) = EσN

[
sup
f∈F

1

N

N∑
i=1

σif (θi)

∣∣∣∣∣θN

]
.

The Rademacher complexity of F is RN (F) = EθN
R̂N (F).

In particular, we have the following generic theorem, that
applies similarly to the solution of Problem 2, 3 or 4.

Theorem 1. For any γ > 0 and δ ∈ (0, 1), with probability at
least 1− δ on the random draw of (θi)1≤i≤N , the probability
of violation is uniformly bounded for all x ∈ X by

V (x) ≤ Vγ(x) ≤ V̂γ(x) +
2

γ
RN (F) +

√
log 1

δ

2N
,

where

F = {fx ∈ RΘ : fx(θ) = f(x, θ), x ∈ X}. (11)

Proof. As already pointed out, the first inequality is a direct
consequence of (10). The second inequality stems from The-
orem 3.3 in [15] applied to the class of loss functions

Lγ = {ℓγ,x ∈ [0, 1]Θ : ℓγ,x(θ) = ℓγ(x, θ), x ∈ X}, (12)

and which guarantees that, with probability at least 1− δ,

Vγ(x) ≤ V̂γ(x) + 2RN (Lγ) +

√
log 1

δ

2N
. (13)

Then, the Rademacher complexity of the loss class (12) is
bounded in terms of the class F using the contraction principle
(see Lemma 5.7 in [15]) together with the fact that ℓγ can be
written as ℓγ(x, θ) = φ ◦ f(x, θ) with the function φ(t) =
min{1,max{0, 1 + t/γ}} of Lipschitz constant equal to 1/γ.
This leads to RN (Lγ) ≤ RN (F)/γ and concludes the proof.

Theorem 1 allows one to bound the risk in terms of the
empirical risk with a confidence interval that depends on
the complexity of the constraint functions induced by the
domain X . This is very much related to the approach of
[3], which used the Vapnik-Chervonenkis (VC) dimension of
L = {ℓx ∈ [0, 1]Θ : ℓx(θ) = 1f(x,θ)>0, x ∈ X} to measure
this complexity. Here, the Rademacher complexity offers a
finer measure of capacity that also takes into account the
magnitude of f(x, θ), whereas the VC-dimension of L only
depends on its sign. However, the two can be related (see,
e.g., [15]): for a class L of finite VC-dimension dV C , results
in the flavor of those of [3] can be recovered in our general
approach by substituting L for the loss class Lγ in the proof
above and bounding its Rademacher complexity by

RN (L) ≤

√
2dV C log eN

dV C

N
. (14)

An important feature of Theorem 1 is that it holds uniformly
over X , meaning that it applies whether one truly solves
Problems 3–4 or not, as long as the computed solution x̂γ
lies in the domain X . This is crucial for nonconvex instances
for which true solutions are difficult to obtain, and stands in
contrast to the standard results discussed in the literature that
only apply to the optimizer of the scenario problem [4], [5]
or to solutions that at least satisfy all constraints [7].

The influence of the margin γ on the performance guaran-
tees is clear from Theorem 1: the confidence interval of the
upper bound on the probability of violation decreases linearly
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with 1/γ. Thus, a larger margin ensures better confidence, as
illustrated by Fig. 2. In the right plot of this Figure, the em-
pirical error V̂γ(x̂γ) increases by ξi/γN as one of the margin
constraints is violated.1 Meanwhile, the increase of the margin
decreases the confidence interval and, overall, leads to a more
favorable risk bound than in the left plot. Here, the thick part
of the ellipsoid represents the points where tangent lines are
drawn with high probability, while the thin part corresponds to
random constraints that occur with low probability. Thus, the
red constraint is a rare event and violating it does not incur a
large increase of the probability of violation, which explains
why a solution with more errors can lead to better guarantees
in generalization. The low probability also means that there
are fewer such constraints in the scenarios and that the cost
of Problem 4 is minimized when violating the red constraint
rather than multiple other constraints.

In order to produce a performance guarantee, the
Rademacher complexity appearing in Theorem 1 must be
estimated. The following theorem (proved in Appendix) shows
how to upper bound this complexity for constraint functions
as in (4).

Theorem 2. Let F be a function class as in (11) with f of
the form (4). Then,

RN (F) ≤
C∑

k=1

(
∏C

j=k ρj)φkτkΛk√
N

,

where τk = supθ∈Θ ∥ψk(θ)∥, Λk = supx∈X ∥ϕk(x)∥, ρ1 = 1,
ρk for k ≥ 2 and φk for k ≥ 1 are the Lipschitz constants of
the functions ρk and φk, respectively.

Theorem 2 shows that the complexity, and thus the gener-
alization performance via Theorem 1, does not depend on the
dimension of x but rather on τk, which measures the size of the
ψk(θ)’s over the uncertainty set Θ, and Λk, which measures
the size of the ϕk(x)’s over X . This stands in contrast to most
of the literature on scenario optimization, where the dimension
plays a major role. This can be seen in (8) for convex problems
as studied in [4], while for the approach of [3], dV C in (14)
grows linearly with d even for a simple constraint function (4)
with C = 1, φ1 the identity and f1 a linear function of x.
When considering integer programming, the method of [5]
also leads to a bound linear in the number of variables. Finally,
the approach of [12] for structured convex constraints yields
bounds that do not depend on d but explicitly involve the
dimension nk of ϕk(x) instead.

The parameters τk in Theorem 2 reflect the size of the
uncertainties, which in contrast are ignored by the standard
approaches that yield the same level of guarantee for small
and large uncertainties. The parameters Λk measure the size
of the ϕk(x)’s, which are related to the size of the domain X ,
and thus they encode our prior knowledge on the solution. In
particular, what really matters is the radius of the smallest ball
enclosing the ϕk(x)’s induced by all x ∈ X , as made precise in
the following corollary. Therefore, if the search domain X can

1Note that Problem 4 incurs a linear cost for errors ξi, whereas the
loss function (9) saturates at 1. Thus, in general, each error incurs a loss
min(ξi/γ, 1)/N in V̂γ(x), while in Fig. 2, ξi < γ.

be a priori reduced in size (for instance after the computation
of a preliminary good guess of the solution), the radius could
typically be made smaller, leading to better guarantees on the
probability of violation.

Corollary 1. Let F be a function class as in (11) with f as
in (4). Then, for any set of centers (ϕ0,k)1≤k≤C ∈

∏C
k=1 Rnk ,

RN (F) ≤
C∑

k=1

(
∏C

j=k ρj)φkτkΛ̃k√
N

,

where Λ̃k = supx∈X ∥ϕk(x)− ϕ0,k∥ and the other constants
are as in Theorem 2.

Proof. Given a choice of (ϕ0,k)1≤k≤C , reformulate the fk’s
as

fk(x, θ) = ψk(θ)
⊤(ϕk(x)− ϕ0,k) + (ηk(θ) + ψk(θ)

⊤ϕ0,k)

= ψk(θ)
⊤ϕ̃k(x) + η̃k(θ)

and note that in the proofs of Theorem 2 and Lemma 1, the
definition of ηk(θ) does not play any role (as long as it does
not depend on x). Therefore, they hold similarly with ϕ̃k(x),
η̃k(θ) instead of ϕk(x), ηk(θ), and supx∈X ∥ϕk(x)∥ replaced
by supx∈X ∥ϕ̃k(x)∥ = supx∈X ∥ϕk(x)− ϕ0,k∥ = Λ̃k.

The combination of Theorems 1 and 2 (or Corollary 1)
leads to a bound on the probability of violation that converges
to zero as O(1/

√
N), which might appear weaker than most

results in the literature on scenario optimization, such as (7)–
(8), which typically lead to bounds in O(d/N). However, a
bound in O(d/N) that improves upon Theorems 1–2 requires
that d = O(

√
N), which fails in high-dimensional regimes.

This informal argument in favor of the proposed approach
for high-dimensional problems, and even convex ones, will be
made precise below when discussing the sample complexity.

Regarding the linear dependence of the bounds with respect
to C, it is reminiscent of the fact that the constraint function (4)
is built from a combination of several constraints/components.
A similar effect can be observed in the results of [12] for
convex problems based on (1).2

Finally, recall that Theorem 1 holds uniformly over X ,
which is particularly desirable for nonconvex problems to
bypass the assumption that the computed solution is optimal
(or even deterministic). However, this introduces the constants
τk and Λk in Theorem 2 and can prevent us from obtaining
satisfactory guarantees when their values are too large, e.g.,
when one lacks prior knowledge on the location of the solution
or when the uncertainties can have a large magnitude. In such
cases, standard approaches like [2], [4] might be preferrable.

B. Sample complexity

The sample complexity of a scenario problem is the minimal
number of scenarios that are required to guarantee that, with
high probability, the probability of violation does not exceed
a predefined threshold. The following sample complexity
estimate can be derived from the results in Theorems 1 and 2.

2The term
∏C

j=k ρj is not considered here as it typically is a product of
values close to one, and is even exactly 1 for all problems analyzed in [12].
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Fig. 3. Color plot of N(ϵ, δ) − Ncvx(ϵ, δ) as a function of d and ϵ for
δ = 0.001, C = 1, ρ1φ1τ1Λ1/γ = 2. The black line shows the boundary
between the region where N(ϵ, δ) < Ncvx(ϵ, δ) (in blue) and the one where
N(ϵ, δ) > Ncvx(ϵ, δ) (in red).

Corollary 2. Let f be of the form (4). Then, for any N larger
than or equal to the sample complexity

N(ϵ, δ) =

(
2
γ

∑C
k=1(

∏C
j=k ρj)φkτkΛk +

√
log 1

δ1/2

)2
ϵ2

,

(15)
the probability of violation V (x) of any x ∈ X is less than
or equal to V̂γ(x) + ϵ with probability at least 1 − δ. In
addition, if Problem 3 is feasible, then all its solutions x̂γ
satisfy V̂γ(x̂γ) = 0 and the bound V (x̂γ) ≤ ϵ holds with
probability at least 1− δ for any N ≥ N(ϵ, δ).

Though the sample complexity thus obtained is quadratic
wrt. 1/ϵ, its numerical value can be less than that obtained with
the standard approach for convex problems in high dimension.
Indeed, as shown in [4], for convex problems, (7)–(8) translate
into the sample complexity

Ncvx(ϵ, δ) =
2d+ 2 log 1

δ

ϵ
, (16)

which grows linearly with the dimension d. Therefore, there
is a d above which N(ϵ, δ) < Ncvx(ϵ, δ). Figure 3 shows the
region where the proposed approach thus improves upon [4] in
the (d, ϵ) space for a fixed value of the bound in Theorem 2.

C. Maximizing the margin

An insight from Theorem 1 is that better generalization
results from a larger margin γ. Therefore, it would be tempting
to replace Problem 3 by:

max
x∈X ,γ>0

γ, s.t. f(x, θi) ≤ −γ, i = 1, . . . , N. (17)

However, Theorem 1 only holds for a value of γ fixed a priori
and cannot be applied with the margin resulting from (17) and
that depends on the random data (θi)1≤i≤N . Nonetheless, it
can be extended to hold uniformly over γ by following the
proof of Theorem 5.9 in [15], with the addition of a small

term in O(
√
log log2(1/γ)). Therefore, (17) could be used

to estimate a value of γ that produces a better bound on the
probability of violation.

D. A posteriori bounds

In cases where the distribution of θ is unknown or samples
cannot be easily generated, the standard Monte Carlo approach
to assess the probability of violation on an independent and
large sample is not available. Then, a posteriori bounds can be
used to estimate the probability of violation V (x) of a solution
x computed with a fixed budget of N observations (θi)1≤i≤N

by the empirical error V̂ (x) computed on the same data.
While the bounds on V (x) in the theorems above could be

applied for this purpose, they rely on a worst-case strategy in
order to be computable a priori or to yield sample complexity
estimates. Instead, refined a posteriori bounds can be computed
from the observed value of the sample (θi)1≤i≤N using the
empirical Rademacher complexity. In this case, Theorem 1
holds with only minor changes in the constants, and Theorem 2

can be reshaped with
√∑N

i=1 ∥ψk(θi)∥2/N substituted for
τk/

√
N . In addition, the constants Λk can also be replaced by

empirical versions computed specifically for the solution x̂γ
returned by the algorithm rather than global upper bounds.

E. Fast rates

As already mentioned, most of the literature on scenario
optimization concentrates on bounds on the probability of vio-
lation that are in O(1/N) rather than O(1/

√
N). Rademacher

complexity-based bounds as proposed here can be extended
using localization arguments [16], [17] to yield bounds in
O(1/N) that are still independent of the dimension d of x.
Alternatively, covering numbers could be used instead of the
Rademacher complexity to lead to bounds in O(log(N)/N),
by following [18] and using results of [19].

IV. OPTIMIZATION PROBLEMS AND MARGIN COMPLEXITY

First of all, notice that all results presented above hold
similarly for random optimization problems of the form:

min
x∈X

J(x), s.t. f(x, θi) ≤ −γ, i = 1, . . . , N. (18)

However, introducing the margin can affect the objective value
J(x̂γ) of the computed solution x̂γ . Since the maximization
of the margin as proposed in Sect. III-C and the minimization
of J(x) play against each other, one would have to find a
suitable trade-off.

Another point of view arises when one considers the follow-
ing question: given a fixed budget of N scenarios, how can we
minimize J(x) while ensuring that PN{V (x) ≤ ϵ} ≥ 1− δ?
Clearly, the smallest J(x̂γ) will result from the smallest choice
of margin γ in (18). This leads to the concept of margin
complexity, i.e., the smallest margin γ such that PN{V (x) ≤
ϵ} ≥ 1 − δ for given N , ϵ and δ. For constraint functions as
in (4) and the hard-margin scenario program (18) that yields
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solutions such that V̂γ(x̂γ) = 0, the margin complexity can be
estimated using Theorems 1–2 as

γ(N, ϵ, δ) =
2
∑C

k=1(
∏C

j=k ρj)φkτkΛk

ϵ
√
N −

√
log 1

δ1/2

.

The procedure to handle an optimization problem with a
fixed budget can thus be formulated as: solve (18) with
γ = γ(N, ϵ, δ) given above. Then, we have the guarantee that
the solution x̂γ satisfies PN{V (x̂γ) ≤ ϵ} ≥ 1− δ.

V. NUMERICAL EXAMPLE

Consider a convex problem with cost function J(x) = c⊤x
with all entries of c set to −1, the domain X ⊂ Rd defined as
the unit ball of center (1 + 1/

√
d)x0, uncertainties θ sampled

from the section of the unit sphere in the nonnegative orthant
of Rd and f(x, θ) = θ⊤(x − x0) − 1 with x0 a vector of
all ones. We compare the results of the approach of [2], that
computes x̂, and the proposed method (18), that uses the
margin γ to compute x̂γ , over various numbers N of scenarios
with d = 500 and δ = 0.01. Table I reports ϵ and ϵγ , which are
the upper bounds on V (x̂) and V (x̂γ), and ϵ∗(·), which is the
Monte Carlo estimate of V (·) over an independent sample of
100000 values of θ (a ⋆ means that the solution truly satisfies
the robust constraint ∀θ ∈ Θ, whereas 0.000 indicates that
V (·) is very small).3 We also report the relative optimality
gap, |(J(x̂γ) − J(x̂))/J(x̂)|, to measure the increase of the
cost induced by the use of the margin γ; and show how it
improves when setting γ = γ(N, ϵ, δ) as proposed in Sect. IV
for the value of ϵ given by [2].

These results show that on this high-dimensional problem
the proposed method yields both better guarantees and smaller
actual risks than the standard approach of [2]: ϵγ < ϵ and
ϵ∗(x̂γ) < ϵ∗(x̂), though ϵ of [2] has a smaller relative error
in estimating ϵ∗(x̂) than the proposed ϵγ for ϵ∗(x̂γ). Also,
the cost of the solution increases only by a small amount
(though the significance of this increase may depend on the
application). In addition, when switching to a nonconvex
version of the problem over a quantized domain X ′ ⊂ X with
each entry of x taking one of 10 discrete values, the bounds ϵγ
of the proposed method hold similarly, whereas the extension
of [2] proposed in [5] has to be considered and leads to the
increased values of ϵ reported in the last row of Table I.

VI. CONCLUSIONS

The paper introduced the notion of margin in the scenario
approach to robust optimization and analyzed the statistical
performance of the resulting random programs using tools
from statistical learning theory, and more specifically the
Rademacher complexity. This allowed for the derivation of
a priori bounds on the probability of violation and sample
complexities in which the problem dimension could be re-
moved. Instead, these quantities depend on how parameters
related to the magnitude of the uncertainties and the size of the
search domain compare with the level of margin with which

3Given 100000 trials without errors, Bernstein inequality yields that V (·)
is less than 0.0002 with probability at least 99%.

TABLE I
NUMERICAL COMPARISON OF THE PROPOSED METHOD WITH THE

STANDARD ONES OF [2] AND [5]. SEE SECT. V FOR DETAILS.

Method N 1000 3000 10000 20000
[2] ϵ > 1 0.336 0.101 0.050

ϵ∗(x̂) 0.447 0.154 0.047 0.024
This paper ϵγ 0.174 0.101 0.082 0.039
with ϵ∗(x̂γ) 0.000 ⋆ ⋆ ⋆
γ = 0.5 Optimality gap 2.64% 2.61% 1.55% 2.58%
This paper γ 0.06 0.12 0.23 0.36
with ϵ∗(x̂γ) 0.006 0.000 ⋆ ⋆
γ(N, ϵ, δ) Optimality gap 0.35% 0.62% 1.21% 1.84%
[5] with X ′ ϵ > 1 0.771 0.231 0.115

the scenario constraints are satisfied. On the one hand, these
results hold only for a specific class of constraint functions that
includes polynomials as particular cases, but on the other hand
they apply similarly to both convex and nonconvex problems.

Future work will consider further generalizations of the
class of problems for which such results can be derived. While
the main focus of the paper was on feasibility problems and
the probability of violation, the impact of the margin on the
cost function for minimization problems should also be further
investigated.
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APPENDIX

The proof of Theorem 2 relies on the following bound on
the Rademacher complexity of a class of functions fk as in (2).

Lemma 1. Given functions ψ : Θ → Rn, ϕ : X → Rn and
η : Θ → R, the empirical Rademacher complexity of the class
F = {fx ∈ RΘ : fx(θ) = ψ(θ)⊤ϕ(x) + η(θ), x ∈ X} given
(θi)1≤i≤N is bounded by

R̂N (F) ≤
Λ
√∑N

i=1 ∥ψ(θi)∥2

N
≤ τΛ√

N
,

where τ = supθ∈Θ ∥ψ(θ)∥ and Λ = supx∈X ∥ϕ(x)∥.

Proof. Using the subadditivity of the supremum, we have

R̂N (F) = E sup
x∈X

1

N

N∑
i=1

σi(ψ(θi)
⊤ϕ(x) + η(θi))

≤ E sup
x∈X

1

N

N∑
i=1

σiψ(θi)
⊤ϕ(x)+E sup

x∈X

1

N

N∑
i=1

σiη(θi),

where E supx∈X
1
N

∑N
i=1 σiη(θi) = E 1

N

∑N
i=1 σiη(θi) =

1
N

∑N
i=1 η(θi)Eσi = 0, since the expectation is computed only

with respect to the Rademacher variables σi that are centered
(Eσi = 0). We can then follow the standard path for linear
classes [11], with the addition of the mappings ψ and ϕ:

R̂N (F) ≤ E sup
x∈X

1

N

N∑
i=1

σiψ(θi)
⊤ϕ(x)

=
1

N
E sup

x∈X

(
N∑
i=1

σiψ(θi)

)⊤

ϕ(x)

≤ 1

N
E sup

x∈X

∥∥∥∥∥
N∑
i=1

σiψ(θi)

∥∥∥∥∥ ∥ϕ(x)∥

=
Λ

N
E

∥∥∥∥∥
N∑
i=1

σiψ(θi)

∥∥∥∥∥ ,

in which Jensen’s inequality ensures that

E

∥∥∥∥∥
N∑
i=1

σiψ(θi)

∥∥∥∥∥ ≤

√√√√E

∥∥∥∥∥
N∑
i=1

σiψ(θi)

∥∥∥∥∥
2

=

√√√√E
N∑
i=1

N∑
j=1

σiσjψ(θi)⊤ψ(θj)

=

√√√√ N∑
i=1

∥ψ(θi)∥2 + E
∑
j ̸=i

σiσjψ(θi)⊤ψ(θj)

=

√√√√ N∑
i=1

∥ψ(θi)∥2,

where we used the independence of the σi’s and the fact that
Eσi = 0 to remove the terms with j ̸= i. Gathering the results

and using
√∑N

i=1 ∥ψ(θi)∥2 ≤
√
Nτ complete the proof.

The proof of Theorem 2 also requires the introduction of a
few function classes: for all k ∈ {1, . . . , C},

Fk = {fx ∈ RΘ : fx(θ) = fk(x, θ), x ∈ X}

and, for all k ∈ {2, . . . , C},

Gk(U ,V) = U + V, U − V, max(U ,V), or min(U ,V),

in accordance with gk. With these classes at hand, we can
rewrite the function class of interest, F , in a recursive manner:

F = FC , F1 = φ1 ◦ F1

Fk+1 = ρk+1 ◦ Gk+1(Fk, φk+1 ◦ Fk+1).

Then, the proof works by induction over the number of
components C. First, for C = 1, f(x, θ) = φ1 ◦ f1(x, θ)
and F = φ1 ◦ F1. In this case, the contraction principle (see
Lemma 5.7 in [15]) yields RN (F) ≤ φ1 · RN (F1). Then,
Lemma 1 gives RN (F1) ≤ τ1Λ1/

√
N and the result follows.

Assume now that the statement holds for C components,
i.e., for F = FC :

RN (FC) ≤
C∑

k=1

(
∏C

j=k ρj)φkτkΛk√
N

. (19)

Then, we can show that it also holds for FC+1. To see this,
first apply the contraction principle again to obtain

RN (FC+1) = RN (ρC+1 ◦ GC+1(FC , φC+1 ◦ FC+1))

≤ ρC+1RN (GC+1(FC , φC+1 ◦ FC+1)).

Then, it remains to show that

RN (GC+1(FC , φC+1 ◦ FC+1)) ≤ RN (FC) (20)
+RN (φC+1 ◦ FC+1)

for all choices of the binary operator gC+1 to conclude
using (19) and RN (φC+1◦FC+1) ≤ φC+1 ·RN (FC+1) with,
by Lemma 1, RN (FC+1) ≤ τC+1ΛC+1/

√
N .

If gC+1 is the addition, then a basic property of Rademacher
complexities (inherited from the subadditivity of the supre-
mum and the linearity of the expectation), namely that
RN (U + V) ≤ RN (U) +RN (V), suffices to prove (20).
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Since the random variables σi and −σi share the same
distribution, we have RN (−V) = RN (V) and (20) is also
proved for the case GC+1(U ,V) = U − V .

For the min and max operators, we can follow Lemma 9.1
in [15] and rewrite gC+1(a, b) = 1

2 (a + b + s|a − b|) with
s = 1 for the max and s = −1 for the min. Then,

RN (GC+1(U ,V)) ≤
1

2
[RN (U + V) +RN (w ◦ (U − V))]

for the function w : t 7→ s|t| of Lipschitz constant equal to 1.
Thus, using the contraction principle again and the results of
the two previous cases, we obtain

RN (GC+1(U ,V)) ≤
1

2
[RN (U)+RN (V) +RN (U)+RN (V)]

= RN (U) +RN (V)

and thus (20).
Therefore, for any choice of gC+1,

RN (FC+1) ≤ ρC+1

(
RN (FC) +RN (φC+1 ◦ FC+1)

)
≤ ρC+1

(
C∑

k=1

(
∏C

j=k ρj)φkτkΛk√
N

+ φC+1

τC+1ΛC+1√
N

)

=

C+1∑
k=1

(
∏C+1

j=k ρj)φkτkΛk√
N

and Theorem 2 is proved by induction for all C ≥ 1.


