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Margin-based scenario approach to robust optimization in high dimension

Fabien Lauer

Abstract—This paper deals with the scenario approach to robust optimization. This relies on a random sampling of the possibly infinite number of constraints induced by uncertainties in the parameters of an optimization problem. Solving the resulting random program yields a solution for which the quality is measured in terms of the probability of violating the constraints for a random value of the uncertainties, typically unseen before. Another central issue is the determination of the sample complexity, i.e., the number of random constraints (or scenarios) that one must consider in order to guarantee a certain reliability. In this paper, we introduce an additional margin in the constraints and analyze the probability of violation of solutions to the modified random programs. In particular, using tools from statistical learning theory, we show that the sample complexity of a class of problems does not explicitly depend on the number of variables. In addition, within this class, that includes polynomial constraints among others, the same guarantees hold for both convex and nonconvex instances.

Index Terms—Scenario approach, Robust optimization, Randomized algorithms, Statistical learning

I. INTRODUCTION

ROBUST optimization is concerned with parametrized optimization problems with uncertainties on the parameters. The worst-case approach to these problems aims at computing a solution that satisfies the constraints for all possible values of the parameters within the uncertainty set. However, this often leads to an infinite number of constraints that cannot always be handled in practice. Instead, we focus on the scenario approach, in which the uncertainties are sampled to generate a finite number of random constraints. Then, the issue is to determine the probability with which the corresponding solution satisfies the constraints, or, conversely, how many samples should be drawn to guarantee a certain upper bound on the probability of violation.

The scenario approach to robust optimization has a long history [1]–[8], also tightly connected with the field of robust control [9]. This paper derives new results inspired by statistical learning theory, thus following the path initiated by [3]. However, while [3] focused solely on the VC-dimension and early tools from learning theory, we introduce a refined analysis based on more recent developments in this field. More precisely, the approach of [3] focuses on whether the scenario constraints are satisfied or not. Instead, we introduce the concept of margin to measure the amount by which a scenario constraint is satisfied and then analyze the random programs through a capacity measure known as the Rademacher complexity [10], [11], which takes into account the magnitude of the constraint function in addition to its sign. More precisely, we focus on modified versions of the random programs and solutions that satisfy tighter scenario constraints in order to ease the satisfaction of the original constraint in generalization.

A. Contributions

The main contributions of the paper can be summarized as follows.

1) Dimension-free a priori bounds: We derive bounds on the probability of violation that do not explicitly depend on the dimension of the optimization problem (the number of variables), and thus show that the sample complexity of a margin-based random problem is not directly related to its dimension, but instead depends on the level of margin with which the scenario constraints are satisfied. This stands in contrast to most of the literature: For convex problems, the sample complexity derived in [2], [4] grows linearly with the dimension, while extensions of these works to nonconvex problems, such as the approach of [5] for integer programming, suffer from the same issue. More precisely, [2], [4] show that the probability of violation can be bounded in terms of the length of the support subsample, but this is a random quantity, itself difficult to bound a priori otherwise than by the dimension for general convex problems. As noted by [12], this can be problematic, e.g., for model predictive control, where the number of variables can grow quadratically with the horizon. Other works [6]–[8] provide bounds on the probability of violation that do not involve d on the basis of the a posteriori length of the support subsample. However, these bounds only apply after the solution has been computed and do not yield a sample complexity. An incremental approach was recently proposed in [13] to estimate the sample complexity on the basis of a posteriori bounds. However, this requires solving multiple optimization programs, and is beneficial mostly in cases where scenarios are more expensive than computations. Instead, we here focus on the computational burden related to the sample complexity for cases where the scenarios can be easily generated.

2) Convex problems: Random convex programs were thoroughly studied in [2], [4]. In particular, a priori bounds on the probability of violation in \( O(d/N) \) for problems with \( d \) variables and \( N \) scenarios were derived. It was also shown that these could not be improved in general. However, by restricting the class of problems to those with a particular structure, it was shown in [12] that tighter bounds could be obtained. In this paper, we follow the latter while enlarging its scope: our proposed method can handle more general constraints than [12] and yields margin-based solutions with improved reliability guarantees compared with those of [2], [4] in the high-dimensional regime.
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3) Nonconvex problems: The bounds derived in this paper hold independently of the convexity of the problem. For instance, a convex problem over $d$ real variables can be reformulated over integers without impacting the statistical guarantees. More generally, our framework includes all combinations of conjunctions and disjunctions of polynomial constraints composed with Lipschitz functions without uncertainty in the exponents, over either real or integer variables. In addition, the guarantees derived in this paper hold without assumptions on our ability to solve the random scenario program. At the opposite, approaches that extend the results of [4] to the nonconvex case apply only to the global optimizer [5] or to solutions that at least satisfy all scenario constraints [7].

B. Notations

For two vectors $u, v \in \mathbb{R}^n$, the dot product is written as $u^T v$ and $\|u\|$ denotes the Euclidean norm. Given two sets $\mathcal{X}$ and $\mathcal{Y}$, $\mathcal{X} \times \mathcal{Y}$ is the set of functions of $\mathcal{X}$ to $\mathcal{Y}$. For two functions $f, g : \mathbb{R}^X \to \mathbb{R}^k$, $f + g$ denotes their composition, i.e., $(f + g)(x) = f(x) + g(x)$, and for a class of functions $\mathcal{F} \subset \mathbb{R}^k$, $\mathcal{F} + \mathcal{G} = \{ f + g, f \in \mathcal{F}, g \in \mathcal{G} \}$. Given two sets of functions, $\mathcal{U}, \mathcal{V} \subset \mathbb{R}^k$, we also introduce natural notations for the sets induced by pointwise binary operations: $\mathcal{U} + \mathcal{V} = \{ u + v, u \in \mathcal{U}, v \in \mathcal{V} \}$, $\mathcal{U} - \mathcal{V} = \{ u - v, u \in \mathcal{U}, v \in \mathcal{V} \}$, $\max(\mathcal{U}, \mathcal{V}) = \{ g \in \mathbb{R}^k : g(x) = \max\{ u(x), v(x) \}, u \in \mathcal{U}, v \in \mathcal{V} \}$, $\min(\mathcal{U}, \mathcal{V}) = \{ g \in \mathbb{R}^k : g(x) = \min\{ u(x), v(x) \}, u \in \mathcal{U}, v \in \mathcal{V} \}$. The operator $\operatorname{E}_\theta$ denotes the expectation wrt. the random variable $\theta$, and we write merely $\operatorname{E}$ when the random variable is obvious from the context. The indicator function is written as $\mathbb{1}_E$ and is 1 when the expression $E$ is true and 0 otherwise.

C. Paper organization

We start in Section II by formulating the class of problems we consider. Then, after recalling the standard scenario approach in Sect. II-A, we introduce the margin and the proposed approach in Sect. II-B. Section III contains the theoretical results, including the main generalization bounds in Sect. III-A. The sample complexity is discussed in Sect. III-B, and the maximization of the margin in Sect. III-C. Other possibilities are briefly discussed, for a posteriori bounds in Sect. III-D, and bounds with fast rates of convergence in Sect. III-E. Finally, optimization problems are considered in Sect. IV and numerical results are reported in Sect. V before the conclusions in Sect. VI.

II. MARGIN-BASED SCENARIO APPROACH

Given the set of admissible parameter values $\Theta$ accounting for the uncertainties, the prototype robust optimization problem that we consider is as follows.

Problem 1 (Robust program). Given a parameter set $\Theta$, a domain $\mathcal{X}$, a cost function $J : \mathcal{X} \to \mathbb{R}$ and a constraint function $f : \mathcal{X} \times \Theta \to \mathbb{R}$, solve

$$\min_{x \in \mathcal{X}} J(x), \quad \text{s.t.} \quad f(x, \theta) \leq 0, \quad \forall \theta \in \Theta.$$ 

Here, the domain $\mathcal{X}$ entails all the constraints that are not impacted by uncertainties. No assumption is made regarding its convexity, and $\mathcal{X}$ can typically be a subset of $\mathbb{R}^d$ or $\mathbb{Z}^d$.

While the proposed approach is generally applicable in principle to any constraint function $f$, we will also provide dedicated results for problems that can be formulated with

$$f(x, \theta) = \max_{k \in \{1, \ldots, C\}} f_k(x, \theta)$$

for a collection of $C$ functions

$$f_k(x, \theta) = \psi_k(\theta)^T \phi_k(x) + \eta_k(\theta), \quad k = 1, \ldots, C,$$

based on functions $\psi_k : \Theta \to \mathbb{R}^n_k$, $\phi_k : \mathcal{X} \to \mathbb{R}^n_k$ and $\eta_k : \Theta \to \mathbb{R}$. Again, no assumption will be made regarding the convexity of these functions. In fact, the constraint $f(x, \theta) \leq 0$ with the form (1), which implements a conjunction of $C$ constraints (all $C$ functions $f_k(x, \theta)$ must be negative), can be replaced by the nonconvex form

$$f(x, \theta) = \min_{k \in \{1, \ldots, C\}} f_k(x, \theta),$$

which implements a disjunction of $C$ alternatives (at least one $f_k(x, \theta)$ must be negative). Any combination of max and min operations can also be considered to implement for instance $f(x, \theta) = \max\{f_3(x, \theta), \min\{f_1(x, \theta), f_2(x, \theta)\}\}$. In full generality, we will thus focus on constraint functions that take the form

$$f(x, \theta) = \rho_C \circ g_C(\ldots \rho_3 \circ g_3(\rho_2 \circ g_2(\varphi_1 \circ f_1(x, \theta), \varphi_2 \circ f_2(x, \theta)), \varphi_3 \circ f_3(x, \theta)), \ldots, \varphi_C \circ f_C(x, \theta))$$

for $C - 1$ binary operators

$$g_k \in \{(a, b) \mapsto \max(a, b), (a, b) \mapsto \min(a, b), (a, b) \mapsto a + b, (a, b) \mapsto a - b\}, \quad k = 2, \ldots, C,$$

and univariate Lipschitz continuous functions $\rho_k : \mathbb{R} \to \mathbb{R}$, $k = 2, \ldots, C$, and $\varphi_k : \mathbb{R} \to \mathbb{R}$, $k = 1, \ldots, C$. Alternatively, a recursive formulation of (4) is

$$f = f^C, \quad f^1 = \varphi_1 \circ f_1, \quad f^k = \rho_k \circ g_k(f^{k-1}, \varphi_k \circ f_k), \quad k \geq 2.$$ 

This allows for a rather large class of constraint functions. For instance, (1) is recovered for $g_k = \max$, $k = 2, \ldots, C$, and the boolean expression

$$(f_1(x, \theta) \leq 0 \lor f_2(x, \theta) \leq 0) \land f_3(x, \theta) \leq 0$$

is equivalent to $\max\{\min\{f_1(x, \theta), f_2(x, \theta)\}, f_3(x, \theta)\} \leq 0$. A polynomial $f_k(x, \theta)$ can also be considered with $\phi_k(x)$ gathering all its monomials and $\psi_k(\theta)$ its coefficients.

We note that, while similar in some aspects, our framework is more general than the structure imposed on the constraints by [12], which is basically limited to the form (1)–(2) with the maximum operator and constant dimensions $n_1 = \cdots = n_C$, a convex set $\mathcal{X}$ and convex functions $\phi_k$. 

A. Standard scenario approach

The standard scenario approach aims at approximating the solution to Problem 1 by solving the following version with a finite number of sampled constraints.

**Problem 2 (Scenario program).** Given a probability distribution of \( \theta \in \Theta \), draw a random sample of \( N \) independent parameter values \((\theta_i)_{1 \leq i \leq N} \subset \Theta \) and solve

\[
\hat{x} = \arg\min_{x \in \mathcal{X}} J(x), \quad \text{s.t.} \ f(x, \theta_i) \leq 0, \quad i = 1, \ldots, N.
\]

The probability distribution of \( \theta \) can be given by a priori knowledge, the uncertainties in the modeling process, or is typically taken as the uniform distribution over \( \Theta \) which is often the “distributionally robust” choice in the sense of [14].

The ability of Problem 2 to provide solutions that satisfy the infinite number of constraints of Problem 1 is assessed via the risk, i.e., the probability of violation

\[
V(x) = P\{f(x, \theta) > 0\},
\]

where \( P \) stands for the probability distribution of \( \theta \). We also define the empirical risk as the fraction of violated constraints among the scenarios, i.e.,

\[
\hat{V}(x) = \frac{1}{N} \sum_{i=1}^{N} 1_{f(x, \theta_i) > 0}.
\]

A classical result [2], [4] guarantees that for convex problems with \( \mathcal{X} \subset \mathbb{R}^d \) and \( \hat{x} \) the solution to Problem 2,

\[
P^N \{V(\hat{x}) \leq \epsilon\} \geq 1 - \delta,
\]

where \( P^N \) stands for the product probability distribution of \((\theta_i)_{1 \leq i \leq N}\) and

\[
\delta = \sum_{j=0}^{d-1} \binom{N}{j} \epsilon^j (1 - \epsilon)^{N-j}.
\]

Thus, with high probability on the random draw of the scenarios \((\theta_i)_{1 \leq i \leq N}\), the risk can be guaranteed to be as small as \( \epsilon \). Such results can be used to compute the sample complexity, i.e., the minimal number of scenarios \( N \) required to guarantee a priori a certain performance for given \( \epsilon \) and \( \delta \).

B. Introducing the margin

We first focus on feasibility problems, i.e., those for which no \( J \) is to be minimized, and the guarantees regarding the probability of violation.

In this paper, we introduce the notion of margin and the following hard-margin version of Problem 2.

**Problem 3 (Hard-margin scenario program).** Given a probability distribution of \( \theta \in \Theta \) and a margin parameter \( \gamma > 0 \), draw a sample of \( N \) independent parameter values \((\theta_i)_{1 \leq i \leq N} \subset \Theta \) and

**Find** \( x \in \mathcal{X} \), \quad \text{s.t.} \ f(x, \theta_i) \leq -\gamma, \quad i = 1, \ldots, N.

In Problem 3, the constraints are enforced with an additional margin that will ease the satisfaction of the original constraint

\[
f(x, \theta) \leq 0 \quad \text{when generalizing to other values of } \theta, \text{ as illustrated by Fig. 1.}
\]

When Problem 3 (or more generally Problem 1) is infeasible, slack variables can be introduced to allow for small violations of the margin constraints, leading to a soft-margin version of the approach. This is reminiscent of the relaxation approach suggested in [8] for allowing the violation of some scenario constraints.

**Problem 4 (Soft-margin scenario program).** Given a probability distribution of \( \theta \in \Theta \) and a margin parameter \( \gamma > 0 \), draw a sample of \( N \) independent parameter values \((\theta_i)_{1 \leq i \leq N} \subset \Theta \) and solve

\[
\min_{x \in \mathcal{X}, \xi \in \mathbb{R}^N} \sum_{i=1}^{N} \xi_i \quad \text{s.t.} \begin{cases}
\ f(x, \theta_i) \leq -\gamma + \xi_i, & i = 1, \ldots, N \\
\xi_i \geq 0, & i = 1, \ldots, N.
\end{cases}
\]

As illustrated by Fig. 2, the soft margin can be larger than the hard margin, which will translate into better performance guarantees in the analysis below.

Note that, in the case of (1), the scales of the \( f_k \)’s are meaningless for \( f(x, \theta) \leq 0 \) but they impact the solution of Problems 3–4. In such cases, the \( f_k \)’s should be normalized.

III. ANALYSIS

In order to refine the analysis of the quality of the solution of Problems 3–4, we introduce margin counterparts to the risks. These are based on a margin loss function \( \ell_\gamma: \mathcal{X} \times \Theta \to [0, 1] \) which measures the ability of \( x \) to satisfy the margin constraint \( f(x, \theta) \leq -\gamma \) for a single value of \( \theta \). More precisely, we consider the piecewise linear margin loss function given by

\[
\ell_\gamma(x, \theta) = \begin{cases}
1, & \text{if } f(x, \theta) \geq 0 \\
1 + \frac{f(x, \theta)}{\gamma}, & \text{if } f(x, \theta) \in (-\gamma, 0) \\
0, & \text{if } f(x, \theta) \leq -\gamma
\end{cases}
\]

and define the risk at margin \( \gamma \) as

\[
\hat{V}_\gamma(x) = \mathbb{E}_\theta \ell_\gamma(x, \theta),
\]

and the empirical margin risk as \( \hat{V}_\gamma(x) = \frac{1}{N} \sum_{i=1}^{N} \ell_\gamma(x, \theta_i) \).
In particular, we have the following generic theorem, that applies similarly to the solution of Problem 2, 3 or 4.

**Theorem 1.** For any $\gamma > 0$ and $\delta \in (0, 1)$, with probability at least $1 - \delta$ on the random draw of $(\theta_i)_{1 \leq i \leq N}$, the probability of violation is uniformly bounded for all $x \in \mathcal{X}$ by

$$V(x) \leq \tilde{V}_\gamma(x) \leq \hat{V}_\gamma(x) + \frac{2}{\gamma} R_N(\mathcal{F}) + \sqrt{\frac{\log \frac{1}{\delta}}{2N}},$$

where

$$\mathcal{F} = \{f_x \in \mathbb{R}^\Theta : f_x(\theta) = f(x, \theta), \ x \in \mathcal{X}\}. \quad (11)$$

**Proof.** As already pointed out, the first inequality is a direct consequence of (10). The second inequality stems from Theorem 3.3 in [15] applied to the class of loss functions

$$\mathcal{L}_\gamma = \{\ell_{\gamma, x} \in [0, 1]^\Theta : \ell_{\gamma, x}(\theta) = \ell_\gamma(x, \theta), \ x \in \mathcal{X}\}, \quad (12)$$

and which guarantees that, with probability at least $1 - \delta$,

$$V_\gamma(x) \leq \tilde{V}_\gamma(x) + 2R_N(\mathcal{L}_\gamma) + \sqrt{\frac{\log \frac{1}{\delta}}{2N}}. \quad (13)$$

Then, the Rademacher complexity of the loss class (12) is bounded in terms of the class $\mathcal{F}$ using the contraction principle (see Lemma 5.7 in [15]) together with the fact that $\ell_\gamma$ can be written as $\ell_{\gamma, x}(\theta) = \varphi \circ f(x, \theta)$ with the function $\varphi(t) = \min\{1, \max\{0, 1 + t/\gamma\}\}$ of Lipschitz constant equal to $1/\gamma$. This leads to $R_N(\mathcal{L}_\gamma) \leq R_N(\mathcal{F})/\gamma$ and concludes the proof.}

**A. Bounds on the probability of violation**

Inspired by the statistical learning approach initiated by [10], [11], the behavior of the margin risk is here analyzed in terms of the Rademacher complexity.

**Definition 1 (Rademacher complexity).** For $N \in \mathbb{N}^*$, let $\theta_N = (\theta_i)_{1 \leq i \leq N}$ be an $N$-sample of independent copies of the random variable $\theta \in \Theta$, let $\sigma_N = (\sigma_i)_{1 \leq i \leq N}$ be a sequence of independent random variables uniformly distributed in $\{-1, +1\}$. Let $\mathcal{F}$ be a class of real-valued functions on $\Theta$. The empirical Rademacher complexity of $\mathcal{F}$ given $\theta_N$ is

$$\hat{R}_N(\mathcal{F}) = \mathbb{E}_{\sigma_N} \left[ \sup_{f \in \mathcal{F}} \frac{1}{N} \sum_{i=1}^{N} \sigma_i f(\theta_i) \right].$$

The Rademacher complexity of $\mathcal{F}$ is $R_N(\mathcal{F}) = \mathbb{E}_{\theta_N} \hat{R}_N(\mathcal{F})$. 

An important feature of Theorem 1 is that it holds uniformly over $\mathcal{X}$, meaning that it applies whether one truly solves Problems 3–4 or not, as long as the computed solution $\tilde{x}_\gamma$ lies in the domain $\mathcal{X}$. This is crucial for nonconvex instances for which true solutions are difficult to obtain, and stands in contrast to the standard results discussed in the literature that only apply to the optimizer of the scenario problem [4], [5] or to solutions that at least satisfy all constraints [7].

The influence of the margin $\gamma$ on the performance guarantees is clear from Theorem 1: the confidence interval of the upper bound on the probability of violation decreases linearly
with $1/\gamma$. Thus, a larger margin ensures better confidence, as illustrated by Fig. 2. In the right plot of this Figure, the empirical error $\hat{V}_x(x_\gamma)$ increases by $\xi_\gamma/\gamma N$ as one of the margin constraints is violated.\footnote{Note that Problem 4 incurs a linear cost for errors $\xi_\gamma$, whereas the loss function (9) saturates at 1. Thus, in general, each error incurs a loss $\min(\xi_\gamma/\gamma, 1)/N$ in $V_\gamma(x)$, while in Fig. 2, $\xi_\gamma < \gamma$.} Meanwhile, the increase of the margin decreases the confidence interval and, overall, leads to a more favorable bound than in the left plot. Here, the thick part of the ellipsoid represents the points where tangent lines are drawn with high probability, while the thin part corresponds to random constraints that occur with low probability. Thus, the red constraint is a rare event and violating it does not incur a large increase of the probability of violation, which explains why a solution with more errors can lead to better guarantees in generalization. The low probability also means that there are fewer such constraints in the scenarios and that the cost of Problem 4 is minimized when violating the red constraint rather than multiple other constraints.

In order to produce a performance guarantee, the Rademacher complexity appearing in Theorem 1 must be estimated. The following theorem (proved in Appendix) shows how to upper bound this complexity for constraint functions as in (4).

**Theorem 2.** Let $F$ be a function class as in (11) with $f$ of the form (4). Then,

$$R_N(F) \leq \sum_{k=1}^{C} \left( \prod_{j=k}^{C} \mathbb{E} \varphi_{k} \right) \frac{\tau_k \Lambda_k}{\Lambda N},$$

where $\tau_k = \sup_{\Theta \in \Theta} \|\psi_k(\theta)\|$, $\Lambda_k = \sup_{x \in \mathcal{X}} \|\phi_k(x)\|$, $\bar{\rho}_k$ for $k \geq 2$ and $\mathbb{E} \varphi_k$ for $k \geq 1$ are the Lipschitz constants of the functions $\rho_k$ and $\varphi_k$, respectively.

Theorem 2 shows that the complexity, and thus the generalization performance via Theorem 1, does not depend on the dimension of $x$ but rather on $\tau_k$, which measures the size of the $\psi_k(\theta)$’s over the uncertainty set $\Theta$, and $\Lambda_k$, which measures the size of the $\phi_k(x)$’s over $\mathcal{X}$. This stands in contrast to most of the literature on scenario optimization, where the dimension plays a major role. This can be seen in (8) for convex problems as studied in [4], while for the approach of [3], $d_{VC}$ in (14) grows linearly with $d$ even for a simple constraint function (4) with $C = 1$, $\varphi_1$ the identity and $f_1$ a linear function of $x$. When considering integer programming, the method of [5] also leads to a bound linear in the number of variables. Finally, the approach of [12] for structured convex constraints yields bounds that do not depend on $d$ but explicitly involve the dimension $n_k$ of $\phi_k(x)$ instead.

The parameters $\tau_k$ in Theorem 2 reflect the size of the uncertainties, which in contrast are ignored by the standard approaches that yield the same level of guarantee for small and large uncertainties. The parameters $\Lambda_k$ measure the size of the $\phi_k(x)$’s, which are related to the size of the domain $\mathcal{X}$, and thus they encode our prior knowledge on the solution. In particular, what really matters is the radius of the smallest ball enclosing the $\phi_k(x)$’s induced by all $x \in \mathcal{X}$, as made precise in the following corollary. Therefore, if the search domain $\mathcal{X}$ can be a priori reduced in size (for instance after the computation of a preliminary good guess of the solution), the radius could typically be made smaller, leading to better guarantees on the probability of violation.

**Corollary 1.** Let $F$ be a function class as in (11) with $f$ as in (4). Then, for any set of centers $(\phi_{0,k})_{1 \leq k \leq C} \in \prod_{k=1}^{C} \mathbb{R}^{n_k}$,

$$R_N(F) \leq \sum_{k=1}^{C} \left( \prod_{j=k}^{C} \mathbb{E} \varphi_{k} \right) \frac{\tau_k \Lambda_k}{\Lambda N},$$

where $\Lambda_k = \sup_{x \in \mathcal{X}} \|\phi_k(x) - \phi_{0,k}\|$ and the other constants are as in Theorem 2.

**Proof.** Given a choice of $(\phi_{0,k})_{1 \leq k \leq C}$, reformulate the $f_k$’s as

$$f_k(x, \theta) = \psi_k(\theta)^\top (\phi_k(x) - \phi_{0,k}) + (\eta_k(\theta) + \psi_k(\theta)^\top \phi_{0,k})$$

$$= \psi_k(\theta)^\top \hat{\phi}_k(x) + \tilde{\eta}_k(\theta)$$

and note that in the proofs of Theorem 2 and Lemma 1, the definition of $\eta_k(\theta)$ does not play any role (as long as it does not depend on $x$). Therefore, they hold similarly with $\hat{\phi}_k(x)$, $\tilde{\eta}_k(\theta)$ instead of $\phi_k(x)$, $\eta_k(\theta)$, and $\sup_{x \in \mathcal{X}} \|\phi_k(x)\|$ replaced by $\sup_{x \in \mathcal{X}} \|\hat{\phi}_k(x)\| = \sup_{x \in \mathcal{X}} \|\phi_k(x) - \phi_{0,k}\| = \Lambda_k$. $\square$

The combination of Theorem 1 and 2 (or Corollary 1) leads to a bound on the probability of violation that converges to zero as $O(1/\sqrt{N})$, which might appear weaker than most results in the literature on scenario optimization, such as (7)–(8), which typically lead to bounds in $O(d/N)$. However, a bound in $O(d/N)$ that improves upon Theorems 1–2 requires that $d = O(\sqrt{N})$, which fails in high-dimensional regimes. This informal argument in favor of the proposed approach for high-dimensional problems, and even convex ones, will be made precise below when discussing the sample complexity.

Regarding the linear dependence of the bounds with respect to $C$, it is reminiscent of the fact that the constraint function (4) is built from a combination of several constraints/components. A similar effect can be observed in the results of [12] for convex problems based on (1).\footnote{The term $\prod_{j=k}^{C} \mathbb{E} \varphi_k$ is not considered here as it typically is a product of values close to one, and is even exactly 1 for all problems analyzed in [12].}

Finally, recall that Theorem 1 holds uniformly over $\mathcal{X}$, which is particularly desirable for nonconvex problems to bypass the assumption that the computed solution is optimal (or even deterministic). However, this introduces the constants $\tau_k$ and $\Lambda_k$ in Theorem 2 and can prevent us from obtaining satisfactory guarantees when their values are too large, e.g., when one lacks prior knowledge on the location of the solution or when the uncertainties can have a large magnitude. In such cases, standard approaches like [2], [4] might be preferable.

### B. Sample complexity

The sample complexity of a scenario problem is the minimal number of scenarios that are required to guarantee that, with high probability, the probability of violation does not exceed a predefined threshold. The following sample complexity estimate can be derived from the results in Theorems 1 and 2.
Indeed, as shown in [4], for convex problems, (7)–(8) translate into the sample complexity
\[ N(\epsilon, \delta) = \frac{2d + 2\log \frac{1}{\delta}}{\epsilon^2}, \tag{15} \]
which grows linearly with the dimension \(d\). Therefore, there is a \(d\) above which \(N(\epsilon, \delta) < N_{\text{cvx}}(\epsilon, \delta)\). Figure 3 shows the region where the proposed approach thus improves upon [4] in the \((d, \epsilon)\) space for a fixed value of the bound in Theorem 2.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig3.png}
\caption{Color plot of \(N(\epsilon, \delta) - N_{\text{cvx}}(\epsilon, \delta)\) as a function of \(d\) and \(\epsilon\) for \(\delta = 0.001\), \(C = 1\), \(p_1 = 2\), \(\tau_1 = 1\)/\(\gamma = 2\). The black line shows the boundary between the region where \(N(\epsilon, \delta) < N_{\text{cvx}}(\epsilon, \delta)\) (in blue) and the one where \(N(\epsilon, \delta) > N_{\text{cvx}}(\epsilon, \delta)\) (in red).}
\end{figure}

\section{Maximizing the margin}

An insight from Theorem 1 is that better generalization results from a larger margin \(\gamma\). Therefore, it would be tempting to replace Problem 3 by:
\[ \max_{x \in \mathcal{X}, \gamma > 0} \gamma, \quad \text{s.t.} \quad f(x, \theta_i) \leq -\gamma, \quad i = 1, \ldots, N. \tag{17} \]
However, Theorem 1 only holds for a value of \(\gamma\) fixed a priori and cannot be applied with the margin resulting from (17) and that depends on the random data \((\theta_i)_{1 \leq i \leq N}\). Nonetheless, it can be extended to hold uniformly over \(\gamma\) by following the proof of Theorem 5.9 in [15], with the addition of a small term in \(O(\sqrt{\log \log(1/\gamma)})\). Therefore, (17) could be used to estimate a value of \(\gamma\) that produces a better bound on the probability of violation.

\section{A posteriori bounds}

In cases where the distribution of \(\theta\) is unknown or samples cannot be easily generated, the standard Monte Carlo approach to assess the probability of violation on an independent and large sample is not available. Then, a posteriori bounds can be used to estimate the probability of violation \(V(x)\) of a solution \(x\) computed with a fixed budget of \(N\) observations \((\theta_i)_{1 \leq i \leq N}\) by the empirical error \(\hat{V}(x)\) computed on the same data.

While the bounds on \(V(x)\) in the theorems above could be applied for this purpose, they rely on a worst-case strategy in order to be computable a priori or to yield sample complexity estimates. Instead, refined a posteriori bounds can be computed from the observed value of the sample \((\hat{\theta}_i)_{1 \leq i \leq N}\) using the empirical Rademacher complexity. In this case, Theorem 1 holds with only minor changes in the constants, and Theorem 2 can be reshaped with \(\sqrt{\sum_{k=1}^{N} \|\psi_k(\theta_i)\|^2 / N}\) substituted for \(\tau_k / \sqrt{N}\). In addition, the constants \(\Lambda_k\) can also be replaced by empirical versions computed specifically for the solution \(\hat{x}_\gamma\) returned by the algorithm rather than global upper bounds.

\section{Fast rates}

As already mentioned, most of the literature on scenario optimization concentrates on bounds on the probability of violation that are in \(O(1/N)\) rather than \(O(1/\sqrt{N})\). Rademacher complexity-based bounds as proposed here can be extended using localization arguments [16], [17] to yield bounds in \(O(1/N)\) that are still independent of the dimension \(d\) of \(x\). Alternatively, covering numbers could be used instead of the Rademacher complexity to lead to bounds in \(O(\log(N)/N)\), by following [18] and using results of [19].

\section{Optimization problems and margin complexity}

First of all, notice that all results presented above hold similarly for random optimization problems of the form:
\[ \min_{x \in \mathcal{X}} J(x), \quad \text{s.t.} \quad f(x, \theta_i) \leq -\gamma, \quad i = 1, \ldots, N. \tag{18} \]
However, introducing the margin can affect the objective value \(J(\hat{x}_\gamma)\) of the computed solution \(\hat{x}_\gamma\). Since the maximization of the margin as proposed in Sect. III-C and the minimization of \(J(x)\) play against each other, one would have to find a suitable trade-off.

Another point of view arises when one considers the following question: given a fixed budget of \(N\) scenarios, how can we minimize \(J(x)\) while ensuring that \(P^N\{V(x) \leq \epsilon\} \geq 1 - \delta\)? Clearly, the smallest \(J(\hat{x}_\gamma)\) will result from the smallest choice of margin \(\gamma\) in (18). This leads to the concept of margin complexity, i.e., the smallest margin \(\gamma\) such that \(P^N\{V(x) \leq \epsilon\} \geq 1 - \delta\) for given \(N\), \(\epsilon\) and \(\delta\). For constraint functions as in (4) and the hard-margin scenario program (18) that yields...
solutions such that $V_\gamma(\hat{x}_\gamma) = 0$, the margin complexity can be estimated using Theorems 1–2 as
\[
\gamma(N, \epsilon, \delta) = \frac{2 \sum_{k=1}^{C} \left( \prod_{j=k}^{C} p_j \right)^{1/2} \gamma_k \Lambda_k}{\epsilon \sqrt{N} - \sqrt{\log \frac{1}{3^{1/2}}}}.
\]
The procedure to handle an optimization problem with a fixed budget can thus be formulated as: solve (18) with \( \gamma = \gamma(N, \epsilon, \delta) \) given above. Then, we have the guarantee that the solution \( \hat{x}_\gamma \) satisfies \( P_N(V(\hat{x}_\gamma) \leq \epsilon) \geq 1 - \delta \).

V. NUMERICAL EXAMPLE

Consider a convex problem with cost function \( J(x) = c^T x \) with all entries of \( c \) set to \(-1\), the domain \( \mathcal{X} \subset \mathbb{R}^d \) defined as the unit ball of center \((1 + 1/\sqrt{d})x_0\), uncertainties \( \theta \) sampled from the section of the unit sphere in the nonnegative orthant of \( \mathbb{R}^d \) and \( f(\theta, x) = \theta^T (x - x_0) - 1 \) with \( x_0 \) a vector of all ones. We compare the results of the approach of [2], that computes \( \hat{x} \), and the proposed method (18), that uses the margin \( \gamma \) to compute \( \hat{x}_\gamma \), over various numbers \( N \) of scenarios with \( d = 500 \) and \( \delta = 0.01 \). Table I reports \( \epsilon \) and \( \epsilon_\gamma \), which are the upper bounds on \( V(\hat{x}) \) and \( V(\hat{x}_\gamma) \), and \( \epsilon^*(\cdot) \), which is the Monte Carlo estimate of \( V(\cdot) \) over an independent sample of \( 100000 \) values of \( \theta \) (a * means that the solution truly satisfies the robust constraint \( \forall \theta \in \Theta \), whereas 0.000 indicates that \( V(\cdot) \) is very small). 3 We also report the relative optimality gap, \( [(J(\hat{x}_\gamma) - J(\hat{x}))/J(\hat{x})] \), to measure the increase of the cost induced by the use of the margin \( \gamma \); and show how it improves when setting \( \gamma = \gamma(N, \epsilon, \delta) \) as proposed in Sect. IV for the value of \( \epsilon \) given by [2].

These results show that on this high-dimensional problem the proposed method yields both better guarantees and smaller actual risks than the standard approach of [2]: \( \epsilon_\gamma < \epsilon \) and \( \epsilon^*(\hat{x}_\gamma) < \epsilon^*(\hat{x}) \), though \( \epsilon \) of [2] has a smaller relative error in estimating \( \epsilon^*(\hat{x}) \) than the proposed \( \epsilon_\gamma \) for \( \epsilon^*(\hat{x}_\gamma) \). Also, the cost of the solution increases only by a small amount (though the significance of this increase may depend on the application). In addition, when switching to a nonconvex version of the problem over a quantized domain \( \mathcal{X}' \subset \mathcal{X} \) with each entry of \( x \) taking one of 10 discrete values, the bounds \( \epsilon_\gamma \) of the proposed method hold similarly, whereas the extension of [2] proposed in [5] has to be considered and leads to the increased values of \( \epsilon \) reported in the last row of Table I.

VI. CONCLUSIONS

The paper introduced the notion of margin in the scenario approach to robust optimization and analyzed the statistical performance of the resulting random programs using tools from statistical learning theory, and more specifically the Rademacher complexity. This allowed for the derivation of a priori bounds on the probability of violation and sample complexities in which the problem dimension could be removed. Instead, these quantities depend on how parameters related to the magnitude of the uncertainties and the size of the search domain compare with the level of margin with which 3Given 100000 trials without errors, Bernstein inequality yields that \( V(\cdot) \) is less than 0.0002 with probability at least 99%.

<table>
<thead>
<tr>
<th>Method</th>
<th>$\gamma$</th>
<th>$\epsilon$</th>
<th>$\epsilon_\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[2]</td>
<td>0.174</td>
<td>0.101</td>
<td>0.082</td>
</tr>
<tr>
<td>This paper</td>
<td>0.0006</td>
<td>0.0000</td>
<td>*</td>
</tr>
<tr>
<td>[5]</td>
<td>0.06</td>
<td>0.12</td>
<td>0.36</td>
</tr>
<tr>
<td>with $\gamma$</td>
<td>0.006</td>
<td>0.0000</td>
<td>*</td>
</tr>
<tr>
<td>$\gamma = 0.5$</td>
<td>0.05%</td>
<td>0.62%</td>
<td>1.21%</td>
</tr>
</tbody>
</table>
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The proof of Theorem 2 relies on the following bound on the Rademacher complexity of a class of functions \( f_k \) as in (2).

**Lemma 1.** Given functions \( \psi : \Theta \to \mathbb{R}^n \), \( \phi : \mathcal{X} \to \mathbb{R}^n \) and \( \eta : \Theta \to \mathbb{R} \), the empirical Rademacher complexity of the class \( \mathcal{F} = \{ f_k \in \mathbb{R}^n : f_k(\theta) = \psi(\theta)^\top \phi(x) + \eta(\theta), \ x \in \mathcal{X} \} \) given \( (\theta_1)_{1 \leq i \leq N} \) is bounded by

\[
\hat{\mathcal{R}}_N(\mathcal{F}) \leq \frac{\Lambda \sqrt{\sum_{i=1}^{N} \|\psi(\theta_i)\|^2}}{N} \leq \frac{\tau \Lambda}{\sqrt{N}},
\]

where \( \tau = \sup_{\theta \in \Theta} \|\psi(\theta)\| \) and \( \Lambda = \sup_{x \in \mathcal{X}} \|\phi(x)\| \).

**Proof.** Using the subadditivity of the supremum, we have

\[
\hat{\mathcal{R}}_N(\mathcal{F}) = \mathbb{E} \sup_{x \in \mathcal{X}} \frac{1}{N} \sum_{i=1}^{N} \sigma_i \psi(\theta_i)^\top \phi(x) + \mathbb{E} \sup_{x \in \mathcal{X}} \frac{1}{N} \sum_{i=1}^{N} \sigma_i \eta(\theta_i),
\]

where \( \mathbb{E} \sup_{x \in \mathcal{X}} \frac{1}{N} \sum_{i=1}^{N} \sigma_i \eta(\theta_i) = \mathbb{E} \frac{1}{N} \sum_{i=1}^{N} \sigma_i \eta(\theta_i) = \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \sigma_i = 0 \), since the expectation is computed only with respect to the Rademacher variables \( \sigma_i \) that are centered \( \mathbb{E} \sigma_i = 0 \). We can then follow the standard path for linear classes [11], with the addition of the mappings \( \psi \) and \( \phi \):

\[
\hat{\mathcal{R}}_N(\mathcal{F}) \leq \mathbb{E} \sup_{x \in \mathcal{X}} \frac{1}{N} \sum_{i=1}^{N} \sigma_i \psi(\theta_i)^\top \phi(x)
\]

in which Jensen’s inequality ensures that

\[
\mathbb{E} \left[ \sum_{i=1}^{N} \sigma_i \psi(\theta_i)^\top \phi(x) \right] \leq \sqrt{\mathbb{E} \left[ \sum_{i=1}^{N} \sigma_i \psi(\theta_i)^\top \phi(x)^2 \right]}
\]

where we used the independence of the \( \sigma_i \)'s and the fact that \( \mathbb{E} \sigma_i = 0 \) to remove the terms with \( j \neq i \). Gathering the results and using \( \sqrt{\sum_{i=1}^{N} \|\psi(\theta_i)\|^2} \leq \sqrt{N} \tau \) complete the proof. \( \square \)

The proof of Theorem 2 also requires the introduction of a few function classes: for all \( k \in \{1, \ldots, C\} \),

\[
\mathcal{F}_k = \{ f_k \in \mathbb{R}^n : f_k(x, \theta) = f_k(x, \theta), \ x \in \mathcal{X} \}
\]

and, for all \( k \in \{2, \ldots, C\} \),

\[
\mathcal{G}_k(\mathcal{U}, \mathcal{V}) = \mathcal{U} + \mathcal{V}, \ \mathcal{U} - \mathcal{V}, \ \max(\mathcal{U}, \mathcal{V}), \ \text{or} \ \min(\mathcal{U}, \mathcal{V}),
\]

in accordance with \( g_k \). With these classes at hand, we can rewrite the function class of interest, \( \mathcal{F} \), in a recursive manner:

\[
\mathcal{F} = \mathcal{F}_C, \quad \mathcal{F}_1 = \varphi_1 \circ \mathcal{F}_1
\]

\[
\mathcal{F}_{k+1} = \rho_{k+1} \circ \mathcal{G}_{k+1}(\mathcal{F}_k, \varphi_{k+1} \circ \mathcal{F}_{k+1}).
\]

Then, the proof works by induction over the number of components \( C \). First, for \( C = 1 \), \( f(x, \theta) = \varphi_1 \circ f_1(x, \theta) \) and \( \mathcal{F} = \varphi_1 \circ \mathcal{F}_1 \). In this case, the contraction principle (see Lemma 5.7 in [15]) yields \( \hat{\mathcal{R}}_N(\mathcal{F}) \leq \mathcal{R}_N(\mathcal{F}_1) \). Then, Lemma 1 gives \( \mathcal{R}_N(\mathcal{F}_1) \leq \tau_1 A_1 / \sqrt{N} \) and the result follows.

Assume now that the statement holds for \( C \) components, i.e., for \( \mathcal{F} = \mathcal{F}_C \):

\[
\hat{\mathcal{R}}_N(\mathcal{F}_C) \leq \sum_{k=1}^{C} (\prod_{i=k}^{C} \mathbb{E} \sigma_i) \mathbb{E} \tau_k A_k / \sqrt{N}.
\]

Then, we can show that it also holds for \( \mathcal{F}^{C+1} \). To see this, first apply the contraction principle again to obtain

\[
\mathcal{R}_N(\mathcal{F}^{C+1}) = \mathcal{R}_N(\rho_{C+1} \circ \mathcal{G}_{C+1}(\mathcal{F}_C, \varphi_{C+1} \circ \mathcal{F}_{C+1})) \leq \mathcal{R}_{C+1} \mathcal{R}_N(\mathcal{F}_C, \varphi_{C+1} \circ \mathcal{F}_{C+1}).
\]

Then, it remains to show that

\[
\mathcal{R}_N(\mathcal{G}_{C+1}(\mathcal{F}_C, \varphi_{C+1} \circ \mathcal{F}_{C+1})) \leq \mathcal{R}_N(\mathcal{F}_C)
\]

and

\[
\mathcal{R}_N(\varphi_{C+1} \circ \mathcal{F}_{C+1}) \leq \tau_{C+1} A_{C+1} / \sqrt{N}.
\]

If \( g_{C+1} \) is the addition, then a basic property of Rademacher complexities (inherited from the subadditivity of the supremum and the linearity of the expectation), namely that \( \mathcal{R}_N(\mathcal{U} + \mathcal{V}) \leq \mathcal{R}_N(\mathcal{U}) + \mathcal{R}_N(\mathcal{V}) \), suffices to prove (20).
Since the random variables \( \sigma_i \) and \( -\sigma_i \) share the same distribution, we have \( R_N(-V) = R_N(V) \) and (20) is also proved for the case \( G_{C+1}(U,V) = U - V \).

For the min and max operators, we can follow Lemma 9.1 in [15] and rewrite \( g_{C+1}(a,b) = \frac{1}{2}(a + b + s|a - b|) \) with \( s = 1 \) for the max and \( s = -1 \) for the min. Then,
\[
R_N(G_{C+1}(U,V)) \leq \frac{1}{2} [R_N(U + V) + R_N(w \circ (U - V))]
\]
for the function \( w : t \mapsto s|t| \) of Lipschitz constant equal to 1. Thus, using the contraction principle again and the results of the two previous cases, we obtain
\[
R_N(G_{C+1}(U,V)) \leq \frac{1}{2} [R_N(U) + R_N(V) + R_N(U) + R_N(V)]
= R_N(U) + R_N(V)
\]
and thus (20).

Therefore, for any choice of \( g_{C+1} \),
\[
R_N(F_{C+1}^+) \leq \rho_{C+1} (R_N(F_C) + R_N(\varphi_{C+1} \circ F_{C+1}))
\]
\[
\leq \rho_{C+1} \left( \sum_{k=1}^{C} \left( \frac{1}{\sqrt{N}} \prod_{j=k}^{C} \varphi_j \right) \tau_k \Lambda_k \right) + \rho_{C+1} \left( \frac{\tau_{C+1} \Lambda_{C+1}}{\sqrt{N}} \right)
\]
\[
= \sum_{k=1}^{C+1} \left( \frac{1}{\sqrt{N}} \prod_{j=k}^{C+1} \varphi_j \right) \tau_k \Lambda_k
\]
and Theorem 2 is proved by induction for all \( C \geq 1 \).