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Abstract

In this paper, we prove global-in-time existence of strong solutions to a class of fractional
parabolic reaction-diffusion systems posed in a bounded domain of RN . The nonlinear reactive
terms are assumed to satisfy natural structure conditions which provide non-negativity of
the solutions and uniform control of the total mass. The diffusion operators are of type
ui 7→ di(−∆)sui where 0 < s < 1. Global existence of strong solutions is proved under
the assumption that the nonlinearities are at most of polynomial growth. Our results extend
previous results obtained when the diffusion operators are of type ui 7→ −di∆ui. On the other
hand, we use numerical simulations to examine the global existence of solutions to systems
with exponentially growing right-hand sides, which remains so far an open theoretical question
even in the case s = 1.

Mathematics Subject Classification (2020): 35R11, 35J62. 30G50, 47H10, 35B45.

Keywords. Reaction-diffusion system, fractional diffusion, strong solution, global existence,
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1 Introduction

The purpose of this work is the study of global existence in time of nonnegative strong solutions
to fractional parabolic reaction-diffusion systems of the form:

(S)


∀i = 1, . . . ,m,
∂tui(t,x) + di(−∆)sui(t,x) = fi(u1(t,x), . . . , um(t,x)), (t,x) ∈ (0, T )× Ω,

ui(t,x) = 0, (t,x) ∈ (0, T )× (RN \ Ω),
ui(0,x) = u0i(x), x ∈ Ω,

where Ω is a bounded regular open subset of RN where N ≥ 1, 0 < s < 1, m ≥ 2 and for each
i = 1, . . .m, the diffusion coefficient di > 0 and fi is locally Lipschitz continuous.
Here, we mean by (−∆)s the classical fractional Laplacian operator of order s defined by

(1.1) (−∆)sϕ(x) := aN,sP.V.

∫
RN

ϕ(x)− ϕ(y)

∥x− y∥N+2s
dy,

∗Corresponding author: el-haj.laamri@univ-lorraine.fr
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where ∥ · ∥ is the euclidean norm of RN , P.V. stands for the Cauchy principal value and aN,s is a
normalization constant such that the following pair of identities :

lim
s→0+

(−∆)sϕ = ϕ and lim
s→1−

(−∆)sϕ = −∆ϕ

holds (see, e.g., [26, Proposition 4.4] and [25, Proposition 2.1]). We refer readers not familiar
with fractional laplacians to [25, 58, 26] and the references therein.

Parabolic reaction-diffusion systems appear in various disciplines such as chemistry, biology and
environment science (see [66, 74, 70, 61] and their bibliographies). When governed by the classical
Laplacian, such systems are related to normal diffusion processes. They have been extensively
studied in the literature, see, for instance, [66, 47, 30, 49, 50, 40, 69, 76, 20, 75, 31, 31, 2] and the
references therein.

However, in order to describe nonlocal diffusive processes, the classical Laplacian is no longer
a well-suited model. Hence the interest of fractional Laplacian operators, which allow one to
derive more advanced models, especially anomalous diffusion processes. Additional insights can
be found in [1, 78, 18, 79, 80, 42, 56, 25]. More generally, nonlocal partial differential equations
(NPDEs) have come out for some years, and play a significant role in numerous scientific fields, as
illustrated in [71, 45] and their references. The fractional Laplacians are the prototypical example
of nonlocal operators appearing in NPDEs.

Recently, many papers have investigated the existence of solutions to fractional reaction-diffusion
problems consisting of a single parabolic equation (m = 1) on open subsets of RN . We refer the
reader, for instance, to [7, 37, 39, 54, 13, 14, 35].
On the other hand, there are few works dealing with systems (m ≥ 2) governed by fractional
Laplacians, see [8, 9, 10, 11] and [4, 5, 6] in the case where Ω = RN . In this work, we are going to
discuss the extensions of results known for s = 1 or m = 1 to the more general situation 0 < s < 1
and m ≥ 2.

Going back to System (S), we are only interested in nonnegative solutions, as in applications
the unknown u = (u1, · · · , um) represents for example concentrations of chemical species or
population densities. Therefore, the initial data have to be chosen nonnegative ; u0i ≥ 0 for each
i ∈ {1, · · · ,m}. It is also well-known that the solutions (as long as they exist) remain nonnegative,
provided that the reaction terms fi satisfy the so-called “quasi-postivity” property, namely:

(P) ∀1 ≤ i ≤ m, fi(r1, · · · , ri−1, 0, ri+1, · · · , rm) ≥ 0, ∀r = (r1, · · · , rm) ∈ [0,+∞)m.

Furthermore, in many cases a control (sometimes even the preservation) of the total mass natu-
rally follows the model, namely:

(1.2)
m∑
i=1

∫
Ω
ui(t,x) dx ≤ C

m∑
i=1

∫
Ω
u0i(x) dx for some C > 0.

The control (1.2) is fulfilled if

(M) ∃(a1, · · · am) ∈ (0,+∞)m such that
m∑
i=1

aifi ≤ 0,

or, more generally, if this sum grows at most linearly in its variables, i.e.

(M’) ∀r ∈ [0,+∞)m,
m∑
i=1

aifi(r) ≤ C
[
1 +

m∑
i=1

ri

]
for some C ≥ 0.

Let us emphasize that properties (P) and (M) are satisfied in many applications, e.g. in models
describing evolution phenomena involving both spatial diffusion and chemical reactions. Nev-
ertheless, there are some instances where the total mass of the solution is not controlled; for
example : m = 2, f1(u1, u2) = u32 and f2(u1, u2) = u21.
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The question of global existence for reaction-diffusion systems has been a classical topic since
the seventies, yet there are still many open and challenging problems. There are two major
obstructions to the construction of global solutions. Firstly, when the right-hand sides fi have
quadratic, even faster, growth for large values of the ui’s. A typical example for three species is :

f1 = α1g, f2 = α2g, f3 = −α3g where g = uα3
3 − uα1

1 uα2
2 and α1, α2, α3 ≥ 1.

See System (1.3) below for more precisions. Secondly, when the diffusion coefficients di are very
different, there is no comparison principle. Thus, no a priori estimates are available besides the
L1 control (1.2).

To put our work in context and highlight the novelty of this paper, let us briefly review the
existing literature.

• Case where the diffusions are driven by classical Laplacian (i.e. s = 1)
It turns out that the structure (P)+ (M) does not keep the solution from blowing up in L∞-norm,
even in finite time. More precisely, the paper [68] gives an explicit example of a two-species system
fulfilling both (P) and (M), with d1 ̸= d2 and strictly superquadratic polynomial nonlinearities,
and such that

∃T ∗ < +∞, lim
t↗T ∗

∥u1(t, ·)∥L∞(Ω) = lim
t↗T ∗

∥u2(t, ·)∥L∞(Ω) = +∞.

Thus, in addition to the structure (P)+ (M), some growth restrictions and extra structure on
the nonlinearities are needed if one expects global existence of strong (or even weak) solutions.

— Strong solutions: This issue has been intensively studied, especially when the initial data are
bounded. Let us review some sufficient conditions on the fi’s guaranteeing the global existence
of a strong solution (see Definition 2.1):

(i) triangular structure (see (1.6)) and polynomial growth. For more details, we refer to [66]
and references therein. A prototypical example of triangular structure whenm = 2 is f1 ≤ 0
and f1 + f2 ≤ 0;

(ii) quadratic growth. See, for instance, [40, 69, 20, 75, 31, 32]);

(iii) diffusion coefficients close to one another, see, e.g. [19, 30] (sometimes called quasi-uniform
in some references, for example in [31, 32]);

(iv) when the growth of the fi’s is slightly stronger than polynomial, few results are known, and

only for m = 2. The most-studied model by far is f2(u1, u2) = −f1(u1, u2) = u1e
uβ
2 . In this

case, the existence of strong solutions is established in [41] for β < 1, and [12] for β = 1.
The article [73] gives some extensions of those results. Surprisingly, in the three previous
works, the global existence is established under a restrictive assumption on the size of the
initial data u01. On the other hand, the problem is still open for β > 1.

— Weak solutions: By a weak solution, we mean a solution in the sense of distributions or,
equivalently here, in the sense of the variation-of-constant formula with the suitable semigroup
(see Definition 2.2). Such weak L1-solution had already been considered in [63, 46, 17] to handle
initial data in L1. However, an extra condition of triangular structure of the nonlinearities was
required. Furthermore [64] (see also [66, theorem 5.9] for m ≥ 2), if for some reason the fi’s
are bounded in L1((0, T )× Ω) for any T , then there exists a global weak solution for any initial
data in L1(Ω), without any further assumption beyond non-negativity. This L1 bound can be
established under any one of the following assumptions:

1. there are m independent inequalities between the fi’s, and the u0i’s are just assumed to be

in L1(Ω). For example, System (S) where m = 2 and f2(u1, u2) = −f1(u1, u2) = u1e
uβ
2 has

a weak solution for any β > 0 and any initial data in L1(Ω). We refer to [64, 66] (see also
[50]);
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2. the fi’s are of quadratic growth, and the u0i’s belong to L2(Ω), see [66, theorem 5.11];

3. the fi’s are super-quadratic, as it occurs in complex chemical reactions, and the u0,i’s are
in L1(Ω) ∩H−1(Ω). For more details, see [49] (see also [22]).

Concerning the elliptic case, the interested reader is referred to [50, 52].

To conclude this short summary, we would like to point out that the above references do not
exhaust the rich literature on the subject. The interested reader can find an exhaustive review of
the results known before 2010 in the extensive survey [66], which also gives a general presentation
of the problem, further references, and many deep comments on the mathematical difficulties
raised by such systems. For some more recent results, see [47, 30, 19, 69, 72, 20, 75, 31, 32] and
their references.

• Case where the diffusions are driven by the fractional Laplacian (i.e. 0 < s < 1):
Unlike the case s = 1, relatively little is known. To our knowledge, the existing works fall into
two broad categories: either the domain Ω is bounded and the right-hand sides are of potential-
gradient or gradient-gradient type; or Ω = RN and the r.h.s. are of polynomial or exponential
growth.

⋄ Ω bounded: in [8], the first two authors and their coworkers investigated the case of a
2 × 2 System where the right-hand sides are f1(u1, u2) = ∥∇u2∥q + h1 and f2(u1, u2) =
∥∇u1∥p + h2 with h1, h2 ≥ 0. Obviously, f1 and f2 do not belong to the framework of (S),
nor do they satisfy (M). They also studied the elliptic version of the system in the following
two cases :

(S1) (−∆)su1 = ∥∇u2∥q + λh1 , (−∆)su2 = ∥∇u1∥p + µh2,

(S2) (−∆)su1 = uq2 + λh1 , (−∆)su2 = ∥∇u1∥p + µh2,

where λ, µ > 0. For more details, we refer the reader to [9] for (S1) and [10] for (S2); see
also [11] for a generalized System (S1) with two different diffusions i.e. s1 ̸= s2.

⋄ Ω = RN : the only works that we know are those of [4, 5, 6].

As far as we know, the question of global existence of solutions to System (S), set in a bounded
domain Ω, with the reaction terms satisfying (P)+(M) and of polynomial or exponential growth,
has not been addressed so far. This is the main goal of this work. More specifically:

1. we will extend to the fractional case (0 < s < 1) two main known results in the classical
case (i.e. s = 1) and the reaction terms are polynomial growing. The first one deals with
the typical case of reversible chemical reactions for three species (see Theorem 4.1). The
second one deals with the case where the number of equations m ≥ 2 and the fi’s have a
triangular structure (see Theorem 4.2).

2. we present some numerical simulations to examine the global existence of solutions to Sys-

tem (S) in the case where m = 2, f2(u1, u2) = −f1(u1, u2) = u1e
uβ
2 with β > 1. See

Section 5.

In order to prove our main theorems, we will extend several tools known in the classical case to
the fractional case such as the maximal regularity theorem (see Theorem 3.1), a Lamberton-type
estimation in Lp (see Theorem 3.3), the so-called Pierre’s duality Lemma (see Lemma 4.2). Such
results are interesting in themselves. Nevertheless, it should be noted that it is not always possible
to extend any result from the classical case to the fractional case; and when it is possible, it is
usually far from being trivial. See, for instance, [8, 9, 10, 11] in a different context.

For the ease of reader and the sake of completeness, let us now recall those two results that we
will extend.
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• First known result. Let us consider the following System

(1.3)



∂tu1(t,x)− d1∆u1(t,x) = f1(u1(t,x), u2(t,x), u3(t,x)), (t,x) ∈ QT ,
∂tu2(t,x)− d2∆u2(t,x) = f2(u1(t,x), u2(t,x), u3(t,x)), (t,x) ∈ QT ,
∂tu3(t,x)− d3∆u3(t,x) = f3(u1(t,x), u2(t,x), u3(t,x)), (t,x) ∈ QT ,

u1(t,x) = u2(t,x) = u3(t,x) = 0, (t,x) ∈ (0, T )× ∂Ω,
u1(0,x) = u01(x) ≥ 0, x ∈ Ω,
u2(0,x) = u02(x) ≥ 0, x ∈ Ω,
u3(0,x) = u03(x) ≥ 0, x ∈ Ω,

where
f1 = α1g, f2 = α2g, f3 = −α3g with g = uα3

3 − uα1
1 uα2

2 and α1, α2, α3 ≥ 1.

That system naturally arises in chemical kinetics when modeling the following reversible reaction

(1.4) α1U1 + α2U2 ⇌ α3U3

where u1, u2, u3 stand for the density of U1, U2 and U3 respectively, and α1, α2, α3 are the
stoichiometric coefficients.

Let us notice that in addition to fulfilling (P), f1, f2 and f3 also satisfy (M), namely

α2α3f1 + α1α3f2 + 2α1α2f3 = 0.

Now, we are ready to state the first known result, (see [47, Theorems 1 et 2]).

Theorem 1.1. Assume that (u01, u02, u03) ∈ (L∞(Ω))3. System (1.3) admits a unique nonnega-
tive global strong solution in the following cases
(i) α1 + α2 < α3 ;
(ii) α3 = 1 whatever are α1 and α2 ;
(iii) d1 = d3 or d2 = d3 whatever are α1, α2 and α3 ;
(iv) d1 = d2 ̸= d3 for any (α1, α2, α3) ∈ [1,+∞)2 × (1,+∞) such that α1 + α2 ̸= α3.

Comments:
Assume that the diffusion coefficients d1, d2 and d3 are very different. The question of global
existence of a strong (even weak) solution to System (1.3) in the case 2 < α3 < α1 + α2 is
widely open since at least 2011. This is very surprising from a chemical point of view because
the reaction (1.4) is supposed to be reversible and therefore a strong solution should exist and be
global as in the case α1 + α2 < α3. More generally, that question is far from being understood.
For example, the global existence of a strong solution of the system modeling a reversible reaction
of the form α1U1 + α2U2 ⇌ α3U3 + α4U4 has only recently been proved and in the sole case
α1 = α2 = α3 = α4 = 1, see [20, 75, 31, 32]).

• Second known result. Introducing the classical counterpart of System (S), namely:

(1.5)


∀i = 1, . . . ,m,
∂tui(t,x)− di∆ui(t,x) = fi(u1(t,x), . . . , um(t,x)), (t,x) ∈ (0, T )× Ω,

ui(t,x) = 0, (t,x) ∈ (0, T )× ∂Ω,
ui(0,x) = u0i(x), x ∈ Ω.

It holds that (see [66, Theorem 3.5] and its references, especially [59])

Theorem 1.2. Assume that for each i ∈ {1, · · · ,m}, u0i ∈ (L∞(Ω))+ and fi is at most of
polynomial growth and satisfy (P). Moreover, assume that

(1.6)

 there exist a vector b ∈ Rmand a lower triangular invertible matrix Q∈Mm(R+) s.t.

∀r = (r1, . . . , rm) ∈ [0,+∞)m, Qf(r) ≤
[
1 +

∑
1≤i≤m

ri

]
b.

Then, System (1.5) admits a unique nonnegative global strong solution.
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The rest of this article is set out in the following manner. In Section 2, we present the necessary
background for the remaining sections. First, we set up some basic definitions about the notion
of semigroups, and some required results concerning the associated evolution problem. Then, we
recall some fundamental properties of the fractional laplacian within the framework of semigroup
theory. In Section 3, we focus on the fractional evolution equation and examine the conditions that
ensure the boundedness of the solution. Furthermore, we concentrate on significant concepts such
as the dual problem, the maximal regularity and the comparison principle. Section 4 is divided
into three subsections. In subsection 4.1, we first investigate the local existence of solutions to
System (S), then we prove the global existence in a particular case and we end it by extending
Pierre’s duality lemma to the fractional case. Subsections 4.2 and 4.3 are devoted respectively
to the proofs of our two main theorems. In Section 5, we present some numerical simulations to
examine the global existence of solutions to a 2×2 System with exponential growth (see (Sexp) in
page 19), which remains a theoretical open question even in the case s = 1. At last, we introduce
the proofs of Theorems 3.1 and 3.2 in the Appendix.

Prior to ending this section, le us fix some notations.

Notations. Throughout this paper, we will use the following standard notations :

— Ω is a bounded regular open subset of RN with N ≥ 1.

— For any T > 0, QT := (0, T )× Ω.

— ∥ · ∥ is the Euclidean norm of RN .

— For any p ∈ [1,+∞), ∥ϕ∥Lp(Ω) =

(∫
Ω
|ϕ(x)|pdx

) 1
p

and ∥ψ∥Lp(QT ) =

(∫ T

0

∫
Ω
|ψ(t,x)|pdtdx

) 1
p

.

— ∥ϕ∥L∞(Ω) = ess sup
x∈Ω

|ϕ(x)| and ∥ψ∥L∞(QT ) = ess sup
(t,x)∈QT

|ψ(t,x)|.

— Hs
0(Ω) := {ϕ ∈ L2(RN ) ; ∥ϕ∥Hs

0(Ω) < +∞ and ϕ = 0 in RN \ Ω}, where

∥ϕ∥Hs
0(Ω) :=

(∫∫
RN×RN

|ϕ(x)− ϕ(y)|2

∥x− y∥N+2s
dxdy

) 1
2

.

2 Preliminaries

In this section, we briefly review some relevant results for later use. First, we recall existence
results of solutions to evolution problems associated with semigroups, along with a Lamberton-
type estimation based on semigroups on L2. Then, we discuss the main properties of the fractional
Laplacian and the semigroup generated by it on L2.

2.1 Evolution problems associated with semigroups

Let (E,Σ, µ) be a measure space. Let A be the infinitesimal generator of a strongly continuous
semigroup {SA(t)}t≥0 on L2(E,Σ, µ) (or simply L2(E)). We refer readers not familiar with the
notion of semigroups to standard works such as [62, Chapter 1] and [81, Chapter 7].

Now, let us associate with the operator A the following evolution problem :

(2.1)

{
dw

dt
−Aw = h, in (0, T ),

w(0) = w0,

where h(t) and w0 belong to Lp(E), p ≥ 1.
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Before stating the existence theorems, let us make precise what we mean by strong solution and
weak solution to Problem (2.1).

Definition 2.1 (Strong solution). A function w : [0, T ) → Lp(E) is called a strong solution to
(2.1) if :
(i) w ∈ C([0, T );Lp(E)) ∩ C1(0, T ;Lp(E)) ;
(ii) for any t ∈ (0, T ), w(t) ∈ D(A) ;
(iii) Problem (2.1) is satisfied a.e. on [0, T ).

Definition 2.2 (Weak solution). Let h ∈ L1(0, T ;Lp(E)). A function w ∈ C([0, T ];Lp(E)) is
called a weak solution to (2.1) if it satisfies the following integral equation :

(2.2) w(t) = SA(t)w0 +

∫ t

0
SA(t− τ)h(τ)dτ, ∀t ∈ [0, T ].

The first existence Theorem reads as (see, for instance, [62, Chapter 4]):

Theorem 2.1. Let h ∈ L1(0, T ;Lp(E)) and w0 ∈ Lp(E). Then, Problem (2.1) admits a unique
weak solution.

Now, let us assume that {SA(t)}t≥0 satisfies the two additional assumptions :

(H1) {SA(t)}t≥0 is a bounded analytic semigroup on L2(E) ;

(H2) for any p ∈ [1,+∞] and any ϕ ∈ Lp(E) ∩ L2(E), we have

∀t ≥ 0, ∥SA(t)ϕ∥Lp(E) ≤ ∥ϕ∥Lp(E).

The following theorem provides a well-known result for estimating the weak solution to Problem
(2.1) in Lp when w0 = 0, see [53, Theorem 1].

Theorem 2.2 (Lamberton-type estimation). Assume that w0 = 0 and h ∈ Lp((0, T ) × E) with
p ∈ (1,+∞). Let w be the weak solution to Problem (2.1). Then, there exists a constant Cp :=
C(p) > 0 such that

(2.3)

∥∥∥∥dwdt
∥∥∥∥
Lp((0,T )×E)

+ ∥Aw∥Lp((0,T )×E) ≤ Cp ∥h∥Lp((0,T )×E) .

We end this subsection by noting that when h ≡ 0, we have w(t) = SA(t)w0 as the weak solution to
(2.1). Hence, it is clear that not every weak solution to (2.1) becomes a strong solution. However,
the two notions of solution coincide if h satisfies a further condition, namely if h ∈ C1(0, T ;Lp(E)).
More precisely, one has the next result (see, e.g., [62, Corollary 3.3]).

Theorem 2.3. Assume that h ∈ L1(0, T ;Lp(E)) ∩ C1(0, T ;Lp(E)). Then, the weak solution to
Problem (2.1) is a strong solution. 2

From now on, we set E = Ω. As stated in the introduction, Ω is assumed to be a bounded
regular open subset of RN .

2.2 Semigroup generated by the Fractional Laplacian

It is well-known that the operator A = −(−∆)s with domain

(2.4) D(A) = {ϕ ∈ Hs
0(Ω), (−∆)sϕ ∈ L2(Ω)}

generates a strongly continuous submarkovian1 semigroup {SA(t)}t≥0 on L2(Ω), see [39, Propo-
sition 2.14] and [21, Theorem 3.3].

The following theorem will be used throughout the rest of this paper. We refer, for instance, to
[21, Theorem 2.10] or [39, Theorem 2.16] for further details.

1A strongly continuous semigroup {SA(t)}t≥0 is said submarkovian if it satisfies the two following properties:

– if ϕ ∈ L2(Ω) and ϕ ≥ 0, then SA(t)ϕ ≥ 0 ∀t ≥ 0 ;
– if ϕ ∈ L∞(Ω), then ∥SA(t)ϕ∥L∞(Ω) ≤ ∥ϕ∥L∞(Ω).
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Theorem 2.4. Let {SA(t)}t≥0 be the submarkovian semigroup generated by A on L2(Ω) with
domain given by (2.4). Then:
(i) the semigroup {SA(t)}t≥0 can be extended to a contraction semigroup on Lp(Ω) for any p ∈
[1,+∞]. Moreover, each contraction semigroup is strongly continuous if p ∈ [1,+∞) and bounded
analytic if p ∈ (1,+∞) ;
(ii) the semigroup {SA(t)}t≥0 is ultracontractive, i.e., for any ϕ ∈ Lp(Ω) and 1 ≤ p ≤ q ≤ +∞,
there exists a constant C > 0 such that

(2.5) ∥SA(t)ϕ∥Lq(Ω) ≤ Ct
−N

2s

(
1
p
− 1

q

)
∥ϕ∥Lp(Ω), ∀t > 0.

Moreover, if p = q = +∞ and C = 1, the semigroup {SA(t)}t≥0 is said L∞-contractive. 2

3 Fractional evolution problem

In order to study the existence and regularity of solutions to our System, we will rely on properties
of solutions to the equation. To do so, let us consider the following problem :

(3.1)


∂tw(t,x) + d(−∆)sw(t,x) = h(t,x), (t,x) ∈ QT ,

w(t,x) = 0, (t,x) ∈ (0, T )× (RN \ Ω),
w(0,x) = w0(x) ≥ 0, x ∈ Ω,

where d > 0, w0 ∈ Lp(Ω) and h ∈ Lp(QT ), p > 1.

First, we recall the conditions under which the solution to Problem (3.1) exists and is bounded.
Then, we consider the dual problem of (3.1) in order to prove a Lamberton-type estimation in
Lp.

3.1 Existence and Boundedness

Now, let us denote A := −d(−∆)s. According to Theorem 2.4, the operator A verifies the
assumptions (H1) and (H2). Hence, by Theorem 2.1, Problem (3.1) admits a unique weak
solution w ∈ C([0, T ], Lp(Ω)) which fulfills

(3.2) w(t, ·) = SA(t)w0 +

∫ t

0
SA(t− τ)h(τ, ·)dτ.

Furthermore by Theorem 2.2, when w0 = 0 there exists a constant Cp > 0 such that

(3.3) ∥∂tw∥Lp(QT ) + d ∥(−∆)sw∥Lp(QT ) ≤ Cp ∥h∥Lp(QT ) .

The regularity of the weak solution to Problem (3.1) relies on the two Theorems presented below.

— The first Theorem outlines the necessary conditions for the solution to Problem (3.1) to have
a maximal regularity property in L∞.

Theorem 3.1. Assume that w0 ∈ L∞(Ω) and h ∈ Lp(QT ) with p > 1. Let w be the weak solution

to Problem (3.1). Then, for any p >
N + 2s

2s
, there exists a constant C > 0 such that

∥w∥L∞(QT ) ≤ ∥w0∥L∞(Ω) + C∥h∥Lp(QT ).

— The second Theorem is related to the comparison principle for Problem (3.1).

Theorem 3.2. Assume that w0 ∈ L∞(Ω) and h ∈ Lp(QT ) with p > 1. Let w be the weak solution
to Problem (3.1). If h ≤ 0, then w ∈ L∞(QT ) and

∥w∥L∞(QT ) ≤ ∥w0∥L∞(Ω).

The two previous results are classical when s = 1. Surprisingly, we did not find, in the literature,
their equivalents in the fractional case. Therefore, we have decided to introduce their proofs in
this paper although they are close to those of the s = 1 case. Nevertheless, for reading fluency
we preferred to postpone these proofs in the appendix.
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3.2 Fractional dual problem of Problem (3.1)

In this subsection, we state and prove the existence and regularity result of solutions to the dual
problem of (3.1). Such result will be useful to prove the global existence of solutions to our
System.
The dual problem of Problem (3.1) is given by

(Pφ)


−∂tZ(t,x) + d(−∆)sZ(t,x) = φ(t,x), (t,x) ∈ QT ,

Z(t,x) = 0, (t,x) ∈ (0, T )× (RN \ Ω),
Z(T,x) = 0, x ∈ Ω,

where φ is a regular function.

The following theorem provides the conditions for the solution of the dual problem (Pφ) to exist
and verify a Lamberton-type estimation in Lp.

Theorem 3.3. Assume that φ ∈ Lp(QT ) with p > 1. Then, Problem (Pφ) admits a unique weak
solution. Moreover, there exists a constant C := C(p, T ) > 0 such that

(3.4) ∥∂tZ∥Lp(QT ) + ∥Z∥Lp(QT ) + d ∥(−∆)sZ∥Lp(QT ) + ∥Z0∥Lp(Ω) ≤ C ∥φ∥Lp(QT ) ,

where Z0 := Z(0, ·).

Proof. In Problem (Pφ), let us make the following change of variable : t = T − τ ⇒ τ = T − t ∈
(0, T ). Furthermore, let us denote w(τ, ·) := Z(T − τ, ·) and h(τ, ·) := φ(T − τ, ·).
Then, Problem (Pφ) becomes

(3.5)


∂τZ(T − τ,x) + d(−∆)sZ(T − τ,x) = φ(T − τ,x), (τ,x) ∈ QT ,

Z(T − τ,x) = 0, (τ,x) ∈ (0, T )× (RN \ Ω),
Z(T,x) = 0, x ∈ Ω,

which is equivalent to

(3.6)


∂τw(τ,x) + d(−∆)sw(τ,x) = h(τ,x), (τ,x) ∈ QT ,

w(τ,x) = 0, (τ,x) ∈ (0, T )× (RN \ Ω),
w(0,x) = 0, x ∈ Ω.

Hence, the existence of a unique weak solution to (Pφ) follows from Theorem 3.1. In addition,
there exists a constant C1 := C1(p) > 0 such that

(3.7) ∥∂tZ∥Lp(QT ) + d ∥(−∆)sZ∥Lp(QT ) ≤ C1 ∥φ∥Lp(QT ) .

Now, let us integrate the first equation of (Pφ) over (0, T ). We obtain

(3.8) −
∫ T

0
∂tZ(t,x)dt =

∫ T

0
(φ(t,x)− d(−∆)sZ(t,x)) dt.

For any x ∈ Ω, Z(T,x) = 0 . Then,

(3.9) Z0(x) =

∫ T

0
(φ(t,x)− d(−∆)sZ(t,x)) dt.

Therefore, we get

(3.10)



∥Z0∥Lp(Ω) =

∥∥∥∥∫ T

0
(φ(t, ·)− d(−∆)sZ(t, ·))dt

∥∥∥∥
Lp(Ω)

≤
∫ T

0
∥φ(t, ·)− d(−∆)sZ(t, ·)∥Lp(Ω) dt

≤
∫ T

0
∥φ(t, ·)∥Lp(Ω) dt+

∫ T

0
∥d(−∆)sZ(t, ·)∥Lp(Ω) dt

≤ T
1− 1

p
(
∥φ∥Lp(QT ) + d∥(−∆)sZ∥Lp(QT )

)
≤ T

1− 1
p max(1, C1)∥φ∥LpQT ).
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The last inequality follows by the estimate (3.7). Hence,

(3.11) ∥Z0∥Lp(Ω) ≤ C2∥φ∥Lp(QT ),

where C2 := C2(p, T ) > 0.
As Z is the weak solution to Problem (Pφ), thus it verifies the following integral equation :

(3.12) Z(t,x) =

∫ T

t
SA(τ − t)φ(τ,x)dτ, (t,x) ∈ [0, T ]× Ω.

Thus, we have

(3.13)



∥Z(t, ·)∥Lp(Ω) ≤
∥∥∥∥∫ T

t
SA(τ − t)φ(τ, ·)dτ

∥∥∥∥
Lp(Ω)

≤
∫ T

t
∥SA(τ − t)φ(τ, ·)∥Lp(Ω)dτ

≤
∫ T

0
∥SA(τ − t)φ(τ, ·)∥Lp(Ω)dτ

≤ C

∫ T

0
∥φ(τ, ·)∥Lp(Ω)dτ

≤ CT
1− 1

p ∥φ∥Lp(QT ).

Consequently,

(3.14) ∥Z∥L∞(0,T ;Lp(Ω)) ≤ CT
1− 1

p ∥φ∥Lp(QT ).

As L∞(0, T ;Lp(Ω)) ↪→ Lp(QT ), we obtain the estimate

(3.15) ∥Z∥Lp(QT ) ≤ C3∥φ∥Lp(QT ),

where C3 := C3(p, T ) > 0.
Finally, let us denote C := max(C1, C2, C3) > 0. From the estimates (3.7), (3.11) and (3.15), we
obtain (3.4).

Remark 3.1. Let us mention another notion of solution often found in the PDE literature.
Let β ∈ (0, 1). It is well known (see [55, 33]) that if φ ∈ L∞ (QT ) ∩ C0,β (QT ), Problem (Pφ)
admits a regular solution Z ∈ L∞ (QT ) and the equation −∂tZ + (−∆)sZ = φ is satisfied in a
pointwise sense.
Let us multiply (3.2) by Z and integrate over QT . Then, we obtain
(3.16)∫∫

QT

w(t,x) (−∂tZ(t,x) + (−∆)sZ(t,x)) dxdt =

∫∫
QT

h(t,x)Z(t,x)dxdt+

∫
Ω
w0(x)Z0(x)dx.

A solution Z ∈ C([0, T ];L1(Ω)) that satisfies (3.16) is called a solution in the sense of distributions
to Problem (3.1). The existence and uniqueness criteria for such solutions have been established
in [55, Theorem 28] by using an approximation argument. Due to the properties of the semigroup
generated by the fractional Laplacian, this notion coincides with that of a weak solution. 2

4 Main results of global existence for Fractional Reaction-Diffusion
Systems

Let us recall System

(S)


∀i = 1, . . . ,m,
∂tui(t,x) + di(−∆)sui(t,x) = fi(u1(t,x), . . . , um(t,x)), (t,x) ∈ QT ,

ui(t,x) = 0, (t,x) ∈ (0, T )× (RN \ Ω),
ui(0,x) = u0i(x), x ∈ Ω,

where m ≥ 2, 0 < s < 1 and for each i = 1, . . .m, di > 0, u0i ∈ L∞(Ω) and fi is locally Lipchitz
continuous.
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As mentioned in the introduction, our main contribution is to extend Theorem 1.1 and Theo-
rem 1.2 to the fractional case. That is the purpose of this section. Moreover, for the sake of
clarity, this section will be divided into three subsections. In the first one, we will treat the local
existence and extend Pierre’s duality lemma to the fractional case. Subsections 4.2 and 4.3 will
be devoted respectively to the proofs of our main Theorems 4.1 and 4.2.
One should not conclude this short introduction without mentioning that once we have estab-
lished the necessary tools adapted to the fractional Laplacian, the demonstrations are similar
to those for the case where the diffusions are governed by the classical Laplacian. However, for
the convenience of the reader and for the completeness of the article, we will give the proofs in
detail.

4.1 Local existence and extension of Pierre’s duality lemma to the fractional
case

• Local existence. The local existence lemma is classical. Let us recall here its statement. As
the proof is straightforward, we omit it.

Lemma 4.1. Assume that u0 := (u01, . . . , u0m) ∈ (L∞(Ω))m , the fi’s are locally Lipschitz
continuous. Then, there exists Tmax > 0 and Φ = (φ1, . . . , φm) ∈ C([0, Tmax), [0,+∞)m) such
that :
(i) System (S) has a unique nonnegative strong solution u = (u1, . . . , um) in (0, Tmax)× Ω;
(ii) for each i ∈ {1, . . . ,m}

(4.1) ∥ui(t, ·)∥L∞(Ω) ≤ φi(t) for any t ∈ (0, Tmax);

(iii) if Tmax < +∞, then lim
t↗Tmax

m∑
i=1

∥ui(t, ·)∥L∞(Ω) = +∞;

(iv) if, in addition, the fi’s satisfy (P), then(
∀i ∈ {1, . . . ,m}, u0i(.) ≥ 0

)
=⇒

(
∀i ∈ {1, . . . ,m}, ui(t, .) ≥ 0 ∀t ∈ [0, Tmax)

)
.

Remark 4.1. According to (iii), in order to prove global existence of strong solutions to Sys-
tem (S), it is sufficient to prove an a priori estimate of the form

(4.2) ∀t ∈ [0, Tmax),
m∑
i=1

∥ui(t, ·)∥L∞(Ω) < ψ(t),

where ψ : [0,+∞) → [0,+∞) is a continuous function.

• Proof of global existence in a specific case
It turns out that an estimate like (4.2) is far from being obvious for our System except in the

trivial case where d1 = . . . = dm = d and the fi’s satisfy (P).
Then, suppose that for some (a1, . . . am) ∈ (0,+∞)m such that

(4.3) ∀r ∈ [0,+∞)m,
m∑
i=1

aifi(r) ≤ C
[
1 +

m∑
i=1

ri

]
, where C ≥ 0.

Let T ∈ (0, Tmax), t ∈ (0, T ] and x ∈ Ω. We denote W (t,x) :=
m∑
i=1

aiui(t,x) and W0(x) :=

W (0,x). Let us multiply each ith equation of (S) by ai and sum over i. Thus, we get

(4.4) ∂tW (t,x) + d(−∆)sW (t,x) =

m∑
i=1

aifi(u1(t,x), . . . , um(t,x)).
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— If C = 0 in (4.3) (i.e. we have the assumption (M)), we deduce from Theorem 3.2 that:

∥W∥L∞(QT ) ≤ ∥W0∥L∞(Ω)

which yields, thanks the nonnegativity of the ui’s, to

(4.5)

m∑
i=1

∥ui∥L∞(QT ) ≤
1

ai0
∥W0∥L∞(Ω) where ai0 := min{a1, · · · , am}.

Given that (4.5) implies (4.2), this concludes the proof in this case.

— If C > 0 in (4.3) (i.e. we have the assumption (M’)), introduce w the weak solution to

(4.6)


∂tw(t,x) + d(−∆)sw(t,x) = C

[
1 +

m∑
i=1

ui(t,x)
]
, (t,x) ∈ QT ,

w(t,x) = 0, (t,x) ∈ (0, T )× (RN \ Ω),
w(0,x) = 0, x ∈ Ω.

Then, w satisfies

(4.7) w(t,x) = C

∫ t

0
Si(t− τ)

[
1 +

m∑
i=1

ui(τ,x)
]
dτ, (t,x) ∈ [0, T )× Ω.

Let us multiply each ith equation of (S) by ai and sum over i. Thus, we get

(4.8) ∂tW (t,x) + d(−∆)sW (t,x) =
m∑
i=1

aifi(u1(t,x), . . . , um(t,x)).

By substracting the first equation of (4.6) from (4.8), we obtain

(4.9) ∂t(W − w)(t,x) + d(−∆)s(W − w)(t,x) ≤ 0.

By Theorem 3.2 , we get

(4.10) ∥W − w∥L∞(QT ) ≤ ∥W0∥L∞(Ω).

Therefore,

(4.11) ∥W∥L∞(QT ) ≤ ∥W0∥L∞(Ω) + ∥w∥L∞(QT ).

By taking the L∞(Ω)-norm of (4.7) and using the L∞-contractivity of {SA(t)}t≥0, we obtain

ai0

∥∥∥ m∑
i=1

ui(t, ·)
∥∥∥
L∞(Ω)

≤
∥∥∥ m∑

i=1

aiu0i

∥∥∥
L∞(Ω)

+ C

∫ t

0

[
1 +

∥∥∥ m∑
i=1

ui(τ, ·)
∥∥∥
L∞(Ω)

]
dτ.

Now, by applying Gronwall’s Lemma, we deduce that∥∥∥ m∑
i=1

ui(t, ·)
∥∥∥
L∞(Ω)

≤ g(t),

where g : [0,+∞) → [0,+∞) is a continuous function. As (P) assures us the nonnegativity of
ui for any i ∈ {1, · · · ,m}, then ui(t, ·) is bounded in L∞(Ω) ∀t ∈ [0, Tmax). This implies that
Tmax = +∞.□
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At this point, the following remark is in order.

Remark 4.2. As we have just proved in the case d1 = · · · = dm, System (S) admits a global strong
solution whatever the growth of the fi’s. However, the situation is quite more complicated if the
diffusion coefficients are different from each other. Some additional assumptions on the growth
of the source terms are needed if one expects global existence of strong solutions even if s = 1 as
already specified in the introduction.

• Extension of Pierre’s duality lemma to the fractional case

One of the main tools that we will use to establish our global existence theorems is the following
lemma. This is nothing other than an extension of Pierre’s duality lemma to the fractional case.

Lemma 4.2. Given T > 0. Assume that m = 2, f1 and f2 satisfy (P) and (M). Let (u1, u2) be
the strong solution to (S) in QT . Then, there exists a constant C = C(p, T,Ω) > 0 such that

∥u2∥Lp(QT ) ≤ C
(
1 + ∥u1∥Lp(QT )

)
∀1 < p < +∞.

Pierre’s duality Lemma was first stated in [44] and then widely exploited, see for example [46,
47, 30, 19, 66] and the references therein.

Proof. Without loss of generality, we will assume that a1 = a2 = 1.
Let T ∈ (0, Tmax) and t ∈ (0, T ]. By summing the two equations of u1 and u2, we obtain

(4.12) ∂t(u1(t,x) + u2(t,x)) + (−∆)s(d1u1(t,x) + d2u2(t,x)) ≤ 0, (t,x) ∈ QT .

Let φ be a nonnegative regular function and let Z be the solution to Problem (Pφ) with d = d2.
Now, we multiply (4.12) by Z and integrate over QT . We get

(4.13)


−
∫∫

QT

(u1(t,x) + u2(t,x))∂tZ(t,x)dxdt+ d2

∫∫
QT

u2(t,x)(−∆)sZ(t,x)dxdt

≤
∫
Ω
(u01 − u02)(x)Z0(x)dx− d1

∫∫
QT

u1(t,x)(−∆)sZ(t,x)dxdt.

Then,

(4.14)



∫∫
QT

u2(t,x)
[
− ∂tZ(t,x) + d2(−∆)sZ(t,x)

]
dxdt−

∫∫
QT

u1(t,x)∂tZ(t,x)dxdt

≤
∫
Ω
(u01 − u02)(x)Z0(x)dx− d1

∫∫
QT

u1(t,x)(−∆)sZ(t,x)dxdt.

Therefore,
(4.15)∫∫

QT

u2(t,x)φ(t,x)dxdt ≤
∫
Ω
(u01−u02)(x)Z0(x)dx+

∫∫
QT

u1(t,x)
[
∂tZ(t,x)−d1(−∆)sZ(t,x)

]
dxdt.

Let p > 1. By using Hölder’s inequality and the estimate (3.4), we obtain

(4.16)

∫∫
QT

u2(t,x)φ(t,x)dxdt ≤ C
[
∥u01−u02∥Lp(Ω)∥Z0∥Lp′ (Ω)+(1+d1)∥u1∥Lp(QT )∥φ∥Lp′ (QT )

]
,

where p′ =
p

p− 1
and C := C(p, T,Ω) > 0. As φ is regular, we deduce by duality that

∥u2∥Lp(QT ) ≤ C
(
∥u01 + u02∥Lp(Ω) + (1 + d1) ∥u1∥Lp(QT )

)
.

Hence,

∥u2∥Lp(QT ) ≤ Cmax
{
∥u01 + u02∥Lp(Ω) , 1 + d1

}(
1 + ∥u1∥Lp(QT )

)
,

which completes the proof.
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4.2 First result of global existence : case of reversible chemical reaction

Introducing the fractional counterpart of System (1.3), namely:

(4.17)

∂tu1(t,x) + d1(−∆)su1(t,x) = f1(u1(t,x), u2(t,x), u3(t,x)), (t,x) ∈ QT ,
∂tu2(t,x) + d2(−∆)su2(t,x) = f2(u1(t,x), u2(t,x), u3(t,x)), (t,x) ∈ QT ,
∂tu3(t,x) + d3(−∆)su3(t,x) = f3(u1(t,x), u2(t,x), u3(t,x)), (t,x) ∈ QT ,
u1(t,x) = u2(t,x) = u3(t,x) = 0, (t,x) ∈ (0, T )× (RN \ Ω),

u1(0,x) = u01(x), x ∈ Ω,
u2(0,x) = u02(x), x ∈ Ω,
u3(0,x) = u03(x), x ∈ Ω,

where 0 < s < 1, f1 = α1g, f2 = α2g, f3 = −α3g with g = uα3
3 − uα1

1 uα2
2 and α1, α2, α3 ≥ 1.

Our first result of global existence reads as

Theorem 4.1. Assume that (u01, u02, u03) ∈ (L∞(Ω)+)3. System (4.17) admits a unique non-
negative global strong solution in the following cases:
(i) α1 + α2 < α3 ;
(ii) α3 = 1 whatever are α1 and α2 ;
(iii) d1 = d3 or d2 = d3 whatever are α1,α2 and α3 ;
(iv) d1 = d2 ̸= d3 for any (α1, α2, α3) ∈ [1,+∞)2 × (1,+∞) such that α1 + α2 ̸= α3.

Before proceeding to the proof of the previous theorem, it should be mentioned that it is similar
to those of [47, Theorems 1 and 3].

Proof. Let T ∈ (0, Tmax) and t ∈ (0, T ]. Moreover, let us denote by C a positive constant which
may be different from line to another.

(i) The case α1 + α2 < α3.
Let us begin by noting that f3 and f1 (resp. f2) satisfy (M). In fact, α3f1 + α1f3 = 0 and
α3f2 + α2f3 = 0. Therefore, we deduce from Lemma 4.2 that for any 1 < p < +∞

(4.18) ∥u1∥Lp(QT ) ≤ C
(
1 + ∥u3∥Lp(QT )

)
and

(4.19) ∥u2∥Lp(QT ) ≤ C
(
1 + ∥u3∥Lp(QT )

)
.

Therefore, in order to prove the global existence, it is sufficient to prove that u3 ∈ Lp(QT ) for p
large enough.
Let q > 1. By multiplying the third equation of System (4.17) by (u3(t,x))

q and integrating over
QT , we get
(4.20)

1

q + 1

∫
Ω
(u3(T,x))

q+1dx+ d3

∫∫
QT

[
(−∆)su3(t,x)

]
(u3(t,x))

qdxdt+ α3

∫∫
QT

(w(t,x))q+γdxdt

= α3

∫∫
QT

(u1(t,x))
α1(u2(t,x))

α2(u3(t,x))
qdxdt+

1

q + 1

∫
Ω
(u03(x))

q+1dx.

By using the the so-called Stroock-Varopoulos inequality (see, for instance, [15, Formula (B7)]),
we have

(4.21)

∫∫
QT

[
(−∆)su3(t,x)

]
(u3(t,x))

qdxdt ≥ 4q

(q + 1)2

∫∫
QT

∣∣∣(−∆)
s
2 (u3(t,x))

q+1
2

∣∣∣2 dxdt ≥ 0.
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Furthermore, by using Hölder’s inequality, we have

(4.22)

∫∫
QT

(u1(t,x))
α1(u2(t,x))

α2(u3(t,x))
qdxdt ≤ ∥u1∥α1

Lα1β(QT )
∥u2∥α2

Lα2γ(QT )∥u3∥
q
Lα3+q(QT )

,

where
1

β
+

1

γ
+

q

q + α3
= 1.

Since α1 + α2 < α3, we can choose β such that βα1 ≤ q + α3 and γ such that γα2 ≤ q + α3.
Then, Lq+α3 (QT ) ⊂ Lα1β (QT ) and L

q+α3 (QT ) ⊂ Lα2γ (QT ). Consequently, we have
(4.23)∫∫

QT

(u1(t,x))
α1(u2(t,x))

α2(u3(t,x))
qdxdt ≤ C∥u1∥α1

Lα3+q(QT )
∥u2∥α2

Lα3+q(QT )
∥u3∥qLα3+q(QT )

.

By using the same concept of duality as of Lemma 4.2, we obtain

(4.24) ∥u1∥Lα3+q(QT ) ≤ C
(
1 + ∥u3∥Lα3+q(QT )

)
and

(4.25) ∥u2∥Lα3+q(QT ) ≤ C
(
1 + ∥u3∥Lα3+q(QT )

)
.

Thanks to (4.24) and (4.25), Formula (4.23) implies that

(4.26)


∫∫

QT

(u1(t,x))
α1(u2(t,x))

α2(u3(t,x))
qdxdt

≤ C
(
1 + ∥u3∥Lα3+q(QT )

)α1
(
1 + ∥u3∥Lα3+q(QT )

)α2
(
1 + ∥u3∥Lα3+q(QT

)q
.

If ∥u3∥Lα3+q(QT ) ≤ 1 then the proof ends up. Otherwise,

(4.27)

∫∫
QT

(u1(t,x))
α1(u2(t,x))

α2(u3(t,x))
qdxdt ≤ C∥u3∥q+α1+α2

Lα3+q(QT )
.

Hence, we have by (4.20)

(4.28)

∫∫
QT

(u3(t,x))
q+α3 ≤ C∥u3∥q+α1+α2

Lα3+q(QT )
+

1

q + 1

∫
Ω
(u03(x))

q+1dx.

Therefore, by using Young’s inequality, we get

(4.29) ∥u3∥Lα3+q(QT ) ≤ C.

By choosing
α3 + q

α3
>
N + 2s

2s
, we have by Theorem 3.1

(4.30) ∥u1∥L∞(QT ) ≤ C

and

(4.31) ∥u2∥L∞(QT ) ≤ C.

Now going back to the third equation of (4.17), we deduce from (4.30) and (4.31) that

(4.32) ∥u3∥L∞(QT ) ≤ C,

which implies that Tmax = +∞.
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(ii) The case α3 = 1. From the semigroup property and thanks to comparison principle, it
holds for any p > 1

(4.33) ∥u1(t, ·)∥Lp(Ω) ≤ ∥u0∥Lp(Ω) +

∫ t

0
∥u3(τ, ·)∥Lp(Ω)dτ.

By applying Hölder’s inequality and the same duality arguments as (4.18), we obtain

(4.34)

∫ t

0
∥u3(τ, ·)∥Lp(Ω)dτ ≤ Ct1/p

′

[
1 +

(∫ t

0

∫
Ω
(u1(τ,x))

pdτdx

)1/p
]
,

where p′ =
p

p− 1
. For any t ∈ (0, T ], let us set h(t) :=

∫
Ω
|u1(t,x)|pdx. Then, (4.33) implies that

(4.35) h(t)
1
p ≤ C

[
1 +

(∫ t

0
h(τ)dτ

) 1
p

]
.

By taking the pth power of (4.35), we obtain

(4.36) h(t) ≤ C

[
1 +

∫ t

0
h(τ)dτ

]
.

Therefore, by applying Gronwall’s Lemma, we get

(4.37) ∥u1∥Lp(QT ) ≤ C.

Repeating the method above with u2 instead of u1, we obtain

(4.38) ∥u2∥Lp(QT ) ≤ C.

Estimates (4.37) and (4.38) imply that for some q > N+2s
2s

(4.39) ∥uα1
1 uα2

2 ∥Lq(QT ) ≤ C.

Going back to the third equation of System (4.17), we have by Theorem 3.1

(4.40) ∥u3∥L∞(QT ) ≤ C.

Hence, Tmax = +∞ which completes the proof in this case.

(iii) and (iv). The proofs in these two cases are straightforward and left to the reader.

4.3 Second result of global existence : case of triangular structure

Our second result of global existence reads as

Theorem 4.2. Let (u01, . . . , u0m) ∈ (L∞(Ω)+)m where m > 2. Besides (P), assume that fi is at
most polynomial for each i = 1, . . . ,m. Moreover, assume that there exist a vector b ∈ [0,+∞)m,
and a lower triangular invertible matrix Q ∈ Mm([0,+∞)), such that

(4.41) ∀r = (r1, . . . , rm) ∈ [0,+∞)m, Qf(r) ≤
[
1 +

m∑
i=1

ri

]
b.

Then, System (S) admits a unique nonnegative global strong solution.
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Proof. Let us denote Q = (qij)i,j=1,...,m, b = (b1, . . . , bm)T and f(r) = (f1(r), . . . , fm(r))T .
By Lemma 4.1, System (S) admits a unique strong solution u on [0, Tmax)×Ω. In what follows,
we prove that this solution is global, i.e. Tmax = +∞. Let us denote by C a positive constant
which may be different from line to another. Moreover, let T ∈ (0, Tmax) and t ∈ (0, T ].
For each i = 1, . . . ,m, we denote by wi the weak solution to

(4.42)


∂twi(t,x) + di(−∆)swi(t,x) =

[
1 +

m∑
i=1

ui(t,x)
] bi
qii
, (t,x) ∈ QT ,

wi(t,x) = 0, (t,x) ∈ (0, T )× (RN \ Ω),
wi(0,x) = 0, x ∈ Ω.

Then, wi fulfills

(4.43) wi(t,x) =

∫ t

0
Si(t− τ)

[
1 +

m∑
i=1

ui(τ,x)
] bi
qii
dτ, (t,x) ∈ [0, T )× Ω.

According to (4.41), we have

(4.44)
i∑

j=1

qijfi(u1(t,x), . . . , um(t,x)) ≤
[
1 +

m∑
j=1

uj(t,x)
]
bi.

• The case i = 1. We subtract the first equation of (4.42) from the first equation of (S) multiplied
by q11. Then,

(4.45) q11

[
∂t(u1 − w1)(t,x) + d1(−∆)s(u1 − w1)(t,x)

]
≤ 0.

Then, by Theorem 3.2, we get

∥u1 − w1∥L∞(QT ) ≤ ∥u01∥L∞(Ω).

Therefore,
∥u1∥L∞(QT ) ≤ C[1 + ∥w1∥L∞(QT )].

By taking the L∞(Ω)-norm of (4.43) and using the L∞-contractivity of {SA(t)}t≥0, we get

(4.46) ∥u1(t, ·)∥L∞(Ω) ≤ C
[
1 +

∫ t

0

∥∥∥ m∑
i=1

ui(τ, ·)
∥∥∥
L∞(Ω)

dτ
]
.

Hence,

(4.47) ∥u1(t, ·)∥L∞(Ω) ≤ C
[
1 +

∫ t

0
∥u1(τ, ·)∥L∞(Ω)dτ +

∫ t

0

∥∥∥ m∑
i=2

ui(τ, ·)
∥∥∥
L∞(Ω)

dτ
]
.

• The case i ≥ 2. By subtracting the ith equation of (4.42) from the ith equation of (S) multiplied
by qii, we obtain

(4.48) qii

[
∂t(ui − wi)(t,x) + di(−∆)s(ui − wi)(t,x)

]
≤ −

i−1∑
j=1

qij

[
∂tuj(t,x) + dj(−∆)suj(t,x)

]
.

Now, we use the same concept of duality as of Lemma 4.2. More precisely, let φ be a nonnegative
regular function and let Z be the solution to Problem (Pφ) with d = di

qii
. Then, we multiply the

two sides of the inequality (4.48) by Z and integrate over Qt. We obtain
(4.49)

∫∫
Qt

qii∂t(ui − wi)(τ,x)Z(τ,x)dτdx+

∫∫
Qt

di(−∆)s(ui − wi)(τ,x)Z(τ,x)dτdx := I1

≤ −
i−1∑
j=1

qij

∫∫
Qt

∂tuj(τ,x)Z(τ,x)dτdx−
i−1∑
j=1

qijdj

∫∫
Qt

(−∆)suj(τ,x)Z(τ,x)dτdx := I2.
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Now, let us simplify the terms I1 and I2.
We have

(4.50) I1 = qii

∫∫
Qt

(ui − wi)(τ,x)φ(τ,x)dτdx− qii

∫
Ω
u0i(x)Z0(x)dx.

In addition, we have
(4.51)

I2 =
i−1∑
j=1

qij

∫∫
Qt

uj(τ,x) (∂tZ(τ,x)− dj(−∆)sZ(τ,x)) dτdx+
i−1∑
j=1

qij

∫
Ω
u0j(x)Z0(x)dx.

Then, (4.49) implies
(4.52)

qii

∫∫
Qt

(ui − wi)(τ,x)φ(τ,x)dτdx

≤
i∑

j=1

qij

∫
Ω
u0j(x)Z0(x)dx+

i−1∑
j=1

qij

∫∫
Qt

uj(τ,x) (∂tZ(τ,x)− dj(−∆)sZ(τ,x)) dτdx.

Let p > 1 large enough and p′ =
p

p− 1
. By using Hölder’s inequality and the estimate (3.4), we

get
(4.53)

∫∫
Qt

(ui − wi)(τ,x)φ(τ,x)dτdx

≤ C
i∑

j=1

∥u0j∥Lp(Ω)∥Z0∥Lp′ (Ω) + C
i−1∑
j=1

∥uj∥Lp(Qt)

(
∥∂tZ∥Lp′ (Qt)

+ dj ∥(−∆)sZ∥Lp′ (Qt)

)

≤ C
i∑

j=1

∥u0j∥Lp(Ω)∥φ∥Lp′ (Qt)
+ C

i−1∑
j=1

∥uj∥Lp(Qt)∥φ∥Lp′ (Qt)

≤ C
(
1 +

i−1∑
j=1

∥uj∥Lp(Qt)

)
∥φ∥Lp′ (Qt)

.

As φ is regular, we obtain by duality that

(4.54) ∥ui − wi∥Lp(Qt) ≤ C
(
1 +

i−1∑
j=1

∥uj∥Lp(Qt)

)
.

Hence, by an elementary induction on i, we obtain

(4.55) ∥ui∥Lp(Qt) ≤ C
(
1 +

i∑
j=1

∥wj∥Lp(Qt)

)
.

Consequently, by summing over i and taking the pth power, we obtain

(4.56)
∥∥∥ m∑

i=2

ui

∥∥∥p
Lp(Qt)

≤ C
(
1 +

m∑
i=2

∥wi∥pLp(Qt)

)
.

Now, let us take the Lp(Ω)-norm of (4.43). Then, by using the estimate (2.5) with q = p and
Hölder’s inequality, we get

(4.57) ∥wi(t, ·)∥pLp(Ω) ≤ C
[
1 +

∥∥∥ m∑
i=2

ui

∥∥∥p
Lp(Qt)

]
.
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Hence, we obtain by (4.56)

(4.58)

m∑
i=2

∥wi(t, ·)∥pLp(Ω) ≤ C

[
1 +

∫ t

0

m∑
i=2

∥wi(τ, ·)∥pLp(Ω)dτ

]
.

By applying Gronwall’s Lemma, we get

m∑
i=2

∥wi(t, ·)∥pLp(Ω) < g(t),

where g(t) : [0,+∞) → [0,+∞) is a non-decreasing and continuous function. Thus, for each

i = 2, . . . ,m, wi(t, ·) is bounded in L∞(Ω), and so is
m∑
i=2

ui(t, ·) thanks to (4.56). By hypothesis,

fi is at most polynomial. Then, we deduce that fi ∈ Lq(QT ) where q is large enough. Then, we

can choose q >
N + 2s

2s
so that we have by Theorem 3.1:

∥ui∥L∞(QT ) ≤ C ∀i = 2, . . . ,m.

Going back to (4.47), we also apply Gronwall’s lemma to get ∥u1∥L∞(QT ) ≤ C. Consequently,
Tmax = +∞.

5 Reaction-Diffusion System with exponential growth : Numer-
ical simulations

The main objective of this section is to examine numerically the existence of strong solutions to
the following system :

(Sexp)


∂tu(t,x) + d1(−∆)su(t,x) = −u(t,x)e(v(t,x))β , (t,x) ∈ QT ,

∂tv(t,x) + d2(−∆)sv(t,x) = u(t,x)e(v(t,x))
β
, (t,x) ∈ QT ,

u(t,x) = v(t,x) = 0, (t,x) ∈ (0, T )× (RN \ Ω),
u(0,x) = u0(x), x ∈ Ω,
v(0,x) = v0(x), x ∈ Ω,

where d1, d2 > 0, u0, v0 ∈ (L∞(Ω))+ in the case where β > 1.
As stated in the introduction, the global existence of strong solutions to (Sexp) remains an open
problem even for the classical case (s = 1). In [48], the second author and his coworkers have
investigated numerically this open problem in the classical case (see also [57]). In the present
paper, we use a different approach adapted to the fractional Laplacian in order to treat System
(Sexp). More precisely, we perform our numerical simulations for 2D-case by considering the
unit ball Ω = B(0, 1) ⊂ R2. Furthermore, we carry out these simulations using :

— the Crank–Nicolson scheme to approximate the time derivative;

— the finite element method (FEM) to discretise in space and approximate the solution. To
realize this, we rely on [3] where the authors proposed a FEM adapted to the fractional
case as well as a Matlab code in 2D-case. Notably, we use this code and modify it to adapt
it to our problem;

— the fixed-point iteration method to solve the resulting nonlinear equations at each discrete
time.

As in [3], we consider an admissible triangulation of Ω and we denote by h its mesh size. Regarding
the temporal discretization, let 0 = t0 < t1 < t2 < . . . < tÑ = T be a partition of the interval
(0, T ) with time step ht = tn+1−tn. As for the fixed-point iterative processes, they are performed
under the control of a tolerance level equal to 10−6.
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Before going further, we would like to point out that we use numerical simulations to build a
conjecture about the existence of solutions to System (Sexp), without conducting any theoretical
study of errors. That being said, it should be recalled that the Crank-Nicolson scheme is a
second-order numerical method (see, for instance, [60, Chapter 2]). Moreover, according to [3],
the order of convergence of the FEM in the linear case (Poisson equation for example) depends
on the value of s. Namely, for 0 < s ≤ 1

2 , the expected order of convergence with respect to h
is s + 1

2 , while for 1
2 < s < 1, the expected order of convergence is 1. On the other hand, let

us comment on the convergence of the fixed-point iterations. Although its theoretical analysis
is limited in our case, we are able to numerically estimate the constants of contraction at each
iteration and verify that they remain < 1. Furthermore, it should be stressed tha we present
here a partial numerical investigation of System (Sexp). For more details, we refer the interested
reader to [24].

Now, let us present some numerical simulations that illustrate the performance of our numerical
scheme. To do so, let us consider the function ρ(x) = (1−∥x∥2)s. It is known that (−∆)sρ(x) =
λ(s), where λ(s) := 4sΓ(s+1)2 (see [28]). We use this fact to construct a solution to System (Sexp)
with additional terms on the right-hand sides (r.h.s.). Specifically, the couple (u(t,x), v(t,x)) =
(1, 1/2)ρ(x)e−t solves the system with the following r.h.s. terms:{

r.h.s.1 = −u(t,x)ev(t,x)β +
(
d1λ(s)− ρ(x) + ρ(x) exp

[
2−βe−βtρ(x)β

])
e−t

r.h.s.2 = u(t,x)ev(t,x)
β

+
(
1/2d2λ(s)− 1/2ρ(x)− ρ(x) exp

[
2−βe−βtρ(x)β

])
e−t.

To assess the accuracy of our scheme, we compare the approximated solution (denoted with the
subscript “h”) to the exact one (denoted with the subscript “ex”). Furthermore, we denote by
Uh and Vh the last vectors obtained at a certain time after performing the necessary fixed-point
iterations. We also denote by Uex and Vex the vectors which contain the exact solution at the
same nodes as Uh and Vh respectively. In what follows, we use these notations.
Moreover, we consider different values of s, d1, d2 and β. In fact, for s = 0.25 we fix (d1, d2, β) =
(1, 3, 2), for s = 0.5 we fix (d1, d2, β) = (2, 1, 3), for s = 0.75 we fix (d1, d2, β) = (1, 2, 3) and for
s = 0.9 we fix (d1, d2, β) = (3, 4, 2).
In Figure 1, we have plotted the evolution in 1D of Uh and Vh for s = 0.75 over time for
t = 1, 2, 3, 4, 5 by fixing the y-axis at 0.
Figures 2 and 3 show the comparison graphs between the numerical and exact solutions for
s = 0.75 at t = 5.

Figure 1. Evolution in time of Uh and Vh for s = 0.75 and h = 1
48 with the y-axis fixed at 0
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Figure 2. Comparison between Uh and Uex for s = 0.75 and h = 1
48

Figure 3. Comparison between Vh and Vex for s = 0.75 and h = 1
48 at t = 5 at t = 5

In order to verify the order of convergence of the FEM in the presented scheme, we have plotted
in Figure 4 the evolution of the L2-error in Ω between the numerical and exact solutions for
different values of s.

Figure 4. Order of convergence for h = 1
8 ,

1
12 ,

1
16 ,

1
24 ,

1
32 ,

1
48

As shown in Figure 4, our computed convergence orders for different values of s match the
theoretical expectations reported in [3].

Now, after testing the performance of our scheme, let us go back to our System (Sexp) with
u0(x) = ρ(x) and v0(x) = 1/2ρ(x). Our main focus is to investigate the existence of a nonnegative
numerical solution to System (Sexp) that may be globally time. To this end, we aim to numerically
solve the system until a sufficiently large final time (t = 5× 1010 in our case).
Figures 5 and 6 show the graphs of the numerical solutions obtained at t = 5×1010 for s = 0.75
and different values of d1, d2 and β by fixing ht = 10−2 and h = 1

48 .
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Figure 5. Plots of Uh and Vh for s = 0.75 and (d1, d2, β) = (1, 2, 3) at t = 5× 1010

Figure 6. Plots of Uh and Vh for s = 0.75 and (d1, d2, β) = (4, 3, 5) at t = 5× 1010

In addition to the numerical solution plots, we also compute the l∞-norm of Uh and Vh at
t = 5 × 1010 for different values of h. More precisely, we have fixed the time step ht to 10−2

and varied the mesh size h. The resulting norms are summarized in Table 1. The purpose of
this table is to ensure that the solution does not change significantly with respect to the mesh
size. As shown in the table, the norms remain relatively constant as the mesh size is varied. This
indicates that the numerical solution is consistent.

d1 = 1,d2 = 2,β = 3 d1 = 4,d2 = 3,β = 5

h ∥Uh∥∞ ∥Vh∥∞ ∥Uh∥∞ ∥Vh∥∞
1/8 0.43189 0.42518 0.09623 0.15000

1/12 0.43221 0.42623 0.09630 0.15007

1/16 0.43246 0.42701 0.09635 0.15012

1/24 0.43271 0.42772 0.09637 0.15016

1/32 0.43285 0.42887 0.09643 0.15022

1/48 0.43292 0.42853 0.09645 0.15028

Table 1. Table of ℓ∞-errors of Uh and Vh for s = 0.75 at t = 5× 1010

In conclusion, we have studied the global existence of nonnegative numerical solutions to the
fractional reaction-diffusion system (Sexp). Our numerical experiments have showed that the
system has nonnegative numerical solutions that can be computed for a large final time. This
indicates that a global solution in time to System (Sexp) seems to exist. However, it is not clear
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whether this solution will exist for all times. In future work, we aim at investigating this issue
theoretically.

6 Appendix

In this section, we give the proofs of Theorems 3.1 and 3.2. For the convenience of the reader,
we recall their statements.

Therorem 3.1. Assume that w0 ∈ L∞(Ω) and h ∈ Lp(QT ) with p > 1. Let w be the weak

solution to Problem (3.1). Then, for any p >
N + 2s

2s
, there exists a constant C > 0 such that

∥w∥L∞(QT ) ≤ ∥w0∥L∞(Ω) + C∥h∥Lp(QT ).

Proof. For any t ≥ 0, the unique weak solution to Problem (3.1) reads as :

(3.4) w(t, ·) = SA(t)w0 +

∫ t

0
SA(t− τ)f(τ, ·)dτ.

As {SA(t)}t≥0 is L∞-contractive, we obtain

∥w(t, ·)∥L∞(Ω) ≤ ∥w0∥L∞(Ω) +

∫ t

0
∥SA(t− τ)f(τ, ·)∥L∞(Ω)dτ.

According to Theorem 2.4, the semigroup {SA(t)}t≥0 is ultracontractive. Thus, for q = +∞ and
for any p > 1, there exists a constant C > 0 such that

(3.5) ∥SA(t− τ)f(τ, ·)∥L∞(Ω) ≤ C(t− τ)
− N

2sp ∥f(τ, ·)∥Lp(Ω), for any τ ∈ (0, t).

Therefore, we get

∥w(t, ·)∥L∞(Ω) ≤ ∥w0∥L∞(Ω) + C

∫ T

0
(t− τ)

− N
2sp ∥f(τ, ·)∥Lp(Ω)dτ.

Now, by using Hölder’s inequality, we obtain

∥w(t, ·)∥L∞(Ω) ≤ ∥w0∥L∞(Ω) + C

(∫ T

0
(t− τ)

− N
2s(p−1)dτ

) p−1
p

∥f∥Lp(QT ).

The quantity

∫ T

0
(t− τ)

− N
2s(p−1)dτ is finite if and only if p >

N + 2s

2s
. Hence , we get the desired

result.

Therorem 3.2. Assume that w0 ∈ L∞(Ω) and h ∈ Lp(QT ) with p > 1. Let w be the weak
solution to Problem (3.1). If h ≤ 0, then w ∈ L∞(QT ) and

∥w∥L∞(QT ) ≤ ∥w0∥L∞(Ω).

Proof. The idea of the proof is similar to the proof of [34, Proposition 3.18].
Let us define v := ∥w0∥L∞(Ω) − w and write v = v+ + v−, where v+ = max{v, 0} and v− =
min{v, 0}.
We will proceed by contradiction. Suppose that the set {x ∈ RN : v−(t,x) ̸= 0 ∀t ∈ (0, T )} is
nonempty.
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Let us multiply the first equation of Problem (3.1) by v− and integrate over RN then over (0, T ).
Then, we obtain∫ T

0

∫
Ω
∂tw(t,x)v

−(t,x)dxdt+
aN,s

2

∫ T

0

∫∫
RN×RN

(w(t,x)− w(t,y))(v−(t,x)− v−(t,y))

∥x− y∥N+2s
dxdydt

=

∫ T

0

∫
Ω
f(t,x)v−(t,x)dxdt.

For any x,y ∈ RN , we have

(w(t,x)− w(t,y))(v−(t,x)− v−(t,y))
= (w(t,x)− ∥w∥L∞(Ω) + ∥w∥L∞(Ω) − w(t,y))(v−(t,x)− v−(t,y))

= (−v(t,x) + v(t,y))(v−(t,x)− v−(t,y))
= (−v+(t,x) + v−(t,x) + v+(t,y)− v−(t,y))(v−(t,x)− v−(t,y))
= (v−(t,x)− v−(t,y))2 − (v+(t,x)− v+(t,y))(v−(t,x)− v−(t,y)).

Moreover, we know that if v− > 0 then v+ = 0, and if v− = 0 then v+ > 0. Therefore,

v+(t,y)(v−(t,x)− v−(t,y)) ≥ 0,

This implies
(w(t,x)− w(t,y))(v−(t,x)− v−(t,y)) ≥ 0.

Thence, we get

aN,s

2

∫ T

0

∫∫
RN×RN

(w(t,x)− w(t,y))(v−(t,x)− v−(t,y))

∥x− y∥N+2s
dxdydt ≥ 0.

As w = ∥w0∥L∞(Ω) − v, then ∂tw = −∂tv = −∂tv+ + ∂tv
− and∫ T

0

∫
Ω
∂tw(t,x)v

−(t,x)dxdt =

∫ T

0

∫
Ω
∂tv

−(t,x)v−(t,x)dxdt−
∫ T

0

∫
Ω
∂tv

+(t,x)v−(t,x)dxdt.

Furthermore, we have

∫ T

0

∫
Ω
∂tv

+(t,x)v−(t,x)dxdt = 0, then

∫ T

0

∫
Ω
∂tw(t,x)v

−(t,x)dxdt =
1

2

∫
Ω

∫ T

0
∂t(v

−(t,x))2dtdx

=
1

2

∫
Ω

(
(v−(T,x))2 − (v−(0,x))2

)
dx

=
1

2

∫
Ω

(
v−(T,x)2

)
dx ≥ 0,

as v−(0,x) = 0.
Now, we have∫ T

0

∫
Ω
∂tw(t,x)v

−(t,x)dxdt+
aN,s

2

∫ T

0

∫
RN×RN

(w(t,x)− w(t,y))(v−(t,x)− v−(t,y))

∥x− y∥N+2s
dxdydt ≥ 0,

which is a contradiction as f ≤ 0 and

∫ T

0

∫
Ω
f(t,x)v−(t,x)dxdt ≤ 0. This completes the proof.
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tions. Tôhoku Math. J. 40 (1988), 159–163 .

[42] B.I. Henry, T.A.M. Langlands, P. Straka: An Introduction to Fractional Diffusion. Com-
plex Physical, Biophysical and Econophysical Systems (2010), 37–89.
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