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Abstract

Forces acting on aggregates depend on their properties such as size and structure.

Breakage rate, stable size and structure of fractal aggregates in multiphase flows

are strongly related to the imposed hydrodynamic forces. While these forces are

prevalently viscous for finite Reynolds number conditions, flow inertia cannot be

ignored, thereby requiring one to fully resolve the Navier-Stokes equations. To

highlight the effect of flow inertia on aggregate evolution, numerical investigation

of aggregate evolution in simple shear flow at finite Reynolds number is conducted.

The evolution of aggregates exposed to shear flow is tracked over time. Particle

coupling with the flow is resolved with an Immersed Boundary Method, and flow

dynamics are solved using a Lattice Boltzmann Method. Particle dynamics are

tracked by a Discrete Element Method, accounting for interactions between primary

particles composing the aggregates. Over the range of aggregate-scale Reynolds

numbers tested, breakage rate appears to be governed by the combined effect of

momentum diffusion and the ratio of particle interaction forces to the hydrodynamic
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forces. For higher shear stresses, even when no stable size exists, breakage is not

instantaneous because of momentum diffusion kinetics. Simulations with particle

interaction forces scaled with the viscous drag, to isolate the effect of finite-Reynolds

hydrodynamics on aggregate evolution, show that flow inertia at such moderate

aggregate Reynolds numbers has no impact on the morphology of non-breaking

aggregates, but significantly favors breakage probability. This is a first-of-its-kind

study that establishes the role of flow inertia in aggregate evolution. The findings

present a novel perspective into breakage kinetics for systems in low but finite

Reynolds number conditions.

Introduction

The physics of solid-liquid suspensions are often governed by the aggregating behavior of

the solid particles transported by the liquid. Consequently, aggregate properties, such as

size and structure, govern the efficiency of many industrial processes, including polymer

manufacturing,1 waste water treatment,2,3 mineral processing4 and liquid metal treat-

ments.5 In these processes, aggregates are exposed to shear which directly affects their

size and structure,6–8 thus affecting the overall suspension properties such as its rheol-

ogy.9 When an aggregate is introduced in a shear flow, it restructures so that particle

contacts within the aggregate balance the external action of the flow. The aggregate

breaks when force equilibrium cannot be achieved. The mechanisms at play in restruc-

turing and breakage of fractal aggregates in shear flow have been investigated extensively

yielding abundant literature on the matter since 2010.10–13 Their conclusions have been

summarized in a previous article.14 While this research focuses on shear induced break-

age of aggregates, breakage rate in a dense suspension can also be impacted by other

mechanisms such as collisions between aggregates,15 deagglomeration through flow scales

smaller than the aggregates in turbulent flows16 or collective dynamics of aggregates.17

Many experimental studies attempted to capture these dynamics by determining the
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stable size and structure of aggregates in various flow conditions such as shear, elonga-

tional or turbulent flow.18–24 Some studies have attempted to also capture the aggregate

breakage rates.25,26 Due to the difficulty in controlling the properties of every aggregate

in an experiment, and the fact that it is impossible to experimentally measure contact

forces between particles when exposing (or subjecting) aggregates to shear,23 most in-

vestigations of aggregate dynamics have been done using numerical simulations. One of

the most commonly used methods has been Stokesian Dynamics (SD),27 which solves

the Stokes equation for the flow, assuming that viscous forces largely prevail. Studies

with SD have provided valuable understanding of aggregate behaviour. For example, SD

has shown that the stable size of broken fragments scale exponentially with the hydrody-

namic stresses of the flow,23 with the exponent depending on the structure of the parent

aggregate. Consistent observations were obtained with other approaches, like the even

simpler Free-Draining Approximation28,29 or finite volume resolution of the flow30 for low

Reynolds number conditions.

Due to the intrinsic limits of SD, these results are only applicable to extremely low

Reynolds numbers. In aggregation processes, finite Reynolds effects were found to have

a significant impact even for Reynolds numbers as low as 0.03.31 Therefore, flow inertia

should be expected to play a significant role in aggregate breakage and restructuring even

for low Reynolds number flows, and investigations with SD cannot capture such effects.

Other authors14,32,33 have studied aggregates in flows using Lattice Boltzmann Method

(LBM), demonstrating the viability of the method. In this study, we have reproduced the

aggregate physics that have previously been studied using SD, and additionally obtained

results under finite Reynolds number conditions, where the inertial effects in the flow at

aggregate scale are not negligible. This is a pioneering study in establishing the role of

flow inertia, at finite Reynolds numbers, on aggregate breakage and restructuring through

numerical simulations.
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Methodology

Aggregate creation

To have a generalized representation of aggregate behaviour, the evolution of ten aggre-

gates is investigated. An aggregate generation algorithm described in previous works14,34

is used. The aggregates share similar morphological characteristics and are shown in

Figure 1. While aggregate size is typically quantified with the radius of gyration Rg,23

density is often characterized using fractal dimension Df .6 The fractal dimension Df is

defined such that

N = S
Rg

Rp

Df

= SR∗
g
Df (1)

where N is the number of particles in an aggregate, Rp is the radius of the primary

particles and S is the structure factor. It is worth noting that Rg, in the context of

aggregates, is the ratio of the second moment of mass around the center of the aggregate

to the total mass. When N is constant among two aggregates, a comparison of their

dimensionless radius of gyration R∗
g also compares their densities; thus, R∗

g can be used

to quantify both size and density.14 In this study, each aggregate has an initial fractal

dimension Df = 2.3 and consists of 70 rigid primary spherical particles. Consequently,

all aggregates share the same dimensionless radius of gyration R∗
g = 5.27 ± 0.04. The

values of these parameters were chosen as a balance to reduce the computational cost of

simulations while still capturing the dynamic interplay of forces and aggregate structure

as observed in larger aggregates. Aggregates consisting of as few as 32 particles have

been found to retain their fractal nature;13,35 that is, results obtained with aggregates

comprised of 32 primary particles were applicable to larger aggregates. Therefore, results

obtained with aggregates consisting of 70 particles can be confidently applied to larger

aggregates.

While morphological properties, such as Rg and Df , characterize the shape and size of

the aggregates, the particle-particle interactions are pivotal to determine their response

under hydrodynamic stresses. Thus, particle-particle interactions are treated as charac-

teristic properties of the aggregates. The interaction forces have normal and tangential
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Figure 1: The 10 artificially created initial aggregates used in the simulations (N = 70,
Df = 2.30± 0.01, R∗

g ≈ 5.27).

components. The normal component combines a cohesive (attractive) force and a non-

overlapping (repulsive) force. Together, they give a maximum attractive force between

two particles in close contact. This maximum attractive force must be overcome to break

the “bond” between any two adjacent particles within the aggregate. In this study, the

cohesive forces are modeled as the van der Waals forces,36 while the repulsive forces are

modeled using Born repulsion37 as presented in more details in Saxena et al. 14 As illus-

trated in Figure 2, due to the combination of an attractive force with a steeper repulsive

force, a maximum cohesive force appears at 6.1 · 10−4Rp in the presented simulations,

that is close enough to the particle surface to neglect it compared to other length scales

in this problem. The value of this maximum is the strength of the bond, which can be

controlled by setting the Hamaker constant, that is noted AH in Figure 2 and that acts

a numerical parameter in the simulations. Moreover, the inclusion of tangential forces

between particles allows them to resist external bending through a reactionary bending

moment.38

The normal force steeply reduces to about 1/1000th of its maximum value by ≈

0.01 × Rp. The tangential force reaches its maximum value at an angular displacement

of ≈ 0.04 rad after which the bond is considered broken. Therefore, the distance at

which both force components are non-negligible is not a parameter of interest; it is only

the maximum values of these forces that influence aggregate evolution, and the origin

of these forces is of little consequence. In other words, the results obtained from ag-
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Figure 2: Normal component of the force imposed between primary particles (positive
values correspond to attraction and negative to repulsion) as a function of the distance
between the surfaces of the two interacting particles.

gregate studies with a particular short-ranged particle-particle interaction model will be

applicable to aggregates with other types of short-range interactions. Hence, only the

maximum tangential and normal forces are considered in the characterization of internal

interactions.14,30 More details on the modeling and implementation of these forces are

given in previous works.14,34

Numerical schemes

The evolution of an aggregate in shear flow is driven by the local hydrodynamics. To

compute the hydrodynamics correctly, the flow must be resolved. Essentially, the flow

around the aggregate transfers momentum to each primary particle; thus, each particle

experiences inter-particle forces, and hydrodynamic forces. To allow for dynamic evolu-

tion of an aggregate in shear flow, the motion of each particle of the aggregate is tracked

and updated over time. The dynamics of each particle are determined by solving New-

ton’s laws of motion while accounting for all forces and torques acting on every particle,

and trajectory integration, performed through a second order Adams-Bashforth scheme,

updates the particle position. In this work, we have used a Lattice Boltzmann Method to

solve the flow dynamics, an Immersed Boundary Method for two way coupling between
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the fluid and each particles, and a Discrete Element Method for particle tracking. Details

of these schemes can be found in previous works.14,34

Simulation setup

A free-to-move aggregate is placed at the center of a cubic domain, as shown in Figure 3.

The domain size is H3 = 198×198×198 lattice units, and the radius of primary particles,

Rp, is 5 lattice units. This allows the particles to be sufficiently discretized for the flow

as discussed in Saxena 39 , Chapter 3. Flow is induced by applying a constant shear

stress τ at the top and bottom walls of the domain (represented by the green planes in

Figure 3). The other boundaries are assigned periodic conditions. This yields a ratio

Rp/H = 0.0505, and the overall size of aggregates estimated from their initial radius of

gyration Rg is 26.35 lattice units, yielding a ratio Rg/H = 0.1331. The aggregates are

thus much smaller than the domain size, so that the hydrodynamic stresses acting on

aggregates are controlled by the imposed shear stress and are not significantly affected

by confinement.

xz

y

Figure 3: Simulation setup, with Aggregate 7 placed at its center: green planes represent
the surfaces where shear stress is applied, and arrows show the resulting flow velocity.

Since the fluid and aggregate are initially at rest, the time taken for the flow to

develop must be considered. The shear stresses τ applied on the top and bottom walls
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of the domain generate momentum, which diffuses from the shear planes towards the

domain center resulting in flow development. Therefore, the flow development time is

essentially the time needed for momentum to diffuse through the domain. This can be

estimated by considering a 1D momentum diffusion equation:

∂u

∂t
= ν

∂2u

∂y2
(2)

where ν is the kinematic viscosity, y is the direction normal to the shear-imposed planes

and u is the local velocity in the flow. An order-of-magnitude analysis of Equation (2)

allows us to quantify the diffusion time td as

td ≡
(h/2)2

ν
(3)

where h is the size of the domain. A non-dimensional diffusion time can be defined as

t∗d = γ̇td (4)

where γ̇ is the shear rate in the flow resulting from the imposed shear stresses at domain

boundaries, defined as

γ̇ ≡ τ

ρν
(5)

where τ is the imposed shear stress, ρ is the fluid density and ν its kinematic viscosity.

Numerical solution of Equation (2) shows that at t∗d = 1, the shear rate at the center

of the domain reaches 90% of the value imposed at the boundaries.

Quantification of flow conditions and aggregate properties

The shear rate, γ̇, as defined in Equation (5) is the target shear rate, which corresponds

to the shear stresses applied at the top and bottom boundaries. Using this definition, the

resulting flow conditions at the aggregate scale can then be characterized as

Reagg =
γ̇ (2Rg)

2

ν
=

4τR2
g

ρν2
. (6)
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As an aggregate evolves and restructures, its radius of gyration Rg changes, leading

to a change in its Reagg as well. To reduce the complication of a dynamically varying

aggregate Reynolds number, analyses were performed with the initial aggregate Reynolds

number, based on the initial radius of gyration for the aggregate Rgi:

Reinitagg =
4τR2

gi

ρν2
. (7)

While Reagg captures the flow physics at aggregate scale, the dynamics at the scale of

primary particles can be quantified with a particle Reynolds number:

Rep =
4τR2

p

ρν2
(8)

where Rp is the radius of the primary particles. Note that Rep is independent of aggregate

properties.

While each Reynolds number corresponds to a constant hydrodynamic stress τ , the

response of an aggregate to hydrodynamic forces also depends on the inter-particle cohe-

sive and tangential forces. Such forces are thus considered to be characteristic properties

of aggregates. More precisely, the maximum values of these forces determine the evolu-

tion of the aggregates.30 In this study, the inter-particle forces are modeled with a normal

cohesive component and a tangential component. Since inter-particle forces and hydro-

dynamic forces compete with each other, the ratio of these two competing forces forms

a dimensionless parameter which characterizes the strength of the inter-particle bonds

against the hydrodynamic forces. Therefore, the two components of the inter-particle

forces, F ∗
n and F ∗

t , are normalized by the hydrodynamic forces Fdrag estimated through

Stokesian drag. This can be represented as

F ∗
n =

Fn

Fdrag

=
Fn

12 π ρν R2
p γ̇

(9)

F ∗
t =

Ft

Fdrag

=
Ft

12 π ρν R2
p γ̇

(10)

where Fn and Ft are the maximum normal and tangential forces attainable between any
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two particles in close contact, while the drag force Fdrag is estimated using the maximum

difference of Stokesian drag between two bonded primary particles.

Breakage detection

The bond between two adjacent particles in an aggregate can be considered to be broken

when the distance between them is such that cohesive forces are small compared to

the maximum cohesive forces. Since van der Waals forces are inversely proportional to

the square of the surface to surface distance, the cohesive forces are negligible at 0.1Rp.

Although this criterion is quite large compared to that of Harshe and Lattuada 13 (≈ 0.001

Rp), it allows for the possibility that particles may reattach, which is realistic in shear

flow. For this work, a breakage event is said to have occurred when two or more groups

of particles (fragments) are separated by at least 0.1 Rp.

Results and discussion

An isolated aggregate in shear flow is likely to either restructure or break. Although both

outcomes are driven by the hydrodynamic forces, the responsible physical mechanisms

are different. The breakage is mostly associated with the strength of the cohesive bonds

and the rigidity of the aggregate, whereas restructuring is known to be mainly dependent

on the bending moment in the aggregate.14 When the flow has non-negligible inertia, the

Reynolds number adds a new degree of freedom to the physical problem of aggregate

restructuring and breakage.

Evolution of size and breakage rate with shear rate at finite Reynolds

number

To highlight the role of flow inertia on aggregate evolution, simulations are performed for

aggregate Reynolds numbers Reinitagg ranging from 0.4 to 10. In such conditions, inertial

flow patterns start to appear at aggregate scale. In contrast, the corresponding particle

Reynolds numbers, Rep, vary from 0.0143 to 0.3587, implying that the inertial effects
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at primary particle scale remain comparatively low. The two Reynolds numbers are

related by the dimensionless initial radius of gyration of aggregates: Rep = Reinitagg/R
∗
gi
2.

Since both Reynolds numbers depend on the shear rate, they are controlled by imposing

shear stresses at boundaries. Physically, this simulation plan is equivalent to exposing

each aggregate to different Reynolds number conditions in the same fluid, by varying the

shear.

Aggregate fragmentation

Each simulation begins with the aggregate at rest, while flow is induced through shear

stresses at the top and bottom boundaries (Figure 3). As the flow diffuses towards the

center of the domain, the aggregate starts to evolve. The morphological properties of the

aggregate (Rg or Df ) are recorded over a period of 80 γ̇−1 or until it breaks, whichever

comes first. The stable radius of gyration for the simulated conditions has been defined

as the radius of gyration reached by the aggregates that do not break at the end of the

80 γ̇−1. If aggregates break into fragments before the end of the simulation, their breakage

time tbreak as well as the sizes Rg of each broken fragment are recorded.

Under the conditions of this study, 2 of the 10 aggregates broke at Reinitagg = 0.4, 9

aggregates broke at Reinitagg = 0.8, and all 10 aggregates broke for all other Reinitagg. It

can therefore be concluded that aggregates are mostly stable in low Reynolds number

conditions. As shown by Saxena et al.,14,34 aggregate survival depends on whether the

cohesive forces between particles can resist the drag force acting on a series of particles

rather than on isolated particle pairs. Considering that the aggregates were stable at

Reinitagg = 0.4, the force ratios F ∗
n and F ∗

t were determined from Equations (9) and (10) as

F ∗
n = F ∗

t =
Fn

12π ρ ν R2
p γ̇

(11)

=
Fn

3π ρ ν2 0.4
R∗

gi

=
Fn

3π ρ ν2 0.0143
(12)

⇒ F ∗
n = F ∗

t = 7.395 (13)

These force ratios at Reinitagg = 0.4 are henceforth referred to as (F ∗
n)stable.
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Figure 4: Breakage rate of the 10 initial aggregates at various Reynolds numbers. Crosses
(×) mark individual aggregates while the average rate for all the broken aggregates is
plotted as circles joined by a continuous line (–).

Figure 4 shows the breakage rate, calculated as the inverse of the dimensionless

breakage time γ̇tbreak, of the 10 initial aggregates as a function of their initial aggre-

gate Reynolds number Reinitagg. The breakage rate is found to increase in low Reynolds

number conditions (Reinitagg < 1.6). At these low Reynolds numbers, hydrodynamic forces

are predominantly viscous. When Reynolds number is increased by increasing the shear

rate, the hydrodynamic forces increase proportionally. With increasing hydrodynamic

forces, the force ratios decrease and eventually become smaller than (F ∗
n)stable, and ag-

gregates are thus expected to break more quickly. This trend of increase in breakage rate

for Reinitagg < 1.6 is consistent with the findings of Harshe and Lattuada 13 , where breakage

rate was observed to increase with shear rate. However, for values of Reinitagg above 1.6 (Rep

< 0.0574), the dimensionless breakage rate stops increasing, and even tends to gradually

decrease.

To explain this observed change in behavior at Reinitagg = 1.6, a combined effect of two

factors must be noted: (i) low cohesive to drag force ratio, and (ii) the time taken for the

momentum to diffuse from the boundary to the aggregate. When the cohesive to drag

force ratio is small enough for the aggregates to break instantaneously, the breakage rate

is governed only by the time taken for the hydrodynamic forces to develop around the

aggregate. At Reinitagg = 1.6, the cohesive forces are too weak to balance the hydrodynamic
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forces: the ratio at this critical Reynolds number of 1.6 can be calculated from Equa-

tions (9) and (10). It can be seen that the forces ratios reduce to 0.25 (F ∗
n)stable; that is,

the hydrodynamic forces are effectively four times stronger than the inter-particle bonds.

Under such conditions, the hydrodynamic stresses are too strong for the aggregate’s cohe-

sive forces to counter-balance. This results in definite breakage of the aggregates without

any restructuring. However, since it takes some time for the flow to develop from the

boundaries and reach the aggregate, the breakage is not instantaneous (that is, breakage

rate is not infinite). This momentum diffusion from the boundary to the center of the

domain scales with the diffusion time t∗d defined in Equation (4). As a result, when the

hydrodynamic driving forces are too strong relative to cohesive forces within aggregates,

breakage rate becomes a function of the diffusion time instead of the shear rate. This

becomes evident when the dimensionless breakage rate is compared to the similarly con-

structed diffusion rate defined as the inverse of the dimensionless diffusion time (1/t∗d). It

is plotted along with the breakage rate for corresponding Reynolds numbers in Figure 4,

which shows that once the critical force ratio is reached at Reinitagg = 1.6 (Rep = 0.0574),

breakage rate is governed by the diffusion time instead of the shear rate.

To conclude, diffusion time, rather than shear rate, is found to govern the breakage

rate of weak aggregates; that is, when the breakage time of aggregates is bounded by

the momentum diffusion time in the flow. Such conditions may arise when an aggregate

undergoes sudden large variations in flow conditions, for example, in turbulent flow. In

contrast, breakage rate scales with shear rate when breakage is governed by the force ratios

instead of diffusion time, resulting in aggregates evolving over time and restructuring until

they break or reach stable configurations.

Breakage mechanism

A statistical analysis of fragment size distributions was attempted to highlight any differ-

ence in the underlying breakage mechanisms. Specifically, fragment sizes were compared

between breakage with and without restructuring, such as erosion versus fragmentation.

Erosion can be defined as detachment of a few particles from the aggregate, whereas
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breakage through fragmentation results in formation of smaller aggregates of comparable

sizes. The analysis showed no difference in breakage behaviour, implying that the frag-

mentation dynamics at play were similar for all flow conditions considered. This is due to

the fact that although the Reynolds numbers of interest in this study are finite, they are

still low. Therefore, the whole aggregate experiences shear forces that remain of similar

magnitude between their core and their shell. In the end, there is no significant difference

with breakage in a fully developed shear flow. Figure 5 presents examples of fragments

from two aggregates (Aggregate 4 and 5 from Figure 1) and shows that large or small

fragments can form at any Reynolds number, with or without significant restructuring

before breakage.

Reinitagg = 1.2

0.00 γ̇−1 8.07 γ̇−1 15.50 γ̇−1

Reinitagg = 4.0

0.00 γ̇−1 2.87 γ̇−1 5.17 γ̇−1

Reinitagg = 1.2

0.00 γ̇−1 8.61 γ̇−1 14.64 γ̇−1

Reinitagg = 4.0

0.00 γ̇−1 2.87 γ̇−1 3.73 γ̇−1

Figure 5: Example of evolution over time of two aggregates (top: Aggregate 4, bottom:
Aggregate 5 from Figure 1) at different Reynolds numbers. Broken fragment is highlighted
in blue.
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Stable aggregate

1st simulation 2nd new simulation

3rd new simulation4th new simulation

Under shear 
stress 𝜏

Under shear 
stress 𝜏

Under shear 
stress 𝜏

Under shear 
stress 𝜏

Figure 6: Tracking of aggregate evolution through restructuring and breaking: the largest
fragment is selected and studied separately under similar flow conditions.

Breakage cascade and stable size

To determine the largest stable size for the flow conditions considered, the largest frag-

ment of the broken aggregate is selected and reintroduced into a new simulation; i.e.,

with shear stresses at top and bottom boundaries and zero initial velocity in the domain.

The shear stresses are kept constant between the domain where the fragment was formed

and in the new domain. Since the new aggregate is smaller, the new simulation has a

lower aggregate Reynolds number. Nonetheless, Rep remains constant. This process of

selecting the largest broken fragment is repeated up to seven times, or until a stable con-

figuration is reached. Figure 6 graphically illustrates this breakage cascade. At the end

of the first simulation, the largest of the broken fragments is selected and its evolution is

simulated under the same shear stress τ at the boundaries as first simulation, with both

the flow and the aggregate intially at rest.

Figure 7 shows the breakage rate of initial aggregates and all subsequent fragments at

different shear rates as a function of the size R∗
g. Since fragments have varying sizes, their

aggregate Reynolds numbers cannot be used to represent the action of shear. Instead,

force ratio as defined in Equation (9) is used. For any given force ratio, all aggregates at
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(a) Breakage rate for Reinitagg > 1.6
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(b) Breakage rate for Reinitagg ≤ 1.6

Figure 7: Breakage rate of aggregates and subsequent largest fragments from the break-
age cascade, (a) all aggregates and fragments with Reinitagg > 1.6, that is, with F ∗

n <
0.25 (F ∗

n)stable, (b) aggregates and fragments with Reinitagg ≤ 1.6, that is, with F ∗
n ≥ 0.25

(F ∗
n)stable.
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the beginning of the breakage cascade are of similar size (R∗
g ≈ 5.27). If the aggregate

breaks, its breakage rate is plotted against its size at breakage. Following the breakage

cascade, the breakage rate of the subsequent larger fragments are plotted against their

size at breakage. If the aggregate or the fragment did not break, a breakage rate of

0 is plotted against its final stable size. To extract a trend, datasets are presented

separately according to the two groups of breakage kinetics presented in Figure 4, that

is F ∗
n < (F ∗

n)stable (Figure 7a) and F ∗
n ≥ (F ∗

n)stable (Figure 7b). Dividing the data into

these two categories enables distinction of breakage kinetics for a range of aggregate sizes

between diffusion time and force ratio dominated breakage mechanism.

In Figure 7a, the breakage rate is quasi-exclusively non-zero. No stable size is observed

in such conditions: only small fragments hold together, and these fragments contain

too few primary particles (much less than 32 primary particles) to be treated as fractal

objects. The breakage rate shows little correlation with aggregate size, and no dependence

on force ratio. It must be mentioned that although larger aggregates do break slightly

faster, their breakage rates are widely scattered and since hydrodynamic forces prevail

for all aggregates in this figure (that is, F ∗
n < (F ∗

n)stable), they can break regardless of the

strength of the cohesive forces.

Figure 7b shows that when the breakage rates are lower than the rate of flow diffusion

1/t∗d, at Reinitagg ≤ 1.6, breakage dynamics are governed by the force ratios. Under these

conditons, the breakage rate correlates quite well with the size of the fragment. All

the force ratios presented in Figure 7b yield a breakage rate of zero after the breakage

cascade; that is, by the end of the breakage cascade, all aggregates break into fragments

that do not break. The size corresponding to breakage rate of zero is the stable R∗
g

for the respective force ratio (or, for the respective shear stresses). This confirms that

most aggregate fragments reach a stable size, and that this stable size depends on the

hydrodynamic shear stress. To reach this stable size, some aggregates undergo multiple

fragmentation stages, while others are stable at much larger sizes. For example, at F ∗
n=

0.5×(F ∗
n)stable, one of the aggregates from Figure 1 underwent 5 fragmentations to reach a

stable size of R∗
g= 3.65, whereas another underwent breakage only once and the fragment

17
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Figure 8: Stable size of fragments under different shear conditions compared to other
studies.

with a size of R∗
g= 5.23 was found to be stable. For high enough force ratios, some of the

initial 10 aggregates appear to be stable; that is, they restructure but do not break at

all. Hence some points with breakage rate equal to zero correspond to radii of gyration

very close to the initial aggregates (some even a little larger). By the end of the breakage

cascade, a stable size was found for most aggregates at Reinitagg ≤ 1.6. Overall, smaller

aggregates are observed to have a lower breakage rate due to lower hydrodynamic forces

at aggregate scale.

As previously discussed and as illustrated in Figure 5, the nature (mechanism) of

the fragmentation does not seem to be impacted by the range of Reynolds numbers

considered in this study. Therefore, the correlation of the stable size with shear rate

remains consistent with the observations from other studies where fragmentation at low

Reynolds numbers was investigated. Figure 8 shows the scaling of stable size with the

shear stress τ collected from several studies, where the largest stable size R∗
g has been

reported to scale as R∗
g ∝ τ−p. To compare with the literature, the stable size determined
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through the breakage cascade for the investigated flow conditions is also presented in

Figure 8. For this comparison, the simulation data had to be converted to physical

values by assuming fluid properties, cohesive forces and particle size. Considering water

properties for the fluid, the data in Figure 8 uses the following conditions for particles:

Fn = 1× 10−9 N Rp = 1× 10−6 m

The shear stresses in the flow are estimated from Equation (7) as:

τ =
Reinitagg Fn

4 (RpR∗
ig)

2

Most aggregates did not break at Reinitagg= 0.4, which reflects that the largest stable size

is likely to be larger than the aggregates investigated in the study. Therefore, points at

Reinitagg= 0.4 are not represented in Figure 8.

Table 1: Scaling exponents reported in literature for stable size dependence on hydrody-
namic shear stress.

Exponent, p Literature Conditions Simu. Exp.
R∗

g ∝ τ−p

0.35 Eggersdorfer et al. 28 Low Reynolds FDA
0.35 Sonntag and Russel 18 Low Reynolds �

0.35 to 0.55 Harshe et al. 23 Low particulate Reynolds, experi-
ments up to turbulence

SD �

0.48 Kroupa et al. 30 Low Reynolds FV
0.48 Present work Laminar, Finite Reynolds LBM
0.5 Ehrl et al. 21 Turbulent, low particulate Reynolds �
0.5 Bouyer et al. 40 Turbulent, low particulate Reynolds �
0.52 Zaccone et al. 41 Laminar and turbulent, low partic-

ulate Reynolds
�

0.6 Saha et al. 26 Turbulent, low particulate Reynolds �

The value of the exponent p fitting the data presented in this current work is 0.48,

which compares well to values reported in the literature, which range from 0.35 to

0.55.18,21,23,28,30,41 Saha et al. 26 reported a value p = 0.6 in turbulent conditions with

aggregate size larger than the Kolmogorov length scale. Table 1 reports the values from

these studies. It must be pointed out that the final fractal dimension Df of the stable
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fragments from this work ranges between 2.1 and 2.4, whileHarshe and Lattuada 35 pre-

dicts Df = 2.4. The difference could be due to the geometrical limitation in achieving

a high fractal dimension for smaller fragments: when an aggregate consists of too few

particles, the scaling exponent of mass with size (that is, the fractal dimension) cannot

reach high values even with closely packed aggregates.

To summarize the findings presented so far, when an aggregate is exposed to a

Reynolds number which scales with the system’s shear rate, the breakage rate stops

being a function of aggregate size and shear stresses beyond some critical shear. This

happens once the hydrodynamic forces are too large compared to cohesive forces. Under

such conditions, breakage rate instead is scaled by momentum diffusion in the flow. It

is worth mentioning that since the diffusion time depends on the size of the domain, it

is here imposed by the simulation setup. In real conditions, it is a process dependent

parameter. Overall, the restructuring and breakage of aggregates under shear in finite

Reynolds conditions depend on two parameters, the diffusion time and the force ratios

F ∗
n and F ∗

t .

In the data presented so far, the Reynolds number is varied through the shear rate in

the flow. Therefore, both the force ratios and diffusion time vary when different Reynolds

numbers are investigated. This makes it impossible to distinguish their relative impact

on aggregate behaviour independently from each other. The approach described in the

next section overcomes this limitation.

Distinguishing the effect of flow inertia from cohesive to drag force

ratios

Approach

The previous section shows that both the force ratios and finite Reynolds number flow

dynamics play a role in morphological evolution and breakage of aggregates. However,

the two phenomena were coupled in the previous section: an increase in Reynolds number

also led to a change in force ratios, resulting in aggregate evolution under the combined
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effect of force ratio and finite Reynolds dynamics. While one of the effects of flow inertia

was observed as delaying breakage due to diffusion time, its effect on hydrodynamic forces

was not identified. One way to distinguish this is by keeping the force ratios constant over

a range of Reynolds number conditions. Thus, in this second analysis, the cohesive and

tangential forces are scaled with Reynolds number such that their dimensionless forces

ratios remain constant within a given dataset. Furthermore, the scaled values of the

forces can be chosen to favor restructuring or breakage. Particularly, tangential forces are

varied as they are known to make aggregates brittle14 resulting in less restructuring and

therefore a higher probability of breakage. Aggregate evolution studies performed at very

low Reynolds number have shown that high tangential forces induce less restructuring14,42

but more breakage.14 This information is leveraged to investigate the effect of flow inertia

on aggregate evolution. Particularly, evolution of aggregates with high tangential forces

is investigated in finite Reynolds number conditions to highlight the role of flow inertia

on breakage. Conversely, the effect of flow inertia on restructuring is studied by exposing

aggregates with low tangential forces (aggregates more likely to restructure) to different

Reynolds number conditions. The following conditions are considered:

F ∗
n = (F ∗

n)stable = 7.395,

F ∗
t ∈ {0.01, 0.10, 1.00} × F ∗

n .

(14)

While the effect of force ratios under very low Reynolds number conditions has been

widely reported in the literature,12,14,42–46 it has not been extensively investigated in finite

Reynolds number conditions. Among the few studies at finite Reynolds numbers, Saha

et al. 26 considered the impact of different constituents of hydrodynamic stresses such as

turbulent shear, normal and drag forces on aggregate breakage in turbulent conditions.

Despite their attempt to account for hydrodynamic stresses, relative contribution of inter-

particle interactions has still not been well examined at finite Reynolds numbers.

The same ten aggregates presented in Figure 1 are considered and the maximum

cohesive force Fn is set to 7.395 times the Stokesian drag at each Reynolds number tested.

Since the probability of breakage and the extent of restructuring are controlled by the
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tangential force ratio F ∗
t , values of F ∗

t from 0.01 F ∗
n to 1.00 F ∗

n are considered, as stated in

Equation (14). The aggregate Reynolds number (Reinitagg), on the other hand, varies from

0.4 to 40. To ensure that the aggregates experience the hydrodynamic forces imposed

on the domain, the time taken for the flow to develop (that is, the diffusion time) must

be kept small compared to the overall duration of the simulation. However, this is not

always practical as a high t∗d may require long simulations which can be computationally

expensive. Therefore, for each Reinitagg considered, the simulation duration has been kept

as large as practical compared to the corresponding diffusion time t∗d. The duration

of the simulated period (expressed as dimensionless strain) along with other simulation

parameters are listed in Table 2.

Table 2: Dimensionless flow diffusion times t∗d and simulation duration (expressed as total
strain γ̇t) for the tested Reynolds numbers.

Reynolds number diffusion time total duration
Reinitagg t∗d γ̇t

0.4 1.41 80
1.0 3.52 120
4.0 14.1 200
10 35.2 500
40 140. 700

Figure 9 presents the time evolution of R∗
g as a function of of Reinitagg. Figure 9a shows

case F ∗
t = 1×F ∗

n , in which most aggregates are expected to break. Figure 9b shows case

F ∗
t = 0.1×F ∗

n , in which some aggregates are expected to break while some are expected

to only restructure. Figure 9c shows case F ∗
t =0.01×F ∗

n , where the least breakage is

expected. As expected, some aggregates break while some attain a stable configuration.

The aggregates that do not break by the end of the simulated period are assumed unlikely

to break even if the simulations were run for longer durations (more justification for this

assumption is discussed in Section ). In the figure, continuous lines show the evolution

of the averaged R∗
g of non-breaking aggregates. The corresponding confidence interval

(calculated as the standard error around that average) is represented as a colored area

of the same hue. For example, in Figure 9b, the solid blue line corresponds to the

averaged R∗
g, while the shaded area in lighter blue represents the standard error around
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the averaged R∗
g. Aggregates that break before the end of the simulated period are

neither accounted for in the average behaviour, nor in its confidence interval. Instead,

they are individually represented as dotted lines and their breakage events are represented

as crosses terminating their evolution curve. Moreover, the time needed for the flow to

develop is indicated as a vertical line at γ̇t = t∗d for each Reynolds number.

With the above approach, plots of Figure 9 are hereby discussed to establish the effect

of Reynolds number on breakage and restructuring.

Impact of aggregate Reynolds number on breakage

To find a relation between aggregate breakage and flow dynamics, aggregates that are

likely to break are considered. Since greater inter-particle tangential forces produce more

frangible aggregates,14 the inter-particle forces F ∗
t = 1.0×F ∗

n lead to aggregate breakage.

The results of these simulations are presented in Figure 9a.

Figure 9a shows that aggregates restructure and break for all Reynolds numbers except

for Reinitagg= 0.4. In Figures 9b and 9c, most breakage events appear much before the end

of the simulation for each Reynolds number, and the radius of gyration of non-breaking

aggregates remains stable for a significant period of time. This justifies the assumption

that the non-breaking aggregates found at the end of each simulation are very unlikely

to break even if much longer simulations were conducted, and so have reached a stable

configuration.

To summarize the effect of flow inertia on aggregate breakage, a breakage probability

is defined as the ratio of the number of aggregates that broke to the total number of

aggregates (10). Figure 10 establishes that the breakage probability for the F ∗
t values

studied here increases with Reynolds number. When tangential forces are significantly

smaller than normal forces F ∗
t = 0.01×F ∗

n and F ∗
t = 0.1×F ∗

n), the breakage is primarily

governed by the hydrodynamic forces and the normal force component. Consequently,

the curves for the aggregates with lower tangential forces in Figure 10 are very similar,

to the precision that can be obtained from a sample of 10 aggregates. This also confirms

that, for a given Reynolds number, tangential forces tend to favor breakage.14
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Figure 9: Evolution of aggregates over time for three different tangential force ratios (a)
F ∗
t = 1.00×F ∗

n , (b) F ∗
t = 0.10×F ∗

n and (c) F ∗
t = 0.01×F ∗

n . Average R∗
g of non-breaking

aggregates for a given shear rate and its standard error are plotted as continuous lines
and shaded areas of the same color. Evolution of breaking aggregates is plotted as dashed
lines (- -) and breakage events are marked with crosses (×).
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Since in each plot of Figure 9 all aggregates are characterized by the same force ratios,

the dependence of breakage probability on Reynolds number as shown through Figure 10

can solely be attributed to the flow inertia. The Reynolds number of primary particles Rep

ranges from 0.0143 to 1.4350, and thus remains too low to explain the increased breakage

rate as an effect of increased drag acting on individual particles. However, aggregate scale

Reynolds number is about R∗
g
2 ∼ 25 times larger than the Rep, and the flow dynamics at

aggregate scale start to show some non-linearities associated with finite Reynolds number

effects.47 Specifically, aggregates rotate slightly more slowly than the surrounding liquid,

which is similar to the retarded rotation of a sphere at finite Reynolds numbers,48 leading

to higher shear rates around the aggregates. Additionally, the resistance to deformation

of the aggregate core, which causes a flow disturbance, has previously been identified as

an important mechanism that shields the particles in the aggregate shell from the shear

stresses14 of free flow. This flow disturbance dampens the strain part of the shear, which

leads to aggregate shell undergoing lower compression and traction forces, resulting in less

restructuring and breakage. A decrease in the relative effect of viscous contributions due

to increasing Reynolds number tends to shrink the flow disturbances (in both magnitude

and expanse) caused by the aggregate. This results in a decreased shielding effect, and

can explain the increase in breakage rate with increasing Reynolds number.

While flow inertia is found to increase breakage probability, it is found to have no

significant impact on breakage kinetics. This can be observed when dimensionless break-

age time γ̇tbreak is plotted against Reinitagg. Figure 11 shows that for F ∗
t = 1.00 × F ∗

n , the

aggregates in this study tend to break at around the same strain, that is γ̇t = 40, irre-

spective of the Reinitagg. The slightly higher dimensionless breakage times for Reinitagg of 10.0

and 40.0 can be attributed to the delay caused by diffusion time. Since γ̇t is numerically

equivalent to twice the rotation in the flow, and assuming that the aggregates rotate with

the flow due to low particle inertia (primary particle Stokes number = 1/18 Rep), it can

be deduced that the aggregates break after about 3 full rotations for F ∗
t = 1.00× F ∗

n . In

other words, if the aggregates survive around 3 to 4 rotations (γ̇t = 40 to 50), they are

unlikely to break at all.
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Figure 10: Aggregate breakage probability at different Reynolds numbers.

Impact of aggregate Reynolds number on restructuring

With respect to restructuring, there does not seem to be any relation with Reynolds num-

ber. In Figure 9, the initial differences in restructuring at different Reynolds numbers are

related to the fact that momentum is still diffusing into the domain. Beyond diffusion

time, aggregates restructure significantly during their first rotation to balance hydrody-

namic forces with internal cohesive forces, then they break (if no balance is achieved) or

reach a stable configuration, as shown by the relatively constant values over time of the

average radius of gyration and of its standard error.

Although aggregates with lower tangential inter-particle forces reach denser stable

configurations (smaller values of R∗
g) as expected from former observations,14 their size

seems independent of the Reynolds number. In Figures 9b and 9c, all continuous lines

reach very similar R∗
g values at the end of each simulation. This shows that non-linearities

in the flow, such as reduced rate of rotation and higher shear rates around the aggregates,

have little impact on determining the structure of the aggregate, at least at these moderate

Reynolds numbers. This contrasts sharply with the sensitivity of the breakage probability

on the Reynolds number, which was discussed in the previous section. Although aggregate

stability in terms of breakage probability depends on the Reynolds number, their stable
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Figure 11: Dimensionless breakage time γ̇tbreak for F ∗
t = 1.00×F ∗

n , plotted as a function of
the Reynolds number. Also shown is the dimensionless diffusion time t∗d for the respective
Reynolds number.

size and breakage kinetics do not.

Examining the effect of flow inertia in terms of aggregate breakage and restructuring

may also indicate how the hydrodynamic forces are balanced through the inter-particle

forces within the aggregate. Since breakage is mostly dependent on normal forces and

restructuring on the bending moment,14 it is possible that the flow inertia is competing

against the normal forces to a greater extent, while having little impact on the tangential

forces.

Conclusions

While aggregate evolution in viscosity-dominated flows has been extensively investigated,

the effects of finite Reynolds number were relatively unknown. Here, the dependence of

aggregate evolution on Reynolds number was investigated through numerical simula-

tions. Aggregates were characterized by their radius of gyration and the maxima of the

forces responsible for the bonds between their primary particles. Such aggregates were

exposed to a shear flow where shear was imposed through stresses acting on opposite
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faces of the simulation domain. As aggregates evolved, their sizes and breakage rates

were recorded. An analysis of aggregate stable size was conducted by tracking aggregate

properties through multiple stages of their breakage cascade. Results were compared and

validated against data from other studies and showed that stable size in finite Reynolds

conditions is similar to negligible flow inertia conditions.

Breakage kinetics, on the other hand, are found to be significantly impacted by

Reynolds number. It is found that the breakage time is not only a function of the inter-

particle and hydrodynamic forces, but also of the time taken for the shear to diffuse into

aggregates, which is governed by momentum diffusion. This understanding of breakage

kinetics is novel, and can be taken into account in breakage kernels used in population

balance equations. Specifically, when the hydrodynamic forces are high compared to the

cohesive forces, breakage rate should not be considered infinitely high,13,49 but should

instead be increased progressively to capture the delayed breakage. On the other hand,

when breakage is not assumed to be infinitely high, fragmentation kernels in population

balance should also take into account the increase in breakage probability with aggregate

Reynolds number.

At lower shear rates, momentum diffusion is fast compared to aggregate evolution

and consequently does not govern aggregate breakage. However, finite Reynolds effects

still play a role. An attempt was made to distinguish the effect of flow inertia on ag-

gregate evolution from the combined effect of momentum diffusion and particle-particle

interactions by scaling particle-particle interaction forces with the drag. Flow inertia

was found to increase breakage probability; that is, more aggregates tend to break on

increasing the Reynolds number. However, the strain at breakage is found to be the same

irrespective of the Reynolds number, establishing that inertia has no significant impact

on breakage kinetics for the flow conditions investigated here. Also, the final structure of

the aggregates is unaffected by flow inertia.

The findings of this first-of-its-kind study expand the fundamental understanding of

aggregate evolution to finite Reynolds number conditions. This will improve the accu-

racy of models describing aggregate morphological evolution in industrial processes by
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substantially contributing to improvements of fragmentation and restructuring kernels

in population balance methods. The implications of these results are important in pro-

cess modelling since significant finite-Reynolds effects were observed in conditions where

they were completely neglected in other studies35,50 from which commonly used aggregate

evolution kernels are extracted.
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