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Abstract: This article investigates the applicability domain (AD) of machine learning (ML) models

trained on high-dimensional data, for the prediction of the ideal gas enthalpy of formation and

entropy of molecules via descriptors. The AD is crucial as it describes the space of chemical char-

acteristics in which the model can make predictions with a given reliability. This work studies the

AD definition of a ML model throughout its development procedure: during data preprocessing,

model construction and model deployment. Three AD definition methods, commonly used for

outlier detection in high-dimensional problems, are compared: isolation forest (iForest), random forest

prediction confidence (RF confidence) and k-nearest neighbors in the 2D projection of descriptor space

obtained via t-distributed stochastic neighbor embedding (tSNE2D/kNN). These methods compute

an anomaly score that can be used instead of the distance metrics of classical low-dimension AD

definition methods, the latter being generally unsuitable for high-dimensional problems. Typically,

in low- (high-) dimensional problems, a molecule is considered to lie within the AD if its distance

from the training domain (anomaly score) is below a given threshold. During data preprocessing, the

three AD definition methods are used to identify outlier molecules and the effect of their removal is

investigated. A more significant improvement of model performance is observed when outliers iden-

tified with RF confidence are removed (e.g., for a removal of 30% of outliers, the MAE (Mean Absolute

Error) of the test dataset is divided by 2.5, 1.6 and 1.1 for RF confidence, iForest and tSNE2D/kNN,

respectively). While these three methods identify X-outliers, the effect of other types of outliers,

namely Model-outliers and y-outliers, is also investigated. In particular, the elimination of X-outliers

followed by that of Model-outliers enables us to divide MAE and RMSE (Root Mean Square Error)

by 2 and 3, respectively, while reducing overfitting. The elimination of y-outliers does not display a

significant effect on the model performance. During model construction and deployment, the AD

serves to verify the position of the test data and of different categories of molecules with respect to the

training data and associate this position with their prediction accuracy. For the data that are found to

be close to the training data, according to RF confidence, and display high prediction errors, tSNE 2D

representations are deployed to identify the possible sources of these errors (e.g., representation of

the chemical information in the training data).

Keywords: machine learning; QSPR/QSAR; high-dimensional data; descriptors; thermodynamic

properties; applicability domain; outlier detection

1. Introduction

The adoption of QSPR/QSAR (Quantitative Structure Property/Activity Relation-
ship) models has become very widespread for the prediction of various properties (e.g.,
physico-chemical, environmental, toxicological, safety-related) or activities (e.g., biological,
pharmacological) on the basis of molecular structure. Being trained with a defined database
of molecules, the applicability of these models to a new molecule is, however, limited to
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the so-called “applicability domain” (AD), i.e., the chemical structure and response space
within which a model can make predictions with a given reliability [1]. The chemical
structure refers to the structural and physico-chemical information that is provided by the
descriptors, while the response corresponds to the predicted property or activity, namely
the enthalpy of formation or the entropy, in the present study. This AD is crucial, as the
final goal of QSPR/QSAR models is to be able to apply them for the prediction of the target
endpoint of new molecules (i.e., not used during the model training and validation) and it
is well known that the use of a ML model outside its training domain can be risky [2,3]. In
other words, the more distant a point is from the training domain, the more unreliable the
prediction. Driven by the motivation to generalize the usage of QSPR/QSAR models for
regulatory purposes (e.g., REACH regulation for Registration, Evaluation, Authorization
and Restriction of CHemicals), in 2004, the OECD (Organisation for Economic Co-operation
and Development) defined a set of five principles for (Q)SAR validation, including the
necessity to explicitly define the AD [4]. Nevertheless, this AD definition step is still being
overlooked or poorly defined in many studies, as highlighted in [3,5]. However, knowing if
a ML model is extrapolating or not will improve its acceptability and transparency, as is the
case when investigating the explainability of a ML model. Indeed, some studies revealed
a decrease in extrapolation performance with distance from the training domain, which
can be more or less pronounced depending on the ML model [2,6,7]. Finally, there is also
no clear overview about which method to employ to define the AD in a given problem,
especially when dealing with high-dimensional data (e.g., descriptor-based QSPR/QSAR
models can contain up to several tens, hundreds or thousands of descriptors). Most classical
AD approaches are indeed dedicated to problems with few dimensions (i.e., less than ten),
as will be discussed in Section 2.

The AD of a model is defined by the structural, physico-chemical and response
information contained in the training data used to build the model [4]. Concretely, if a
molecule lies outside the AD (i.e., extrapolation case, the molecule has low similarity with
the molecules of training data), the prediction is more likely to be unreliable. However, even
when properly defined, the AD should be considered cautiously since it does not constitute
a strictly delimited space, meaning that the prediction for a molecule inside/outside the
AD is not necessarily 100% reliable or false, respectively. Besides, it would be unrealistic
to consider the existence of an explicitly defined frontier between reliable and unreliable
predictions; one should rather approach this discussion from the viewpoint of a compromise
between the size of the AD and the reliability of the predictions. For example, in the leverage
method, which is a popular method for defining the AD, as will be described later, the
frontier of the AD is generally fixed at a leverage value h∗, as defined in Equation (1).
However, the strict definition of this unique rule-of-thumb threshold value is not exempt
from concerns [8] and, after all, expresses this compromise (i.e., increasing h∗ will reduce
the reliability of the predictions and vice versa [4]).

A condition for a point to belong to AD in leverage method:

h ≤ h∗ = 3(p + 1)/n (1)

where h is the leverage of a considered point, n is the number of molecules in the training
set and p is the number of descriptors.

The notion of AD is closely related to the notion of an “outlier” or “anomaly”. Indeed,
defining the AD frontier between “normal” and “abnormal” points is identical to detecting
outliers. Many definitions of an outlier can be found in reported studies [9–12]; however,
a common consensus is that the term "outlier" generally refers to a point of an ensemble
that is “significantly different” from the remaining points of the same ensemble. Due to
their equivalence, the terms “AD definition” and “outlier detection” are therefore used
interchangeably in this study. Additionally, three types of outliers can be distinguished
in QSPR/QSAR studies, namely X-outliers, y-outliers and outliers towards the model
(Model-outliers) [13]. X-outliers and y-outliers are outliers in the descriptor space X and the
response space y, respectively. As for Model-outliers, they correspond to the molecules for
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which the properties are poorly predicted by the QSPR/QSAR model and can therefore be
detected only after model construction. Note that a point can belong to different categories
of outliers simultaneously [14]. Note also that for a new query molecule (i.e., unknown
response), only X-outlier detection methods are applicable.

More generally, even if the AD has an obvious role during the deployment of QSPR/QSAR
models on new molecules, its definition remains essential at the different stages of the
modeling procedure in which it fulfills different functions [1]. First, it is recommended to
define the AD and eliminate the outliers as early as possible in a machine learning (ML)
project, as some methods (e.g., dimensionality reduction, data scaling) are very sensitive
to outliers. This initial AD definition step can be viewed as a data preprocessing step
that removes outliers in order to improve the performance of the models. Then, during
model construction, the AD definition can serve as a way to check whether the validation
and test data are indeed within the AD defined by the training data, which is necessary
as ML models are generally not reliable in case of extrapolation due to their data-driven
nature. Finally, during model deployment, the AD can be used to judge the reliability of
the prediction made by the model for a new query molecule. In this last case, as outliers
are identified within new data, the outliers can also be referred to as novelties.

This article is the second of a series of articles aiming to construct QSPR models on
the basis of ML techniques, ML-QSPR, while examining the different choices that are
offered to the developer along the way and analysing the effects of each one. In the first
article of the series, two ML-QSPR models were developed to predict two thermodynamic
properties, namely the enthalpy of formation (H) and the absolute entropy (S) for the
ideal gas state of molecules at 298.15 K and 1 bar [15]. The molecular descriptors were
employed as features of the models to describe the structural and atomic characteristics of
the considered molecules of the DIPPR (Design Institute for Physical Properties) database.
Within an objective of discovering new chemicals for various applications, a wide range of
chemical structures were considered in the training data as means to increase the AD of the
developed models. The retained models were two Lasso (Least Absolute Shrinkage and
Selection Operator) linear models with 100 descriptors, selected from an initial ensemble
of approximately 2500 descriptors through a feature selection step based on a genetic
algorithm (GA).

While the first article focused on the development of the QSPR approach from data
collection to model construction, this second article aims at defining the AD of the devel-
oped models, characterized by their high dimensionality. In particular, three substudies
are implemented, each corresponding to the AD definition at different stages of the QSPR
procedure, as described previously; namely, the stages of data preprocessing, model con-
struction and model deployment. Therefore, in the first part of this study (referred to here
as “substudy”), the AD definition is used as a data preprocessing method, in addition to
the methods implemented in the first article, to remove outliers. At this stage, the number
of descriptors is particularly high, with about 2500 descriptors. Several outlier detection
methods are compared and the influence of the elimination of the identified outliers on
the performance of the ML models is evaluated. All the types of outliers (i.e., X-outliers,
y-outliers and Model-outliers) are considered. While y-outliers and Model-outliers are
detected via boxplots (interquartile range method or IQR) and standardized residuals,
respectively, X-outliers are identified on the basis of three simple methods having promis-
ing compatibility with high-dimensional problems. These methods are isolation forest
(iForest), random forest-based confidence estimation (RF confidence) and k-nearest neighbors
in a 2D projection of the descriptor space obtained via t-Distributed Stochastic Neighbor
Embedding (tSNE2D/kNN).

In the second substudy, the most appropriate AD definition method, as identified
within the first substudy, is employed to visualize the location of the test data with respect
to the AD defined by the training data. Finally, in the last substudy, the goal is to attempt
a concrete deployment of the developed ML-QSPR model to new species, including the
prediction and the analysis of the reliability of the predictions in terms of the AD, still based
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on the AD definition method identified in the first substudy. In the last two substudies, as
they occur after dimensionality reduction, they rely on fewer descriptors, namely the 100
descriptors selected by means of a GA applied on the preprocessed data without outliers.
Additionally, for these same substudies, further analyses are also provided regarding the
potential sources of high prediction errors.

2. Overview of the Methods for AD Definition/Outlier Detection in Descriptor-Space
and Their Compatibility with High-Dimensional Data

In this section, an overview of the methods for AD definition (or outlier detection)
is provided, with a focus on X-outliers. The latter are effectively the most challenging
to identify in view of their high dimensionality. First, the methods that are commonly
employed to define the AD of QSPR/QSAR models are presented. These methods can be
classified in different categories, including chemical-based methods, range-based meth-
ods, geometrical methods, distance-based methods and probability distribution-based
methods, as illustrated in Figure 1. As these have already been exhaustively reported and
described in several works [1,16–19], only a quick overview is provided here, for reasons of
completeness, placing special emphasis on the low compatibility of these methods with
high-dimensional data. Besides, they are generally applied during model construction or
deployment. Inversely, other methods for outlier detection in high dimension, presented
secondly here, including confidence estimation-based methods, subspace-based methods
and other specific methods (e.g., iForest), are more suitable to the characteristics of the three
substudies investigated in this work.

Figure 1. Classical methods for AD definition: (a) chemical-based methods, (b) range-based and

geometric methods, (c) distance-based methods/k-nearest neighbors, (d) probability distribution-

based methods.
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2.1. Classical Approaches

A typical approach that is commonly employed in QSPR/QSAR studies involving
different molecules is to consider that the AD corresponds to the chemical families on which
the model was trained [20–23]. This approach, otherwise known as “chemical-based”,
relies on the premise that the predicted property will explicitly depend on the molecular
characteristics that are used to define the chemical families (e.g., type of bonds, presence of
rings or functional groups, etc.), a dependence that is not always guaranteed a priori.

“Range-based” methods use the range of each descriptor within the training data to
define the AD as a hyper-rectangle of dimension equal to the number of descriptors [1].
Despite their simplicity, the major problem of range-based methods lies in the presence of
empty spaces inside the hyper-rectangle making the AD description quite rough. This is
even more pronounced for high-dimensional data, where points tend to become equidistant
as the number of dimensions increases [9]. Empty spaces do not contain any training data
and can be particularly wide in the presence of outliers. This could therefore call into
question the reliability of future predictions in these regions, even though they are part
of the AD. To limit the extent of the empty spaces caused by the high dimensionality,
range-based methods can also be applied to descriptor-derived representations of lower
dimension, such as the principal components (PC), issued by the prior implementation
of a Principal Component Analysis (PCA). This combination also addresses eventual
collinearities within the descriptor space.

In “geometric methods”, the AD corresponds to a convex hull, as this is the smallest
convex area that contains the entire training set. In a 2D space, the convex hull can be easily
understood via the rubber band analogy: the rubber band tautly surrounding the training
set descriptors is the convex hull. Similarly as for range-based methods, empty spaces are
not detected. What is more, the calculation of the convex hull becomes computationally
complex in high dimensions. In fact, as higher dimensions lead to a higher extrapolation
probability [24], both geometric and range-based methods will very likely consider any
new point as being outside the AD (i.e., the new point will most probably be extrapolating
in at least one dimension).

“Distance-based methods” are among the most commonly used. They rely on the
calculation of a distance-based metric between a given point and the training set. If the
distance is below a defined threshold, the point is considered to be part of the AD and
vice versa. Among popular distance metrics, one finds the Euclidean and Mahalanobis
distances. The latter is popular for the detection of outliers in multivariate data, as is the
case with the descriptor space [25]. Contrary to the Euclidean distance, it can identify
correlations between features by means of the covariance matrix, similarly as in PCA.
Graphically, the AD shape in the case of Mahalanobis distance will be more extended in the
directions containing the highest variance (ellipse in 2D), and this will avoid the deletion of
points that are not real outliers, as in the case of Euclidean distance (circle in 2D) [26].

Another approach that is popular in recent works is the so-called “leverage
method” [1,16,27–32]. In these works, the number of features is variable, ranging from
less than 10 (principally) to several hundreds or thousands (less frequently). In analogy to
the Mahalanobis distance [33], the leverage quantifies the distance between a given point
and the centroid of the training data X, in terms of its feature values, and provides an
estimation of the potential influence that the observed response will have on its predicted
value. Mathematically, the leverage values of the training samples X can be obtained via
the diagonal elements hii of the hat matrix H, as defined by Equations (2) and (3). For a
new query sample xnew, the leverage values are calculated via a similar formula, defined by
Equation (4). From these equations, it is possible to identify that the major problem in the
leverage method will be related to the inversion of the matrix XTX. This inversion becomes
problematic when the descriptor matrix X contains redundant or correlated information,
or when the number of descriptors exceeds the number of samples [26]. Besides, the
calculation of the matrix XTX is sensitive to outliers, as highlighted in [25,34].
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Hat matrix H and leverage values hii, hnew:

H = X(XTX)−1XT (2)

hii = xT
i (XTX)−1xi (3)

hnew = xT
new(XTX)−1xnew (4)

where X is the descriptor matrix based on training data (with n rows/observations and p
columns/descriptors), xi is the column vector of a molecule in the training data and xnew is
the column vector of any new molecule.

In practice, leverage values (X-outliers) are plotted against standardized residuals
(Model-outliers) on a Williams plot, with their corresponding thresholds. Standardized
residuals are defined by Equation (5). Generally, a point belongs to the AD if its leverage
value is below h∗ = 3(p+ 1)/n and if its standardized residual is between −3 and 3 [35,36].
These user-defined rule-of-thumb thresholds can be understood as follows. For the leverage
threshold, the idea is that one compares the value of the leverage of a single point with
the mean leverage value of all points, (p + 1)/n. As for standardized residuals, the
cutoff value of ±3 covers 99% of the assumed normally distributed standardized residuals.
Williams plots are more a graphical way to verify whether a developed model is statistically
acceptable during model construction [29,36]. However, it is only possible to check if a
new query molecule is an X-outlier, and not if it is a Model-outlier, as the calculation of the
standardized residual is impossible (i.e., the observed property value is unknown).

Standardized residuals:

rk =
yobserved

k − ymodel
k

√

Var(rtrain)
(5)

where yobserved
k and ymodel

k are, respectively, the observed and the predicted responses for a
molecule k and Var(rtrain) is the variance of residuals of the training data.

Other distance-based methods also include techniques that utilize the k-Nearest Neigh-
bors (kNN) algorithm. In this case, it is the distance to the nearest training point or the
average distance to the k-nearest training neighbors that can be used as a means to decide
whether a point lies inside or outside the AD [16]. Similar to range-based and geometric
methods, empty spaces remain undetected with distance-based methods. Most importantly,
all these methods suffer from the consequences of the curse of dimensionality. As the
number of descriptors increases, points become equidistant whatever the chosen distance
metrics. Despite several attempts to develop distance metrics that are more compatible
with high-dimensional data [11], it is far more common to use dimensionality reduction
methods instead. Finally, another way to improve the AD definition when using distance-
based methods is to calculate the distance metrics by considering different weights for the
descriptors according to their influence (e.g., coefficients in linear regression) [1].

A different class of AD definition methods is based on the use of probability density
distributions. Contrary to all previous methods, this is the only class of methods that can
identify empty zones inside a convex hull. Indeed, the probability density function of the
training data is first estimated via a parametric or a non-parametric method. Whenever pos-
sible, the latter is generally preferred, as it does not make any assumption about the shape
of the function and learns it from the data. Then, the smallest region containing a given
amount of the total probability is identified as the AD. Probability density distribution-
based methods can be applied to multivariate data, but their application is often limited to
three dimensions. For higher-dimensional problems, these methods become computation-
ally expensive and some assumptions are generally required. To consider both feature and
response spaces, it is also possible to use joint probability distributions to define the AD.
In lower dimensions, if all features are normally distributed, a popular method consists
of using boxplots (IQR method), in which the points outside the AD are those located be-
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low/above the lower/upper thresholds. These thresholds are, respectively, Q1− 1.5× IQR
and Q3 + 1.5 × IQR, where Q1 and Q3 are the first and third quartiles, respectively, and
IQR = Q3 − Q1 is the interquartile range. Once again, in higher-dimensional problems,
it becomes more probable that any new molecule extrapolates for at least one descriptor,
similar to the range-based and geometric methods. In [19], an approach based on the
Z-score of the descriptors was proposed with an additional criterion to deal with this
problem in high dimension. Despite its simplicity, this approach is also applicable strictly
in cases where the descriptors are normally distributed.

2.2. Approaches for High-Dimensional Data

To overcome the limitations of the previously described approaches, when it comes to
high-dimensionality problems, ML methods including an estimation of the confidence of
the predictions in their output (e.g., Gaussian Processes, ensemble models like Random
Forest) can be employed to detect outliers. For example, [37] used an embedded AD
approach, based on the probabilities assigned to the output classes of a neural network
classifier, as an effective approach to analyze the likelihood of correct predictions. In other
words, if the likelihood of correct prediction is low for a molecule, then the latter is likely to
be an outlier. Technically, a softmax layer was applied to the network outputs to obtain the
probability of each class for each molecule, where the feature space was composed of 1500
to 3700 descriptors approximately. Similarly, in [38], the predictions made by an ensemble
of classification decision trees were used to evaluate the confidence of the final prediction
for a molecule, and therefore the outlier character of that molecule. More concretely, the
fraction of trees that voted for the majority vote was used as the confidence (or probability)
of the prediction. The method was applied to problems dealing with a feature space of
approximately 100 to 1000 dimensions and showed significant robustness towards the high
dimensionality, in comparison to the classical Euclidean distance-based approach. The
same methodology can also be implemented via an ensemble of regression trees (or of other
regression models), by using the variance of the predictions as a measure of the reliability
of the final prediction (i.e., the average of the predictions of the ensemble of trees) [39,40].

Gaussian Processes (GP) can also be exploited for confidence estimation. In fact, GP
defines a class of ML models that are based on the prediction of a posterior distribution
of functions, characterized by their mean and variance [41]. This variance can therefore
be used as a measure of the reliability of a prediction. In [39], an ensemble of regression
trees (RF) and GP models outperformed classical approaches in the definition of the AD.
Similarly, in [42], the AD definition via confidence estimation showed better results than the
other investigated methods. All these techniques are based on the confidence estimation of
ML predictions and on a less binary (i.e., inside/outside AD) approach to dealing with the
definition of an AD, in comparison to classical AD methods, by providing a more shaded
evaluation of the prediction reliability according to different levels of confidence. This
characteristic renders them more compatible with high-dimensional problems.

Among the different outlier detection techniques that can be employed in high-
dimensional problems, the methods based on projections in lower-dimensional subspaces
are also very popular. In [9], a point was considered an outlier if there was a lower-
dimensional subspace where this point would be located in a region of abnormally low
density. To avoid an exponential search of relevant subspaces, evolutionary algorithms
were implemented. Additionally, the density was obtained by dividing the space into
grids and then calculating a density coefficient (the sparsity coefficient) for each cell of
the grids. Other works used different projection techniques, such as PCA, axis parallel
subspace spanned by a point’s neighbors or Hilbert space-filling curve, generally followed
by a classical distance- or density-based technique, such as kernel density estimation or
distance to the kth nearest neighbor(s), to identify outliers [43–47].

More specific methods, without projection to a subspace of lower dimension, can also
be found in the literature. For example, [48] exploited angles as a measure for detecting
outliers, instead of distances, as the latter are very sensitive to high-dimensional data.
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Concretely, at a first step of this approach, the variance in the angles between the difference
vectors of one point to the rest is calculated. If the variance is small, the analyzed point is
considered an outlier, as most of the other points are located on one side (or in the same
direction) of the analyzed point. In [49], an isolation-based anomaly detection method,
called “isolation forest” (iForest), was developed to detect anomalies without using any
distance or density measure, hence its compatibility with high-dimensional problems. The
principle is simple, as it is based on random forest (RF). In RF, each tree splits the whole
data (root node) into smaller and smaller groups until reaching leaf nodes, on the basis of
decision rules at internal nodes. In iForest, the number of random splits to isolate a point is
used to determine whether this point is an outlier or not. If the number of splits is low, the
point is considered an outlier and vice versa. Indeed, it is easier to isolate a point that is
located in a sparse region than another one that is part of a dense cloud of points. Similar to
RF, an ensemble of trees is built to obtain an average number of splits to isolate each point.
Another advantage of this method is that it can be readily implemented via the Scikit-Learn
library in Python. Additional examples on both subspace-based and full-space-based
methods for outlier detection in high dimensions can be found in [11,50,51], while further
discussion on the effects of high dimensionality is available in [50,52,53].

3. Dataset and Methods

3.1. Dataset and ML/QSPR Models

In the previous article, two ML-QSPR models were built for the ideal gas phase
standard enthalpy of formation and entropy, based on data from the DIPPR database [15].
These properties will be denoted as enthalpy (H) and entropy (S) in the rest of this article,
for simplicity. Each molecule was represented by a vector of 5666 descriptors calculated
using the software AlvaDesc from Alvascience [54,55]. After a series of preprocessing steps,
the dataset was finally composed of 1785 molecules × 2506 descriptors for the enthalpy
and of 1747 molecules × 2479 descriptors for the entropy. This dataset will be referred to
as the “preprocessed data” in the rest of this article. More precisely, data preprocessing
was composed of the following steps: elimination of the missing values, elimination of
quasi-constant descriptors and elimination of correlations among descriptors. Finally, in
this previous article, the number of descriptors was further reduced to 100 via a GA-based
dimensionality reduction step to improve the interpretability of the models, in comparison
to the initial 2506 or 2479 descriptors (for enthalpy and entropy, respectively). Further
reduction of the number of descriptors is possible, but at the cost of prediction accuracy. A
large diversity of molecules was also considered to broaden the AD. The best performing
models turned out to be Lasso (Least Absolute Shrinkage and Selection Operator) models,
based on the results averaged over five different train/test splits and in comparison with
the different screened ML models. At last, a hyperparameter optimization step was also
performed; however, this will not be considered in this article, as the main focus here is
understanding the AD definition (or outlier detection) in a high-dimensional problem.

3.2. AD Visualization

The AD corresponds to the chemical structure and response space within which a
model can make predictions with a given reliability. In this work, the AD will be graphically
represented according to the template shown in Figure 2, and referred to as “AD plot”.
The representation is highly inspired by William plots, but by replacing the leverage on
the x-axis with another distance (or X-outlier) metric, it becomes more compatible with
high-dimensional data, as will be presented in the next section. This x-axis refers to the
“chemical structure space” of the AD definition given previously.
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Figure 2. AD plot employed in this study. The anomaly score on the x-axis is computed via different

methods: iForest, RF confidence or tSNE2D/kNN.

On the y-axis, the same standardized residuals as those described in William plots
are considered. The combination of x- and y- axis permits us to visualize the chemical
structure space within which a model can make predictions with a given reliability. In other
words, it shows the success of prediction of the molecule structures considered as being
part of the AD. In case of poor prediction, the concerned molecules can be considered as
Model-outliers.

Additionally, a color bar can be used to visualize the property values of DIPPR data,
referring to the “response space” in the AD definition and highlighting eventual y-outliers
(the points with dark circles in Figure 2 are y-outliers according to the IQR method). The
response space is not represented/investigated in the leverage method. Indeed, it is not
possible to know if the property value of a new molecule is included in the range of property
values of the training data. Besides, the extrapolation capacity of a ML model normally
concerns the X-space and not the y-space. In the case of QSPR/QSAR studies, which are
based on the similarity principle (i.e., similar structures lead to similar response values),
X- and y- spaces are, however, somehow related. As part of this study, y-outliers will be
briefly investigated.

While in the leverage method, the AD borders are defined according to widely em-
ployed rules-of-thumb, as described earlier, the borders in the case of the investigated AD
methods for high-dimensional problems will be further evaluated in this work. Neverthe-
less, in the following section, all AD plots display the lines y = −3 and y = 3, similarly as
in William plots for reasons of legibility.

3.3. AD Definition as a Data Preprocessing Method (Substudy 1)

The first part of this work lies in the identification of the outliers in the preprocessed
data through different AD definition methods and the evaluation of how the elimination
of these outliers may impact the performance of the models. Depending on the type of
outliers, different methods are employed.

For X-outliers, three methods are compared: isolation forest (iForest), random forest-
based confidence estimation (RF confidence) and k-nearest neighbors in a 2D projection of the
descriptor space obtained via t-Distributed Stochastic Neighbor Embedding (tSNE2D/kNN).
Each of these methods can effectively be exploited to calculate anomaly scores for all the
molecules, and were identified as common methods for outlier detection in the presence of
high-dimensional data in Section 2.2. Then, the molecules with an anomaly score above
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a given threshold are eliminated. For iForest, it is represented by an anomaly score [49],
which is negatively correlated to the average number of splits necessary to isolate a given
point: the higher the anomaly score, the lower the number of splits, and the more isolated
and the more abnormal the point of interest. As for RF confidence, the standard deviation of
the individual trees’ predictions serves as a judgement basis of the reliability of a prediction
provided by the ensemble of trees: the higher the standard deviation, the less reliable
and the more abnormal the point. Indeed, a high standard deviation means that the
individual trees are associated with very different predictions for the same sample, i.e.,
they are not able to “agree” on a reliable final prediction because the sample is too complex
(e.g., specific/outlier behavior of the sample). For tSNE2D/kNN, the anomaly metric used
is the average Euclidean distance of a point to its three nearest neighbors. The higher the
distance, the more abnormal the point considered. In particular, this Euclidean distance is
computed in the tSNE 2D space, tSNE being a nonlinear dimensionality reduction method
principally used for data visualization in a 2D or 3D space [56]. Finally, note that all three
X-outlier detection methods were applied with Scikit-Learn default parameters.

Concerning y-outliers and Model-outliers, they were identified via the IQR method
and standardized residuals, respectively (see Equation (5)). In the case of the IQR method,
y-outliers are the points located outside the thresholds of Q1 − 1.5 × IQR and Q3 + 1.5 ×
IQR, as explained previously. For Model-outliers, the molecules with absolute standard-
ized residuals above a given threshold were considered as outliers. The residuals were
obtained via a Lasso model trained on the whole preprocessed data. Note that the molecules
identified as Model-outliers here are not strictly Model-outliers as defined in the introduc-
tion. Indeed, the latter are identifiable only after model construction (i.e., after eventual
dimensionality reduction followed by model training and validation), while here we are
still at the preprocessing stage. This can be viewed as a preventive treatment, since a late
detection of Model-outliers would lead to a necessity to repeat dimensionality reduction
and model construction steps after removal of the “real” Model-outliers.

To evaluate the impact of the outliers on the performance of the models, different
thresholds were implemented to eliminate the outliers according to the aforementioned
detection methods. Then, the resulting preprocessed data without outliers were split into
training and test sets, the ratio between them being fixed at 80:20, and scaled via a standard
scaling method. This ratio for data splitting and this scaling method were indeed identified
as well performing in the first article of the series [15]. To better integrate the effect of
data splitting on the performance of the models, five different training/test splits were
considered. These five splits were defined so that each molecule belongs to the test set
exactly once among the different splits. Note that outlier elimination was performed on
preprocessed data and before data training/test splitting in order to keep the training/test
ratio intact. Finally, the Lasso models were trained and validated for each of these splits,
without performing dimensionality reduction. In the results section, the presented model
performances are averaged over these splits, and the error bars displayed on the figures are
the corresponding standard deviations. The considered performance metric is the mean
absolute error (MAE).

In particular, four configurations are implemented and compared, as summarized in
Table 1. In the first configuration, the effect of X-outliers is investigated. For each X-outlier
detection method, different amounts of X-outliers are eliminated from the preprocessed
data, namely 0%, 10%, 30% and 50% (based on anomaly score). The subsequent prepro-
cessed data without X-outliers, for the different elimination thresholds and X-outliers
detection methods, are then submitted to data splitting, scaling and model training/test, as
described in the previous paragraph.

Concerning the second configuration, the effect of Model-outliers is studied via a
procedure similar to that adopted for the X-outliers. The only difference lies within the
tested standardized residual thresholds, namely 1, 2, 3, 5 and 10, in absolute values. This
means that molecules with absolute standardized residual value above 1, 2, 3, 5 and 10 are
removed from the preprocessed data.
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Table 1. Summary of the methods and thresholds tested for each configuration in substudy 1.

Configuration Methods Thresholds

1. Effect of X-outlier elimination iForest, RF confidence, tSNE2D/kNN
Elimination of 0%, 10%, 30%, 50%
of the molecules with the highest
anomaly scores

2. Effect of Model-outlier elimination Standardized residuals
Elimination of the molecules with
absolute standardized residuals
above 1, 2, 3, 5 and 10

3. Effect of X-outlier and

Layouts:
RF confidence:

Model-outlier elimination

1-Simultaneous elimination
150 kJ/mol for enthalpy,

2-Model-outlier then X-outlier
50 J/mol/K for entropy.

3-X-outlier then Model-outlier
Standardized residuals:

(RF confidence for X-outlier,
2 kJ/mol or J/mol/K.

Standardized residuals for Model-outlier)

4. Effect of y-outlier elimination IQR

Elimination of the molecules
with y-values outside the
thresholds of Q1 − 1.5 × IQR
and Q3 + 1.5 × IQR

In the third configuration, the combined effect of X-outliers and Model-outliers is
analyzed. In particular, the three following layouts are compared, for a given X-outlier
detection method (RF confidence) and for given thresholds in the detection of X-outliers and
Model-outliers:

• Layout 1: simultaneous elimination of X-outliers and Model-outliers.
• Layout 2: elimination of Model-outliers followed by elimination of X-outliers.
• Layout 3: elimination of X-outliers followed by elimination of Model-outliers.

Finally, for y-outliers, the thresholds are those as defined earlier using the IQR method,
and the effect of their elimination on the model performance is analyzed.

3.4. AD Definition during ML Model Construction (Substudy 2)

Once the best-performing outlier detection method has been identified and the out-
liers eliminated (substudy 1), the obtained dataset, preprocessed and without outliers, is
subjected to the previously presented data splitting and data scaling steps. Furthermore, a
dimensionality reduction step is implemented to improve interpretability of the developed
ML models. To achieve this, the same GA procedure as the one used in the first article
is used to reduce the numbers of descriptors to a fixed number of 100 [15]. Finally, the
Lasso models are trained and validated on the new dataset of reduced dimension. Note
that the criterion of selection of the best-performing outlier detection method is based on
compromise between high training/test performances and the lowest possible number of
eliminated molecules.

The main goal of this second substudy is to visualize where the test data are located
with respect to the AD defined by the training data. Therefore, the AD of each model is
visualized on AD plots showing the standardized residuals (Model-outliers) of the different
molecules versus their anomaly scores (X-outliers). The test data should be within or close
to the AD to have a reliable model.

In addition to the above, tSNE 2D representations are provided in an attempt to identify
the potential sources of high prediction errors (e.g., lack of training molecules in certain
regions, presence of molecules with different structures but similar property values...). Note
that the procedure of this substudy also applies to a potential hyperparameter optimization
phase in order to check whether the validation data are indeed close to the training data.
However, this study has not been pursued in the framework of the present article.
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3.5. AD Definition during ML Model Deployment (Substudy 3)

The goal of this final substudy is to show a concrete deployment of the developed
ML-QSPR models to new species (i.e., those not used for model training and validation),
including the prediction and the analysis of the reliability of the predictions with respect
to the defined AD. In this sense, the models resulting from substudy 2, based on the
preprocessed data without outliers and with dimensionality reduction, are deployed to
predict the properties of new species. These are classified into four different categories,
namely Cat. A (13 species), Cat. B (5 species), Cat. C (45 species for enthalpy, 44 species
for entropy) and Cat. D (12 species). Due to confidentiality issues, no further information
about the chemistry of these species can be provided. The descriptor values for these
new species were calculated by AlvaDesc (v2.0.8) on the basis of the optimized geometry,
in MDL MOL format (containing information on atom coordinates/types and on bond
types), calculated by the software Gaussian 09 (revision B.01) [57]. Calculations were
performed at the CBS-QB3 level of theory [58] and conformational analysis was conducted
in a systematic way to be sure to identify the structure with the lowest energy (this was
performed at the B3LYP/6-31G(d) level [59]). Raw data provided by the software Gaussian
were then post-processed using the GPOP software suite from Miyoshi [60] to derive the
thermodynamic properties (enthalpy and entropy). The contribution of internal rotations of
moieties around simple bonds was corrected by considering the hindered rotor model rather
than the harmonic oscillator one when the potential energy was less than 10 kcal/mol. Note
that the calculations could not be performed for all species contained in Cat. C, resulting
in 21 and 39 species with available Gaussian-calculated properties in Cat. C, for H and S,
respectively.

The reliability of the predictions is subsequently analyzed in relation to the distance
of the new species to the AD. Again, the AD is visualized on AD plots, showing the
species’ standardized residuals (Model-outliers) and RF confidence-based anomaly scores
(X-outliers). Note that, in practice, the properties of new species are unknown; hence,
their standardized residuals are also unknown. In this work, the enthalpy and/or entropy
of the new species were calculated by DFT on Gaussian to serve as reference values for
comparison with the predictions. The availability of the standardized residuals for the new
species is utilized to improve the understanding and analysis of the AD. Besides, similarly
as in substudy 2, tSNE 2D representations are also provided to try to identify the potential
sources of high prediction errors.

All the ML models of this work were implemented using the Scikit-learn library v1.0.2
of Python v3.9.12.

4. Results

4.1. AD Definition as a Data Preprocessing Method (Substudy 1)

The analysis of AD definition methods during data preprocessing was investigated
for the enthalpy QSPR model and is presented below. As for entropy, the best-performing
AD definition method, identified for the enthalpy, is applied to eliminate the outliers. All
the results are provided below.

4.1.1. Outlier Detection

X-outliers, y-outliers and Model-outliers are detected on the preprocessed data via the
different methods presented in Section 3.3. Figure 3a–c show a visual representation of the
preprocessed data for the enthalpy only, according to the different categories of outliers, as
well as according to the three studied methods for X-outlier detection. In particular, the
x-axis corresponds to an anomaly score specific to each X-outlier detection method, while
the y-axis corresponds to the standardized residual between the reference response value
(DIPPR) and the predicted one by the Lasso model trained on the whole preprocessed data.
Points identified as y-outliers are colored in red. Note that the implementation of the lever-
age method for X-outlier detection is not presented here due to the occurrence of numerical
issues in the calculation of the hat values, probably due to existing multicollinearities
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between the descriptors (more than 2000 descriptors) that resulted in negative eigenvalues
of the matrix XTX [26,61]. This is evidence of the limitations of the leverage method when
applied to high-dimensional data. In addition, tSNE was preferred over PCA for projecting
the descriptor space into a lower-dimensional space, since the number of PCs necessary to
describe 95% of the data variance exceeds 200, with the first component containing only
20% of the variance (the numbers given are for the enthalpy, but the situation is similar for
the entropy).

(a) iForest (b) tSNE2D/kNN

(c) RF confidence (d) RF confidence with H values

Figure 3. Comparison of three X-outlier detection methods on the preprocessed data for enthalpy:

(a) iForest, (b) tSNE2D/kNN, (c) RF confidence, (d) RF confidence combined with H values. y-outliers are

identified via the IQR method.

For all three X-outlier detection methods, similar behavior can be observed in Figure 3a–c.
Points showing a high score in the abscissa metric (i.e., considered as the “most abnormal” in
descriptor space) tend to be better predicted (i.e., with lower absolute standardized residual
values) than some points with lower abscissa values. It seems as if, even though these points
are located “further away” in the descriptor space (i.e., in terms of the employed metric) than
the majority of data, the model succeeds in “extending” the response hypersurface to include
them [33].

The molecules displaying the highest absolute standardized residuals (Model-outliers)
and the highest anomaly scores (X-outliers), according to the three investigated detection
methods, are shown in Tables A1 and A2, respectively. The first category (i.e., Model-
outliers) mainly includes molecules containing halogen, polyfunctional and silicon com-
pounds, while in the second category (i.e., X-outliers) it is seen that iForest and RF confidence
identify some common molecules, such as large silicon or halogen compounds. All these
identified families share a common element of being poorly represented, as there is a lack of
molecules containing the characteristic heteroatoms of these families in the database. This
could be one of the reasons for their identification as outliers; for example, they can be easily
isolated (iForest) or display high standard deviations in the individual trees’ predictions (RF
confidence). Note also that polyfunctional compounds combine several functional groups,
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thus conferring to these molecules a partial similarity, in terms of some descriptor values,
to other species that also contain these groups, despite their overall different structures and
enthalpy and/or entropy values. Additionally, for the two first molecules of Table A1, with
chemid n°3608 and 2628, another explanation for their outlier behavior could be related
to the significant difference (i.e., of 700 and 600 kJ/mol, respectively) that is observed in
their enthalpy values with their counterparts with the same formula. Finally, concerning
X-outlier detection, tSNE2D/kNN does not seem to share any molecule in common with
the two other methods. This is mainly due to the completely different mechanism that
is employed by this method, where the molecules identified as X-outliers are the most
isolated ones from the clusters that are formed in the tSNE 2D space, in contrast to tree-
ensembles that are employed by iForest and RF confidence. The effects of both X-outliers and
Model-outliers on the model performance are further investigated in the following parts.

Concerning y-outliers, it is seen in Figure 3a–c that, when RF confidence is employed,
these are mostly located in the areas with high anomaly scores, outside the cluster with a
high density of points. Accordingly, their elimination can be carried out via the elimination
of X-outliers in this case. Figure 3d, where the RF confidence plot is reproduced, coupled with
a color scale indicating the enthalpy values of the molecules, seems to confirm that a high
percentage of both X- and y-outliers is displayed by molecules of lower enthalpy values.
This observation, in conjunction with the distribution of enthalpy values in the dataset
(cf. the first article of the series [15]), corroborates the hypothesis of poor representation of
these molecules in the dataset (e.g., very large molecules). In this case, the elimination of
these points is questionable. In fact, points from poorly represented domains may be useful
to a model whose applicability will need to include such molecules. In the case of entropy,
the elimination of y-outliers via the one of X-outliers does not seem feasible, as shown in
Figure 4, where a non negligible amount of y-outliers is contained in the area with low
RF confidence anomaly scores, within the cluster with a high density of points. This could
be related to the eventual existence of property cliffs, namely molecules that have similar
descriptor values but very different property values, thus posing significant problems for
QSPR/QSAR modeling studies, as these rely on the similarity principle [62]. The existence
of such issues in the dataset is also evidence of the limitation of the descriptor-based
molecular representation approach in these studies.

Finally, looking at Figures 3 and 4, it seems that, for RF confidence, the regions with
the lowest anomaly scores seem to contain less molecules with high absolute standardized
residuals, which are located in a less dense region with higher anomaly scores. This effect
is particularly visible for entropy. All these elements highlight a possible relation between
RF confidence anomaly score and high prediction errors, which could be exploited during
ML model deployment to new species to assess the reliability of the predictions. In other
words, the aim is to investigate whether a new species with a low RF confidence anomaly
score is more likely to provide more reliable model predictions and the opposite.

(a) RF confidence (b) RF confidence with S values

Figure 4. X-outlier detection on the preprocessed data with RF confidence for entropy.
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4.1.2. Effects of X-outliers on the Model Performance

To better understand the effects of X-outliers on the performance of the models, differ-
ent amounts of X-outliers (0%, 10%, 30% and 50%) are eliminated from the preprocessed
data on the basis of their anomaly score (N.B. the elimination of a percentage of outliers
in this case reduces to the elimination of the same percentage of all molecules, with the
highest anomaly score). The results are presented for enthalpy in Figure 5a–c, respectively,
for iForest, RF confidence and tSNE2D/kNN. In addition, in Figure 6a,b, the results of all
three methods are compared for the training and test sets, respectively. Note that the
same parameter initialization was used for the three methods (hence, the same MAE value
at 0% removal). First of all, it can be clearly observed that the elimination of X-outliers
with high anomaly scores improves the model performances on both the training and test
datasets for iForest and RF confidence but not for tSNE2D/kNN. For example, in RF confidence,
for which the most important improvement is observed, the elimination of the 10% most
important outliers enables us to reduce the test MAE by 40%. These outliers correspond
to 180 molecules approximately, for which the RF confidence anomaly scores are above
150 kJ/mol. A possible explanation of the good performance of RF confidence could be
related to the simultaneous elimination of a higher percentage of y-outliers along with the
X-outliers, as shown previously for enthalpy. In case of extreme elimination percentages
of data points, as X-outliers (e.g., 70%, 90%), the test MAE will start to increase at some
point as the number of remaining molecules will become too low for the model to learn
the relationship between descriptors and property and therefore to generalize well. More
generally, the elimination of X-outliers (when they are correctly identified with an adapted
method) will improve the model’s performance; however, care must be taken to ensure that
they are properly distinguished from other “useful” data points. Indeed, X-outliers will
affect the response surface and therefore deteriorate the predictions for the other data.

(a) iForest (b) RF confidence

(c) tSNE2D/kNN

Figure 5. Evolution of Lasso model performance in predicting the enthalpy under different propor-

tions of X-outliers removed from the preprocessed data: (a) iForest, (b) RF confidence, (c) tSNE2D/kNN.
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(a) Train data set (b) Test data set

Figure 6. Comparison of Lasso model performance in predicting the enthalpy under different

proportions of X-outliers removed from the preprocessed data via the three tested methods on the

(a) train and (b) test datasets.

The regression model can therefore be highly influenced by the presence of X-outliers,
but their identification depends on the employed method. However, this improvement
in the model performance, caused by the removal of outliers, comes with a certain cost,
namely the loss of molecules from the dataset (cf. red curves in Figure 5) and, consequently,
a modification of the AD of the models. Note that the removal of the X-outliers also reduces
overfitting (i.e., observed as a decrease in the difference between the training and test
performances), but again only for iForest and RF confidence methods. Indeed, on the one
hand, if an outlier is present in the training set, the regression model will extend in order
to include it, thus lowering its generalization ability. On the other hand, if an outlier is
present in the test set, the trained model will most probably perform poorly in predicting its
property, as it will not have been trained on similar descriptor values. Finally, the tSNE 2D
representation and the selected anomaly score seem to be inefficient in identifying outliers
whose elimination will lead to an improvement in the model performance. Indeed, the
distance to the k-th nearest neighbors is probably not explicit enough as a metric to identify
such points, given also the observed differences in the property values of neighboring
points (i.e., property cliffs). Besides, the tSNE 2D representation displays some limits. These
observations and the limits of some of the employed methods, such as tSNE 2D, are further
discussed in Sections 4.2 and 4.3.

In the above observations and analyses, it is important to keep in mind that once
outliers with anomaly scores above a given threshold are removed from the dataset, new
values for the anomaly scores can be calculated based on the remaining data. These new
values are not necessarily below the given threshold, meaning that points that were not
outliers become outliers. For example, Figure 7b shows the new standardized residuals
versus the new anomaly scores after removal of the points with initially anomaly scores
above 200 kJ/mol (see Figure 7a). It can be observed that the new anomaly scores of some
points (points in red in Figure 7b), display an increase in comparison with their initial
anomaly score (points in red in Figure 7a). These red points belong to molecules from
various chemical families, but mostly from the families of nitrogen and halogen compounds.
These molecules become outliers with respect to the data after the elimination of the initial
outliers, probably also because their structure becomes even less represented among the
remaining data. Furthermore, the elimination of the X-outliers seems to reduce the range
of the anomaly scores, and this also modifies the range of standardized residuals without
necessarily improving it. This phenomenon is clear evidence of the direct dependence
of the notion of outlier and the composition of the complete dataset, which renders the
detection and treatment of outliers particularly complex.
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(a) Before outliers removal (b) After outliers removal

Figure 7. Comparison of the dataset (a) before and (b) after the removal of X-outliers via the RF

confidence method for enthalpy (the molecules with anomaly scores above 200 kJ/mol in (a) are

removed). In red, the molecules that were not outliers in (a) become outliers in (b).

4.1.3. Effects of Model-Outliers on the Model Performance

The same procedure as in Section 4.1.2 applies here but, this time, outliers are re-
moved on the basis of their standardized residual values (Model-outliers) instead of the
anomaly scores (X-outliers). In this sense, different thresholds of standardized residuals
are tested, namely 1, 2, 3, 5 and 10, in absolute values. This means that the molecules
with absolute standardized residual values above 1, 2, 3, 5 and 10 are removed from the
preprocessed data.

Initially, the same effect (i.e., points that are not outliers before the removal of molecules
become ones after the removal) as presented in Section 4.1.2 can be observed concerning
the “data-relative” character of an outlier. Figure 8b shows the new standardized residuals
versus the new RF confidence anomaly scores after removal of the points with initial absolute
standardized residual values above three (see Figure 8a), for the enthalpy. It can be observed
again that some points have increased their absolute standardized residual values after
the outlier removal (points in red in Figure 8a,b). These points, corresponding mostly to
molecules from the families of silicon and inorganic compounds, become less represented
(at least, in a consistent manner in terms of the enthalpy values) in the new dataset, after
the elimination of the Model-outliers. Besides, the elimination of the outliers with absolute
standardized residuals above three seems to have reduced the range of standardized
residuals, but not that of the RF confidence anomaly scores.

(a) Before outliers removal (b) After outliers removal

Figure 8. Comparison of the dataset (a) before and (b) after the removal of Model-outliers for

enthalpy (elimination of the molecules with absolute standardized residuals above 3 kJ/mol in (a)).

In red, the molecules that were not outliers in (a) become outliers in (b).
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The effect of the elimination of outliers, based on their standardized residual, on the
enthalpy model performance is presented in Figure 9. The x-axis represents the tested
thresholds, a threshold of k corresponding to the elimination of all the molecules with
absolute standardized residuals above k. Similarly as for the elimination of X-outliers
based on anomaly scores, the model seems to improve its performance with the elimination
of outliers with high absolute standardized residuals, while overfitting is also reduced.
At the same time, the number of eliminated molecules is not as dramatic as in the case
of X-outliers, allowing a wider margin of selection of the final threshold value. In fact,
it is seen that only the strictest threshold of 1 kJ/mol, among the tested ones, results in
a significant elimination of about 200 molecules, for a decrease in the MAE that remains
comparable to the rest of the tested thresholds.

Figure 9. Evolution of Lasso model performance in predicting the enthalpy under different thresholds

for Model-outlier elimination in the preprocessed data.

4.1.4. Effects of X-outliers and Model-outliers on the Model Performance

Previously, the effects of outliers, identified either in terms of the anomaly scores
(X-outliers) or the standardized residuals (Model-outliers), on the performance of the ML
models were studied individually. In this section, both aspects are considered combined,
with RF confidence for the X-outlier detection method. More precisely, starting from the
preprocessed data, the three layouts described in Section 3.3 are compared, with thresholds
of 2 kJ/mol and 150 kJ/mol, respectively, for the absolute standardized residual and
the RF confidence anomaly score.

The results for enthalpy are shown in Figure 10. In particular, Figure 10a represents
the whole preprocessed dataset, prior to any outlier elimination, while Figure 10b–d,
correspond to the same data but with an additional step of outlier elimination, according
to Layouts 1–3, respectively. It can be observed that each outlier elimination scenario
enables to obtain a cloud of points that lies inside a more restricted window, with respect
to the initial dataset, even if some points that were not outliers become outliers during
the elimination process. In any case, the clouds of points obtained with the three layouts
look similar. Their performance and amount of molecules are also close, as observed
in Figure 11.
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(a) Initial (b) Layout 1: X-outliers + Model-outliers

(c) Layout 2: Model-outliers > X-outliers (d) Layout 3: X-outliers > Model-outliers

Figure 10. Effect of different scenarios of outlier elimination on the data set of the enthalpy.

Figure 11. Effect of different scenarios of outlier elimination on Lasso model performance in predict-

ing the enthalpy.
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All three layouts enable us to drastically improve the performance of the model
(more than when only X-outliers or Model-outliers are removed with the same thresholds),
achieving an overall two-fold decrease in the test MAE. Among the three tested scenarios,
a slightly better performance is obtained for Layout 3 (MAE train = 9.51 kJ/mol vs. 10.43
for Layout 1 and 10.51 for Layout 2; MAE test = 11.88 kJ/mol vs. 13.48 for Layout 1 and
13.58 for Layout 2), but this comes at the cost of a marginally increased elimination of
molecules, with respect to the other two layouts (1531 remaining molecules vs. 1591 for
Layout 1 and 1603 for Layout 2). Due to its higher performance, Layout 3 is therefore
chosen as the outlier elimination method for the rest of this article. Note that Figure 11
highlights this compromise between the size of the AD and the reliability of the predictions,
as already discussed.

Layout 3 is also applied for the elimination of outliers for the entropy, but with different
threshold values for X-outliers in view of a higher density of the cloud of points in a smaller
region (see Figure 4). These thresholds are set to 50 J/mol/K and 2 J/mol/K for the RF
confidence anomaly score and the standardized residual, respectively. The resulting data are
shown in Figure 12 and result again in a two-fold reduction in the model test MAE, though
it is slightly better for Layout 3 (MAE train = 7.49 J/mol/K vs. 8.61 for Layout 1 and 8.8 for
Layout 2; MAE test = 8.19 J/mol/K vs. 9.82 for Layout 1 and 10 for Layout 2).

Figure 12. Data set after the elimination of outliers with Layout 3 for the entropy.

4.1.5. Effects of y-outliers on the Model Performance

Concerning the y-outliers still present in the dataset after the elimination of X-outliers
and Model-outliers with Layout 3 (in red in Figures 10d and 12), they were not eliminated,
as this did not lead to a significant improvement in the performance of the models, as shown
in Table 2. In fact, the removal of y-outliers does not necessarily improve the statistical
parameters, since a y-outlier is not necessarily a Model-outlier. Indeed, Figures 10d and 12
show that y-outliers have low standardized residuals. More generally, a y-outlier can have
more or less impact on the overall model’s performance. If a molecule is both a y-outlier
and a X-outlier, its thermodynamic property can be both well and poorly predicted: it
will depend on if the ML model manages to extend its response surface to include this
molecule. If a molecule is a y-outlier but not a X-outlier, this molecule represents a case of
property cliff (i.e., similar structures but very different property values). In this case, the
response surface can be pulled toward this molecule which can deteriorate the model’s
performance in varying amounts. In this study, the model’s performance was improved for
H after y-outliers removal, but not for S (cf. Table 2). It is difficult to qualitatively explain
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this difference between H and S, as the elimination of each individual y-outlier can have a
positive or negative effect on the model’s performance. Accordingly, the overall trend can
be different in each case. Finally, further elimination of X-outliers and/or Model-outliers
would have been possible, allowing us to eventually further improve the performance of
the models, but to the detriment of the loss of data and a further reduction in the size of the
AD. In the end, it comes down to the user to select the most appropriate methods given the
problem requirements and the available dataset characteristics.

Table 2. Comparison of the performance of the models in absence and in presence of y-outliers. MAE

and RMSE are in kJ/mol and J/mol/K for the enthalpy and the entropy, respectively.

Property Outliers Mol. Desc. R2 R2 MAE MAE RMSE RMSE
Elimination Train Test Train Test Train Test

H
Layout 3, with y-outliers 1531 2506 0.998 0.995 9.51 11.88 12.72 19.41

Layout 3, without y-outliers 1525 2506 0.998 0.996 9.39 11.69 12.61 17.56

S
Layout 3, with y-outliers 1514 2479 0.996 0.995 7.49 8.19 9.90 11.40

Layout 3, without y-outliers 1431 2479 0.991 0.988 7.56 8.28 10.00 11.49

Mol.: number of molecules. Desc.: number of descriptors. R2: coefficient of determination. MAE: mean absolute

error. RMSE: root mean square error.

4.2. AD Definition during ML Model Construction (Substudy 2)

4.2.1. Dimensionality Reduction on the Preprocessed Data without Outliers

To improve the interpretability of the models, a dimensionality reduction step based
on GA is applied on the preprocessed data after outlier elimination through Layout 3.
Note that the GA algorithm enables us to remove descriptors that are not relevant for the
predicted property, while the elimination of X-outliers removes molecules that exhibit outlier
behavior based on their descriptor values. The obtained performances are presented in
Tables 3 and 4 for the enthalpy and entropy, respectively, where configurations with or
without outliers/dimensionality reduction are compared. The removal of the outliers
enables us to improve the performance of the models (configurations A vs. B, and C
vs. D), although the resulting AD might be restricted due to the elimination of some
molecules. The dimensionality reduction does not seem to have a major impact on the
performance (configurations A vs. C, and B vs. D), despite the significant reduction in the
number of descriptors that are reduced from more than 2000 to only 100, thus enhancing
the subsequent interpretability of the models.

Table 3. Effects of outlier elimination (Layout 3) and dimensionality reduction (GA) on the model

performance in predicting enthalpy (kJ/mol).

Configuration Outlier Dimensionality Mol. Desc. R2 R2 MAE MAE RMSE RMSE
Elimination Reduction Train Test Train Test Train Test

A No No 1785 2506 0.997 0.978 16.08 26.96 30.90 71.76

B Yes No 1531 2506 0.998 0.995 9.51 11.88 12.72 19.41

C No Yes 1785 100 0.995 0.978 15.45 24.16 36.90 70.77

D Yes Yes 1531 100 0.998 0.994 9.27 11.89 14.09 21.50
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Table 4. Effects of outlier elimination (Layout 3) and dimensionality reduction (GA) on the model

performance in predicting entropy (J/mol/K).

Configuration Outlier Dimensionality Mol. Desc. R2 R2 MAE MAE RMSE RMSE
Elimination Reduction Train Test Train Test Train Test

A No No 1747 2479 0.983 0.970 14.87 18.71 26.94 35.17

B Yes No 1514 2479 0.996 0.995 7.49 8.19 9.90 11.40

C No Yes 1747 100 0.980 0.969 14.09 17.37 29.23 35.49

D Yes Yes 1514 100 0.996 0.995 7.09 8.01 9.78 11.49

In particular, for the enthalpy, with or without outlier elimination (configurations C
and D), the 100 identified descriptors mostly belong to the following categories as defined
by AlvaDesc: 2D atom pairs, atom-centered fragments and atom-type e-state indices.
For the entropy, the most represented categories in the 100 identified descriptors, that
seem to also depend on the outlier elimination step, are the following: 2D atom pairs,
2D autocorrelations and atom-centered fragments (instead of 2D atom pairs, functional
group counts and CATS 3D descriptors when outliers are not eliminated). Note that the
identified descriptors are fully detailed in the Supplementary Materials, as well as their
corresponding coefficients in Lasso linear model. To better understand this variation for
the entropy, Table A3 displays the most represented families in the eliminated outliers via
Layout 3 for both enthalpy and entropy. For the entropy, the eliminated outliers seem to
contain a large percentage of polyfunctional compounds and aromatics, not only as part
of the respective individual families, but also as members of some other families, such
as esters/ethers and nitrogen compounds (e.g., in esters/ethers, 50% are aromatic and
15% are polyfunctional). Therefore, their elimination could affect their relative importance,
as described by the associated descriptors in the dataset. As for CATS 3D descriptors,
they consider the spatial pairwise Euclidean distances between potential pharmacophore
points or PPP (i.e., hydrogen-bond donor/acceptor, positive/negative, lipophilic) [63].
The elimination of esters/ethers, polyfunctional compounds, nitrogen compounds and
aromatics, containing numerous PPP (e.g., the oxygen atom in an ester or ether group is a
hydrogen-bond donor), reasonably affects the relevance of CATS 3D descriptors for the
remaining data. More generally, these observations demonstrate that the dimensionality
reduction step can be influenced by outliers, such as other processing steps. Accordingly,
any eventual elimination of outliers should be performed early in the process, as is the
case in this work. Other options include the deployment of specific methods that allow
feature selection and outlier detection to be performed simultaneously, or robust regression
or scaling in the presence of outliers [64–73].

Finally, configuration D seems to be a good compromise between model performance,
interpretability and AD size. The parity plots obtained for this configuration are displayed
in Figure 13 for the different train/test splits for enthalpy. The respective plots for entropy
are shown in Figure A1. For both enthalpy and entropy, most molecules seem to be well
predicted, despite some of them deviating from the main diagonal of the parity plots. This
is mainly the case for test molecules and those displaying the highest prediction errors are
highlighted in red with their identification numbers (ChemID) in Figures 13 and A1.
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(a) Split 1

(b) Split 2 (c) Split 3

(d) Split 4 (e) Split 5

Figure 13. Parity plots for enthalpy after outlier elimination (Layout 3) and dimensionality reduction (GA).

4.2.2. AD Visualization and Evaluation

One of the goals of this second substudy consists of visualizing where the test data
are located with respect to the AD defined by the training data. In this sense, AD plots
of Lasso standardized residuals versus RF confidence anomaly scores are presented in
Figures 14 and A2 for the enthalpy and entropy, respectively. These plots correspond to
the same splits as the parity plots of Figures 13 and A1. Most test data are located in low
anomaly score regions (below 100–150 kJ/mol), similar to the training data. However, a
paradox is observed for some points, belonging either to the train or test datasets, which,
despite being located in high anomaly score areas, are well predicted by the model. At the
same time, other points, located in intermediate anomaly score areas, display poorer predictions.
This is, for example, the case for the test molecules with high prediction errors, previously
highlighted in the parity plots, which all display intermediate anomaly scores. The origins of
these higher prediction errors will be further investigated through tSNE 2D representations in
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the next part. More generally, the molecules with high standardized residuals are Model-outliers
and their earlier elimination during the preprocessing step could be envisioned as a possible
improvement, but under the risk that other molecules become Model-outliers (cf. data-related
character of outlier as seen in substudy 1). Additionally, it seems that Model-outliers are more
frequent in QSPR/QSAR studies that consider a wide diversity of structures [65], as is the
case here, and therefore, building separate models for each category of molecules could
also be envisioned, as suggested in the first article [15]. Indeed, the molecules highlighted in
red in the parity plots and AD plots correspond to the following chemical families: inorganic,
nitrogen, silicon and halogen compounds, and amines/amides. Some of these families were
already present during the identification of Model-outliers during the preprocessing stage. This
could be an indication that, for some specific families, the model is not able to describe the
property value based on the selected descriptors.

(a) Split 1

(b) Split 2 (c) Split 3

(d) Split 4 (e) Split 5

Figure 14. Visualisation of the AD for enthalpy after outlier elimination (Layout 3) and dimensionality

reduction (GA).
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As mentioned earlier, there is no known rule for the limits of the AD, especially
regarding the considered method on the x-axis (on the y-axis, the same thresholds as in the
leverage method could be considered). Examples of possible thresholds on the x-axis are
the maximum anomaly value of training points or a value similar to the upper threshold
in the IQR method. In both cases, it is clear that some test points are outside the AD (for
x-axis) and should not be used for the model validation (except for testing the extrapolation
capacity of the model). This was not further pursued in this work, as most test points were
not concerned, but this is a possible improvement. In any case, the elimination of molecules
decreases the possibilities of building a generic model.

4.2.3. On the Understanding of the High Prediction Errors for Test Molecules

To provide further understanding of the high prediction errors of some test molecules, tSNE
2D is employed to visualize the data in a lower dimensional space. Figures 15a,d and 16a,d
correspond to the tSNE 2D representation of splits 2–5 for enthalpy. Figures 15b,e and 16b,e
reproduce the previously mentioned subfigures (Figures 15a,d and 16a,d) but while high-
lighting a different distinctive characteristic of the plotted points. More specifically, these
subfigures separate the molecules by chemical family, while those of Figures 15c,f and 16c,f
display the reference enthalpy values from the DIPPR database. In all the subfigures, the
points with black contours correspond to the test data. The idea behind using all these
representations is to find the source of high prediction errors for some test molecules. The
hypotheses that are tested here are that these molecules are either located in a low-density
area, in terms of the training descriptor space, or they are located in a high-density area
but with a high variation in the training property values. Note that tSNE 2D represen-
tations of splits 2, 4 and 5 for the entropy are provided in Figures A3 and A4. Also, for
Figures 15b,e, 16b,e, A3b,e and A4b, the color codes corresponding to different families are
detailed in Figure A5.

First of all, it is noticeable that the tSNE 2D representation creates some clusters or
regions which contain molecules of certain chemical families and/or have property values
within a certain range. Indeed, the principle of tSNE is based on the conservation of the
local structure of the data, meaning that similar data in a high-dimensional space will be
plotted in a close vicinity in a lower-dimensional space. However, the region boundaries
are not always clearly delimited and some points do not belong to clusters displaying
the above characteristics. Several hypotheses could be put forward to explain this. First
of all, the dimensional “compression” of a 100D space to a 2D one could be too high
to allow for a clear data clustering. Another reason for the high diversity of chemical
families that is observed in some of the formed clusters could be the fact that the selected
descriptors (or even the use of molecular descriptors in general) leads to a classification
of the molecules that is not completely consistent with their chemical classification in the
established chemical families. In other words, molecules may be separated according to
their similarities in terms of some descriptor values that would result in new families
containing, for example, some alkanes and some esters. Finally, the shape of the clusters in
tSNE representation is also highly dependent on the tSNE hyperparameter values, such as
the perplexity, which is related to the number of nearest neighbors each point has [56,74].
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(a) Original, split 2 (b) Family, split 2

(c) Property, split 2

(d) Original, split 3 (e) Family, split 3

(f) Property, split 3

Figure 15. tSNE 2D representations for enthalpy after outlier elimination (Layout 3) and dimensional-

ity reduction (GA), splits 2 and 3. Subfigures (a) and (d) show the original data, distinguishing train

and test sets. Subfigures (b) and (e) show the same respective data, distinguishing chemical families

(color codes given in Figure A5). Subfigures (c) and (f) show the same respective data, distinguishing

the reference H values from the DIPPR.
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(a) Original, split 4 (b) Family, split 4

(c) Property, split 4

(d) Original, split 5 (e) Family, split 5

(f) Property, split 5

Figure 16. tSNE 2D representations for enthalpy after outlier elimination (Layout 3) and dimensional-

ity reduction (GA), splits 4 and 5. Subfigures (a) and (d) show the original data, distinguishing train

and test sets. Subfigures (b) and (e) show the same respective data, distinguishing chemical families

(color codes given in Figure A5). Subfigures (c) and (f) show the same respective data, distinguishing

the reference H values from the DIPPR.
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Secondly, the combination of tSNE representations permits us to highlight the potential
reasons for the observed high prediction errors of some test molecules. In this sense, one
possible explanation—which is, for example, corroborated by the test molecules with the
highest prediction errors in splits 4 and 5—is related to the isolation of these molecules
from other “similar” ones in the training data. For example, in split 4, the molecules with
chemid n°3965 and n°899, which are inorganic compounds, are close only to a few training
molecules that are completely different in structure (i.e., esters/ethers and nitriles), thus
displaying a significantly different property value. Another similar example concerns the
amine molecule n°1735 and the inorganic molecule n°1929 in splits 2 and 5, which are
located within a dense region composed of chemically diversified compounds (halogen
and inorganic compounds for the first molecule; aromatics, epoxides and esters/ethers for
the second one), which have large differences in property values.

Another possible explanation for the observed high prediction errors of some test
molecules concerns molecules that are found completely isolated on the graphs, as a result
of a low representation of their characteristics (i.e., as perceived by the model on the basis
of the used descriptors) in the dataset. An example is the molecule n°922 in Split 3. Finally,
it is also observed that some clusters are formed by molecules that display high variation
in their enthalpy value, although the value is identified as “similar” by the model. This
can lead to underfitting and poor prediction performance in these areas and can be due
either to the uncertainties that might exist in the reference property values in the DIPPR
database, or to the incapacity of the (selected) descriptors to capture the complete spectrum
of structural differences of the molecules that are associated with the measured property.
In this sense, different approaches exist in the literature where the use of descriptors is
replaced by alternative molecular representation methods, such as graph neural networks
(GNN), each one displaying its own advantages and drawbacks [75–77].

The fact that test molecules, having close training neighbors (in tSNE 2D projection)
with low variance in their property values, are generally well predicted can be more
clearly visualized in Figure 17. Here, again, the results shown are only for splits 2 to 5
for the enthalpy, but the results for splits 2, 4 and 5 for the entropy are also available
in Figure A6. In particular, Figure 17 shows, for each test point, the average distance
to its five nearest training neighbors and the standard deviation in the property values
of these same neighbors, in relation to the prediction error of the test point. What is
observable is that most points are located on the bottom-left corner, which confirms that
well-predicted test points are generally those that have close training neighbors with low
variance in their property values. However, a high distance to training points and/or a
high variance in the property value of closest training points do not always lead to poor
predictions, while, in some rare cases, molecules displaying relatively small distance to
their five nearest neighbors and small standard deviation in the property values of these
neighbors, are poorly predicted by the model. This is, for example, the case of the molecule
n°4991 in Split 2 or the molecule n°1692 in Split 3. Further analyses are needed to better
explain this contradicting behavior, but the previously emitted hypotheses can also apply
here, including the unadapted descriptor-based representation, the imperfect tSNE 2D
representation, the lack of training data in some regions, the AD representation ignoring the
influence of the descriptors on the model, the presence of property cliffs, or the uncertainties
in the DIPPR property values.
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(a) Split 2 (b) Split 3

(c) Split 4 (d) Split 5

Figure 17. Analysis of the causes of the high prediction errors for enthalpy after outlier elimination

(Layout 3) and dimensionality reduction (GA).

4.3. AD Definition during ML Model Deployment (Substudy 3)

In this last substudy, the objective is to show a concrete deployment of the developed
ML-QSPR models to new species, including the predictions and the analysis of the reliability
of the predictions with respect to the AD. As mentioned earlier, the new species are classified
into four categories: A, B, C and D. It is necessary to divide the species into different
categories to limit the loss of information. More concretely, one important limitation of
descriptor-based approaches is their applicability when at least one descriptor cannot be
calculated for the new query species. This is even more likely to happen with the models
developed in this work, as they were trained on a large variety of chemical families and
they are now being used to screen various types of species. Table 5 shows the number of
descriptors that could not be calculated among the 100 selected by the GA method in each
category of new species and each of the five train/test splits.

Table 5. Number of non-computable descriptors (among the 100 descriptors selected by GA) for each

category of new species.

Property Category of Species Split 1 Split 2 Split 3 Split 4 Split 5

H

A 1 0 0 1 2
B 7 8 5 4 4
C 18 9 13 12 21
D 12 16 11 12 9
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Table 5. Cont.

Property Category of Species Split 1 Split 2 Split 3 Split 4 Split 5

S

A 9 6 5 9 11
B 0 0 0 1 1
C 26 23 26 23 33
D 25 19 20 20 24

It can be observed that, for some categories of species, the number of impossible-to-
calculate descriptors becomes significant before the total number of considered descriptors,
reaching percentages in the order of 20% to 25%. This is, for example, the case for categories
C and D, especially for the entropy calculation. Indeed, several species in these categories
contain a specificity that prevents the calculation of several descriptors. Note that, in the
DIPPR data that were used for the model construction, no species with this specificity
were present. As such, the 100-GA descriptors, identified via the dimensionality reduction
step, do not necessarily represent these species adequately. One possible solution would
have been to develop a ML model based on data enriched with similar species as those in
categories C and D; however, they were not readily available during the study. Another
factor preventing the calculation of certain descriptor values for Cat. C species is also
related to the presence of specific atoms [54]. In fact, a posterior analysis has revealed that
the few molecules that exist in the DIPPR database, containing these specific atoms, were
eliminated during the preprocessing stage, either due to missing property or descriptor
values (cf. first article of the series [15]).

Consequently, the ML/QSPR models needed to be retrained on the basis of the pro-
portion of the 100 descriptors, selected using the GA method, which could be calculated
for the new species, before implementing the model for the prediction of their properties.
This turned out to be problematic in the case of category C, as the significant elimination of
descriptors resulted in duplicate molecules in the training set (i.e., molecules that could no
longer be differentiated on the basis of the remaining descriptors).

The parity plots for Split 1 are presented in Figures 18 and 19 for the enthalpy and
entropy, respectively. In Figure 18c, it is interesting to observe that the points showing
higher distances to the y = x line correspond to species containing atoms that were not
represented in the training data, as discussed earlier. The detailed predictions of the
enthalpy and entropy of all the new species, according to various splits, are provided in
the Supplementary Materials. The prediction errors of the new species vary depending
on the splits, meaning that some species are better predicted in some splits than in others.
In an attempt to assess the reliability of the predictions with respect to the AD, different
visualizations are once again attempted in Figures 20–23. In particular, subfigures a and
d of these figures display the standardized residuals vs. the RF confidence anomaly scores
of the training molecules and the new species of Split 1, for the enthalpy and entropy,
respectively. Only the new species belonging to Cat. D—and some to Cat. C, in the case
of the entropy—seem to have very low RF confidence anomaly scores. Therefore, their
predicted property values should have a high reliability, and this is effectively the case, as
their standardized residuals are also very low. Note that in this work, the standardized
residuals for the new species are available (except for some in Cat. C), but in real conditions,
this would not have been the case.
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(a) Cat. A (b) Cat. B

(c) Cat. C (d) Cat. D

Figure 18. Parity plots of the training molecules and the new species for enthalpy for Split 1.

(a) Cat. A (b) Cat. B

(c) Cat. C (d) Cat. D

Figure 19. Parity plots of the training molecules and new species for entropy for Split 1.
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(a) Cat. A (b) Cat. A

(c) Cat. A

(d) Cat. B (e) Cat. B

(f) Cat. B

Figure 20. Visualization of the new species in Cat. A and B with respect to the AD of the enthalpy

model for Split 1. Subfigures (a) and (d) show the standardized residuals vs. the RF confidence

anomaly scores, distinguishing training data and new species. The other subfigures show the tSNE

2D representation of the same data, distinguishing chemical families (color codes given in Figure A5)

for subfigures (b) and (e), or distinguishing the reference H values for subfigures (c) and (f).
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(a) Cat. C (b) Cat. C

(c) Cat. C

(d) Cat. D (e) Cat. D

(f) Cat. D

Figure 21. Visualization of the new species in Cat. C and D with respect to the AD of the enthalpy

model for Split 1. Subfigures (a) and (d) show the standardized residuals vs. the RF confidence

anomaly scores, distinguishing training data and new species. The other subfigures show the tSNE

2D representation of the same data, distinguishing chemical families (color codes given in Figure A5)

for subfigures (b) and (e), or distinguishing the reference H values for subplots (c) and (f).
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(a) Cat. A (b) Cat. A

(c) Cat. A

(d) Cat. B (e) Cat. B

(f) Cat. B

Figure 22. Visualization of the new species in Cat. A and B with respect to the AD of the entropy

model for Split 1. Subfigures (a) and (d) show the standardized residuals vs. the RF confidence

anomaly scores, distinguishing training data and new species. The other subfigures show the tSNE

2D representation of the same data, distinguishing chemical families (color codes given in Figure A5)

for subfigures (b) and (e), or distinguishing the reference S values for subfigures (c) and (f).
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(a) Cat. C (b) Cat. C

(c) Cat. C

(d) Cat. D (e) Cat. D

(f) Cat. D

Figure 23. Visualization of the new species in Cat. C and D with respect to the AD of the entropy

model for Split 1. Subfigures (a) and (d) show the standardized residuals vs. the RF confidence

anomaly scores, distinguishing training data and new species. The other subplots show the tSNE 2D

representation of the same data, distinguishing chemical families (color codes given in Figure A5) for

subplots (b) and (e), or distinguishing the reference S values for subfigures (c) and (f).
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Conversely, for the rest of the new species and/or for enthalpy, the RF confidence
anomaly scores are higher and the standardized residuals fluctuate significantly. For exam-
ple, both very low (e.g., Cat. A or B for enthalpy) and very high (e.g., Cat. C or D for en-
thalpy, Cat. A or B for entropy) values are observed for the standardized residuals. By high-
lighting the chemical families and the reference property values (Figures 20b,c,e,f–23b,c,e,f),
similarly as in substudy 2, it is possible to observe that the new species that are not well
predicted are those located in regions with no—or very few—training points, or those
located in higher density regions but with very different property values. However, it
remains difficult to understand why some species that have high anomaly scores and/or
are isolated from the training data can be either very well predicted (e.g., Cat. A and B in
the case of enthalpy) or not (e.g., Cat. A and B in the case of entropy). Further work needs
to be conducted to better assess the reliability of the predictions for new species, as the RF
confidence anomaly score seems not to be a sufficient criterion.

5. Conclusions and Perspectives

In this work, the applicability domain (AD) of machine learning (ML) models trained
on high-dimensional data is investigated. The considered models are two ML models
developed in a previous article for the prediction of the ideal gas enthalpy of formation
and entropy of molecules based on their high-dimensional descriptors [15].

The AD is crucial, as it describes the space of chemical characteristics in which the
model can make predictions with a given reliability. This work studies the AD definition
of a ML model all along its development procedure: during data preprocessing, model
construction and model deployment. Inside each of these steps, the AD definition fulfills
a different function. Three AD definition methods, commonly used for outlier detection
in high-dimensional problems, were compared: isolation forest (iForest), random forest
prediction confidence (RF confidence) and k-nearest neighbors in the 2D projection of
descriptor space obtained via t-distributed stochastic neighbor embedding (tSNE2D/kNN).
These methods compute an anomaly score which can be used similarly to the distance
metrics of classical AD definition methods. A molecule is inside the AD if its distance
to the training domain (or anomaly score here) is below a given threshold. Due to the
curse of dimensionality, classical AD definition methods are generally unsuitable for high-
dimensional problems.

During data preprocessing, the three AD definition methods were used to identify
outlier molecules and the effect of their removal was investigated. A more significant
improvement in model performance could be observed when outliers identified with RF
confidence were removed (e.g., for a removal of 30% of outliers, test MAE was divided by
2.5, 1.6 and 1.1 for RF confidence, iForest and tSNE2D/kNN, respectively). While these three
methods identify X-outliers, the effect of other types of outliers, namely Model-outliers
and y-outliers, was also investigated. In particular, the elimination of X-outliers followed
by elimination of Model-outliers enabled us to divide MAE and RMSE by two and three,
respectively, while reducing overfitting phenomenon. The elimination of y-outliers did not
display significant improvement in the model performance.

During model construction, the AD serves to check how validation or test data are
located in comparison with training data. All test data were close to training data according
to the RF confidence method; however, some test data displayed high prediction errors and
tSNE 2D representations were used to identify the possible causes (e.g., molecule with
chemical information not well represented in training data).

Finally, the developed models were deployed to predict the thermodynamic properties
of different categories of molecules. The results show that anomaly scores calculated using
the RF confidence method are not sufficient to judge the reliability of a prediction for a new
molecule. Indeed, some new molecules with low/high anomaly scores were poorly/well
predicted. Further research needs to be conducted to identify more appropriate metrics,
possibly in combination with the RF confidence method, to benefit from the information
contained in each metric.
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More generally, the AD definition should be better integrated into any QSPR/QSAR
procedure for later use of the developed models.
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Appendix A. Identification of Model-outliers and X-outliers in the Preprocessed Data

for Enthalpy

Table A1. Top Model-outliers in the preprocessed data for enthalpy.

Absolute Standardized
Chemid Family

Residual ri

ri ≥ 10

3608 Halogen Compounds
2628 Halogen Compounds
3862 Polyfunctional Compounds
7886 Polyfunctional Compounds
7887 Polyfunctional Compounds

5 ≤ ri < 10

1840 Sulfur Compounds
2254 Organic Acids
1950 Inorganic Compounds
1969 Silicon Compounds

3 ≤ ri < 5

2283 Organic Acids
3931 Silicon Compounds
3948 Silicon Compounds
3929 Silicon Compounds
4994 Silicon Compounds
9858 Organic Salts
2619 Halogen Compounds
6851 Other Compounds
2995 Silicon Compounds
3991 Silicon Compounds
3958 Silicon Compounds
2370 Esters/Ethers
2653 Halogen Compounds
2877 Polyfunctional Compounds
3974 Silicon Compounds
3898 Inorganic Compounds
6850 Organic Compounds
9866 Nitrogen Compounds

Table A2. Top 10 X-outliers in the preprocessed data for enthalpy.

N° iForest RF Confidence tSNE2D/kNN
Chemid Family Chemid Family Chemid Family

1 3933
Silicon

Compounds
2624

Halogen
Compounds

3977
Silicon

Compounds

2 3932
Silicon

Compounds
3933

Silicon
Compounds

1509
Halogen

Compounds

3 2624
Halogen

Compounds
1627

Halogen
Compounds

1866
Halogen

Compounds

4 3931
Silicon

Compounds
1631

Halogen
Compounds

9879
Nitrogen

Compounds

5 2991
Silicon

Compounds
1626

Halogen
Compounds

9877
Nitrogen

Compounds

6 1631
Halogen

Compounds
3881

Polyfunctional
Compounds

90 Alkanes

7 3877
Other

Compounds
1930

Inorganic
Compounds

5878 Organic Acids

8 2995
Silicon

Compounds
1864

Halogen
Compounds

1097 Ketones/Aldehydes

9 3348 Esters/Ethers 3932
Silicon

Compounds
3056 Ketones/Aldehydes

10 1627
Halogen

Compounds
834 Alkanes 7883

Nitrogen
Compounds
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Appendix B. Most Represented Families in the Eliminated Outliers (Layout 3) for

Enthalpy and Entropy

Table A3. Most represented families in the eliminated outliers (Layout 3) for enthalpy and entropy.

Enthalpy Entropy

Halogen Compounds 24% Esters/Ethers 20%
Silicon Compounds 16% Silicon Compounds 13%

Esters/Ethers 10%
Polyfunctional
Compounds

9%

Nitrogen Compounds 9% Nitrogen Compounds 9%
Inorganic Compounds 7% Aromatics 7%

Total 66% Total 58%

Appendix C. AD Definition for Entropy During Model Construction

(a) Split 1 (b) Split 2

(c) Split 3 (d) Split 4

(e) Split 5

Figure A1. Parity plots for entropy after outlier elimination (Layout 3) and dimensionality

reduction (GA).
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(a) Split 1 (b) Split 2

(c) Split 3 (d) Split 4

(e) Split 5

Figure A2. Visualization of the AD for entropy after outlier elimination (Layout 3) and dimensionality

reduction (GA).
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(a) Original 2 (b) Family 2

(c) Property 2

(d) Original 4 (e) Family 4

(f) Property 4

Figure A3. tSNE 2D representations for entropy after outlier elimination (Layout 3) and dimension-

ality reduction (GA), splits 2 and 4.
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(a) Original 5 (b) Family 5

(c) Property 5

Figure A4. tSNE 2D representations for entropy after outlier elimination (Layout 3) and dimension-

ality reduction (GA), split 5.

Figure A5. Chemical families considered in Figures 15b,e , 16b,e , A3b,e and A4b .
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(a) Split 2 (b) Split 4

(c) Split 5

Figure A6. Analysis of the causes of the high prediction errors for entropy after outlier elimination

(Layout 3) and dimensionality reduction (GA).
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