N

N

From fault likelihood to fault networks: stochastic
seismic interpretation through a marked point process
with interactions
F. Taty Moukati, Radu Stefan Stoica, Francois Bonneau, Xinming Wu,

Guillaume Caumon

» To cite this version:

F. Taty Moukati, Radu Stefan Stoica, Frangois Bonneau, Xinming Wu, Guillaume Caumon. From
fault likelihood to fault networks: stochastic seismic interpretation through a marked point process
with interactions. 2024. hal-04513328

HAL Id: hal-04513328
https://hal.univ-lorraine.fr /hal-04513328

Preprint submitted on 20 Mar 2024

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://hal.univ-lorraine.fr/hal-04513328
https://hal.archives-ouvertes.fr

Author Preprint

From fault likelihood to fault networks: stochastic
seismic interpretation through a marked point process
with interactions

Fabrice Taty Moukati - Radu Stefan
Stoica - Frangois Bonneau - Xinming
Wu - Guillaume Caumon

February 5, 2024

Abstract Faults are crucial subsurface features that significantly influence the
mechanical behavior and hydraulic properties of rock masses. Interpreting them
from seismic data may lead to various scenarios due to uncertainties arising from
limited seismic bandwidth and possible imaging errors. Although methods address-
ing fault uncertainty exist, only a few of them can produce curved and sub-seismic
faults at once while quantitatively honoring seismic images and avoiding anchoring
in a reference interpretation. In this work, we use a mathematical framework of
marked point processes to approximate fault networks in two dimensions with a set
of line segments. The proposed stochastic model, namely Candy Model, incorpo-
rates simple pairwise and nearby connections to capture the interactions between
fault segments. The novelty of this approach lies in conditioning the stochastic
model using input image of fault probabilities generated by a Convolutional Neu-
ral Network (CNN). The Metropolis-Hastings algorithm is used to generate various
scenarios of fault network configurations, thereby exploring the model space as-
sociated with the Candy Model and reflecting the uncertainty. Probability level
sets constructed from these fault segment configurations provide insights on the
obtained realizations and on the model parameters. The empty space function pro-
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duces a ranking of the generated fault networks against an existing interpretation
by testing and quantifying their spatial variability. The approach is applied on
two-dimensional sections of seismic data, acquired in the Central North Sea.

Keywords Uncertainty - Seismic interpretation - Statistics - Image analysis -
Faults - Machine learning

1 Introduction

Faults are mechanical discontinuities which impact our understanding of the his-
tory of the Earth, the mechanical properties of rock masses, the hydrodynamic
behavior of reservoirs and aquifers, and the nucleation and rupture of earthquakes.
This makes the forecasting of fault location and fault architecture very important
in mining, geotechnical projects (Islam and Shinjo, 2009), reservoir engineering
(Manzocchi et al.; 1999), hydrogeology (Bense et al., 2013) and earthquake sci-
ence (Rosenbaum and Culshaw, 2003; Gabriel et al., 2013).

Reflection seismic images are widely used to map faults in the subsurface.
Their quality depends on wave frequency (Botter et al., 2017; Chopra et al., 2006)
and is sensitive to migration parameters (Faleide et al., 2021a; Thore et al., 2002).
Detecting faults with a small vertical displacement calls for a good vertical res-
olution (Dimmen et al., 2023), which is crucial for evaluating 3D fault architec-
ture (Botter et al., 2017; Julio et al., 2015). An additional difficulty is that faults
are often segmented (i.e. composed of multiple almost aligned subplanar cracks,
Childs et al., 2009a), and the spacing between segments may be below the scale
accessible with seismic imaging. These physical limitations imply that determinis-
tic fault interpretations from seismic images may underestimate topological fault
uncertainty.

Faults and horizons are usually mapped by extracting inline and crossline sec-
tions from a 3D seismic cube, with varying increment depending on the continuity,
strength, structural complexity of the reflections (Faleide et al., 2021b). Faults are
then detected from breaks in reflection continuity (Dimmen et al., 2023). Manual
interpretation can be tedious and yields a unique solution, which may be biased
(Bond, 2015; Froner et al., 2013) since it relies on visual perception and experience
built up over years (Froner et al., 2013). To avoid possible subjective biases and
reduce interpretation time, automatic seismic interpretation and fault attribute
volumes (e.g., Bedle and van Gestel, 2021; Wu et al., 2020; Iacopini and Butler,
2011; Manzi et al., 2020) have been proposed. However, most automatic interpre-
tation methods are pixel-based, so are prone to become less effective when the
contextual information in the close surroundings of sought objects varies a lot
(Descombes, 2012).

Complementary to deterministic fault interpretation, stochastic discrete mod-
eling approaches have been used both in the context of seismic interpretation
(Julio et al., 2015; Aydin and Caers, 2017; Holden et al., 2003; Goodwin et al.,
2022) and in the context of sparse fault observations (Godefroy et al., 2021; Soleng et al.,
2004; Cherpeau et al., 2010; Cherpeau and Caumon, 2015) to generate several
fault interpretation scenarios reflecting uncertainty. Most of these methods are
based on marked point processes (MPPs) to simulate faults (e.g., Strauss pro-
cess, see Aydin and Caers, 2017). In this work, we tackle fault segmentation while
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quantifying the uncertainty associated to the number and the connectivity between
fault segments honoring a given seismic dataset.

Using marked point processes to represent faults can raise challenges due to the
difficulty of capturing the interactions between fault objects (e.g., Bonneau et al.,
2016). Poisson point processes in which each fault is independently generated from
each other may well reflect the initiation of faults but fail to integrate the local
interactions (characteristics, geometry and behaviors at a more detailed level) that
may exist between fault objects. Strauss point processes, which imposes repulsions
between marked points (Aydin and Caers, 2017) and parent-daughter processes
(Bonneau et al., 2016) have been proposed to better integrate these interactions
from a statistical point of view. However, methods characterizing faults while quan-
titatively honoring seismic images have not received much attention. An original
curved support marked point process has been proposed to approximate faults
with Bezier curves in vertical sections of seismic data (Barna et al., 2015). This
model, given some seismic attribute volumes, is able to simultaneously model
both sub-seismic and curved faults. Whereas the definition of a data term based
on seismic attributes is suitable for both fault detection and uncertainty quan-
tification, the exact details of repulsions between Bezier curves, remains unclear
and unlikely to capture the detailed behaviors and orientations of sub-scale fault
features. In our approach, we use a simpler representation of straight line segments
to approximate faults based on some hypotheses: (1) major or large faults are seg-
mented into smaller and interconnected segmented (e.g., Roche et al., 2021), and
(2) the fault segments are almost aligned (Childs et al., 2009b). On that basis,
we propose to use the connection and alignment interactions of the Candy Model
(Stoica et al., 2005) to obtain configurations of segments exhibiting a topology
close to that of observed faults (Section 3.1). Fault localization is governed by
specific data conditioning strategies in the MPP framework. Whereas previous
works have considered expert-based interpretations (Cherpeau and Caumon, 2015;
Aydin and Caers, 2017) in 3D, Barna et al. (2015) consider fault attributes such
as coherence and gradient disorder. As for Goodwin et al. (2022), displacement
and strike orientations are used to guide the simulation of faults. In this paper, we
use a fault likelihood as computed by the Convolutional Neural Network (CNN)
FaultNet3D (Wu et al., 2019), and for which we develop a data term for the Candy
Model (Section 3.4). FaultNet3D model computes the probability and orientation
of faults at every single location in a given seismic image (Section 2). To implement
our method, we use the Metropolis-Hastings (MH) algorithm tailored to the Candy
Model (Section 3.5), to sample various possible fault network configurations.

In Section 4, we apply the proposed approach to the Volve seismic data, ac-
quired in the central part of the North Sea (Tunkiel et al., 2020; Ravasi et al.,
2015; Szydlik et al., 2006), which is 5 km north of Sleipner East field. Before ap-
plying the Candy Model to the Volve seismic data, a simulation study is performed
to analyze the stationarity of the Markov Chain built by the Metropolis-Hastings
algorithm tailored to this model (Section 4.1). To capture the fault uncertainty
and explore the model parameters space associated with the Candy Model, var-
ious possible fault network realizations (Section 4.2) are generated by the MH
algorithm. To communicate and visualize this uncertainty, the level sets (or visit
map) of these fault network realizations are constructed. Finally, we compare the
obtained results with the skeleton extracted from the fault likelihood (Wu et al.,
2019) by testing and quantifying the spatial distribution of areas without fault
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objects (Section 4.3), using a summary statistic named the empty space function
F or the spherical contact distribution (Ileinschroth et al., 2017).

2 Input data
2.1 Fault likelihood

The large diversity of faults in the subsurface makes their manual and automatic
interpretation error-prone and time-consuming. The key issue is that manual in-
terpretation is unique and difficult to reproduce. This has motivated specific at-
tributes to help interpreters to detect faults or to automate the process. Methods
to compute fault likelihood may be based on several means of detecting seis-
mic discontinuities such as amplitude-based, semblance-based or neural network-
based methods (Marfurt et al., 1998; Ashraf et al., 2020; Imran et al., 2021; Hale,
2013; Jacquemin and Mallet, 2005; Wu et al.; 2019). The semblance-based fault
attribute is computed by scanning the semblance volume along multiple fault ori-
entations and retaining the best alignment. This process produces images of the
maximum fault likelihood and the corresponding strike and dip angles. In Fault-
Net3D (Wu et al., 2019), the CNN-based fault likelihood is performed by firstly
predicting the dip and strike orientation angles automatically at every voxel of the
seismic image by a CNN trained on small synthetic faulted models. Then, these
predicted fault orientations are aggregated to produce the fault likelihood cube
by local convolutions. The fault likelihood attribute is regarded as the probability
that a fault is present at every location of the seismic data.

2.2 Fault likelihood application

In this work, we use the Volve poststack depth-migrated seismic cube provided by
Equinor, acquired, in 2002, in the gas-/condensate-rich Sleipner area of the Central
North Sea (STATOIL, 1993; Das et al., 2019; Tunkiel et al., 2020; Ravasi et al.,
2015; Szydlik et al., 2006). Volve is a small dome-shaped structure formed by the
collapse of adjacent salt ridges during Jurassic (Ravasi et al., 2015; Szydlik et al.,
2006). In this paper, we focus on the fault network in the overlying Cretaceous and
Cenozoic units. We ran the FaultNet3D model on these data to produce a fault
probability image (Fig. 1b). Fig. 1b shows clear and continuous fault-like shapes to
identify fault positions compared to the seismic amplitude image (Fig. 1a). More
sections and the use of this fault likelihood in the proposed stochastic model will
be presented in Section 4.

3 Methodology

In this section, we present the proposed mathematical formalism to interpret fault
networks from the fault likelihood. First of all, we give an overview of marked
point processes (Section 3.1), inspired by the detailed presentations of Stoica et al.
(2005), van Lieshout and Stoica (2003), Stoica et al. (2007), Tempel et al. (2014),
Chiu et al. (2013), and Stoica (2014). In Section 3.2, we give the description of
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(a) Extracted crossline from the (b) Fault likelihood obtained by
Post-stack Depth Migrated Seismic Cube applying FaultNet3D on (a)
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Fig. 1 (a) Volve seismic data set provided by Equinor given as an input to FaultNet3D, and
the corresponding output (b) fault probabilities.

the Candy Model used as a prior to characterize and describe fault geometry
and relationships between fault segments. Section 3.3 shows how to choose the
model parameters. Finally, Section 3.4 presents the data term to honor the fault
likelihood, and Section 3.5 describes a sampler able to simulate the model.

3.1 Marked point processes: some theoretical tools

Point processes are probabilistic models for random configurations of points. If
marks are attached to the points, we speak about marked point processes. If the
marks represent geometrical characteristics of an object, the process is also called
an object point process. This modeling strategy considers the faults mapped from
seismic images as a realization of a segment point process.

Let W be a planar observation window of area v(W) € [0,+00[. A segment
is represented as a point ¢ € W (which is the segment center) with an attached
mark taking values in the Cartesian product M = [lmin, lmax] X [0°,180° for
some 0 < Imin < lmax < +00, with its orientation a € [0°,180°], and its length [ €
[[min, Imax]. A fault network is therefore a finite set x = {(c1, (a1,11)), (c2, (a2, l2)),
ey (Cny (anyln)),e = 1,.,n} of n € N segments s; € S = W x M. The model
space can then be written as 2 = ujg%sn, with S, the set of all (unordered)
configurations of segments x that consists of n, not necessarily distinct, segments
s; €8.

The best known example of marked point processes is the unit rate Poisson
process on W x M, with the locations distributed according to a Poisson process
with intensity v(W) and independent and identically distributed marks according
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to a certain distribution v;. The Poisson process is used as a reference to generalize
more complex processes with interactions between points or objects, which are
constructed by specifying the probability density

p(x]0) = W (1)

where 6 denotes the model parameters, Z(6) the normalizing constant and U (x|0)
the interaction energy of the system. This energy function is written as the sum

U(x|0) :Z Z w(j)(Sl,...,Sj), (2)

5=1 {s1,...,5;}Cx

where w@) (W x M)) — R for j = 1,...,q are the interaction potentials (g
represents the maximum order of all interactions between objects). The marked
point process described by (1) is known in the literature as Gibbs point process
(Chiu et al., 2013; Baddeley et al., 2016). If there exists a positive real C' > 0 such
that U(x]0) — U (xU{(c, (a,1))}|0) < log C for all (c, (a,1)) € W x M, the process is
said to be locally stable. This implies the Ruelle stability condition which ensures
the integrability of (1). This local stability is essential in establishing convergence
proofs for the Monte Carlo algorithms simulating such a model.

The fault likelihood (Fig. 1) displays probabilities of fault presence, in which
every single location of non-zero probability may host a segment center. Our hy-
pothesis is that the connection and the aligned interactions between segments of
the Candy Model (Stoica et al., 2005) may exhibit a configuration of segments
that has a topology close to the one of the underlying fault network imaged by
the fault likelihood. Based on this assumption, the energy function of Equation
(1) writes

p(x]0) o< exp[—(Ua(x0) + Ui(x[0))], ®3)

where Ug(x|0) and U;(x|0) are respectively the data energy and the interaction
energy.

3.2 Interaction energy : the Candy Model

The interaction term is defined by the weighted sum of terms of the Candy Model
(Stoica, 2014; Stoica et al., 2021; van Lieshout and Stoica, 2003; Stoica et al., 2005,
2001, 2004), which measure the alignments and the connections of segments form-
ing the fault network. These interactions are based on geometric parameters.

Connection interaction. The circles of radius r. centered on both extremities of
a segment define the connection region of the segment (Fig. 2): Two segments
s; and s; are connected (s; ~¢ s;) if only one extremity of a segment is in the
connection region of the other segment and if ||a; —a;|| < 7. The parameter T con-
trols the maximum orientation difference of two connected segments. It is called
the maximum curvature threshold. This interaction yields three possible types of
segments : free segments (e.g., s4 in Fig. 2) which are isolated, singly connected
segments (e.g., s2 in Fig. 2) and double connected segments (e.g., s1 in Fig. 2).
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Fig. 2 Connection interaction of the Candy Model. s1 ~. s2 and s1 ~. s3, so s1 is a doubly
connected segment, s4 is free and sg is singly connected.

Patterns of connected and almost aligned objects are produced by privileging dou-
bly connected segments while penalizing both free and singly connected segments.
However, this type of interaction does not suffice to have patterns of connected
segments and structures as segments may be very close or intersect. The shad-
owing interaction below prevents some intersections of two close segments from

occurring (Stoica et al., 2001).

Shadowing interaction. For a segment (¢, [, a), the circle centered on ¢ and of
radius [/2 represents the shadowing region. Two segments s; and s; are considered
in shadowing interaction (s; ~, s;) if and only if

d(ci, ¢j) < max{l;,1;}/2 and min{|a; — a;|,180° — |a; — a;|} < 4, (4)

where ¢; and ¢; are the centers of the segments s; and sj, respectively. d(ci, ¢;)
is the Fuclidean distance between the segment centers. For instance, segments
s1 and s3 are in shadowing interaction and segments s; and s2 are not in shad-
owing interaction (Fig. 3). The configurations containing segments in shadowing
interaction are strongly penalized by the model.

The number of each type of interacting segments is controlled by model param-
eters. The quantities ns(x), ns(x), nqg(x), nr(x) denote the numbers of free, singly
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|a1'a3|<6
|a1'a2|>6

Fig. 3 Shadowing interaction of the Candy Model. The hypothesis of the shadow interaction
on the distance between s; and s2, and between s; and s3 is satisfied. However, only the
segments s1 and s3 form a configuration of rejected segments (modified from Lacoste, 2004).

connected, doubly connected segments, and of segments in shadowing interaction,
respectively. The interaction energy to use in Equation (3) writes

Ui(x]6) = —nq(x)logys — ng(x)logvs — ns(x)logvs — nr(x) logyr, (5)

where x is a configuration of segments. Equivalently, the Gibbsian probability
distribution of the model is written

pi(x]0) o exp|—Us(x]0)] = ,Y;Ld(x),y}?f(x),ygls(x),y;lr(x). (6)

3.3 Choosing the Candy Model parameters

In the Candy Model, two main parameter sets can be distinguished (Lacoste et al.,
2004): one refers to physical parameters (e.g., segment length, see more details in
section 4.2.2), and the second refers to the interaction parameters in equations
(5-6). Several methods exist to estimate them but they demand the knowledge
of the pattern. Here, we only focus on the Qualitative Boxes method (Azencott,
1988; Azencott et al., 1995) that has been used by Stoica (2001); Lacoste (2004)
to calibrate these parameters. The “qualitative box” for the interaction parame-
ters is a technique for rough guesses allowing a fast evaluation of energy functions
(Azencott, 1988) and providing linear inequalities of such parameters (Azencott et al.,
1995).
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(c) 4 single segments

(d) 2 single segments + 2 double connected

Fig. 4 Model parameter estimation. (a) Configuration of two free segments, noted as xq, (b)
configuration of two singly segments, noted as xp, (c) configuration of two singly and one free
segments, noted as X., and (d) configuration of two singly and one double connected segments,
noted as X.. Green arrow represents the North.

Fig. 4 shows different fault configurations for which one can choose the model
parameters based on whether or not some configurations are privileged as com-
pared to others. The energy function (5) enables us to formalize this idea.

1. If one wishes to favor configuration with few singly connected segments but
more than isolated ones, the energy of a configuration of two isolated segments
should be greater than that of a configuration containing two singly connected
ones: U(xa) > U(xp) & —2logp — 2logvys > 2logf — 2logys < logyy <
logs.

2. Setting v, = 0 entails no shadowing interacting segments.

3. If one wishes more doubly connected and aligned fault segments, the energy
of a configuration of four singly connected segments should be greater than
that of a configuration containing two singly and two doubly connected fault
segments: U(x.) > U(xq) & —4log f—4log~ys > —4log f—2logys—2logva &
2logys < logvq.

Meeting the above requirements yields vy < s < 74, with v¢,vs,va € [0, +00].
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3.4 Data energy

Classical applications of the MPP framework use the external-field approach (Descombes,
2012; Lacoste, 2004; Stoica et al., 2001; Barna et al., 2015), measuring the contrast
between the background image and the seeked objects. In this case study, we use
the output of a CNN-based model, similar to Mabon et al. (2023). The data term
Uq4(x) is related to the positions of segments on the fault likelihood image. It is
based on the rasterization of segments on the fault likelihood image, which is used
to compute the segment’s potential based on segment data (likelihood) scores. To
compute the segment data score, a segment s is rasterized (Fig. 5) on the like-
lihood image. This is obtained by the Bresenham algorithm (Bresenham, 1965).
The algorithm computes the pixels of the image intersected by the segment, which
is represented by the application

o WxM — 72*4 M
s= (¢ l,a) = ¢(s) = {(ui,vi), e ={1,...,q}},

where ¢ is the number of pixels touched by the segment s and (u;, v;) the pixel
coordinates of the it pixel. Let the application

P Z2%9 R
¢(8) = ¢(¢(S)) = {1/)(’“17”1) =i, 1= {17' . 7q}}

give the probabilities for the pixels to intersect a given segment s. From this
discrete representation, the idea is to get the lowest fault probability value of the
pixels traversed by the candidate segment and check if this value is higher than
a given fault likelihood threshold o. This threshold makes it possible to make the
simulation of faults more selective by filtering fault likelihoods deemed too low.
In the context of uncertainty assessment, this value should remain close to zero
to avoid underestimating the fault length. The candidate segment is filtered as
follows

a
1{ min (1;)g > o} = [[1{; > o).
(miz w2 ob=[[ttviz o) (®)
Checking if the fault probability values 1; are all greater than o is equivalent to
checking if the minimum of those values is greater than . Finally, we define the
segment data score v(¢(s)) corresponding to the mean fault likelihood of a segment
s as

o(6(s)) = 1 min ($i)q = 7} Y ©)

The total data energy

Ua(x) = Aa y_ Va({s}) (10)

sEX

is then obtained by scanning the data energy contribution V4 ({s}) of each segment
in the configuration

Vinax if v(o(s))=0

—v(¢p(s))  if not (1)

Va({s}) = {
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(b)

Fig. 5 Representation of a segment in two dimensions.

with Vinax > 0 is a fixed large energy value. This total data energy combines two
ideas. One is related to the scaling factor A4 used to balance the a priori model
energy with respect to the data energy (Lafarge and Descombes, 2012). The second
idea is to use a fixed large energy value for a segment lying in a region where the
likelihood is null (Stoica et al., 2005).

3.5 Simulation of the model

The Candy Model with parameters inducing highly structured patterns requires
adapted Markov Chain Monte Carlo (MCMC) strategies. In this work, we use the
Metropolis-Hastings algorithm, which simulates a Markov chain with transition
kernel P that has the Candy point process as its equilibrium or stationary distri-
bution (van Lieshout and Stoica, 2003). The considered transition kernel from the
configuration x to any A C W x M of F (set of subspaces of W x M) writes (e.g.,
Stoica, 2014)

P(x,A) :/ a(x,y)Q(x,dy) Vxe 2, AcF, x€A,
A

and

Pe ) = [ 1 atxy)Qxdy)
y#x

where @ is the proposal kernel and «f(+, ) is the acceptance probability. This pro-

posal kernel is built from three types of moves (modifications), that are applied to

the initial object configuration. These modifications are birth, death and change of

an object. For the birth move (with a probability py), a new segment s is generated
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from the birth proposal density b(x, s) and added to the present x, then the new
configuration y = x U {s} is accepted with the probability

= min @—d(y’ 5) M
a(x,y) = {1, o B s) p) } (12)

where d(y, s) is the death proposal density. For the death move (with a probability
pd), a segment is chosen from the configuration x and removed with the probability
d(x,s). The new configuration y = x \ {s} is accepted with the probability

= min p_b—b(x, 5) M
atmy) = min{1, 2IRS 2} 1)

Finally, for the change move (with a probability p.), a segment s is selected
from the configuration x with the probability ¢(x, s) and undergoes a slight modi-
fication of its parameters (either its position, its length or its orientation) with the
probability density c(x, s, s”). The new configuration y = x\ {s}U{s’} is accepted
with the probability

o(x,y) = min a(y, s) ey, ', ) p(y)
bey) {1 q(x,) c(x,s,s") p(x) } (14)

This last move is used to improve the behavior of the simulations.

The probabilities py, pg and p. are chosen so that py + pg + pc < 1. The densi-
ties b(x, s), d(x,s) and c(x, s, s’) should be strictly positive to avoid pathological
cases. The speed of convergence of the Metropolis-Hastings dynamics is influenced
by the choice of the proposals. The choice of uniform laws such as b(x, s) = ﬁ
and d(x,s) = ﬁ guarantees the necessary convergence properties of the sim-
ulated Markov chain (van Lieshout and Stoica, 2003; Stoica, 2014). However, to
accelerate the convergence of the chain, it is helpful to use laws that propose more
often connected configurations, as achieved by the birth proposal

1{s e W x M}

b(x,s) = (1 —paq) - o) a ba(x,s), (15)
where p, is the proposal probability to generate a connected segment and b4 (x, )
is a probability density for a segment to be connected and aligned with another

segment of the configuration. The latter writes

ba(x,s) = ()) > B¢ ), (16)

CEA(x)

where A(x) is the set of segments of the configuration x that do not have all of
their extremities connected and are likely to be connected to a new segment, and
n(A(x)) is the number of such segments. Once a segment ( is uniformly selected
from the set A(x), a new one, s = (cs,as,ls) is proposed to be added to the
configuration using the density

1{cs € a(¢)} 180°
v@a(O N W) 27’

b(¢,s) = (17)

where 7 is the alignment tolerance of Section 3.2, and a(¢) is the region built from
the union of the connection region of the segment ¢ (centered on its extremities)
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which are not containing the extremity of any other segment of the configuration x.
v(a(¢)NW) is the surface area of these connection circles, and 1{-} is the indicator
function that selects the segment extremity of the configuration to be connected to
the new segment. In (17), the extremity of the new segment is uniformly distributed
in a(¢), and the orientation as follows a uniform distribution between a¢ — 7 and
a¢ + 7 such that as € [0°,180°]. This proposal birth density helps the model to
propose configurations with connected segments.

4 Results

In this section, we employ the Candy Model to demonstrate the interpretation of
faults on a 150 x 100 pixel image extracted from the fault likelihood, computed
on the three-dimensional Volve data set, as described in Section 2, for which the
observation window for the process is taken as W = [0,150] x [0,100]. In the
following, all distances are given relatively to pixel sizes, hence should be multiplied
by 9 to give distances in meters (or physical space).

Before applying the Candy Model on the fault likelihood image, we first per-
form an analysis of the stationarity of the Markov Chain (Section 4.1) built by
the Metropolis-Hastings algorithm and its ability to sample the probability distri-
bution (6) while varying the proposal probabilities of choosing birth, death and
change moves in the simulation. Secondly, to capture the fault uncertainty and ex-
plore the model parameter space associated with the Candy Model, we first show
how the geometric parameters (Section 4.2.2) and interaction energy parameters
(Section 4.2.3) are chosen and then perform the sampling of various fault network
realizations. Level sets (or visit maps) of these fault models enable to commu-
nicate and visualize the uncertainty reflected by the output realizations. Finally,
Section 4.3 considers a way to rank and compare the model realizations based on
another interpretation (Wu et al., 2019) using the empty space function F'.

4.1 Simulation dynamics (using only the interaction energy)

Studying the simulation dynamics of the Candy Model is important to ensure
that the simulated Markov chain converges toward the target distribution (Stoica,
2014; van Lieshout and Stoica, 2003). The dynamics of previous versions of the
Candy Model has already been studied (van Lieshout and Stoica, 2003; Stoica,
2014; Stoica et al., 2004, 2001). In particular, Reype (2022) performed a sensitiv-
ity test on the proposal probabilities (pp, pq and pc) of randomly perturbing a
configuration of objects. Here, we similarly generate four MCMC chains sampling
segments in a window W = [0, 100] x [0, 150], for four sets of proposal probabilities
Db, Pa and p.. The segment length and orientations are drawn from prior uniform
laws U(14,19) and U(0°,180°), respectively. For the change moves, we use three
types of slight modifications (with a percentage shift Ax = 1%): (1) to slightly
move the segment center (with a probability Pmove_pos = 1/3), (2) to change the
orientation of the segment (with a probability protate = 1/3), and (3) to resize the
segment (with a probability presize = 1/3). The proposal probability to perform
birth of connected segments is equal to p, = 0.8 (Eq. (15)). The proposal prob-
abilities are chosen such that, in the first MCMC chain, the birth of segments is
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Table 1 MCMC parameters to simulate the Candy Model.

Parameters Description Values
Nehains Number of independent simulations. 100
Neyeles Number of MCMC cycles. Realizations are kept every cycle. 4000

moves Number of moves (i.e., transition kernels) in one cycle. 1000
T Initial temperature for accelerating convergence. 5.0
C Cooling schedule for temperature decrease. 0.999
Py /Pd /pe  Proposal probability for birth/death/change moves in MH (12-13). 0.6 /0.2 /0.2
Pa Proposal probability for connected birth for a birth move (15). 0.8
Ak Maximum % shift of the segment parameters for a change move. 0.01

Prmove_pos Probability to move position. 1/3
Protate Probability to rotate. 1/3
Presize Probability to resize the segment. 1/3

predominant with p, = 0.8, pg = 0.1 and p. = 0.1. In the second chain, the death of
segments is predominant with p, = 0.1, pg = 0.8 and p. = 0.1. In the third chain,
the change is slightly predominant with p, = 0.3, pq4 = 0.3 and p. = 0.4. In the
last chain, the strength of the change move is predominant with p, = 0.1, pg = 0.1
and p. = 0.8. For these four chains, the process, in Equation (6), is simulated
with a Metropolis-Hastings sampler during 4 x 10 iterations corresponding to
Neycies = 4000 realizations taken every 1000 iterations. To simulate these chains,
we choose logvyy = —3.21, logys = —2.56, logyq = 0.79 and logy, = —oco. We
consider for the other interaction parameters r. = 1.0, 7 = 41.6° and § = 15.0°.
The burn-in period, considered as part of the chain which is not sampling the
target distribution, is empirically fixed to 2 x 10° iterations (grey part in Fig. 6).

The sensitivity of the effect of the probability choice py, pg and p. is displayed
in Fig. 6 in which the sufficient statistics characterizing the model configurations
of segments are monitored over MH iterations. The time series of the sufficient
statistics (numbers of free, singly and double connected segments) and the corre-
sponding box-plots show that convergence is reached in all cases. The evolution
of these sufficient statistics suggests that convergence is reached for all the chains:
their evolution tends to approach the same stationary regime in which the post-
burn-in estimated means are close, regardless of the configurations of the birth,
death and change probabilities. The choice of the probabilities only impacts the
convergence speed, as expected theoretically (Stoica, 2014; van Lieshout, 2000;
Geyer and Moller, 1994; Moller and Waagepetersen, 2003). We can see that the
fastest convergence is obtained when the probability of birth is high. We also no-
tice a good convergence when the probability of choosing a change is slightly higher
than the probabilities of choosing a birth or death (Fig. 6, the second last col-
umn, with p, = 0.3, pg = 0.3 and p. = 0.4). Therefore, in the other runs presented
in this paper, we choose p, = 0.6, pg = 0.2 and p. = 0.2. In the following sec-
tions, we introduce the temperature parameter 7', as in simulated annealing (e.g.,
Mosegaard and Sambridge, 2002), for which the initial value is set to 5.0, to ac-
celerate the convergence and we consider multiple MCMC chains, N¢pgins = 100.
During the burn-in period, T slowly decreases (with a rate of C' = 0.999) toward
1. We thus fix 2000 X Nmoves iterations as the burn-in period. Each of the chains
is initialized with a set of parameters, for which some are drawn from uniform
distributions, see Table 3. All of these MCMC parameters are summarized in Ta-
ble 1.
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Fig. 6 The simulation time series of sufficient statistics (in gray), cumulative means (in blue),
and post burn-in mean number of segments (red dashed line).

4.2 Fault network extraction

In this section, we consider, on the one hand, the object parameters defining
the segment interactions (Section 3.2) and the data term (10), and, on the other
hand, the Candy Model parameters of the Equation (5-6). Simulation results will
be analyzed not only through individual realizations, but also through posterior
probability level sets to explore the model space associated with the Candy Model.

4.2.1 Level sets

To communicate and visualize the uncertainty associated with model parameter
space, we consider the level sets of the a posteriori probabilities of fault presence.
The level sets are often used as mean estimator (Stoica, 2014; Heinrich et al., 2012;
Reype, 2022). This can be seen as a scalar field which averages fault network
realizations (also called the E-Type by Journel, 1989). In Chapter 7 of Stoica
(2014), they are presented to visualize the average shape of the object contained
in the data. The objective of this approach is to strengthen the mean while reducing
the variance due to fluctuations induced either by the data, the model or by the
stochastic method used.

Let x1, X2, ..., Xpn, be realizations sampled from Candy Model of probability
density p(x|@). Consider a decomposition m = UL_;my of the domain W into a
finite number of evenly spaced points N. For the observed data (fault likelihood
image), the grid m gives the centers of the pixels and c¢(my) a grid cell, that is a
pixel. In this paper, we consider a mesh size of 0.25 x 0.25, and a grid origin at
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(0,0). Let
p(my) = P(c(my) € 2(x))

where @(x) = U?f?(b(xi) that is the union of the pixels around a segment that

were used to evaluate the data term (Equation (7)). The level set built from the
grid points is
£(my) = {my € m: p(my) > a}, (18)

with o € [0,1]. The estimator of the level set, in case where p(my) is not available,
can be approximated by:

o

Flme) = =3~ 1{c(m) € B(x0)}, (19)

1=1

into the level set definition given by Equation (18). The properties of this type of
estimator have been studied in Heinrich et al. (2012) and the references therein.

This approach has been used, in this work, to evaluate the quality of fault net-
work extraction and parameter values inducing better network extraction. Here,
better network extraction refers to more natural or realistic fault networks. In-
deed, according to Stoica (2014), the image obtained by this estimator is a visual
average of the shape hidden in the fault probability image. Therefore, this al-
lows us to avoid, at first approximation, any network extraction that may exhibit
patterns with “railway-shaped” networks or very complex structures showing too
many crossings between segments, resulting in very diffuse regions on the poste-
rior probability map (with wider contours than those of the input fault likelihood
image).

4.2.2 Geometric parameters

The networks presented in this paper are obtained by first testing the sensitivity
of model parameters, which include geometric parameters (Table 2) and weighting
or interaction energy parameters (Table 3). Let us now present the rationale of
the geometric parameters. The curvature parameter 7 defining the orientation be-
tween two adjacent segments is encouraged to allow the model to capture curved
regions from fault likelihood data. A value of 30° is sufficient for the model to
capture these curved regions. The parameter ¢ defining the shadowing interac-
tion in Eq. (4) is taken very wide to eliminate pairs of close and almost parallel
segments, which avoids grouping them in the same place. For the connection ra-
dius, Lacoste (2004) suggests that it should be less than half the segment length
for a good definition of the connection. For instance, choosing too small values
may slow down the convergence of the MCMC algorithm (as candidate samples
will be rejected more often), whereas greater values may alter the connectivity of
simulated patterns. Therefore, we use 7. = 1 as value for the connection radius.
Regarding the fault segment length, the literature suggests that it should follow
a power law (Bonnet et al., 2001a). In the Candy Model, however, the segment
length impacts the shadowing interaction and the curvature of continuous fault
segments, and the fault length is primarily controlled by the data. In this pa-
per, we consider an a priori non-informative law to see what emerges a posteriori
through the model. In addition, smaller fault segment length values are suitable
for detecting the highly curved areas of the likelihood fault image, whereas greater
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Table 2 Geometric parameters used to simulate the Candy Model.

Parameters Description Values
l Segment length. U(11,14)
a Segment orientation. U(0°,180°)
T Maximum orientation for connection interaction. 30°
1) Maximum angle for shadow interacting segments (4). 85°
re Connection radius. 1.0
Vimaz Energy value of unlikely segments (11). 20
o Fault likelihood threshold (8). 0.3
Ad Scaling factor to balance data and model terms (10). 5.0

lengths may induce angular configurations and segments reaching areas of low
fault likelihood. The segment length is then chosen as following a uniform law
U(11,14). For the segment orientation a, we consider a non-informative uniform
distribution ¢/ (0°, 180°), to see whether some patterns emerge as in previous stud-
ies (Stoica et al., 2005; Tempel et al., 2014). The parameter Ay weights the data
compared to the a priori model (interaction term in Eq. (5)). Preliminary studies
showed that for very large values, above Ay = 7.5, the resulting networks include
a lot of intersections (with sub-scale complexity) between the segments along the
fault probability corridors. Networks of segments with linear structures then rarely
appear even in regions where the probability map suggests so. For very small val-
ues (and below Ay = 1.0), some regions of the probability map may not be visited
by the model, but nevertheless more or less linear and continuous segments are
obtained. To filter fault likelihood deemed too low with Eq. (8), we set the fault
likelihood threshold, from which the segment data energy is computed, to o = 0.3.
All the above parameters are summarized in table 2.

4.2.8 Interaction energy parameters

The interaction energy parameters are the ones that are hard to calibrate and often
call for Bayesian estimation methods (Lacoste, 2004; Stoica et al., 2017). These pa-
rameters make it possible to control the morphology of fault networks and can ap-
proach the interaction and linkage processes of fault segments well documented in
fault studies (Carpenter et al., 2022; Torabi and Berg, 2011; Childs et al., 2009b).
We choose to favor the segments connected at the extremities (taking positive
values for the log of parameter v4), and to strongly penalize the isolated segments
(taking negative values for the log of parameter 7). The log of parameter 7 is
chosen in such a way that it is as negative but greater than log~;. However, log s
should not be very small compared to log s, in which case, the convergence of the
sampling algorithm would be affected, not creating connected segments. To avoid
the grouping of fault segments, we choose the ‘hard core’ potential (i.e., v» = 0),
associated with pair of segments reflecting the shadowing interaction. Each of these
parameters (meaning log v¢, log vs and log v4) takes at specific value sampled from
uniform laws (Table 3) at the beginning of each MCMC chain.
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Table 3 Interaction energy parameters used to simulate the Candy Model (Eq. 5).

Parameters Description Values
log vy Parameter to control the number of free segments. U(—4.0,-3.0)
log s Parameter to control the number of singly connected segments.  U(—3.0, —2.0)
logvq Parameter to control the number of double connected segments. U(0.1,1.0)
log vr Parameter to control the number of shadowing segments. —00
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Fig. 7 Time series of the number of segments (top), total energy (bottom) and post burn-in
boxplots corresponding to the realization in Fig. 9b.

4.2.4 Fault extraction results

As in Section (4.1), the convergence of a MH simulation chain (Fig. 7) seems to
be reached after approximately 2 x 108 iterations. When running Nepgins = 100
simulations, the chains also converge (Fig. 8), but to different values of sufficient
statistics owing to the sampling of v4, vs and 7 values. To reflect the uncertainty
of these parameters, we consider the ensemble of the results in the remainder of
Section 4.2.
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Fig. 8 Cumulated means for free, singly and doubly connected segments (the three panels,
respectively) and box-plots computed from the last realizations of Ng;,, = 100 independent
simulations (parameters in Tables 2-3).

Fig. 9 shows the fault extraction results obtained with the above set of param-
eters on a time slice of the Volve seismic image (Fig. 9a).

A typical realization (Fig. 9b) manages to extract the main features from the
likelihood image. In detail, the main faults are extracted as continuous lines which
lie in the likelihood corridors (e.g., green rectangles in Fig. 9b). Branching config-
urations are also generated by the method (green circles). Finally, the penalization
of the shadowing interaction manages to prevent close faults, but it produces some
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Fig. 9 Simulation results (parameters from Tables 1-3). (a) 150 x 100 Pixel seismic time
slice; (b) Interpretation result where line segments are in black, and the fault likelihood in
the background; (c) The obtained level sets from Ng;;m, = 100 simulations. Green rectangles
indicate continuous lines of the fault network whereas green and purple circles indicate branch-
ing configurations and non-natural fault structures, respectively. Red circles represent areas
seldom visited. All of these frames are explained in the text.

“railway-shaped” segment configurations which do not look natural (purple cir-
cles in Fig. 9b). This suggests that interactions could be improved in the future
versions of the model. The level sets (Fig. 9¢) are overall consistent with the in-
put fault likelihood. A focussing is generally visible, which can be explained by
the combined effect of the alignment and shadowing interactions, which tends to
produce more segments close to the center of the high likelihood corridors than
on the edges. We can also note (red circles on Fig. 9¢) that some areas of high
fault likelihood are seldom visited by the simulated fault segments. These areas
are located on the edges of the image and are most often sampled by free or singly
connected segments which are penalized by the model parameters (small vy and

'YS)-

In the level sets, short segments tend to fill small and highly curved areas with
segments. Fig. 10a and ¢ show two examples of realizations while Fig. 10b and
d show the level sets obtained when using two other length distributions, one of
shorter and narrow range of segment lengths, I ~ U/(7,10), and the other with
longer and wider range of segment lengths, [ ~ U(5,50). With shorter segments,
the Candy Model generates patterns with “railway-shaped” networks (Fig. 10a)
and the image obtained with the level sets (Fig. 10b) indicates a high degree of fo-
cussing with these “railway-shape” which is different than in Fig. 9. Using a wider
distribution including longer segments, patterns exhibit more linear and contin-
uous structures (Fig. 10c) and the image obtained by the level sets indicates a
higher degree of focussing on the fault likelihood corridors (Fig. 10d) as compared
to those obtained with the shorter segments. The “railway-shaped” networks no
longer appear. For longer segment length range, the model tends to place small
segments in highly curved places while in more linear and straight parts, it some-
times places long segments. The difference between the results from the network
extractions corresponding to the two prior length distributions comes from the
shadowing interaction which highlights a larger shadow zone with the wider range
of segment lengths, thus preventing the segments from forming parallel lines.
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Fig. 10 Impact of the length distribution. Two segment patterns (a) and (c) and the visit
amps corresponding to length distributions { ~ U(7,10) (c) and that of I ~ U(5,50) (d),
respectively. Green circles represent areas that are seldom visited, for which explanation is in
the text.

4.2.5 Length distribution

We now consider another study on the segment length to assess whether the Candy
Model can retrieve realistic length distribution laws even with uniform priors.
Since many of the length distributions analysed in geological fracture (or fault)
networks are power distributions (Bonnet et al., 2001b; Davy et al., 2013), we
would also like to evaluate the posterior length distributions emerging from the
proposed model. In this work, we consider two distributions, one of shorter seg-
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Fig. 11 Impact of the length distribution. Posterior length distribution plot against prior
distribution, for prior bounds [7,10] (a) and [5, 50] (b), respectively. The black curve represents
the evolution of the distribution with the length size.

ments | ~ U(7,10) and one of longer segments I ~ U(5,50), representing fault
networks at different scales.

By looking at the posterior length distributions for both prior length distribu-
tions, a strong updating is observed (Fig. 11). For the distribution ! ~ 2/(7,10), the
corresponding posterior fault length appears very close to a power law (Fig. 11a).
For the distribution I ~ U(5,50), the corresponding posterior fault length presents
small variations (Fig. 11b), however, appears close to a power law. Thus, using
non-informative prior distribution, the Candy Model seems to retrieve natural
distributions observed for fracture (or fault) networks.

4.3 Analysis and ranking of model realizations

In this section, we consider ways to analyze and rank realizations obtained with
the proposed approach. Such a ranking relies on a summary metric, which may be
used to compare realizations together, or to compare realizations to some reference
solution. The metric used in this work is the empty space function, which originates
from stochastic geometry and random set theory (Baddeley et al., 2016). Based on
the assumption that the observed pattern is the realization of a stationary process,
this method estimates F'(r) = P(d(my, X) < r) where my, is a point of the domain,
and X is the fault process (Kleinschroth et al., 2017; Foxall and Baddeley, 2002;
Muru and Tempel, 2023). This function is a valuable way to quantify and test the
spatial variability of the interpreted fault segment networks (Kleinschroth et al.,
2017; Kruuse et al., 2019). This section uses the empty space function to compare
simulated patterns and the skeleton extracted by thinning the fault likelihood
(Wu et al., 2019). We test this function on realizations obtained for various pa-
rameter sets 6;—1,...,5 (Table 4), and on the skeleton.

4.83.1 Estimation of the empty space function

The empty space function is defined as the cumulative distribution function of
the distances between p € W and the closest segment of X. This function is
approximated from the set of distances sampled on a regular grid (Fig. 12b) using
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Fig. 12 Illustration of the computation of the empty space function. (a) One realization of
the Candy Model, (b) the corresponding distance map and (c) the estimated empty space
function tested on the Candy Model realization. (d) Range envelopes (gray) encompassing the
F functions tested on the last realizations from Ng;p,, = 100 simulations, with the parameters
of Section 4.2.

the estimator

By — > {d(me, W) > r}]lfd(mk,X) < r}’ 20)
> tHd(me, W) > r}

where d(my, W¢) is the shortest distance from a location of a grid point mx € m
to the domain boundary W€, so that only image areas which satisfy d(s;, W¢) > r
contribute to the estimate (Baddeley et al., 2016). Here m = Up_;my, is a de-
composition of the domain W into a finite number of evenly spaced points N as
previously described in Section 4.2. In the following, we consider a mesh size of
0.2 x 0.2. In a stationary domain W, f‘(r) can be interpreted as the chance that
there is a fault segment lying within distance r of any grid point location.
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Table 4 Parameters used for the ranking of the Candy Model realizations, with the segment
length [ ~ U(11, 14).

Interaction energy parameters

| 0 | logyy log~s logvg |
0, | -3.86 -2.56 15
0> | 386 52 15
03 | 3.1  -2.56 2.0
0s | 63  -2.56 18
05 | 4.3 31 15

Figure 12d presents an example of F' functions obtained for the envelope of
the estimated F' functions for a set of 100 realizations obtained with the same
parameters as used for the simulation of faults in Section 4.2. The set of empty
space functions can also be summarized by average F' and median F and other
summary statistics for any considered distance r.

4.83.2 Comparison between the Candy Model realizations and the thinning-based
skeleton

The F function provides a way to compare the spatial variability of several fault
segment configurations, which may correspond to realizations of the Candy Model,
or to interpretations obtained by other methods. When multiple realizations sam-
pling uncertainty are considered, comparing the envelopes of the F' function to the
F function of some reference solution complements the level sets to characterize
results.

In this section, we consider various parameter sets for the Candy Model (Ta-
ble 4) and use the empty space function envelopes of the corresponding realizations
to assess how close they are to the thinning-based fault interpretation of Wu et al.
(2019). We might as well choose a manual interpretation made by experts. For
representativity, we also consider three sections from the 3D seismic image: two
time slices (images A and C) and a crossline (image B), see Figure 13. Overall,
the segment realizations with parameters 6, display linear connected segments in
the thin and elongated high likelihood zones, and intersecting patterns in thicker
and diffuse high fault likelihood zones. As in Section 4.2.4, some relatively large
likelihood areas are not sampled (red circles in Fig. 13, left column). In contrast,
the thinning based interpretation is more regular with visible and continuous fault
features.

Let us analyze and interpret the results of the empty space function tested on
the simulated fault patterns to see the impact of model parameters on F function
envelope estimates and find which model parameter configuration yields realiza-
tions with segments spatially organized in a closer way to the skeleton. Fig. 14
shows the empty space functions for the skeletons and the envelopes and means of
the empty space functions of the realizations. Range envelopes of the models are
diverse.

Figure 14 shows that empty space functions of the skeletons are never wholly
included within the envelopes of Candy Model realizations, except for image A and
C for parameter set 01 and 63 and for images B for parameter sets 601, 03, 64, and
0s. The results of Fig. 14 suggests that the Candy Model generates realizations
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Fig. 13 Results obtained using parameter set 61 on three distinct fault likelihood images.
Candy Model realizations (with the lowest energy value) with the corresponding distance
maps (left-hand side columns) and the thinning-based skeleton with its distance map (right-
hand side columns). Red arrows and circles represent seldom visited areas and isolated small
features.

that often have spatial features distinct from those of the skeleton. This difference
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Fig. 14 Empty space functions computed from Ng;p, = 100 simulations with different initial
states for parameters 6,1 . 5. Circles highlight the differences for smaller values of distances
whereas vertical dashed lines indicate where the maximum distance between both distributions,
of median empty space function from Candy Model realizations and that of the skeleton, is
reached.

is emphasized at shorter distances from encountering a fault segment, r < 5 (i.e.,
green and orange ellipses in Fig. 14). This is consistent with the visual analysis
of distance maps of these two interpretations. Figure 13, which shows that the
thinning based process yields several isolated short segments (red arrows in Figure
13) which reduce the empty space as compared to the Candy Model distance fields
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(e.g., for image A with parameters 03, 04 and 65 in Fig. 14). In contrast, the
Candy Model realizations lack interpreted fault segments at some places (i.e., red
circles at second and fifth panels, Fig. 15), thus resulting in an increase of the
empty space (corresponding empty space functions for parameter sets 63 and 04
for images A and C, Fig. 14). Note that this behavior is reversed for very small
distance values (between 2-4 pixels, for parameters 01, 63 and 64 for image B and
(), which correspond to the presence of some relatively thick fault corridors in
the Candy Model realizations (width of 4-8 pixels) in areas where the thinning
based process leaves only one linear fault. The results in Fig. 14 are consistent
with the Kolmogorov-Smirnov (KS) test (in Appendix A.2) in terms of the values
of the statistic. However, for image B and parameters 61, 03_5, the Candy Model
realizations seem to fill the space in a way that is quite close to the skeleton. This
is consistent with the realizations in the thin and linear fault likelihood corridors
in Figure 13.

Overall, the patterns obtained with the parameter set 03 (Fig. 14) appear to
produce a relatively narrow envelope and a median function of the empty space
closest to that of the skeleton. This means that this parameter set is able to
approach the spatial distribution produced by the parsimonious skeleton interpre-
tation.

5 Discussion and conclusions

The Candy Model is used to sample from the fault likelihood image as computed
by a CNN-based model, FaultNet3D (Wu et al., 2019), to generate various pos-
sible fault networks, by modeling them using an explicit formulation, thanks to
the marked point process theory. The explicit formulation allows to construct two
terms. The first term takes some geological prior knowledge, such as the connec-
tivity at fault segment extremities, formulated as the interaction energy, to favor
connected fault networks. The second term takes into account the positions of
faults on the fault likelihood image. The framework provided by the Candy Model
can be extended by removing or adding terms as needed. In the first application,
we have purposely removed terms from the original Candy Model (Stoica et al.,
2005), such as those forbidding crossing and T-shaped interactions, as they are
often encountered in geological fault networks (Peacock et al., 2017).

The proposed methodology therein has significant advantages: first it proposes
a stochastic modeling approach, which is a point process with interactions, able
to model sub-scale and curved faults conditioned to reference data (similar to
Barna et al., 2015). The sufficient statistics of the model, representing the number
of different types of segment configurations allow to morphologically and quanti-
tatively describe fault networks. When the number of isolated (free) segments is
greater, the resulting networks are “fragmented”. When the number of doubly con-
nected segments is greater, this yields “long” networks. The level set estimates of
the simulated fault patterns, allows for communicating and visualizing the poste-
rior uncertainty associated with the Candy Model. Finally, the empty space func-
tion characterizes the simulated patterns. The analysis carried out in Section 4.3.2
shows that the F' function can be used to rank Candy Model realizations against
some interpretation based on spatial variability principles. In the presence of a ref-
erence reliable interpretation, this ranking could be used for inferring parameter
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values for the Candy Model using Bayesian inference (Bernardo and Smith, 2009;
Gelman et al., 1995; Stoica et al., 2017). However, parameter inference remains a
challenging task, and calls for considering several criteria: level sets to check for
spatial bias and quantify the ability of the Candy Model to filter out possible noise
in the likelihood image; F' functions to check the spatial variability features in a
statistical sense. Other criteria such as nearest neighbors distance and bivariate J
functions (Baddeley et al., 2016; Foxall and Baddeley, 2002) can also be consid-
ered in future studies, but visual checks and assessment by experienced geologists
will remain a very important and needed element to judge about the realism of
fault networks produced by an algorithm.

The drawback of the proposed methodology can relate to the choice of model
parameters, which is one of the key elements of this method since they control
the morphology of the generated fault networks. In this paper, we set up our
model, data and object parameters on the basis of a sensitivity test analysis and
previous works in road detection and deep space imaging and by testing some
values guided by the qualitative boxes method (Azencott, 1988). Some parame-
ters may be closely related to the geological problem at stake, features, maps or
studied field observations. However, interaction energy parameters interact non
linearly, hence they are hard to estimate. Approximated Bayesian Computation
(ABC) approaches (Stoica et al., 2017), have been used for effectively addressing
this problem. The study carried out in Section 4.2 reveals that the Candy Model
can predict realistic length distributions such as power laws (similar to the UFM
model, Davy et al., 2010). Future work could consider to tailor interactions to
the specificity of the characteristic geometries of segmented faults such as relay
zones (e.g., Soliva and Benedicto, 2004; Soliva et al., 2008; Camanni et al., 2019;
Childs et al., 2019). To accelerate the convergence of the simulated Markov chain,
one could develop adapted proposal laws for such configurations. Available and
additional geological information can also be added thanks to the data term. This
leaves a large room of perspectives for future work to enrich the proposed approach.
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Appendix A Supplementary materials

Appendix A.1 algorithm for simulating the Candy Model

In this paper, the Metropolis-Hastings (Algorithm 1) allows to sample the distribution of the
Candy Model.

Algorithm 1 Candy Model simulation with Metropolis-Hastings

Require:
Neycies : Number of MCMC cycles. Realizations are kept every cycle.
Nmoves : Number of moves in one cycle (i.e., transition kernels).
DPb/Da/pe : Proposal probability for birth/death/change moves in MH.
pa : Proposal probability for connected birth for a birth move.
Pmovepos : Probability to move position.
Protate : Probability to rotate.
Presize - Probability to resize the segment.
Ak : Maximum % shift of the segment parameters for a change move.
x : Configuration of the segments (initialized empty).
p(:]0) : Probability distribution of the considered model.

while Nyces # 0 do
while Npoves # 0 do

w~U(0,1)
if u < p, then > Propose a birth of a segment
Sample segment s according to b(x, s) from Equation (15)
w ~U(0,1)
if w < min{1, a(x,x U {s})} then > with a from Equation (12)
x < xU{s}
end if
else if u < p, + pg then > Propose a death of a segment
Select segment s according to d(x, s) in Section (refsec:3.5)
w ~ U(0,1)
if w < min{1, a(x,x\{s})} then > with a from Equation (13)
x  x\{s}
end if
else > Propose a slight (Ak) change of a segment

Select segment s according to d(x, s) (Section 3.5)
Either move, rotate or stretch s according to ¢(x, s, s’) (Section 3.5)
w ~U(0,1)
if w < min{l, a(x,x\ {s} U{s'})} then > with a from Equation (14)
x « x\ {s}U{s'}
end if
end if
Nmoves < Nmoves — 1
end while
Update x in the chain.
Ncycles — Ncycles -1
end while

Appendix A.2 Comparison between Candy Model realizations and the
thinning-based skeleton through the Kolmogorov-Smirnov (KS) test

In complement to the analysis carried out in Section 4.3.2, the Kolmogorov-Smirnov (KS) test
is used for comparing the Candy realizations and the thinning-based interpretation. This is a
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non-parametric statistic, designed for comparing two empirical distributions, by defining the
largest absolute difference between the two cumulative distribution functions as a measure
of disagreement (Lopes et al., 2008).The null hypothesis states that the samples Fy, (j) and

Fikeleton(J), for j = 1,...,n, are drawn from the same distribution. We choose a confidence
level of 95%, that is, we will reject the null hypothesis in favor of the alternative if the p-value
is less than 0.05.

The analysis for KS test is carried out using the scipy.stats.ks_2samp function from the
scipy library. This test performs the two-sample KS test of goodness of fit, which compares
the underlying distributions of two independent samples from the continuous empty space
functions of the Candy realizations and the skeleton. The test is carried out on three images
(Fig. 13), each one using five parameters (Table 4), in which N, = 100 simulations are
run. The comparison between both interpretations is done for each parameter set, through the
median ng curves obtained for each model parameter set 6 with the empty space ﬁskeleton
of the skeleton.

Figure 14 shows the results of the Kolmogorov-Smirnov statistical test on boxes in either
green or red. For the A image, the p-values of all parameter sets are greater than 0.05, which
means that the null hypothesis is not rejected. This is consistent with the results of Fig. 14
even though envelope test seems to be more discriminating. Actually, envelopes show how the
realizations of the Candy Model from such an image fill the space in a way quite close to the
skeleton process. For image B, only the p-value corresponding to the parameter set 6 is less
than 0.05, indicating that Candy Model realization that fill the space, in a way quite differently
than the skeleton for this image (which is also consistent with the two other images). For image
C, only the p-value of the parameter set 03 is greater than 0.05, which indicates the parameter
set inducing realizations filling the space in a closer way as the skeleton.



36 Fabrice Taty Moukati et al.

Skeleton
v

] I ]
0.00 0.25 0.50 0.75 0 10 20 0.00 0.25 0.50 0.75 0 10 20
Fault likelihood Distance Fault likelihood Distance

Fig. 15 Interpretation on image A. Interpreted fault networks (first column) with the lowest
energy value and their distance maps (second column). Parameter set 6;—1,.. 5 are those
Table 4. The red arrows and circles indicate isolated features in the skeleton and seldom
visited areas in the Candy Model realizations, respectively.
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