
HAL Id: hal-04532003
https://hal.univ-lorraine.fr/hal-04532003v1

Submitted on 4 Apr 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Meshless interface tracking for the simulation of
dendrite envelope growth

Mitja Jančič, Miha Založnik, Gregor Kosec

To cite this version:
Mitja Jančič, Miha Založnik, Gregor Kosec. Meshless interface tracking for the simula-
tion of dendrite envelope growth. Journal of Computational Physics, 2024, 507, pp.112973.
�10.1016/j.jcp.2024.112973�. �hal-04532003�

https://hal.univ-lorraine.fr/hal-04532003v1
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Journal of Computational Physics 507 (2024) 112973

Contents lists available at ScienceDirect

Journal of Computational Physics

journal homepage: www.elsevier.com/locate/jcp

Meshless interface tracking for the simulation of dendrite 

envelope growth
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The growth of dendritic grains during solidification is often modelled using the Grain Envelope 
Model (GEM), in which the envelope of the dendrite is an interface tracked by the Phase Field 
Interface Capturing (PFIC) method. In the PFIC method, an phase-field equation is solved on 
a fixed mesh to track the position of the envelope. While being versatile and robust, PFIC 
introduces certain numerical artefacts. In this work, we present an alternative approach for the 
solution of the GEM that employs a Meshless (sharp) Interface Tracking (MIT) formulation, which 
uses direct, artefact-free interface tracking. In the MIT, the envelope (interface) is defined as a 
moving domain boundary and the interface-tracking nodes are boundary nodes for the diffusion 
problem solved in the domain. To increase the accuracy of the method for the diffusion-controlled 
moving-boundary problem, an h-adaptive spatial discretization is used, thus, the node spacing is 
refined in the vicinity of the envelope. MIT combines a parametric surface reconstruction, a 
mesh-free discretization of the parametric surfaces and the space enclosed by them, and a high-
order approximation of the partial differential operators and of the solute concentration field 
using radial basis functions augmented with monomials. The proposed method is demonstrated 
on a two-dimensional h-adaptive solution of the diffusive growth of dendrite and evaluated by 
comparing the results to the PFIC approach. It is shown that MIT can reproduce the results 
calculated with PFIC, that it is convergent and that it can capture more details in the envelope 
shape than PFIC with a similar spatial discretization.

1. Introduction

Dendritic grains are a prevalent type of crystal growth morphology observed in solidification of metallic alloys. They appear 
widely in solidification processing: additive manufacturing (3D printing), casting, welding, brazing, etc. The size and shape of the 
grains are a key factor for the properties of the resulting material. Dendritic solidification is controlled by the extraction of latent 
heat, by diffusion of solute into the liquid surrounding the grains, and by properties of the solid-liquid interface. Therefore it is a 
multiscale phenomenon and requires the use of models at different scales, ranging from the scale of the dendrite branch (microscopic, 
typically 10−6 m), over the scale of an ensemble of grains (mesoscopic, typically 10−3 m) to the process (macroscopic, typically 1 m).
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At the scale of an ensemble of dendritic grains, the mesoscopic Grain Envelope Model (GEM) [1–3] is established as a powerful 
simulation tool. The GEM describes a dendritic grain by its envelope, which is a smooth surface that circumscribes the tips of the 
growing dendrite branches within a relatively simple shape. The GEM has been used to predict and characterize shapes of equiaxed 
dendrites [1,3], solutal interactions between dendrites [4,2,5,6], formation of columnar dendritic patterns [7], and interactions 
with convection of liquid [8]. Furthermore it has been used for upscaling to macroscopic models: macroscopic constitutive laws 
of grain growth kinetics have been formulated from GEM simulations of the growth of an ensemble of grains [9]. The capabilities 
of the GEM to perform quantitative predictions have been assessed extensively by comparisons to experiments and microscopic 
models [1,4,2,3,5,7,8,10,11].

The accuracy of numerical solutions of the GEM [3,10] is determined primarily by the resolution of the solute concentration in 
the vicinity of the evolving grain envelope, as well as by the numerical method used to track the envelope. The standard formulations 
of the GEM [1,4,3] use a phase-field-like interface capturing (PFIC) method [12] to track the grain envelope on a fixed mesh, where 
the tracked envelope is given by the level set of a continuous phase indicator field. The main advantage of such an approach is that it 
avoids explicit tracking of the envelope and instead propagates the phase field by solving a transport equation on a fixed domain. This 
results in a relatively straightforward and computationally efficient method that has also been shown to be versatile and robust [12].

There are, however, some drawbacks to using PFIC. In the PFIC approach, the envelope is determined from the continuous field 
that is propagated by solving the transport equation. Therefore, the propagation speed is not calculated only at the front, but needs 
to be calculated as a scalar field over the entire domain. This is difficult to do with high accuracy. To achieve sufficient accuracy of 
the propagation speed calculation for the PFIC, Souhar et al. [3] introduced a front reconstruction technique, which adds significant 
computational cost to the method. A further aspect requiring particular attention is the tendency of the PFIC to smoothen the 
envelope [12]. This could in some cases hinder the development of physically significant envelope protrusions, for example such that 
lead to the formation of new branches of the grain.

If not handled carefully, these aspects can cause undesired numerical artefacts that are potentially detrimental when describing 
highly non-linear phenomena such as the formation of new branches of the dendrite envelope or the evolution of branches in the 
initial stages of dendrite growth. It has been shown that the representation of such branching by the GEM remains faithful to 
the physics [7,8] but the role of numerical artefacts associated with the envelope tracking method has not yet been verified. A 
way of improving the accuracy of the front propagation without prohibitively increasing the computational cost is to refine the 
discretization in the vicinity of the front using adaptive spatial discretization [13]. In modelling of dendritic growth such adaptive 
methods have been employed for solving microscopic thermodynamics-based phase-field models that describe the evolution of the 
solid-liquid interface of a dendrite during solidification. They have been used in conjunction with finite-element [14,15], finite-
difference [16–19], and meshless [20–23] methods. Artefacts linked to the PFIC can also be omitted by using a different front 
propagation method. For dendritic growth several approaches based on level-set methods have been proposed [24–28], however 
they also present certain limitations in the representation of curved surfaces [29]. Furthermore, methods based on moving tracker 
particles over a fixed mesh have been developed [30,31]. Their advantage is a straightforward and accurate representation of the 
front, but their complexity lies in the coupling between the front tracking points and the underlying mesh. Note that all these 
approaches have been developed for microscopic dendrite growth models that describe the solid-liquid interface. Such approaches 
have not been used for mesoscopic dendrite envelope models, such as GEM.

In this paper, we explore the possibility to leverage meshless methods [32–34] to develop an alternative numerical treatment of 
the GEM with the aim of reducing the aforementioned numerical artefacts. One of the key properties of meshless methods is that 
they operate on unstructured scattered nodes [35], which makes the spatial discretization more flexible and therefore particularly 
suitable for problems with moving boundaries and problems with high spatial variation in the desired accuracy of the solution [36], 
both of which apply to GEM.

Instead of using a fixed mesh throughout the simulation and using a phase field to capture the interface, we propose to consider 
the GEM as a moving boundary problem. In this approach the computational domain is the liquid surrounding the grain and the 
envelope is a moving boundary, where an appropriate boundary condition for the solution of solute diffusion in the liquid is applied. 
The envelope is described by boundary nodes that are used both as discretization nodes and as trackers of the envelope motion. In 
addition, we propose to use an adaptive node refinement [37] that discretizes the solute field on and near the envelope with a much 
finer node distribution than in the regions far from the envelope. In summary, we propose an alternative numerical solution method 
for the GEM using an h-adaptive meshless interface tracking (MIT) solution procedure.

Since MIT is an interface tracking method, it avoids the complexity of having to provide a velocity field over the entire domain, 
as well as computing an additional phase-field equation. Instead, the envelope speed is calculated only on the front, more precisely in 
the nodes that discretize the envelope. Additionally, the meshless methods — by their design — also provide all the tools necessary 
to accurately approximate the solute concentration required to compute the envelope velocity. MIT also avoids the smoothing of 
protrusions, since the envelope is described directly by trackers, thus omitting artefacts induced by a phase field. Finally, the adaptive 
spatial discretization offers the possibility to describe small radii of curvature on the envelope and also improves the accuracy of the 
concentration field in the vicinity of the envelope.

We first introduce the GEM (Section 2) and we then discuss its standard PFIC solution along with its limitations (Section 3). 
In the next step (Section 4), we describe the meshless concept and the proposed MIT solution procedure, where we also discuss 
the expected numerical error for each principal component of the solution procedure separately. In Section 5, the entire solution 
procedure is verified on a synthetic case of isotropic envelope growth. Finally, in Section 6, we present a GEM simulation of dendritic 
2

growth using MIT and we compare the results with PFIC solutions.
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Fig. 1. Schematic illustration of the main concepts of the GEM.

2. Mesoscopic Grain Envelope Model (GEM) for equiaxed isothermal solidification

The GEM represents a dendritic grain by its envelope. The dendrite envelope is an artificial smooth surface that connects the tips 
of the actively growing dendrite branches. The idea behind this simplified representation of a dendrite is that the solute interactions 
between the grains can be accurately simulated without the need for a detailed representation of the branched structure of the 
solid-liquid interface. Because of the simplified shape, the computational cost of the GEM is several orders of magnitude smaller than 
that of models that represent the branched structure of the dendrite in detail [10,8].

Fig. 1 illustrates the key concepts of the GEM. The grain is delimited by the dendrite envelope and its growth is controlled 
by solute diffusion from the envelope into the adjacent, fully liquid domain. The grain contains both liquid and solid phases. The 
liquid within the grain and on the envelope is assumed to be in a state of thermodynamic equilibrium. In the case of a binary 
alloy, this means that the solute concentration is determined by the temperature. In the isothermal system considered in this paper, 
the temperature is uniform and constant throughout the entire domain (i.e., over several dendrites), resulting in a uniform and 
constant solute concentration on the envelope. It should be noted that the dimensionless model formulation presented below is only 
applicable to isothermal solidification, as it assumes a uniform and constant solute concentration on the envelope. More general 
model descriptions can be found in the literature [2,8].

The GEM assumes that dendrite branches grow in predefined growth directions.1 The growth speed 𝑣𝑛 of the dendrite envelope 
is then given by the speed of the tips 𝑣 of the dendrite branches by the relation

𝑣𝑛 = 𝑣 cos(𝜗), (1)

where 𝜗 is the smallest of the angles between the outward normal 𝒏 to the envelope and the individual growth directions of the tips. 
In the present study, the branches are given ⟨10⟩ directions, i.e., four possible directions within a two-dimensional domain. The tip 
speed is calculated from a stagnant-film formulation of the 2D Ivantsov solution [38] which relates the Péclet number Pe of the tip 
to the normalized dimensionless concentration 𝑢𝛿 of the liquid at a distance 𝛿 from the tip, as

𝑢𝛿 =
√
𝜋Pe exp(𝑃𝑒)

[
erfc

(√
Pe

)
− erfc

(√
Pe + 𝛿

)]
(2)

and from the so-called tip selection criterion that in dimensionless form reads

𝑣 = (Pe∕PeIv)2, (3)

where PeIv is a constant.2 Equations (2) and (3) are used to solve for 𝑣 at any given point on the envelope. The concentration 𝑢𝛿 is 
given by the concentration field in the liquid around the envelope, which is resolved numerically from the diffusion equation

𝜕𝑢
𝜕𝑡

=∇2𝑢. (4)

1 For example, in ⟨100⟩ crystal directions for a typical cubic crystal.
2 PeIv is the Péclet number of a free dendrite tip, i.e., a tip growing into an infinite liquid with far-field concentration 𝑢0 , given by the solution of ( )
3

𝑢0 =
√
𝜋PeIv exp(PeIv) erfc

√
PeIv . Here, solute concentration 𝑢0 is a physical parameter of the model.
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Equations (1)–(4) define the GEM, where the stagnant-film thickness, 𝛿, is a model parameter and PeIv is a physical parameter, 
function of the far-field concentration, 𝑢0. The boundary condition for Equation (4) on the envelope is 𝑢 = 0. The model also 
considers that the liquid concentration inside the envelope (grain) is 𝑢 = 0. This means that where the stagnant film overlaps with 
a neighbouring grain, the stagnant-film concentration, 𝑢𝛿 , becomes 0 and then the velocity given by Equation (3) is also zero. The 
envelope growth therefore stops when two dendrite envelopes grow near to a distance equal to the stagnant-film thickness, 𝛿. In 
order for the envelope velocity model to provide a physically correct growth velocity, 𝛿 needs to be of a certain thickness and should 
not be significantly smaller or larger (see refs. [3], [10]). In the present work the dimensionless thickness of the stagnant film is 
𝛿 = 1.

In the simulations presented in this paper the solute diffusion flux across the outer domain boundary is zero, i.e., the boundary 
condition for Equation (4) on the outer liquid boundary is 𝒏 ⋅∇𝑢 = 0, where 𝒏 is the normal vector to the outer boundary Γ𝓁 . The 
initial concentration of the liquid is 𝑢 = 𝑢0, i.e., the liquid is homogeneous and has a dimensionless supersaturation of 𝑢0. In this 
work we use a stagnant-film thickness of 𝛿 = 1.

Note that all equations are written in terms of dimensionless quantities, where the dimensionless concentration is defined by

𝑢 =
1 − 𝐶

𝐶⋆

1 − 𝑘
,

with the dimensional concentration 𝐶 , the equilibrium concentration 𝐶∗ of the liquid at the given solidification temperature and the 
equilibrium solid-liquid solute partition coefficient 𝑘. The other characteristic scales for normalization are 𝑣Iv for velocity, 𝐷∕𝑣Iv for 
length, 𝐷∕𝑣2Iv for time, where 𝑣Iv = 4𝜎∗𝐷Pe2Iv∕𝑑0 is the steady-state velocity of the free tip, 𝜎∗ is the tip selection parameter, 𝐷 is 
the diffusion coefficient, and 𝑑0 is the capillary length.

3. GEM with phase-field interface capturing on a fixed mesh (PFIC)

The standard formulations of GEM [3,4,1] use a PFIC method [12] to track the grain envelope on a fixed mesh. In PFIC, the 
tracked front is given by the level set 𝜙 = 𝜙env of a continuous indicator field 𝜙. The transition of 𝜙 between 1 (grain) and 0 (liquid) 
is smooth but compact; it follows a hyperbolic tangent profile with characteristic width 𝑊𝜙 [39,3]

𝜙(𝑛) = 1
2

[
1 − tanh

(
𝑛

2𝑊𝜙

)]
, (5)

where 𝑛 is the distance from the centre of the hyperbolic tangent profile. The evolution of 𝜙 is given by a phase-field equation that 
ensures the transition is self-preserving and retains its shape and width

𝜕𝜙

𝜕𝑡
+ 𝑣𝑛𝒏 ⋅∇𝜙 = −𝑏

[
∇2𝜙− 𝜙(1 − 𝜙)(1 − 2𝜙)

𝑊 2
𝜙

− |∇𝜙|∇ ⋅
(

∇𝜙|∇𝜙|
)]

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
stabilization term

, (6)

where 𝑣𝑛 is the envelope growth speed defined as a scalar field. The term on the right hand side of the equation is a stabilization 
term that ensures the phase-field retains the hyperbolic tangent transition. The coefficient 𝑏 is a numerical parameter that controls 
the relaxation of the phase-field profile. Generic criteria on how to choose 𝑏 and 𝑊𝜙 in order to minimize the error and to ensure 
the stability of the PFIC method are discussed by Sun and Beckermann [12]. Specific guidelines for the use of the PFIC for envelope 
tracking in the GEM are provided by Souhar et al. [3]. In this work the parameters 𝜙env, 𝑊𝜙 and 𝑏, as well as the grid size and time 
step are selected following the guidelines of Souhar et al. [3]. Note that the choice of 𝜙env = 0.95 is to favour the accuracy of the tip 
of the envelope in a convex shape.

The main advantage of this computational method is that it avoids explicit tracking of the envelope and instead solves the PDE 
from Equation (6) on a fixed mesh. Additionally, Sun and Beckermann [12] demonstrated its versatility and robustness as a general 
front capturing method. When coupled with the GEM, however, a few aspects of the method require further attention.

Accurate calculation of the front speed. To propagate the phase field with Equation (6), the front speed, 𝑣𝑛, needs to be provided 
everywhere where ∇𝜙 is non-negligible, i.e., in the vicinity of the front. In the PFIC-based GEM the speed 𝑣𝑛 at point 𝒙 ∈Ω
is equal to the speed of the closest point lying on the sharp front, i.e., 𝑣𝑛(𝒙) = 𝑣𝑛(𝒙env). Note that by definition the vector 
between a point and the closest point on the front, 𝒙−𝒙env, is normal to the front in 𝒙env. The speed of point 𝒙env depends 
on the concentration at a given distance 𝛿 from the front, 𝑢𝛿 = 𝑢(𝒙𝛿) = 𝑢(𝒙env + 𝛿 𝒏), where 𝒏 is the normal vector to the 
front at point 𝒙env and 𝒙𝛿 is the stagnant-film position. Thus, the speed of point 𝒙env is given by Equations (1), (2), and (3)
as a function of 𝑢𝛿 , 𝛿, and 𝒏. Because the speed in 𝒙 is equal to the speed in 𝒙env, we can write a functional expression 
𝑣𝑛(𝒙) = 𝑓 (𝒙 − 𝒙env, 𝑢(𝒙env + 𝛿 𝒏), 𝛿), which shows the three quantities that need to be approximated in order to compute 
the frontal speed:

(i) the distance 𝒙− 𝒙env from the front,
(ii) the vector 𝒏 normal to the front in 𝒙env and
4

(iii) the interpolation of the concentration 𝑢𝛿 to the corresponding point on the stagnant-film 𝒙𝛿 = 𝒙env + 𝛿 𝒏.
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Fig. 2. Example h-refined domain discretization. Additionally, example stencils on Dirichlet (green), Neumann (red) boundary and in the interior (blue) are shown. 
(For interpretation of the colours in the figure(s), the reader is referred to the web version of this article.)

The accuracy of these three approximations determines the accuracy of the calculated speed, 𝑣𝑛. In this work the PFIC-
based GEM uses the front reconstruction method proposed by Souhar et al. [3] to determine the distance 𝒙−𝒙env from the 
front and the normal vector, 𝒏. In this method, the envelope is reconstructed by marker points densely distributed over 
the surface defined by the level set 𝜙 = 𝜙env. The distance from a point 𝒙 to the envelope is then approximated by the 
projection of the distance to the closest marker, 𝒙m, on an approximated normal vector

|𝒙− 𝒙env| ≈ −(𝒙− 𝒙m) ⋅ 𝒏,

where the normal is approximated by a normalized gradient of the phase field in 𝒙 with the following expression

𝒏 ≈ ∇𝜙(𝒙)|∇𝜙(𝒙)| . (7)

The same normal vector approximation is used to calculate the stagnant-film point, 𝒙𝛿 . The interpolation of 𝑢𝛿 in 𝒙𝛿 is 
further done by a second-order interpolation scheme.

Note that, in principle, the distances can be determined via the phase field, 𝜙. However, as pointed out by Souhar et 
al. [3], such approach results in a self-reinforcing error and is not sufficiently accurate for practical use.

Damping of protrusions. The stabilization term of Equation (6) smoothens interface singularities due to the dissipative nature of 
the ∇2𝜙 term [12]. The damping of ripples on the envelope is controlled by the relaxation coefficient 𝑏. Unfortunately, it 
is not known to what extent such damping affects the development of envelope protrusions that have a physical meaning.

Resolution of small curvature radii. The phase-field method can accurately describe convex radii of front curvature larger 
than 𝑊𝜙

[
6 − ln

(
𝜙env

1−𝜙env

)]
and concave radii larger than 𝑊𝜙

[
6 + ln

(
𝜙env

1−𝜙env

)]
[3]. With standard mesh spacing of 

ℎ ≤ 𝑊𝜙∕
√
2 [3,12], this means that the resolution of shape representation is directly proportional to the fixed mesh 

spacing, implying that small-scale front features like protrusions may not be adequately resolved on fixed meshes.

4. GEM with meshless interface tracking (MIT) on h-refined scattered nodes

Using the meshless principle for the solution of the GEM opens a variety of possibilities for spatial discretization. We propose a 
method that considers the grain envelope as a boundary (Γe) of the liquid domain (Ω), as schematically shown in Fig. 2. The method 
adapts the node distribution to ensure that the envelope boundary is densely populated with nodes throughout the simulation. These 
nodes are then also used for the tracking of the envelope. This effectively means that the grain envelope is described as a sharp 
interface by a set of discretization nodes – in this case, the boundary nodes from Γe ⊂ 𝜕Ω. The internal part of the domain is then 
the liquid surrounding the grain, i.e., the area between the envelope and the outer liquid boundary, Γ𝓁 ⊂ 𝜕Ω (see Fig. 2 for clarity). 
Equation (4) is solved in the domain. We use scattered nodes to discretize the domain Ω, which allows us to refine the local field 
description in the vicinity of the grain envelope and consequently improve its discretization quality. Moreover, since the interpolation 
5

of scattered data is the backbone of meshless methods, the sampling of the concentration 𝑢𝛿 (needed to determine the envelope 



Journal of Computational Physics 507 (2024) 112973M. Jančič, M. Založnik and G. Kosec

velocity) is inherently present in the solution procedure. This ensures that the error of the sampling is in the worst case of the same 
order of magnitude as the error of the discretization of the partial differential operators used in solving Equation (4) [40,41]. On a 
theoretical level, the MIT approach should allow us to mitigate some of the problems that are inherently present in PFIC approach 
(see Section 3), but at the cost of a higher computational complexity per node, associated with the use of meshless methods [42].

The proposed MIT solution procedure for the GEM starts by building the initial domain – the initial grain envelope, Γe, as a circle 
with radius 𝑟0 and the outer liquid boundary, Γ𝓁 as a square box with side length 𝐿. The domain and the boundaries are populated 
with nodes and the initial solute concentration is set to 𝑢0 in Ω and Γ𝓁 (liquid) and to 0 in Γe (envelope). Afterwards, the explicit 
forward time marching starts to simulate the solute diffusion and the spatial expansion of the envelope. The entire MIT solution 
procedure is given in Algorithm 1 and its elements are explained in more detail in the following subsections.

Algorithm 1 MIT solution procedure for simulation of dendritic grain growth.

Input: GEM, nodal density function ℎ ∶ Ω → ℝ, RBF-FD approximation basis 𝜉, boundary concentration 𝑢0 , number of time steps 𝐼max, list of cumulative boundary 
node displacements 𝜑, time step d𝑡, parametric spline degree 𝑘.
Output: Concentration field 𝑢 and domain discretization Ω.

1: Ω, 𝑢 ← INITIALIZE(ℎ, 𝑢0) ⊳ Obtain initial domain Ω and initial concentration field 𝑢.
2: Γ𝑒 ← GET_ENVELOPE(Ω) ⊳ Obtain envelope boundary nodes.
3: 𝜑 ← 𝟎 ⊳ Initialize cumulative displacements of grain envelope nodes.
4:
5: function SIMULATE_GROWTH(GEM, Ω, ℎ, 𝜉, 𝜑, 𝑢, d𝑡)
6: for 𝑖 ← 0 to 𝐼max do

7:  ← OPERATOR_APPROXIMATION(GEM, Ω, 𝜉) ⊳ Approximation of differential operators.
8: 𝑢 ← SOLVE_DIFFUSION(Ω, , d𝑡) ⊳ Solute diffusion problem.
9: Γ⋆e ← NEW_ENVELOPE(GEM, Ω, Γe , 𝑢, 𝜉, d𝑡) ⊳ Obtain new envelope nodes positions as defined by GEM.

10:
11: if MAX_TIP(Γ⋆e ) > MAX_TIP_ALLOWED then

12: return 𝑢, Ω ⊳ End simulation.
13: end if

14:
15: 𝜑 ← ADD_DISPLACEMENTS(Γe , Γ⋆e , 𝜑) ⊳ Obtain list of updated total displacement magnitudes.
16: if MAX(𝜑) > ℎe∕2 then

17: Ω⋆ ← RE-DISCRETIZE_DOMAIN(Γ⋆e , ℎ, 𝑘) ⊳ Construct new domain Ω using envelope nodes Γ⋆e .
18: 𝑢 ← MAP_CONCENTRATION(Γ, Ω⋆, 𝑢, 𝜉) ⊳ Map concentration field to new discretization Ω⋆ .
19: Γ𝑒 ← ENVELOPE_BOUNDARY(Ω) ⊳ Obtain envelope boundary nodes.
20: Ω ←Ω⋆ ⊳ Re-assign domain.
21: 𝜑 ← 𝟎 ⊳ Reset cumulative displacements of grain envelope nodes.
22: else

23: Ω, 𝑢 ← REMOVE_NODES(ℎ, Ω) ⊳ Remove nodes from Ω and 𝑢 closer to envelope than (0.8ℎe)2 .
24: end if

25: end for

26:
27: return 𝑢, Ω
28: end function

4.1. Domain discretization

To discretize the domain Ω with scattered nodes, we employ a dedicated dimension-independent variable density meshless node 
positioning (DIVG) algorithm [35]. DIVG is an iterative algorithm that populates the entire domain in an advancing front manner, 
starting from one or more initial seed nodes stored in the expansion queue. By default, the algorithm uses all boundary nodes, i.e. 
nodes from Γe and Γ𝓁 , as seed nodes. In each iteration, a single node 𝒙𝑖 is removed from the queue and is expanded. Expansion means 
that candidates for new nodes are uniformly positioned on a circle with radius ℎ(𝒙𝑖), then those that fall outside the domain (we 
discuss the inside check in Section 4.4.2) or lie too close to the already accepted nodes, are discarded. The remaining candidates 
are accepted, i.e., they are added to the domain and to the expansion queue. The iterative procedure continues until no new nodes 
can be added to the domain and the expansion queue is empty.

A detailed description of the DIVG algorithm can be found in [35]. The key feature of DIVG is its ability to populate the domain 
with a spatially variable node spacing, ℎ(𝒙), and that it can populate complex geometries regardless of the dimensionality of the 
domain [43,44]. An example of nodes generated with DIVG within Ω and for its Dirichlet (envelope Γe) and Neumann (liquid Γ𝓁) 
boundaries is shown in Fig. 2.

To ensure an accurate description of the grain envelope and of the steep diffusion field in the vicinity of the envelope we employ 
h-refinement through the following internodal distance function

ℎ(𝒙) =
⎧⎪⎨ℎe , if 𝒙 ∈ Γe
ℎ𝓁 , if 𝒙 ∈ Γ𝓁 , (8)
6

⎪⎩ℎe + (ℎ𝓁 − ℎe)
𝑑(𝒙)
𝑑closest

, otherwise
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where ℎe and ℎ𝓁 are the internodal distances on the grain envelope and the outer liquid boundary, 𝑑(𝒙) is the Euclidean distance 
between 𝒙 and the nearest node on the envelope, and 𝑑closest is the Euclidean distance between the node on the envelope boundary, 
Γe, nearest to 𝒙 and the node on the outer liquid boundary, Γ𝓁 , nearest to 𝒙. In our case, ℎe < ℎ𝓁 . Such definition of ℎ(𝒙) gives 
a linearly decreasing internodal distance towards the envelope, as shown in Fig. 2 with green coloured nodes on an illustrative 
dendrite-like shape.

4.2. Criterion for domain re-discretization

With the growth of the grain the envelope boundary moves and the shape and size of the domain therefore evolves. The spatial 
discretization must therefore be adapted with time. Besides the approximation of the differential operators, the domain discretization 
is among the most computationally demanding parts of Algorithm 1. Since the displacements of the envelope nodes within a single 
time step are typically small (much smaller than the local internodal distance ℎe) and since RBF-FD is relatively robust to non-
optimal nodal positions [45,40], it is not necessary to regenerate the discretization of the computational domain at each time step. 
Instead, we use a criterion based on the cumulative displacement magnitudes for each node 𝒙env on the envelope. The cumulative 
displacement magnitudes are collected in an array-like data type 𝜑, which essentially holds information about the total displacement 
magnitude of all envelope nodes since the last domain re-discretization.

Based on the maximum cumulative displacement among all nodes, max(𝜑), we then distinguish between two possible cases (see 
line 16 in Algorithm 1):

max(𝜑) < ℎe∕2: The largest cumulative displacement of the envelope node is smaller than half of the local internodal distance on the 
envelope, ℎe. Note that ℎe is a parameter of the method and is constant. In this case re-discretization of the computational 
domain is not yet necessary. The envelope nodes are repositioned from Γe to Γ⋆e , according to the GEM. To avoid that 
computational nodes from the interior of the domain are too close to or inside3 the recomputed grain envelope (as this 
may affect the stability of the RBF-FD approximation), all nodes that fall inside the new envelope Γ⋆e or are closer than 
0.8ℎe to the envelope are removed from the domain Ω.

max(𝜑) ≥ ℎe∕2: The largest cumulative displacement is larger or equal to half of the local internodal distance ℎe. In this case a 
complete re-discretization of the computational domain is required. The algorithm for re-discretization is given in Algo-
rithm 2 in line 8 and gives the new computational nodes. The corresponding concentration field is obtained by mapping 
(interpolating) the field from the old to the new discretization (Algorithm 1, line 18). The interpolation method is discussed 
in detail in Section 4.4.1.

4.3. Meshless approximation of differential operators

The next step is the discretization of partial differential operators , in our case ∇2 and ∇, which appear in Equation (4) and on 
the Neumann boundary, respectively. For each computational node 𝒙𝑖 in the domain, a set of nearby nodes 𝑖 =

{
𝒙𝑗

}𝑛
𝑗=1, commonly 

called stencil or support nodes, is defined. While special stencil node selection algorithms showed promising results [46,47], we use 
the simplest approach and choose the closest 𝑛 nodes according to the Euclidean distance, obtained efficiently by constructing a 𝑘-d 
tree. Example stencils in the interior of the domain and on the Dirichlet and Neumann boundaries are shown in Fig. 2.

Once the stencil is defined, a linear differential operator  in node 𝒙𝑐 is approximated over a set of 𝑛 stencil nodes 𝑐 with


(
𝑢(𝒙𝑐)

)
≈

𝑛∑
𝑗=1

𝑤𝑗𝑢(𝒙𝑗 ), (9)

for stencil nodes 𝒙𝑗 ∈𝑐 , function 𝑢 and weights 𝒘. The weights are obtained by solving a linear system, assembled from the chosen 
set of basis functions.

In this work, we use polyharmonic splines (PHS) [48] augmented with 𝑁𝑝 =
(𝑚+𝑑
𝑚

)
monomials up to order 𝑚 in the 𝑑 = 2

dimensional domain Ω.
This corresponds to a commonly used meshless method, also referred to as the RBF-FD approximation [34,49,48].
By enforcing the equality of Equation (9) for the approximation basis, we can write a linear system[

𝚽 𝑷

𝑷
𝖳 𝟎

]
⏟⏞⏞⏟⏞⏞⏟

𝑨

[
𝒘

𝝀

]
=
[
𝓵𝜙
𝓵𝑝

]
, (10)

with matrix 𝑷 ∈ ℝ𝑛×𝑁𝑝 of the evaluated monomials, matrix 𝚽 ∈ ℝ𝑛×𝑛 of the evaluated RBFs and 𝓵𝜙 and 𝓵𝑝 are vectors of values 
assembled by applying the considered operator  to the RBFs and monomials respectively. To obtain the weights 𝒘, the system is 
solved and Lagrangian multipliers 𝝀 are discarded.

Note that the conditionally positive definite RBFs alone do not ensure the positive definiteness of matrices 𝑨. The interpolation 
problem becomes positive definite Afterwards monomials are added to the approximation basis [48]. Another consequence of adding 
7

3 A detailed description of the decision-making algorithm whether a given node is inside the envelope or not is provided in Section 4.4.2.
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monomials to the approximation basis is the achieved consistency up to a certain order. Moreover, we follow the recommendations 
of Bayona [33] and define the stencil size 𝑛 as

𝑛 = 2𝑁𝑝 = 2
(
𝑚+ 𝑑
𝑚

)
(11)

to ensure a stable approximation.
The approximation (9) also holds for  ∶= 1, effectively allowing us to use the same formulation for the approximation of field 

values at locations that do not correspond to the discretization points. This property will be used in Section 4.4.1, where we seek an 
accurate interpolation of the concentration field at the stagnant-film positions 𝒙𝛿 .

Note that the formulation of RBF-FD allows us to control the order of the interpolation through the order of the augmenting 
monomials [42,48]. In this study, we will experiment with the second (𝑚 = 2) and fourth (𝑚 = 4) orders.

4.4. Propagation of the envelope – moving the boundary

At each time step, the new solute concentration field, 𝑢, is obtained by discretizing the diffusion Equation (4) with the meshless 
approximation and solving it explicitly using the forward Euler time-marching scheme (see line 8 of Algorithm 1). With the known 
concentration field, the envelope velocities are calculated by the GEM and the grain envelope is then propagated (line 9 of Algo-
rithm 1). Recall that the envelope speed depends on the concentration 𝑢𝛿 at the stagnant-film and on the direction of the envelope 
normal (see Equations (1)–(3)). Accordingly, each envelope node, 𝒙𝑖,env, is propagated to a new position, 𝒙′𝑖,env, by

𝒙
′
𝑖,env = 𝒙𝑖,env + cos(𝜗𝑖)𝑣(𝑢𝛿,𝑖)𝒏𝑖 d𝑡 , ∀𝒙𝑖,env ∈ Γe, (12)

where the speed 𝑣 is given by the GEM model (Equations (2)–(3)) as a function of 𝑢𝛿,𝑖, which is the concentration at 𝒙𝛿,𝑖 = 𝒙𝑖,env +𝛿 𝒏𝑖
and 𝜗𝑖 is the minimum angle between the envelope normal 𝒏𝑖 and the 4 unit directional vectors, i.e., ±�̂�𝑥 and ±�̂�𝑦.

It follows that the numerical error in the shape of the grain envelope depends on the accuracy of the evaluation of the stagnant-
film concentration, 𝑢𝛿 , and of the normal direction, 𝒏𝑖. These error sources are studied in the following subsections. 𝑢𝛿 is calculated by 
interpolation of the concentration field; the accuracy of different interpolation methods is discussed in Section 4.4.1. The normal, 𝒏, 
is calculated from a parametric reconstruction of the envelope with splines. The same reconstruction is also used for the discretization 
of the envelope and allows us to ensure quasi-uniform internodal distances on the envelope and consequently to generate a robust 
spatial discretization of the domain. The envelope reconstruction is discussed in Section 4.4.2 along with the influence of the spline 
degree, a key parameter of the reconstruction.

4.4.1. Interpolation of the solute concentration field

In the GEM, the stagnant-film concentration, 𝑢𝛿 , is required at any position 𝒙𝛿 = 𝒙env + 𝛿𝒏 within the domain space Ω. Since the 
concentration is only given at the discretization points 𝒙𝑖 ∈ Ω, a suitable interpolation is required. We consider the following three 
interpolation methods:

Shepard’s interpolation, also known as inverse distance weighing, where the interpolant is a weighted average over the neigh-
bourhood, i.e., the 𝑛 points closest to 𝒙𝛿 , defined as

𝑢(𝒙𝛿) =
⎧⎪⎨⎪⎩
∑𝑛
𝑖=1𝜔𝑖(𝒙

𝛿)𝑢(𝒙𝑖)∑𝑛
𝑖=1𝜔𝑖(𝒙𝛿)

, if 𝑑(𝒙,𝒙𝑖) ≠ 0 for all 𝑖

𝑢(𝒙𝑖) , if 𝑑(𝒙,𝒙𝑖) = 0 for some 𝑖

, (13)

for weights 𝜔𝑖(𝒙𝛿) = ‖‖𝒙𝛿 − 𝒙𝑖
‖‖−𝛼 with power parameter 𝛼 = 2.

The RBF-FD interpolation, which uses the RBF-FD approximation described in Section 4.3 to build a local interpolant 𝐹𝑖(𝒙𝛿) over 
stencil nodes  (𝒙𝛿) to obtain a local interpolation of the concentration in 𝒙𝛿 for a chosen approximation basis.

The partition-of-unity (PU) interpolation, which uses local RBF-FD interpolants and additionally constructs a global represen-
tation of the concentration field by employing the PU interpolation [50,51]. Essentially, the PU approach builds local 
interpolants 𝐹𝑖 over stencil nodes 𝑖 for all 𝑁 discretization nodes 𝒙𝑖 ∈Ω. The global interpolant is then constructed as

𝐹 (𝒙) =
𝑁∑
𝑖=1

𝑤𝑖(𝒙)𝐹𝑖(𝒙), (14)

using compactly supported weights 𝑤𝑖 that form a partition-of-unity, 
∑𝑁
𝑖=1𝑤𝑖(𝒙) = 1, for all 𝒙 ∈Ω. The most efficient way 

to construct the weights is to use the Shepard’s construction (see Equation (13)) thus

𝑤𝑖(𝒙) =
𝜔(‖‖𝒙− 𝒙𝑖

‖‖∕𝑟𝑖) , (15)
8

∑𝑁
𝑗=1𝜔(

‖‖‖𝒙− 𝒙𝑗
‖‖‖∕𝑟𝑗 )
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Fig. 3. Analysis of interpolation performance on a two-dimensional Sibson’s function. The left figure illustrates the interpolated field together with the fitting points 
marked as black crosses. The centre figure shows the interpolation error with respect to the stencil size, 𝑛, in terms of the relative 𝓁2 norm. The stencil sizes 𝑛 = 12 and 
𝑛 = 30, recommended for 𝑚 = 2 and 𝑚 = 4, respectively, are shown with dashed vertical lines. The right figure shows the error with respect to the number of fitting 
points using recommended stencil sizes and 𝑛 = 3 for Sheppard’s interpolation. The black dashed lines and their slopes, 𝑘, indicate the observed order of convergence.

where 𝑟 determines the effective radius of the individual interpolants 𝐹 – the larger the radius, the more pronounced the 
averaging effect. Such a construction effectively leads to a weighted average of the local interpolants 𝐹𝑖 , where ‖‖𝒙𝑖 − 𝒙‖‖ <
𝑟𝑖, otherwise the weight is 0.

To evaluate the performance of the proposed interpolation methods, all three are further discussed and compared in terms of 
computational complexity and interpolation accuracy.

• Computational complexity

The computational complexity of the three interpolation methods is anything but equivalent. Common to all is the construction 
of a 𝑘-d tree that allows us to query the nearest 𝑛 neighbours. Constructing such a structure for a domain with 𝑁 nodes requires 
(𝑁 log𝑁) operations, while searching for 𝑛 nearest neighbours requires (𝑛 log𝑁) operations.
The evaluation of Shepard’s interpolant then requires additional (𝑛) operations. The construction of the RBF-FD interpolant 
requires (𝑛3) operations to solve the dense linear interpolation system from Equation (10) and additional (𝑛) operations to 
evaluate. The computational complexity of PU is generally higher than that of RBF-FD. In the worst case, i.e., with uniformly 
distributed nodes and a single query point, the construction of the PU interpolant requires (𝑛(𝑛3 +𝑛)) operations. The first term 
comes from the construction of the RBF-FD interpolant and the second term comes from the calculation of Shepard’s weights. 
To evaluate the PU interpolant, further (𝑛) operations are required.
Thus, the construction of the PU interpolant is the most computationally expensive, followed by the RBF-FD approximant and 
finally Shepard’s interpolant as the cheapest of the three.

• Interpolation accuracy

The accuracy of each interpolation approach is evaluated using a two-dimensional Sibson’s function

𝑓 (𝒙) = 𝑓 (𝑥, 𝑦) = cos(4𝜋
√

(𝑥− 1∕4)2 + (𝑦− 1∕4)2) (16)

for the domain space 𝒙 ∈ [0, 1]2. We generate 𝑁f it uniformly scattered fit points on which we construct the three proposed 
interpolation methods and we evaluate the accuracy of the interpolations on 𝑁test ≈ 105 regularly positioned test nodes, 𝒙′ ∈
[0, 1]2. The performance of the three interpolation methods is evaluated in Fig. 3. On the left, we show the interpolated values 
using 𝑁f it = 384 fitting points (marked with black crosses).
In the centre plot, we evaluate the relative error of all three interpolation methods as function of the neighbourhood/stencil 
size, 𝑛. For clarity, black dashed lines indicate the stencil sizes 𝑛 = 12, recommended by RBF-FD for a second-order method 
(𝑚 = 2), and 𝑛 = 30, recommended for a fourth-order method (𝑚 = 4) (see Equation (11)). We find that Shepard’s interpolation 
leads to interpolation errors that are almost an order of magnitude larger than the errors of RBF-FD and PU. Increasing the 
neighbourhood size, 𝑛, only worsens the accuracy of Shepard’s interpolation. RBF-FD and PU show comparable accuracy, both 
at second and fourth order, with the error decreasing with increasing monomial order.
Similar observations are made by a convergence analysis with respect to 𝑁f it and with recommended stencil sizes 𝑛, shown in 
the right plot of Fig. 3. The number of closest neighbours for Sheppard’s interpolation is set to 𝑛 = 3, as it yielded the highest 
accuracy in the centre plot. The black dashed lines and their slopes, 𝑘, show the observed order of convergence.
Based on these analyses, we have chosen the RBF-FD approach, as it represents the best trade-off between accuracy and com-
putational complexity. Furthermore this method is inherently present in the solution procedure, which is advantageous in two 
9

respects: (i) no additional approximation algorithms need to be implemented and (ii) the approximation error of the interpo-
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lated concentration is in the worst case of the same order of magnitude as the approximation of the partial differential operators 
involved [40].

4.4.2. Grain envelope reconstruction

The spatial propagation of the envelope nodes, as the grain grows, introduces two difficulties. First, the node spacing increases 
and the local internodal distance ℎ sooner or later violates the requirement of a quasi-uniform internodal distance for stable meshless 
approximations [52,53,35]. Second, some of the nodes from the interior of the computational domain are eventually engulfed by 
the growing envelope and thus fall outside the domain. Both problems lead to an unstable solution procedure and must therefore be 
handled accordingly.

To avoid such behaviour, the entire domain is re-discretized when necessary (see line 16 of Algorithm 1), according to the criterion 
introduced in Section 4.1. The first step of the re-discretization is a reconstruction of the envelope (see line 17 of Algorithm 1) using 
a generalised surface reconstruction algorithm [54]. This constructs a parametric representation of the envelope using splines 𝛾 of 
the 𝑘-th degree over the translated nodes. Once the parametric representation of the envelope is obtained, a special surface DIVG 
algorithm [55] is used to populate it with a new set of nodes that are suitable for the RBF-FD approximation method [35].

The rest of the domain can then be discretized with the general DIVG node positioning algorithm.
The surface reconstruction is performed by Algorithm 2, which takes a set of randomly ordered envelope nodes Γe about to be 

parametrized with a Jordan curve 𝛾 ∶ [𝑎, 𝑏] →ℝ2. To obtain the Jordan curve, the nodes are first ordered, therefore, a 𝑘-d tree with 
envelope nodes is constructed, which allows us to query for nearest neighbours, obtaining a permutation array, 𝜎, in the process. 
To find the appropriate permutation 𝜎, the list of ordered points is first initialized with an arbitrary starting point 𝒙0. Its nearest 
neighbour 𝒙𝑝 is then obtained using the 𝑘-d tree and added to the list of ordered points. The remaining nodes are then inductively 
ordered: Once 𝒙𝑗 is in the list of ordered points, find its nearest neighbour 𝒙𝑝. If 𝒙𝑝 is not in the list of already ordered points, set 
𝒙𝑗+1 to 𝒙𝑝, otherwise find the second (or 𝑛-th) nearest neighbour that is not yet in the list of ordered points. The process is repeated 
until all construction points from the envelope are ordered.

Algorithm 2 Discretized boundary surface reconstruction.

Input: Envelope boundary nodes Γ𝑒 , nodal density function ℎ ∶ Ω →ℝ, parametric spline degree 𝑘.
Output: New domain discretization Ω⋆ .

1: function DISCRETIZE_ENVELOPE(Γe, ℎ, 𝑘)
2: 𝜎← ORDER_NODES(Γe) ⊳ Returns permutation of nodes 𝜎.
3: 𝛾 ← FIT_SPLINE(Γe, 𝜎, 𝑘) ⊳ Fits spline to ordered points.
4: Γ⋆e ← DISCRETIZE(𝛾, ℎ) ⊳ Obtains new envelope discretization.
5: return Γ⋆e
6: end function

7:
8: function RE-DISCRETIZE_DOMAIN(Γe, ℎ, 𝑘)
9: Γ⋆e ← DISCRETIZE_ENVELOPE(Γe , ℎ, 𝑘) ⊳ Obtains new envelope discretization.

10: Ω⋆ ← DISCRETIZE(Γ⋆e , ℎ) ⊳ Obtains new domain discretization.
11: return Ω⋆

12: end function

The ordered nodes are then used to re-construct the envelope shape by fitting a parametric spline 𝛾 of 𝑘-th degree. 𝛾 is discretized 
with a given point spacing as the new discretized grain envelope, Γ⋆e . Note that regular parametrization of 𝛾 is required to employ 
the surface DIVG [55]. The surface DIVG takes a regular parametrization 𝛾 , its Jacobian, a nodal spacing function ℎ and a set of “seed 
parameters” from parameter space as input. The algorithm then returns a set of regularly distributed nodes on the curve, conforming 
to the spacing function ℎ. It is important to note that the node spacing does not take place directly in the target space ℝ𝑑 . Instead, 
the algorithm places parameters in the parametric space. The distance between two parameters 𝜉1 and 𝜉2 is then computed between 
points 𝛾(𝜉1) and 𝛾(𝜉2) and compared to ℎ, making the parameterization of 𝛾 irrelevant for assuring a good discretization quality as 
long as the determinant of the Jaccobian matrix is nonzero (see Equation (2.6) in [55]). For a graphical demonstration of the surface 
reconstruction algorithm, see Fig. 4.

To discretize the rest of the domain (see line 10 of Algorithm 2), an inside check algorithm is required to distinguish between 
the interior and exterior of Γ⋆e . To determine whether a node 𝒙 is inside Γ⋆e , a scalar product

⟨𝒙− 𝛾(𝑡min), 𝑐𝒏(𝑡min)⟩ , (17)

is computed. Here, 𝛾(𝑡min) is a node on the envelope closest to 𝒙 and 𝒏(𝑡min) is the normal vector in the same node. The normal vector 
is computed through a tangent vector 𝒕(𝑡min) = (𝑡𝑥, 𝑡𝑦) ∝ 𝛾 ′(𝑡min) yielding 𝒏(𝑡min) = (−𝑡𝑦, 𝑡𝑥). If the scalar product (17) is negative, 𝒙 is 
in the interior of Γ⋆e , otherwise not. The constant

𝑐 = −sgn(⟨𝒙int − 𝛾(𝑡min),𝒏(𝑡min)⟩) (18)

is computed for an arbitrary node 𝒙int from the interior and ensures that the normals point outwards. In Equation (18) 𝑡min is 
10

determined so that the 𝛾(𝑡min) is closest to 𝒙int .
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Fig. 4. Example of surface reconstruction accompanied with normal vectors computed from the reconstructed spline 𝛾 of degree 𝑘 ∈ {1,2,3,4}. For clarity, the 
encircled area is zoomed in and shown on the right. We also show the normal directions in the right figure.

Fig. 5. Parametric domain used to evaluate the accuracy of surface reconstruction (left) and reconstruction quality analysis (right) in terms of maximum radius error 
(top right) and maximum normal angle error (bottom right).

Note: The reconstruction algorithm assumes the nodes from Γe must be dense enough to adequately describe the curve [54]. In our 
particular case of dendritic growth simulation we must choose a node spacing on and in the vicinity of the envelope, such that the 
internodal distance is much smaller than the radius of curvature of the envelope.

4.4.3. Choice of the spline degree for accurate envelope reconstruction

The effect of the spline degree is demonstrated in Fig. 4 for degrees 𝑘 ∈ {1,2,3,4}. As expected, a linear interpolation between 
two neighbouring nodes (𝑘 = 1) does not yield a satisfying representation of the envelope.

Next, a more thorough discussion on the optimal spline degree 𝑘 for accurate surface reconstruction is given. The reconstruction 
quality is evaluated on a parametric function

𝑅(𝑡) = |cos(1.5𝑡)|sin(3𝑡) (19)

𝒓(𝑡) =𝑅(𝑡)(cos(𝑡), sin(𝑡)) (20)
11

for values 𝑡 corresponding to the dendrite-tip-like shape (see Fig. 5 left for clarity).
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A set of equally spaced fit nodes is taken to obtain a parametric representation of the boundary. The internodal distance ℎf it
of fit points ranges from 0.1 to 0.003, resulting in 124 and 4094 fit points respectively. The test points, where the reconstruction 
quality is evaluated, are generated by discretizing the parametric representation of the boundary 𝛾 with a uniform internodal distance 
ℎtest = 0.005, yielding approximately 2450 test nodes.

The quality of the surface reconstruction is evaluated in terms of (i) the maximum error of the point position in terms of the 
distance 𝑟 =

√
𝑥2 + 𝑦2 (top right in Fig. 5) and (ii) the maximum error of the angle 𝜗 of the normal vector 𝒏 (bottom right in 

Fig. 5); both within the domain of interest marked in light green in Fig. 5 (left). From the analysis we conclude that the parametric 
representation of the envelope can be used to obtain an accurate reconstruction of the dendritic grain envelope, and that the spline 
degree 𝑘 significantly affects the accuracy of the reconstruction.

Note that a dashed vertical line has been added to the top and bottom right plots in Fig. 5 to mark the internodal distance at 
which the density of the fit points is approximately equal to the density of the reconstructed nodes, i.e. ℎf it ≈ ℎtest . This is also mostly 
the case in the dendritic growth simulation governed by the GEM.

From the presented results, it is not possible to objectively deduce which spline degree 𝑘 yields a sufficiently accurate parametric 
representation of the dendritic grain envelope. The safest option is to choose the highest proposed spline degree, i.e. 𝑘 = 4, especially 
considering that the additional computational cost due to higher spline degrees is marginal.

A more systematic discussion is continued in Section 5, where the final decision on the spline degree 𝑘 = 2 used throughout the 
rest of this work is made.

4.5. Implementation remarks

The entire MIT solution procedure from Algorithm 1 using meshless methods is implemented in C++ environment. The projects 
implementation4 is strongly dependent on our in-house development of a meshless C++ Medusa library [56].

The code was compiled using g++ (GCC) 11.3.0 for Linux with -O3 -DNDEBUG flags on AMD EPYC 7702 64-Core 
Processor computer. OpenMP API has been used to run parts of the solution procedure in parallel on shared memory. Post-
processing was done using Python 3.10.6 and Jupyter notebooks, also available in the provided git repository4.

5. MIT solution procedure verification: isotropic growth of grain envelope

The goal of this section is analyse how the behaviour of the full MIT procedure depends (i) on the order of the RBF-FD approxi-
mation and (ii) on the order of the spline reconstruction of the envelope, and to quantify the errors linked to these methods.

To verify the full MIT solution procedure we propose a simple isotropic growth test, effectively forcing the Equation (12) to take 
the following form

𝒙
′
𝑖 = 𝒙𝑖 + 𝑣(𝑢𝛿,𝑖)𝒏𝑖d𝑡, ∀𝒙𝑖 ∈ Γe, (21)

and thus discarding the preferred directions of growth. With such setup, the grain envelope is expected to maintain its initial circular 
shape through all computational time steps and can therefore be used for verification of the method. The test is shown schematically 
in Fig. 6a. The computational domain is a circle of diameter 𝐿 = 20 with Neumann boundary conditions enforced on the outer (liquid) 
boundary Γ𝓁 and a Dirichlet boundary condition of 𝑢 = 0 enforced on the growing grain envelope Γe. At time 𝑡 = 0, the envelope is 
initialized with a circle of radius 𝑟0 = 0.22239 and the liquid in the domain Ω has a uniform initial concentration of 𝑢0 = 0.18.

In Fig. 6b, a time-lapse of the isotropic envelope calculated with MIT shows the circular envelope expansion. For clarity, a black 
line is constructed to demonstrate an exact circular shape, with the radius equal to the mean distance of the envelope nodes from the 
grain centre.

Before we perform the analysis of MIT spatial discretization error, a scan over the time step size is performed to ensure an 
appropriate temporal discretization. The stability of the method in ℎ-refined node arrangement is limited to the worst case, i.e. to 
the smallest internodal distance, therefore the optimal approach would be to scale time-step according to the varying ℎ. In a recent 
paper [57] authors used quad-tree time step adaptivity to take this into account. In this paper, however, we use a global time step, 
which we set according to the stability criterion for the smallest internodal distance with additional safety margin. To ensure we 
indeed use a small enough time step, we also performed numerical analysis presented in Fig. 7, where the average envelope radius 𝑟
at simulation time 𝑡 = 4.5 is shown with respect to the time step d𝑡. Too large time steps (d𝑡 ≥ 6 ⋅ 10−4) result in divergent solutions, 
while time steps d𝑡 ≤ 3 ⋅ 10−4 give stable solutions for both the second and fourth order discretization approaches. Therefore, we use 
𝑑𝑡 = 3 ⋅ 10−4 in all following discussions.

Next, Fig. 8 shows the distortion of the calculated normal angle, 𝜗(𝒏), as function of the radial angle, 𝜗(𝒙env). The deviations from 
the ideal circular shape do not significantly depend on the spline degree, 𝑘, for 𝑘 > 1, while 𝑘 = 1 is too low for adequate surface 
reconstruction. We also observe a significant improvement in MIT accuracy when using a higher order RBF-FD (compare the left 
and right plots of Fig. 8, corresponding to the second and fourth order RBF-FD approximation, respectively). The shape deviations 
are presented in a more quantitative manner in Table 1, where the extrema of the distortion in the envelope radius, from the mean 
radius, 𝑟, and the largest distortions of the normal angles, 𝜗(𝒏) − 𝜗(𝒙env), are tabulated.
12

4 Source code is available at https://gitlab .com /e62Lab /public /2022 _p _2d _dendritic _growth under tag v1.1.

https://gitlab.com/e62Lab/public/2022_p_2d_dendritic_growth
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Fig. 6. Presentation of the isotropic growth case.

Fig. 7. Average radius of the isotropic envelope at simulation time 𝑡 = 4.5 with respect to time step d𝑡.

Table 1

Shape distortion from a circular shape at 𝑡 = 11.5 depending on the order of the RBF-FD approximation, 𝑚, and 
the on order of the splines for surface reconstruction, 𝑘. The distortion is represented in terms of the largest 
deviations from the mean radius, 𝑟 − 𝑟, and the largest distortions of the normal angles, 𝜗(𝒏) − 𝜗(𝒙env).

𝑟 𝑟−min(𝑟) max(𝑟) − 𝑟 max(𝜗(𝒏) − 𝜗(𝒙env)) [◦] min(𝜗(𝒏) − 𝜗(𝒙env)) [◦]

𝑚
=
2

𝛾(𝑘 = 1) 7.3690 0.0340 0.0357 2.9411 −3.0012
𝛾(𝑘 = 2) 7.3967 0.0285 0.0203 3.9000 −4.0700
𝛾(𝑘 = 3) 7.3970 0.0225 0.0301 2.9738 −4.4241
𝛾(𝑘 = 4) 7.3983 0.0263 0.0238 2.8899 −3.0776

𝛾(𝑘 = 1) 7.3514 0.0322 0.0321 3.2313 −2.8206
𝛾(𝑘 = 2) 7.3913 0.0037 0.0031 0.3517 −0.2851
𝛾(𝑘 = 3) 7.3908 0.0036 0.0021 0.2039 −0.2423𝑚

=
4

𝛾(𝑘 = 4) 7.3914 0.0014 0.0032 0.2227 −0.3810

From the above analysis we can conclude that: (i) splines of order 𝑘 > 1 should be used for envelope reconstruction to achieve 
good accuracy, (ii) shape distortions depend on the order of the RBF-FD and high-order (𝑚 = 4) is required for high accuracy of the 
envelope normal direction, while the accuracy of the mean size (radius) is satisfactory even at low RBF-FD orders (𝑚 = 2).

The temporal evolution of the two error metrics (𝜗(𝒏) - 𝜗(𝒙env) and 𝑟 ± [min(𝑟), max(𝑟)]) is assessed in Fig. 9. Except for 𝑘 = 1
13

splines, the error strictly increases with time. It is now even more evident that 𝑘 = 1 does not give a sufficiently accurate surface 
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Fig. 8. Shape distortion of the isotropic envelope: the difference in angle between the computed normal 𝜗(𝒏) and the angle of the radial vector pointed towards the 
envelope position 𝜗(𝒙env) at 𝑡 ≈ 11.5 using second order RBF-FD (left) and fourth order RBF-FD (right). 𝑘 is the order of the spline used for envelope reconstruction.

Fig. 9. Time evolution of the shape distortion of the isotropic envelope. The top row shows distortion in normal vector angles and the bottom row shows distortion 
in terms of radius, the left column shows second order and the right column shows fourth order RBF-FD approximation.

reconstruction. The differences between the second- and fourth-order RBF-FD approximations are relatively small (less than 0.5% 
difference in the radius even at the end of the simulation), thus the use of the computationally much more demanding fourth-order 
method might not be justified.

6. Simulation of dendritic growth

In this section we apply the MIT to the full GEM model to perform simulations of a dendritic grain and we compare the results 
14

to the PFIC method. The dendrite growth problem is schematically shown in Fig. 10. The computational domain is a square of side 
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Fig. 10. Schematic representation of dendritic growth problem.

length 𝐿 = 20 with Neumann boundary condition enforced on the outer (liquid) boundary Γ𝓁 and a Dirichlet boundary condition 
of 𝑢 = 0 enforced on the growing dendrite envelope Γe. At time 𝑡 = 0, the dendrite envelope is initialized with a circle of radius 
𝑟0 = 0.22239 and the liquid in the domain Ω has a uniform initial concentration of 𝑢0 = 0.18. The simulations are ran until the 
primary dendrite tip growing along the 𝑥 axis reaches position 𝑥tip = 8.9.

The node spacing on the envelope, ℎe is kept constant throughout the simulation as described in Section 4.4.2. In the domain, the 
inner nodes are generated such that the node spacing increases linearly from ℎe on the dendrite envelope to ℎ𝓁 = 0.1 on the outer 
liquid boundary, according to the nodal density function defined in Equation (8). Note that ℎ𝓁 = 0.1 is constant and identical for 
all simulations, regardless of ℎe. We use the RBF-FD approximation method, where the approximation basis consists of cubic PHS 
𝑟3 and monomials of second, 𝑚 = 2, and fourth, 𝑚 = 4, degree. In all cases, the differential operator approximation and the local 
interpolation of the concentration to the stagnant film are performed with the same RBF-FD setup. We present the results for both, 
i.e., the second and fourth order RBF approximations.

Fig. 11 shows the solute concentration fields for selected simulation time steps computed with MIT using the internodal spacing 
ℎe ≈ 0.028 on the dendrite envelope, effectively resulting in 67 544 and 77 168 discretization nodes at the first and last time steps, 
respectively. Note that due to the symmetry of the problem, only the first quadrant of the domain Ω is shown, although the entire 
dendrite was simulated.

To compare the MIT and PFIC methods, the envelope (Γe) is compared at different times in Fig. 12a, along with the primary 
dendrite tip velocity with respect to time 𝑡 in Fig. 12b. Although the results of both methods are generally consistent and are very 
close, there are some differences that are the result of the differences of the two solution approaches. Nevertheless, the first remark 
can be made: Since PFIC and MIT generally agree, MIT can also be used to resolve the GEM.

6.1. Anisotropy induced by the scattered node arrangement

Although the growth of the dendritic envelope is symmetric according to the model, we can expect irregularities in this respect 
due to the numerical errors. This is even more pronounced in scattered nodes layout where its numerical anisotropy [58] additionally 
distorts the model symmetry. Until now we assumed perfect symmetry and considered only envelope nodes from the first quadrant. 
Nevertheless, since a full dendrite is simulated we can also assess the level of anisotropy induced by the MIT scheme. For this purpose, 
the envelope nodes from all four quadrants are compared. On the left plot of Fig. 13 the comparison of all four quadrants is presented 
for internodal spacing on the envelope set to ℎ𝑒 ≈ 0.028 and at simulation time 𝑡 ≈ 9.4, i.e., close to the end of simulation, where the 
branches are well developed. All four envelope parts appear to be in good agreement.

For a more objective analysis, a cubic spline is fitted to the mapped nodes of the four envelope parts and the distance to the origin, 
𝑟𝑛(𝑡) =

√
𝑥𝑛(𝑡)2 + 𝑦𝑛(𝑡)2, is measured with respect to the spline parameter, 𝑡, in the top tight corner in Fig. 13. Here, parameter 𝑡 runs 

from the top of the dendrite tip that grows along direction �̂�𝑦 (vertically) towards the tip growing along direction �̂�𝑥 (horizontally) 
and the index 𝑛 ∈ {𝐼, 𝐼𝐼, 𝐼𝐼𝐼, 𝐼𝑉 } denotes the quadrants. The spline presentation allows us to evaluate the differences between the 
four curves, i.e., the four envelope parts from different quadrants.

The differences with respect to the envelope shape from the first quadrant, represented as a set of 1000 (𝑥𝐼 , 𝑦𝐼 ) coordinates, are 
shown in Fig. 13 in the bottom right. In this particular example, the largest difference is observed in the second quadrant, with the 
largest relative error slightly above 1%. The relative error in other quadrants is similar. The largest error, 𝑒max = max |(𝑟𝐼 − 𝑟𝑛)∕𝑟𝐼 |, 
is approximately 3 times the internodal distance enforced at the envelope, i.e., 𝑒max∕ℎ𝑒 ≈ 3. This may appear a lot, but note that it is 
15

only around 0.8% of the grain size (given by the tip position 𝑥tip ≈ 8.88).
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Fig. 11. Growth of the dendritic grain envelope, the concentration field in the liquid and the adaptive discretization for ℎe = 0.028.
16

Fig. 12. Comparison of MIT and PFIC on dendritic growth problem for ℎe ≈ 0.028.
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Fig. 13. Analysis of anisotropy induced by the node arrangement. On the left, we show the envelope parts mapped to the first quadrant, on the right the evaluation 
process is presented.

6.2. Spatial-discretization convergence

Let us now take a closer look at the dendritic envelopes. To assess the behaviour of the numerical error in spatial discretization, 
we compare the envelopes computed with three different spatial discretizations at time 𝑡 ≈ 9.6, which corresponds to nearly the end 
of simulation time.

Fig. 14 shows the results for the finest (ℎe ≈ 0.028), intermediate (ℎe ≈ 0.060), and coarsest (ℎe ≈ 0.1) using the proposed MIT-
based approach and the results for the finest (ℎ ≈ 0.02), intermediate (ℎ ≈ 0.05), and coarsest (ℎ ≈ 0.1) discretizations using the 
PFIC-based approach. Note that the mesh spacing, ℎ, of the PFIC is uniform and equal to ℎe and that for the MIT, the spacing on the 
outer boundary, ℎ𝓁 = 0.1, is constant and identical for all simulations, regardless of ℎe.

Convergent behaviour of the maximum tip position can be already seen in Fig. 14 at the bottom right figure. To further support 
this observation, the maximum tip position is plotted with respect to the discretization spacing in Fig. 15 (left) near the end of the 
simulation. Here we can see that the slope of convergence of the MIT-based approach is steeper than that of PFIC and also that 
MIT reaches the asymptotic value at somewhat larger node spacing than PFIC. The PFIC-based approach converges towards slightly 
larger tip positions than those obtained with the MIT-based simulation. Nevertheless, the difference between the two is less than 
0.5%, which is small, considering that we are comparing two conceptually different methods. We also show that increasing the order 
of the RBF approximation from second (𝑚 = 2) to fourth (𝑚 = 4) has only negligible impact on the solution of the full GEM.

In the middle of the dendrite (see Fig. 14 in the lower left corner), we notice that MIT captures the final envelope shape with 
fewer nodes compared to PFIC. Note that PFIC with ℎe ≈ 0.1 completely smooths out the depression in the centre, while MIT with 
a comparable spatial discretization captures all the details. The most likely reason for this is that MIT uses sharp interface tracking 
and avoids the smoothing effect of the phase field in curved parts of the shape, effectively requiring less nodes to reduce numerical 
artefacts. We attempt to evaluate this effect by measuring the length of the envelope. To do this, we use the spline representation of 
the dendritic envelope and calculate its total length by summing 5000 linear segments, which is shown in Fig. 15 (right).

6.3. Computational cost

To show the benefit of h-adaptive discretization for the GEM we analyse the evolution of the number of discretization nodes 
during the simulations. Fig. 16a shows the total number of nodes (domain and boundary nodes), 𝑁total, with respect to the internodal 
distance ℎe. The number of nodes is generally much lower with the MIT approach, because in the MIT (i) the interior of the dendrite 
is not considered as part of the computational domain, and (ii) the ℎ-refinement towards the dendrite envelope effectively leads to 
a lower total number of nodes, while preserving the quality of the local field description near the envelope. The last two remarks 
are particularly important for fine internodal distances ℎe, which yield about an order of magnitude fewer computational points for 
the MIT at ℎe ≈ 0.028. Fig. 16b shows the evolution of the total number of discretization nodes with respect to the simulation time 
for the finest discretization used in this work (ℎe ≈ 0.028). Given the h-refinement, we find that the number of discretization points 
generally increases during the simulation. This is somewhat intuitive since the dendrite area increases with simulation time, i.e., the 
densely populated area increases. On the other hand, an increasing size of the dendrite also means a decrease in the total domain 
17

size, which prevails as the dendrite envelope approaches the outer boundary of the domain.



Journal of Computational Physics 507 (2024) 112973M. Jančič, M. Založnik and G. Kosec

Fig. 14. Convergence of the envelope shape at a selected simulation time 𝑡 ≈ 9.6. In the bottom row, the centre of the dendrite is shown on the left while the tip shape 
is shown on the right. For clarity, only every 20th node is plotted for the PFIC method.
18

Fig. 15. Maximum tip position with respect to the discretization spacing (left) and envelope contour length (right).
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Fig. 16. Analysis of the number of discretization nodes for h-adaptive MIT and comparison to PFIC.

Fig. 17. Execution times for PFIC and MIT methods as function of the node spacing at the envelope, ℎe. Note that for the MIT the node spacing at the outer boundary 
was constant (ℎ𝓁 = 0.1) and for the PFIC the meshes are uniform, with spacing ℎe . The times were measured on the same hardware setup assuring CPU affinity and 
fixed CPU frequency at 2.4 GHz. The regression functions give an estimation of the computational complexity.

To assess the computational cost of the MIT-GEM and to compare its performance to the PFIC-GEM we measured execution times 
in controlled conditions, i.e., on the same hardware setup, ensuring CPU affinity and fixed CPU frequency (2.4 GHz). We ran MIT-
GEM computations with ℎ𝓁 = 0.1 on the outer boundary and with varying ℎe. The mesh spacing for the PFIC-GEM is uniform and 
equal to ℎe. Note that we can reasonably consider that the two methods have the same accuracy at equal ℎe. This is a simplification 
that is not far from reality (see Fig. 15). The dependence of the execution time on ℎe is shown in Fig. 17.

At ℎe = ℎ𝓁 = 0.1 the node distribution of the MIT is uniform and this point therefore allows us to compare the performance for 
both methods at equivalent spatial discretization. In these conditions the execution time of the MIT-GEM is around 50% longer. 
This is inherently due to the use of the RBF-FD method for the solution of the diffusion equation and due to the node regeneration 
required by the changing domain shape. These factors appear to prevail over those that are expected to decrease the computation 
time: smaller number of nodes, computationally cheaper front tracking by moving nodes instead of solving a phase-field equation, a 
smaller number of envelope velocity calculations.

With refinement of the envelope node spacing, ℎe, we can observe a clear gain of the MIT-GEM over the PFIC-GEM. At the 
finest discretization, ℎe = 0.03, the MIT-GEM is around three times faster. This gain is exclusively due to the h-adaptivity of the 
spatial discretization in the MIT-GEM, which allows us to use significantly less nodes in the domain, compared to a uniform node 
19

distribution, while retaining a high node density on the envelope and thus a high accuracy of the solution in the regions of interest. 
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Fig. 18. Two interacting dendrites at time 𝑡 = 7.184. Left: The MIT-GEM concentration field is shown. The envelopes predicted by PFIC-GEM using a single phase 
field are shown in top right by a green line, for two distinct phase fields with a red line while MIT envelopes are shown in blue. The grain seeds were positioned at 
𝒓1 = (2, 2) and 𝒓2 = (−2, −2). The bottom right figure shows concentration profiles along the diagonals (shown in magenta in the left image).

For the problem at hand (the simulation of a single dendrite in a fairly large domain, constant node spacing at the outer boundary) 
the computational complexity of the MIT-GEM is shown in Fig. 17 to scale as ∼ ℎ−2.7e , where ℎe is the node spacing on the envelope. 
For the PFIC-GEM it scales as ∼ ℎ−4e , which is equivalent to 𝑂(𝑁2), where 𝑁 is the number of mesh points. Note that the time step is 
∼ ℎ2e for both methods. These results show that the MIT-GEM with h-adaptivity is particularly interesting for high-accuracy solutions, 
using small ℎe, where h-adaptivity is highly beneficial.

7. Simulation of interacting grains

One of the primary interests of the GEM is to study solutal interactions between grains over distances that are of the order of the 
grain size. In this section we show two examples of application of the MIT-GEM.

In Fig. 18 we show MIT-GEM and PFIC-GEM simulations of two dendrites as they grow close to each other. A drawback of the 
PFIC when describing grains that are relatively close (∼ 𝛿) is that the phase-fields of the individual grains can interact and can 
thus provide envelope shapes that are not consistent with the GEM model. Due to the properties of the phase-field equations, two 
envelopes that are described by the same phase field can merge if they are sufficiently close. This is shown in Fig. 18, where two 
dendrite envelopes simulated by the PFIC-GEM using a single phase field actually merge. This result is not consistent with the GEM 
model and the merging is only a consequence of the PFIC method. A way of avoiding merging of envelopes in the PFIC-GEM is to 
use a multi-phase-field approach, i.e., to use a distinct phase field for each grain. This is a robust method, but it adds an additional 
equation for each phase field, which increases the computation time and becomes costly when simulating large numbers of grains 
(100 or more). The MIT-GEM entirely avoids such merging due to numerical artefacts, the interactions between the envelopes are 
strictly as described by the GEM, they are given by the concentration field between the grains. The growth of the two envelopes 
shown in Fig. 18 stops at a distance of around 1.1. Note that the distance is somewhat larger than 𝛿 = 1 because the concentration 
of the liquid between the grains reaches 0 before the grains actually grow down to the distance of 𝛿. For clarity, we plot the solute 
concentration along the 𝑦 = 𝑥 and 𝑦 = −𝑥 lines in Fig. 18 on the right. We see that the solute concentration between the dendrites is 
0, which stops further growth of the envelope in the MIT approach, consistently with the GEM model.

To demonstrate a more general application of the MIT-GEM, we show a simulation of 6 dendrites with different rotations of the 
four tip growth directions. The time evolution of the interacting grain shapes and of the solute concentration field is shown in Fig. 19. 
Adding grains with different orientations in the MIT approach is straightforward. Each grain has its distinct set of envelope boundary 
nodes (evolving during the simulation) and can thus be easily attributed its own set of tip growth directions. This is an advantage 
with respect to the PFIC-GEM approach, where the multi-phase-field approach must be used to describe multiple grain orientations, 
introducing additional computational cost.

8. Conclusions and perspectives

In this paper we proposed the Meshless Interface Tracking (MIT) method for the solution of the Grain Envelope Model for dendritic 
growth (GEM). This novel method is expected to provide improved accuracy of GEM solutions in comparison with the Phase-Field 
Interface Capturing (PFIC) method, which has been used in all prior work on the GEM. Inherently, the MIT-GEM eliminates certain 
numerical artefacts experienced with the PFIC-GEM:
20

• The MIT-GEM does not smooth the envelope, while smoothing cannot be entirely avoided with the PFIC-GEM.
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Fig. 19. Growth of six interacting dendrites with different orientations of the tip growth directions.

• The MIT-GEM ensures that the envelope propagates exactly at the calculated speed, while the PFIC-GEM requires a careful 
surface reconstruction to ensure good accuracy of the envelope propagation.

Furthermore, the MIT introduces h-adaptive spatial discretization, which is an advantage and enables one to ensure high accuracy 
of the solution of the diffusion field in the liquid. In the future it could also be used to refine the point spacing on the envelope 
in areas of high curvature. In addition to ℎ also an ℎ𝑝 adaptivity could be used [59]. We analysed all critical elements of the 
MIT method, namely the meshless approximation of the differential operators, the interpolation of the concentration field, and the 
parametric envelope reconstruction used for rediscretization and for calculation of the envelope speed. We addressed the accuracy 
and computational complexity of the methods as well as the sensitivity to the order of RBF operator approximation and to the order 
of spline interpolation for envelope reconstruction. After the analysis we concluded that the order 𝑘 > 1 should be used for surface 
reconstruction, and the second order RBF-FD approximation should be used for field reconstruction and its derivation. Note that 
these are not tuning parameters, but parameters that define the method (similar to the FEM, where the user decides whether to use 
linear basis functions or quadratic basis functions). Therefore, these parameters can be considered universal.

The comparison of PFIC and MIT shows that MIT can capture the shape of the envelope more accurately by using fewer nodes on 
the envelope. Moreover, due to the h-refinement, the total number of nodes required in MIT is also much smaller compared to PFIC. 
MIT reaches high accuracy using second order methods for the approximation of the spatial partial differential operators, spatial field 
interpolation, and for spline reconstruction of the envelope. Higher order methods can be readily used for additional improvement 
of accuracy.

The focus of future applications of the MIT-GEM will be simulations requiring high accuracy, especially high accuracy of the 
envelope tracking. This includes simulations where the development of new branches of a dendrite is a key aspect. The MIT-GEM 
will also serve as a high-accuracy reference for the verification of the PFIC-GEM. From the numerical point of view, the introduction 
of a more complex node distribution that adapts to the local envelope curvature radius would be beneficial to improve the description 
of small-scale features of the envelope shape.

The presented MIT is based on a meshless approximation using scattered nodes for spatial discretisation. Despite the often 
idealized descriptions of meshless methods found in literature, there are still many unanswered questions that burden the method. 
The ongoing scientific debate about what is the best nodal distribution is inherently connected to the subsequent challenge of stencil 
selection, where scientific consensus is even more elusive. In MIT we use a widely accepted stencil that comprises the certain number 
of nearest nodes. Although such an approach is simple to implement and generalises to higher dimensions, it is also computationally 
expensive as relatively big stencils are required for stable approximation [33,53,48]. The interplay of node positioning and stencil 
selection is of crucial importance not only for the execution performance but also for accuracy and stability, which is still, after 
decades of research, not fully understood [60]. In the future work these concerns should be also tackled. In addition to the simple 
closest nodes stencils, there is promising research [61,46] showing that more sophisticated symmetric stencils could improve the 
21

stability and execution performance of the meshless methods.
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The introduction of scattered nodes also results in an unstructured nature of the data, which makes load balancing in paral-
lel execution [62] and effective cache utilisation much more difficult [63], opening additional questions regarding the effective 
implementation of meshless methods, which could also be addressed in future work.
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[54] M. Jančič, V. Cvrtila, G. Kosec, Discretized boundary surface reconstruction, in: 2021 44th International Convention on Information, Communication and 

Electronic Technology (MIPRO), 2021, pp. 278–283.
[55] U. Duh, G. Kosec, J. Slak, Fast variable density node generation on parametric surfaces with application to mesh-free methods, SIAM J. Sci. Comput. 43 (2) 

(2021) A980–A1000, https://doi .org /10 .1137 /20M1325642.
[56] J. Slak, G. Kosec, Medusa: a C++ library for solving pdes using strong form mesh-free methods, ACM Trans. Math. Softw. 47 (3) (2021) 1–25.
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