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Abstract

Note This preprint has not undergone peer review (when applicable) or any
post-submission improvements or corrections. The Version of Record of this con-
tribution is published in ” International Journal of Computer Assisted Radiology
and Surgery – IJCARS 2024”, and is available online at https:// doi.org/ 10.
1007/ s11548-024-03132-z .

Purpose Intracranial aneurysm detection from 3D Time-Of-Flight Magnetic
Resonance Angiography images is a problem of increasing clinical importance.
Recently, a streak of methods have shown promising performance by using seg-
mentation neural networks. However, these methods may be less relevant in a
clinical settings where diagnostic decisions rely on detecting objects rather than
their segmentation.

Methods We introduce a 3D single-stage object detection method tailored for
small object detection such as aneurysms. Our anchor-free method incorporates
fast data annotation, adapted data sampling and generation to address class
imbalance problem, and spherical representations for improved detection.

Results A comprehensive evaluation was conducted, comparing our method
with the state-of-the-art SCPM-Net, nnDetection, and nnUNet baselines, employ-
ing two datasets comprising 402 subjects. The evaluation is based on adapted
object detection metrics. Our method demonstrated comparable or even superior
performance, achieving an average precision of 78.96%, sensitivity of 86.78%, and
0.53 false positives per case.

Conclusion Our method significantly reduces the detection complexity com-
pared to existing methods, and highlights the advantages of object detection over
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segmentation-based approaches for aneurysm detection. It also holds potential
for application to other small object detection problems.

Keywords: Computer-aided detection, deep learning, intracranial aneurysm, magnetic
resonance angiography

1 Introduction

Intracranial aneurysms are abnormal focal dilations of cerebral blood vessels. Their
rupture accounts for 85% of Subarachnoid Hemorrhages (SAH), and is associated with
high morbidity and mortality rates [1]. Early detection of Unruptured Intracranial
Aneurysms (UIA) has become a problem of increasing clinical importance. Computed
Tomography Angiography (CTA) and Magnetic Resonance Angiography (MRA) are
the most commonly used imaging techniques for monitoring UIAs. Among these, 3D
time-of-flight (TOF-)MRA stands out for its non-invasive nature and suitability for
screening. As the number of scans performed increases each year, an automated UIAs
detection method would be valuable to assist radiologists in their clinical routine.

1.1 Related works

Aneurysm detection, or more broadly object detection is a specific image analysis
task that differs from image classification and segmentation. While image classification
categorizes the entire image based on aneurysm presence, image segmentation assigns
labels to voxels for precise aneurysms delineation. In contrast, aneurysm detection
identifies individual aneurysms location and assigns confidence scores to each.

Early Computer-Aided Detection (CAD) systems for aneurysm detection relied
on predefined imaging features, and their real-world performance have not been
fully established [2, 3]. With the advent of deep learning, Convolutional Neural Net-
works (CNNs) became the standard for various visual tasks. However, UIAs detection
remains challenging due to multiple factors such as limited labeled datasets, scarce
aneurysm signals in MRA data, absence of prior knowledge regarding aneurysm num-
ber and locations, and significant computational demands for 3D image processing.
Several 2D deep learning methods have been proposed for aneurysm detection [4–6].
However, recent approaches have shifted toward fully 3D approach, utilizing contextual
information from the three anatomical planes via patch-based techniques. Although
the dual-path multi-scale DeepMedic model was deemed promising [1], the high false
positives remains a challenge [7]. To address this, a two-stage approach was introduced
in [8], combining Regions-of-Interest (RoIs) identification with precise aneurysm seg-
mentation. Nevertheless, most existing works have been evaluated on small, private
datasets, limiting their reproducibility and multi-site analyses.

In 2020, the Aneurysm Detection And SegMentation (ADAM) challenge [9] was
conducted to objectively compare various aneurysm detection methods. Most meth-
ods relied on the UNet segmentation architecture [10]. To address class imbalance, loss
functions and data augmentation were employed. Various data sampling approaches
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were observed, with methods based on large contextual patches ranking highest on
the leaderboard. However, these patches require significant computational power for
training and extensive datasets for reliable sample modeling. The choice of UNet
was primarily due to the complexity of object detection approaches, which involve
multiple loss functions, advanced sampling strategies, and anchor definitions [11].
Yet, segmentation-based methods may not be the most efficient for object detection
tasks. In such methods, like nnUNet [12], post-processing steps (e.g., thresholding,
connected component extraction and analysis) are required to locate objects, and
voxel-based probabilities do not integrate into confidence scores at object level. These
post-processing steps can negatively impact performance compared to object detection
approaches that incorporate these steps during the learning process [13]. Additionally,
the discrepancy between ground truth object description and predicted voxel maps
leads to less appropriate object-level evaluation metrics [11]. In contrast, traditional
object detection approaches are assessed using the Average Precision (AP) metric,
considering overlap with ground truth, at different confidence thresholds [11, 14, 15].

The leading method in the ADAM challenge 2020, nnDetection [11], stands out as
the only method following an object detection approach. It relies on the anchor-based
RetinaUNet [13] for detecting aneurysms using 3D bounding boxes. Anchor-based
methods, such as RetinaNet [16] and YOLO [15], have become standard in natural
image object detection, with RetinaNet offering higher accuracy but slower speed com-
pared to YOLO, which offers a better balance between speed and accuracy. However,
these anchor-based methods introduce model complexity and flexibility limitations,
requiring customized anchor hyper-parameters for each dataset and creating class
imbalance between positive and negative anchors [17]. This issue has led to the emer-
gence of anchor-free detectors, characterized by simpler designs, fewer parameters, and
potential performance improvements [14]. Additionally, bounding box representation
may not be ideal for spherical objects such as aneurysms [14]. Existing works have
investigated circle [14] and ellipse [18] representations for 2D images. In the realm of
3D biomedical objects, such alternative representations remain limited. The SCPM-
Net model [19], for instance, uses a spherical representation to detect lung nodules
in CT scans and utilizes an anchor-free method with a loss function that optimizes
the Intersection-over-Union (IoU) between spheres. However, it incorporates multiple
hyperparameters that need to be adapted to each problem. Another challenge in cur-
rent aneurysm detection works is the limited datasets, mainly due to labor-intensive
voxel-wise annotation. In 2022, a public aneurysm TOF-MRA dataset was released,
combining voxel and weak labels [20].

1.2 Contributions

In this work, we introduce an anchor-free single-stage method for UIAs detection.
Our approach is built upon a spherical representation of aneurysms, which simplifies
and accelerates the annotation process. To mitigate limited training data, we adopt a
strategy involving small patches, along with data sampling and synthesis techniques,
effectively addressing class imbalance and aneurysm scarcity in images. We validate
the efficacy of our approach through an ablation study on a private dataset. Cross-
validation experiments were performed using a public and large dataset, which was
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meticulously curated by two experts to ensure reliable ground truth. Our method
demonstrates state-of-the-art performance compared to the baselines, highlighting the
advantages of the spherical representation over standard bounding boxes for UIAs.

2 Materials and methods

2.1 Datasets and annotation

Two TOF-MRA aneurysm datasets were used. The first dataset consists of 132 TOF-
MRA exams (75 female, 57 male) collected at our medical institution between 2015
and 2021 according to the following inclusion criteria: diagnosed unruptured saccu-
lar aneurysms smaller than 20 mm, no pre-treated aneurysm. A single exam was
included per patient. All images were acquired using a 3T scanner. Acquisition param-
eters included TR = 28 ms, TE = 3.4 ms, slice thickness = 0.8 mm, FOV = 24,
flip angle = 17◦, 4 slabs (54 slices/slab), and acquisition time = 6min 28s, resulting
in 512× 512× 254 volumes with a 0.47× 0.47× 0.4 mm3 voxel size. The dataset con-
tained a total of 206 aneurysms (mean size: 3.97 ± 2.32 mm), ranging from 1 (84/132)
to 5 aneurysms (4 subjects) per image. Of these, 81 aneurysms were smaller than 3
mm, and 77 measured between 3 and 5 mm.

The second dataset is the public dataset [20], which consists of 296 images. After
applying the same inclusion criteria as the in-house dataset, a total of 270 images
were kept for analysis. Previous works on aneurysm detection relied on voxel-wise
labeling, which is time-consuming and susceptible to intra- and inter-rater variabil-
ity. To address these issues and make annotating large datasets much easier, weak
labels approximating aneurysms with spheres have recently been investigated, achiev-
ing comparable performance to voxel-wise labeling [20, 21]. Our method [21], however,
provides greater annotation precision by defining spheres using two points: the center
of the neck and the dome, instead of the oversized spheres used in [20], which may
include healthy blood vessels (see Fig. 1). An expert interventional neuroradiologist
with 14 years of experience (LL) used our method to annotate the in-house dataset,
and review and correct the public dataset [20]. During this correction step, 7 new
aneurysms were added, and 5 aneurysms were removed from the provided annotations
as they were considered simple dysplasia or irregularities on the vessel surface. The
images of dataset [20] contained a total of 164 aneurysms (mean size: 3.74 ± 2.17
mm), ranging from 0 (130 healthy subjects) to 5 aneurysms (4 subjects) per image.

Fig. 1 Annotation comparison in 3D volume rendering: oversized annotation (blue), including sur-
rounding healthy vessels [20], versus our proposed annotation (red) to better approximate aneurysms.
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Of these, 66 aneurysms were smaller than 3 mm, and 72 between 3 and 5 mm. These
annotations are referred to as initial annotations in the paper.

2.2 Data selection and generation

The discriminative power of an object detector is a measure of its capacity to accu-
rately model both objects and the background. In large patch approaches, an aneurysm
is present in the majority of patches, which requires the dataset to contain healthy sub-
jects for reliable background modeling. Our method employs small patches, allowing
for the extraction of multiple non-overlapping negative, aneurysm-free patches. These
patches are 96 × 96 × 96 voxels in size, with an isotropic voxel size of 0.4 mm. How-
ever, this approach introduces class imbalance, with only one positive patch for each
aneurysm. To tackle this, we used adapted data sampling strategies. The first strat-
egy involved duplicating positive patches 50 times and applying random distortions to
diversify aneurysm shapes [21]. Another class imbalance arises from vascular informa-
tion, comprising about 3 to 5% of the background signal. To distinguish healthy blood
vessels from aneurysms, our second strategy involved pre-selecting 40 non-overlapping
negative patches for each patient data. Out of these, 30 were centered on blood vessels,
identified using the brightest voxels as patch centers. Each training epoch included
all available positive patches, supplemented with randomly selected negative patches,
constituting 15% of the training set. We also applied data augmentation techniques,
such as random rotations (0 to 180°), translations (0 to 10 mm), and horizontal flips.

2.3 Network architecture

We propose a 3D anchor-free approach adapted for small object detection using a
spherical representation. Following a grid-based approach, our architecture divides the
input patch of 96 × 96 × 96 voxels into 12 × 12 × 12 = 1728 cells (see Fig. 2). Each
cell is responsible for detecting a single object, based on the presence or absence of

Fig. 2 Our proposed CNN : object detection using spheres (x, y, z, r) and confidence scores (c). 2D
feature maps are used only for visualization purposes; their actual sizes in 3D are displayed.
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its center within the cell. Each detection corresponds to a sphere centered on the
aneurysm center (x, y, z) with a radius (r) equal to half the aneurysm size.

The input patch is encoded into feature maps through a series of residual convo-
lutional blocks. The Detection Head further processes these feature maps by dividing
them into a grid of 1728 cells using two parallel convolutions. The first convolution
yields a confidence probability score (c) indicating the presence of an aneurysm center
within each cell. For positive cells (i.e., containing an aneurysm center), the second
convolution estimates the aneurysm center (x, y, z ) and radius (r). However, this
approach introduces a high imbalance between negative (N ) and positive (P) cells.
To address this, and inspired by 2D YOLO [15], we adopted a weighted loss function
that combines terms for detection confidence, localization, and size estimation. For
confidence scores, we computed binary cross-entropy (BCE) using class probabilities
for both positive (cP ) and negative (cN ) cells. We then weighted the negative term by
half the number of positive cells (#P ) in the training batch (see Eq. 1). For more pre-
cise optimization of aneurysm localization (x, y, z ) and size (r) on such small objects,
we applied the mean squared error (MSE) for positive cells, with a weight factor of 5
to account for their scarcity (see Eq. 2).

Classification (P,N) = BCE (cP ) + 0.5×#P × BCE (cN ) (1)

Regression (P ) = 5×
#P∑
i=1

MSE (xi, yi, zi, ri) (2)

2.4 Detection and performance evaluation

Our method was implemented using PyTorch with stochastic gradient descent (SGD)
and the following hyperparameters: 200 epochs, balanced batch sampling, a batch
size of 32, and an initial learning rate of 10−2. Hyperparameters were chosen after
preliminary experiments on a subset of the in-house dataset. During inference, we
used a patch reconstruction approach. The original volume is divided into 96×96×96
voxel patches with a voxel resolution of 0.4 mm, allowing for a 16 voxel overlap to
address border effects from convolutions. Detections were generated from each patch
and retained if their center (x, y, z ) fell within the central 64× 64× 64 region of the
patch. To eliminate overlapping detections, Non-Maximum Suppression (NMS) was
applied with an IoU threshold of 10%. Both training and inference were performed
using a NVIDIA RTX A6000 GPU.

The evaluation of object detection methods requires metrics that considers both
localization and confidence scores. Existing aneurysm detection works often use met-
rics less adapted for object detection tasks. For instance, UNet-based approaches define
objects as connected components (CC) of thresholded output probability maps. A
paradoxical consequence is that a higher confidence threshold can increase the num-
ber of CC and hence detections. Similarly, average output probabilities favor smaller
objects around the probability peak. In our work, we evaluate the methods with met-
rics based on the IoU between the predicted and ground truth (GT) spheres at an IoU
threshold of 10% [11, 22]. A GT sphere with an IoU score above 10% was tagged as a
true positive (TP), else it was a false negative (FN). A false positive (FP) was counted
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for each predicted sphere with no IoU score above 10%. This leads to the competition
of the average precision (AP0.1) score. We also report sensitivity (Sensitivity0.5) and
false positives per case (FPs/case0.5) at a default 50% confidence threshold.

We compared our method against SCPM-Net [19], nDetection [11], and
nnUNet [12], with the latter two ranking first and third in the ADAM Challenge
2020 [9]. SCPM-Net also employs 96 × 96 × 96 voxels patches, but its loss function
and random training patch selection impeded model convergence, leading us to adopt
our own data strategy without optimizing IoU between spheres. On the other hand,
nnDetection and nnUNet are self-configuring methods, eliminating manual setup.
nnDetection employs anchor-based object detection with 3D bounding boxes, and 27
predefined anchors. nnUNet specializes in medical image segmentation, utilizing a
modified UNet architecture [10] and deep supervision training. Both baselines employ
large patches with diverse data augmentation techniques. For a fair comparison, we
converted the outputs of nnDetection and nnUNet to spherical representations. For
nnDetection, we transformed predicted bounding boxes into spheres using the largest
extent of the box as the sphere diameter. For nnUNet, we fitted one sphere per con-
nected component in the segmented voxel image. The sphere diameter was determined
as the maximum distance between two voxel locations, and the confidence score was
set as the maximum predicted voxel value.

3 Experiments and Results

3.1 Ablation study

To evaluate the contribution of each component of our method, we conducted an
ablation study using the in-house dataset. The dataset was split into two subsets: a
training set with 92 subjects (138 aneurysms, average size of 4.11 ± 2.48 mm) and a
test set with 40 subjects (68 aneurysms, average size of 3.67 ± 1.93 mm). We com-
pared Model0 (our method) with 6 model variants. Model0 was trained with 8096
patches, including 1196 negatives. The 6 model variants were:

• Model1 : Trained without applying random distortion to positive patches.
• Model2 : Trained exclusively with positive patches, omitting negative ones.
• Model3 : Trained using all available candidate negative patches, making up 34% of
the total training patches (as compared to the 15 % used in Model0 ).

• Model4 : Trained using oversized ground truth spheres (as in [20], 33% increase in
diameter compared to Model0 ).

• Model5 : Trained using bounding boxes (x, y, z, width, height, and depth) instead
of spherical ground truths.

• Model6 : Follows an anchor-based approach with 6 anchor spheres ranging in
diameter from 2.31 mm to 19.63 mm, determined by k-means on the training set.

As shown in Table 1 (top), our experiments demonstrate the superior performance
of our proposed method. Model1 showed that removing random distortion from pos-
itive patches led to reduced detection confidence scores, indicating the importance
of diverse aneurysm shapes for accurate identification. Unlike traditional 2D object
detectors that primarily rely on positive images, Model2 highlights the importance
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Models AP0.1 (%) Sensitivity0.5 (%) FPs/case0.5
Model0 80.24 77.94 0.40
Model1 74.69 72.06 0.35
Model2 71.72 70.59 0.57
Model3 77.66 77.94 0.60
Model4 69.59 70.59 0.37
Model5 72.47 75.00 0.72
Model6 81.64 70.59 0.37

Our method 81.22 ± 5.34 81.55 ± 5.40 0.57 ± 0.06
SCPM-Net [19] 80.14 ± 6.49 82.03 ± 7.50 0.71 ± 0.14
nnDetection [11] 80.88 ± 6.33 77.15 ± 8.84 0.68 ± 0.13
nnUNet [12] 79.45 ± 4.70 76.04 ± 4.19 0.27 ± 0.10

Table 1 Models comparison on the in-house dataset: our proposed
method is Model0. (Top) Ablation study models; (Bottom) Baseline
comparisons, presented as mean ± standard deviation scores across 5
cross-validation test subsets.

of negative patches in our 3D aneurysm detection approach, particularly in improv-
ing background modeling. Model3 shows that this background modeling is related to
an increased sensitivity. However, too many negative samples adversely affects fore-
ground accuracy, leading to more FPs. Model4 found that using oversized ground
truth spheres detrimentally affected detection performance. Employing tighter-fitting
spheres improves the discrimination between healthy vessels and aneurysms. Model5
validated the superiority of spherical representation over classical bounding boxes for
detecting aneurysms, which are ball-shaped objects. In particular, bounding boxes
tend to generate more false positives. Finally, Model6 demonstrated that adopting an
anchor-based approach is unnecessary for UIAs detection using spheres, as the sphere
radius can be efficiently optimized during training. Pre-defined anchors exacerbate the
imbalance between positive and negative cells, leading to lower confidence scores.

To further assess the performance of our method and measure variability in dif-
ferent data instances, we conducted a 5-fold cross-validation on the in-house dataset
(132 subjects). The dataset was divided into 5 subsets, with 4 (105 or 106 subjects)
for training and 1 subset (27 or 26 subjects) for testing. The performance results of
our method and baselines are presented in Table 1 (bottom). Our method achieved an
average precision of 81.22%, sensitivity of 81.55%, and 0.57 FPs/case. Different train-
ing and inference times were measured. Each model of our proposed method required
24 hours for the training phase and 30 minutes for inference, against, respectively, 35
hours and 1 hour 24 minutes for nnDetection, 28 hours and 1 hour for nnUNet, and
32 hours and 30 minutes for SCPM-Net.

3.2 5-Fold cross-validation

To evaluate the robustness of our approach against state-of-the-art baselines, we
conducted a 5-fold cross-validation study on the public dataset [20]. This dataset com-
prises 270 subjects, including 130 healthy subjects, from various medical institutions,
reflecting real-world scenarios. It was divided into five subsets of 54 subjects each,
maintaining a balanced mix of health and pathology subjects. In each fold, our method
used an average of 7875 training patches, including 1075 negative ones.
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Evaluation Methods AP0.1 (%) Sensitivity0.5 (%) FPs/case0.5

Initial annotations
Our method 75.80 ± 7.11 84.76 ± 5.00 0.57 ± 0.17
SCPM-Net 72.41 ± 7.89 85.36 ± 6.18 0.75 ± 0.19
nnDetection 73.68 ± 6.38 84.76 ± 4.72 0.67 ± 0.12
nnUNet 72.46 ± 4.74 71.95 ± 9.11 0.13 ± 0.06

Revised annotations
Our method 78.96 ± 5.24 86.78 ± 3.98 0.53 ± 0.14
SCPM-Net 76.35 ± 5.91 86.20 ± 5.22 0.71 ± 0.15
nnDetection 78.01 ± 6.07 86.78 ± 6.16 0.63 ± 0.10
nnUNet 73.47 ± 4.17 71.26 ± 8.09 0.11 ± 0.04

Table 2 5-Fold cross-validation on the public dataset [20]. All methods were trained using
the initial annotations. Evaluation scores are reported as mean ± standard deviation over 5
test subsets, with initial (top) and revised (bottom) annotations.

Table 2 (top) compares the performance of our method with the baselines. Our
method achieved the highest average precision score of 75.80%, with a sensitivity score
of 84.76% and 0.57 FPs/case. Following a visual review of the detections, we found
that many unlabeled aneurysms were detected, raising concerns about the reference
annotation quality. Therefore, a new, more robust ground truth was established. Two
interventional neuroradiology experts (LL and RA) with 14 and 32 years of experience
separately conducted a blinded review of detections for each method, including FN
annotations, resulting in three annotations per expert (one for each method). Decisions
for each detection were made by majority vote, with consensus used to resolve ties
(7.6% of detections). The review revealed that 23 FPs were actually aneurysms initially
missed during the initial annotation (see Fig. 5a), while 13 aneurysm annotations were,
in fact, irregularities on the vessel surface (see Fig. 5b). Therefore, the total number
of aneurysms increased from 164 to 174, with a mean size of 3.65 ± 2.15 mm. We then
re-evaluated the performance of the methods based on the revised annotations.

As shown in Table 2 (bottom), all methods demonstrated improved performance.
Our method achieved an average precision of 78.96%, sensitivity of 86.78%, and 0.53
FPs/case, exhibiting comparable or even superior performance to baseline methods.
In Figure 3 (left and middle), the Precision-Recall and FROC curves are presented.
Figure 3 (right) demonstrates performance analysis of our method based on aneurysm
size. For small aneurysms (< 3 mm), our method achieved 77.22% sensitivity, while
SCPM-Net, nnDetection, and nnUNet reached 75.94%, 73.42%, and 45.57%, respec-
tively. For medium-sized aneurysms (3 − 5 mm), our method exhibited a sensitivity
of 98.59%, compared to 97.18%, 98.59%, and 92.96% for SCPM-Net, nnDetection,

Fig. 3 Precision-Recall (left) and FROC (middle) curves for the methods, with SCPM-Net and
nnDetection showed higher false positives. (Right) Detection rate per aneurysm size for our method.
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and nnUNet, respectively. For larger aneurysms (> 5 mm), our method demonstrated
a sensitivity of 83.33%, whereas SCPM-Net, nnDetection, and nnUNet achieved
sensitivities of 87.5%, 95.83%, and 91.67%, respectively.

4 Discussion

Despite recent promising results, aneurysm detection remains a significant challenge.
Previous works have proved difficult to evaluate and compare due to the lack of com-
mon datasets and appropriate metrics. In response to this, we have introduced a 3D
anchor-free object detector adapted for small objects like aneurysms. Our method
considers spherical representations, enabling a fast and straightforward annotation.
It relies on small, non-intersecting negative patches, and data synthesis for positive
patches, expanding the number of available training samples for a better leverage
of small datasets. The evaluation was performed on large and public dataset using
IoU-based metrics, involving the assessment of each detection by two experts for
robust ground truth. Our method performed better than nnUNet and similar, even
slightly better than nnDetection, achieving an average precision of 78.96%, sensitivity
of 86.78%, and 0.53 FPs/case.

Our model architecture, inspired by YOLO, performs competitively compared to
larger architectures like RetinaUNet [13]. It involves fewer parameters and hyper-
parameters, avoiding computationally intensive large patches. Our experiments favor
tight-fitting spheres for aneurysm annotation over oversized spheres, as those adopted
in dataset [20] (see Fig. 1). Spherical representation outperforms standard bounding
boxes, as it requires only 4 parameters (x, y, z, radius) compared to 6 (x, y, z, width,
height, depth) for boxes, simplifying training. Spheres provide rotation invariance,
aligning with rotation-based data augmentation (see Fig. 4).

To address the high class imbalance, we used data synthesis for positive patches and
sampling strategies for negative patches, improving discrimination between aneurysms
and healthy vessels and cerebral tissue. We acknowledge that, as a downside of the
small patch approach, large aneurysms (> 10 mm) are more challenging to detect for
our method. It should also be noted that a very small sample of only 4 aneurysms
was available for that category. Moreover, radiologists tend to excel in detecting larger
aneurysms, making automated assistance more crucial for smaller ones. Challenging
false positives often occur at small arteries branching. Due to resolution limitations
and slower flow, the MRI signal rapidly gets closer to the noise floor, which let our

Fig. 4 Rotation invariance: Box (blue) and spherical (red) representations. Instability of box size
relative to aneurysm volume. A FP in box representation appears (right).
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(a) (b) (c) (d)

Fig. 5 Detection spheres (red) and their confidence scores (blue). (a) Unlabelled aneurysm of 2.4
mm detected by our method. (b) False annotation at the branching of a small artery. (c) FP detection
(irregularity at the middle cerebral artery bifurcation). (d) FN aneurysm of 1.91 mm.

method mistake such cases for small aneurysms (see Fig. 5c). Out of the 174 aneurysms
in the dataset [20], 14 of the 38 FN aneurysms had sizes below 2.5 mm (see Fig. 5d).
Part of these misses are related to the annotation uncertainty on such aneurysms,
which are difficult to diagnose in TOF-MRA. It is important to note that the models
were trained using initial (noisy) annotations and evaluated by two clinical experts.

The new ground truth based on a thorough assessment by the experts allows for
an evaluation of the initial annotations of dataset [20]. It shows 82.7% sensitivity and
0.07 FPs/case. This is on par with previously reported findings that clinical experts
have a good sensitivity and an excellent specificity. If current deep learning methods
are able to exceed the clinicians’ sensitivity, reaching their specificity requires further
effort. Detection performance is particularly poor for small aneurysms, which should
therefore be a priority in future works.

5 Conclusion

In this paper, we presented a novel object detection approach for aneurysm detection,
using a simple-to-do spherical representation and efficient small patch data strategy.
Our extensive evaluation, conducted on a large public dataset by two experts, high-
lights annotation uncertainty, a challenge we aim to tackle in future research. Despite
this, our method was compared against three state-of-the-art approaches: SCPM-
Net and nnDetection, following an object detection paradigm, and nnUNet, based
on segmentation. Our first result is a further hint that object detection approaches
are better suited than segmentation-based methods to detect aneurysms. Second, our
method performs similarly or better than SCPM-Net and nnDetection with lower
computational cost, making it promising for other small object detection problems.
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[10] Çiçek, Ö., Abdulkadir, A., Lienkamp, S.S., Brox, T., Ronneberger, O.: 3d U-Net:
learning dense volumetric segmentation from sparse annotation. In: International
Conference on Medical Image Computing and Computer-assisted Intervention,
pp. 424–432 (2016). Springer
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