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A B S T R A C T

A computational homogenization analysis is performed on three-dimensional representative volume elements 
(RVE) that contain two distinct populations of voids, to demonstrate the influence of the interaction between 
cavities. RVEs are constructed as cubic elastic perfectly-plastic matrices embedding two families of spherical 
voids, and subjected to dynamic loading under homogeneous kinematic boundary conditions. Multiple micro
structure models are considered by varying the number, position, and size of voids to evaluate the micro-inertia 
contribution to the overall macroscopic stress. Velocity fields within numerical RVEs are investigated to reveal 
the interaction of voids and their key role in the dynamic macroscopic response of the porous material. Based on 
numerical simulation results, a homogenization analytical model considering void interaction is proposed to 
describe the mechanical behavior under dynamic loadings. This model relies on adjusting the strain rate level at 
the boundary of unit cells composing the porous material. Comparison between our numerical and analytical 
results with those obtained using the classical Taylor homogenization scheme highlights the limitations of the 
Taylor model in the case of porous materials under dynamic loading.

1. Introduction

The design of materials with desired mechanical properties requires 
a profound understanding of their mechanical behavior and the ability 
to predict fracture phenomena. This is particularly pertinent in the case 
of ductile materials, where fracture occurs through three distinct stages: 
void nucleation, void growth, and void coalescence, see Benzerga and 
Leblond (2010). In this context, ductile materials undergoing damage 
are often modeled as porous materials. Rice and Tracey (1969) were 
among the first to consider the response of a spherical void embedded in 
an infinite medium. The matrix is assumed to be rigid perfectly plastic 
with a uniform loading in the remote boundary. Using a variational 
approach in a static analysis, the authors succeeded to identify the void 
radius expansion. In 1977, Gurson (1977) has developed one of the most 
classical models of ductile damage. His work, based on a micro
mechanical approach, provides an approximate yield criterion for 
ductile porous material. The analysis was performed on a hollow sphere 
made of rigid perfectly plastic material obeying the von Mises criterion, 
and subjected to uniform boundary strain rate. This model was 
improved by incorporating additional coefficients and parameters to 
match with numerical analysis (Tvergaard (1982); Needleman and 

Tvergaard (1984); Koplik and Needleman (1988)). Ponte Castañeda 
(1991) and Michel and Suquet (1992) developed a bounding model to 
obtain accurate bounds of the effective potential for porous materials. 
The shape of voids is an additional parameter which influences the 
porous materials behavior. Following the approach of Gurson (1977), 
Gologanu et al. (1993, 1994) developed models for spheroidal cavities 
embedded in a finite volume. Morin et al. (2016) explored the effect of 
shape and voids orientation on the response of porous materials using 
numerical simulations. Reboul and Vadillo (2018) modified the Gur
son’s (1977) model to include strain rate sensitivity to analyze the 
expansion of a long cylindrical void.

Most of works cited above have used a unit cell containing a single 
void to represent a porous medium. Several studies have explored in
teractions between voids considering RVE containing multiple voids. 
Vincent et al. (2008, 2009) developed an approximation of the effective 
flow surface, similar to the Gurson-Tvergaard-Needleman criterion, of a 
porous material containing two populations of voids with different sizes 
and shapes. Julien et al. (2011) developed a semi-analytical model for 
the behavior of saturated viscoplastic materials containing two pop
ulations of spherical cavities of different sizes.

In addition to analytical approaches, many studies use three- 
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dimensional numerical VERs to propose micromechanical models. For 
instance, Garajeu et al. (2000) developed a micro-mechanical approach 
to ductile damage using numerical simulations. Their study focused on 
two types of unit cells: cylindrical and spherical. The primary objective 
of these simulations was to validate the consistency of the analytical 
model, which was designed to simulate ductile damage through void 
growth in a nonlinear viscous matrix. In the work of Vishnu et al. (2023), 
the authors use cubic numerical RVEs containing multiple microstruc
tural configurations (number and size of voids, porosities, …) to eval
uate the mechanical characteristics of these RVEs compared to simple 
unit cells and to study the growth of voids. It is interesting to note that 
among the many conclusions of this work, it is highlighted that the in
teractions between pores directly affect the growth of voids. Kim et al. 
(2003) conducted finite element calculations on porous representative 
volume elements to explore the relationship between void shape and 
material anisotropy. They focused on determining the effective yield 
criterion for a porous, anisotropic material. The methodology developed 
by the authors is based on the Hill–Mandel homogenization theory, 
considering that the RVE is subjected to uniform strain rate boundary 
conditions.

Using three-dimensional Fast Fourier Transformation (FFT) calcu
lations, Bilger et al. (2007) studied the effect of non-uniform distribution 
of voids on the macroscopic response of porous media with 
rigid-perfectly plastic matrix. Fritzen et al. (2012) built their studies on 
finite element simulations to investigate the effective response of ductile 
metals containing spherical pores with volume fraction less than 30%. 
To investigate the effects of different populations of voids, Khdir et al. 
(2014) conducted numerous computations on porous media containing 
two populations of spherical voids. They concluded that the response of 
a material with two populations of voids can be represented by an 
equivalent medium, of same overall porosity, containing a random 
distribution of voids of the same size. From a similar viewpoint, Espeseth 
et al. (2021) conducted numerical simulations on a unit cell containing a 
single large spherical void (primary void). The matrix is modeled using a 
porous plasticity model that considers the effects of void (secondary 
voids) size. The simulations showed a close relationship between the 
secondary void size and an intrinsic length scale (a measure of the ma
terial’s characteristic size). More recently, Kowalczyk-Gajewska et al. 
(2024) explored the elastic properties of porous materials produced by 
additive manufacturing, focusing on three types of pore distributions 
with cubic symmetry. Their experimental results were compared with 
mean-field estimates and numerical calculations. This approach 
demonstrated excellent consistency between analytical estimates and 
numerical predictions across a wide range of porosities and for all 
examined microstructures, which included various pore distributions. 
The study highlighted the substantial impact of morphological charac
teristics on the anisotropy degree in the effective elastic stiffness of 
porous materials. This was notable even when the solid phase was 
isotropic and the pores were spherical.

As illustrated above, extensive studies have been carried out for 
porous materials under quasi-static loading conditions. In case of high 
strain rate phenomena, e.g. during planar impact tests, materials parti
cles located in the vicinity of voids sustain large accelerations which 
develop at the local scale. This micro-inertia may have a significant ef
fect that could not be neglected when porous materials are facing high 
strain rate loadings. Carroll and Holt (1972) carried out one of the 
pioneering works in this context. They studied the behavior of a hollow 
sphere under dynamic compression. The material was perfectly plastic, 
micro inertia effects were found scaled by the square of the void radius. 
Johnson (1981) revisited the model of Carroll and Holt (1972) and 
studied spallation problems and void growth in copper materials. Cortes 
(1992) enriched the Carroll and Holt (1972) work by including the in
fluence of material viscosity, strain hardening and thermal softening. 
These works studied the dynamic response of porous materials under 
spherical loading conditions.

Intending to enhance micro-inertia analytical models for application 

across various loading conditions, Wang (1997), Wang and Jiang (1997)
developed an approximate dynamic yield criterion based on Gurson’s 
(1977) model. From a different point of view, Molinari and Mercier 
(2001) proposed an explicit relationship for the dynamic macroscopic 
stress tensor for porous materials. This approach has led to various 
micro-inertia dependent models used in several problems, like spall 
fracture (Czarnota et al. (2008), Jacques et al. (2010), Versino et al. 
(2018)), dynamic cracking (Jacques et al. (2012, 2015)) or shock 
propagation in cellular and porous solids (Czarnota et al. (2017); 
Barthélémy et al. (2016); Czarnota et al. (2020); Massarwa et al. 
(2024)).

Following the dynamic homogenization approach proposed in 
Molinari and Mercier (2001), Sartori et al. (2015, 2016) considered the 
effect of shape of voids under dynamic loading and developed a 
micro-mechanical model for porous materials with spheroidal voids. 
More recently, Subramani et al. (2020) investigated the response of 
material containing cylindrical parallel voids, and showed that the dy
namic macroscopic response is influenced by both the void length and 
the radius of the circular cross section.

To our knowledge, only few authors were interested to three- 
dimensional computations of voided media under dynamic loadings. 
Marvi-Mashhadi et al. (2021) carried out a finite element analysis on 
real porous microstructures and elucidated the effect of porosity on the 
creation of necks and fragments in ductile rings under dynamic expan
sion. Micro inertia effects were accounted for through the explicit 
description of the porous microstructure. Vishnu et al. (2022) conducted 
3D finite element simulations to investigate the impact of porous mi
crostructures, from additively manufactured materials, on dynamic 
shear localisation. Results showed that voids serve as initial sites for 
shear band nucleation, influencing the speed and direction of their 
development. An increase in the number of voids, given a constant void 
volume fraction, leads to more shear bands, while larger pores accel
erate the inception and development of these bands. Recently, in a study 
of dynamic formability of ductile porous sheet specimens, Nieto-Fuentes 
et al. (2022) showed that a homogenized porosity numerical model 
produces the same overall results and general trends to those obtained 
from a finite element model incorporating spatial and size distributions 
of explicitly resolved voids. In the configurations tested by Nieto-
Fuentes et al. (2022), micro-inertia effects have a slight impact on the 
dynamic formability prior to necking, possibly elucidating the similarity 
in results obtained from both models.

The present study aims to explore the impact of void distribution in 
porous materials under dynamic loading conditions, utilizing 3-D finite 
element simulations. Section 2 provides an in-depth description of the 
porous material model, focusing on the mesh generation process and the 
implementation of finite element analysis. Sections 3 and 4 present the 
results obtained from the finite element simulations, examining both the 
macroscopic response and the velocity fields within RVEs. In Section 5, 
an analytical method is introduced to predict the macroscopic behavior 
of porous materials with two distinct void populations, and these pre
dictions are compared with the results from the finite element analysis. 
Finally, Section 6 summarizes the key findings and conclusions of this 
research.

2. Main framework of the problem

2.1. Modeling the porous material with spherical voids

Several works represent a porous material as a hollow sphere 
(spherical matrix containing a concentric spherical void), such as the 
standard damage model of Gurson (1977). Under static loading, the 
macroscopic response depends only on the porosity of the unit cell. By 
contrast, under high strain rate loading, micro-inertia effects induce a 
size effect and the dynamic behavior of the hollow sphere depends on 
both, the porosity and the overall size of the RVE, or alternatively, on the 
void size (see Carroll and Holt (1972); Molinari and Mercier (2001)). 
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Therefore, the use of a hollow sphere as a porous material RVE is 
appropriate if voids share identical sizes and when they are isotropically 
distributed within the matrix material, which is rarely observed in real 
materials. Under static conditions, the hollow sphere model also allows 
the description of materials composed of different sizes of spherical 
cells, where each cell has the same void volume fraction. This is not the 
case under dynamic loading where the void size enters into play, see 
Jacques et al. (2012) for a definition of an equivalent void size for this 
type of voided solids.

Here a Representative Volume Element describing a porous material 
containing spherical voids of multiple sizes is considered, see Fig. 1a. At 
the macroscopic scale, we denote Σ̂ the macroscopic stress tensor and D̂ 
the macroscopic strain rate tensor. At the scale of a given unit cell, 
defined by its porosity f and internal void radius a, we denote by Σ the 
stress tensor at the outer boundary of the hollow sphere, and D the strain 
rate tensor.

The behavior of each unit cell is described by using the dynamic 
homogenization scheme summarized in the next section.

2.2. Unit cell dynamic behavior

Considering a given spherical unit cell of inner radius a and porosity 
f , see Fig. 1b. Denoting by b the external boundary of the unit cell, the 
porosity f is expressed as: 

f =
a3

b3
(1) 

Homogeneous boundary conditions of the following type are 
assumed: 

v = D.x on ​ ∂V (2) 

where ∂V represents the boundary of the unit cell and D is supposed 
uniform on ∂V. Elasticity is neglected and the matrix material is assumed 
incompressible. Based on the work of Molinari and Mercier (2001), the 
stress at the level of the unit cell, Σ, is the sum of a static contribution 
(micro-inertia independent term), Σsta, and a dynamic contribution 
(micro-inertia dependent term), Σdyn: 

Σ = Σsta + Σdyn (3) 

In Eq. (3), Σsta is related to the constitutive response of the matrix ma
terial and can be evaluated from any potential or flow surface developed 
for porous material containing spherical voids (Gurson (1977); 

Tvergaard (1982); Needleman and Tvergaard (1984); Koplik and Nee
dleman (1988); Ponte Castãneda (1991); Michel and Suquet (1992); 
Gologanu et al. (1993, 1994); Gărăjeu and Suquet (1997); Rousselier 
(2001); Benzerga and Leblond (2010)). It may thus include viscous rate 
dependence (Flandi and Leblond (2005)), strain hardening, or incor
porate plastic anisotropy (Cazacu and Revil-Baudard (2021), Hosseini 
et al. (2022), Ferreira et al. (2023)). The second term of the right-hand 
side of Eq. (3), Σdyn, is dependent on the porosity f and found to be scaled 
by the square of the void radius, and the matrix mass density, ρ, see 
Molinari and Mercier (2001).

In the case of spherical loading, which is the focus of the present 
paper, the dynamic stress is expressed as follows: 

Σdyn
m = ρa2

[

Ḋm

(
f − 1 − f − 2/3

)
+ D2

m

(

3f − 1 −
5
2
f − 2/3 −

1
2
f − 2
)]

(4) 

where ∎m =
tr(∎)

3 is the spherical part of the second-order tensor ∎, and Ḋm 

is the time derivative of the spherical part of the strain rate tensor. The 
theory developed by Carroll and Holt (1972) for the dynamic compac
tion of powders is then retrieved. Except for the mass matrix density ρ, 
note that no matrix material parameters are involved in the dynamic 
contribution.

By combining Eqs. (1) and (4) one gets: 

Σdyn
m = ρb2

[

Ḋm

(
f − 1/3 − 1

)
+ D2

m

(

3f − 1/3 −
5
2
−

1
2
f − 4/3

)]

(5) 

which highlights, as an alternative, that micro-inertia effects are scaled 
by the square of the cell size.

For a given loading state defined by the set (Ḋm,Dm), Eq. (4) dem
onstrates that the difference of micro-inertia effects experienced by two 
homothetic cells depends solely on the variation in the size of the 
embedded void. Furthermore, under the same loading condition, Eq. (5)
highlights that micro-inertia effects in two spherical cells with identical 
external dimensions but varying void radii (i.e., distinct porosities) 
differ by an extent regulated by porosity.

In the following, we restrict our attention to the case of time- 
independent strain rate loading, i.e. Ḋm = 0. Eq. (4) thus reduces to: 

Σdyn
m = ρa2D2

m

(

3f − 1 −
5
2
f − 2/3 −

1
2
f − 2
)

(6) 

and Eq. (5) can be written as: 

Σdyn
m = ρb2D2

m

(

3f − 1/3 −
5
2
−

1
2
f − 4/3

)

(7) 

Fig. 1. Representative Volume Element of a porous material containing spherical voids, subjected to homogeneous strain-rate condition at the macroscopic scale (a), 
at the level of the unit cell (b).
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Note that the dynamic stress contribution in Eqs. (6) and (7) exhibit 
negative values within the range [0,0.479] which encompasses the 
values of porosity considered in this work.

3. Finite element modeling

3.1. Description of the unit cells

Dynamic micromechanical computations have been carried out with 
the finite element code ABAQUS/Explicit (2022). The matrix material is 
elastic perfectly-plastic, obeying the J2 flow theory. The Young’s 
modulus value is taken significantly high, E = 1011 GPa, and the Pois
son’s ratio is taken as ν = 0.35. So, a rigid perfectly-plastic response is 
almost ensured. The tensile yield stress and mass matrix density are 
representative of steel with σ0 = 500 MP a and ρ = 7800kg/ m3.

In the present work, several simulations have been performed using 
3D models representing two cubic unit cells, each containing a single 
spherical void at the center. These unit cells are denoted by UC1 and 
UC2 in the following. Such family of unit cells may inform on the 
behavior of a porous material embedding an isotropic distribution of 
spherical voids, all of the same size.

UC1 and UC2 both share the same side length denoted by l, with l =

790μm, but have distinct void radius: a1 = 49 μm and a2 = 70μm. The 
corresponding porosities are obtained from the following relationships: 

f1 =
4πa1

3

3l3
, f2 =

4πa2
3

3l3
(8) 

which implies f1 = 0.001 and f2 = 0.002915 for UC1 and UC2 
respectively.

Fig. 2 presents the mesh of the 3D unit cells. The unit cell UC1 (resp. 
UC2) has been discretized using 269048 (resp. 329696) three- 
dimensional elements with 8-nodes and reduced integration with 
hourglass control (C3D8R in ABAQUS notation). In order to achieve 
convergence of the results while limiting computation costs, each cell 
was meshed using a spherical partition positioned at a distance from the 
center of the void, approximately twice the pore radius. The inner region 
contains elements having an aspect ratio close to one and a size of 2 μm. 
The outer region of the domain was meshed with a bias in node spacing 
extending from the partition boundary to the external boundary.

The unit cells UC1 and UC2 serve a dual purpose in this study. Firstly, 
they are utilized to conduct dynamic calculations on individual cells, 
enabling a detailed examination and comparison of the discrepancies 
between finite element analysis results and theoretical predictions. 
Secondly, unit cells UC1 and UC2 play a key role in building the nu
merical RVEs. These RVEs are specifically designed to investigate the 
interactions of voids under dynamic loading conditions. This aspect of 
their application is further elucidated in the subsequent section.

3.2. Numerical RVE containing two populations of spherical voids

The dynamic behavior of porous material containing two pop
ulations of voids is analyzed using RVEs defined from a stack of eight 
unit cells, all out of UC1 or UC2 defined in section 3.1. All RVEs have an 
identical volume with L, the side length, verifying: 

L = 2l (9) 

The overall porosity f̂ of a given RVE is obtained from: 

f̂ = ϑ1f1 + ϑ2f2 (10) 

ϑ1 and ϑ2 being the volume fractions of unit cells UC1 and UC2 inside the 
RVE: 

ϑ1 =
V1

V
and ϑ2 =

V2

V
(11) 

where V1 (resp. V2) is the volume occupied by all unit cells UC1 (resp. 
UC2) inside the RVE, and V = V1 + V2 is the total volume of the RVE. 
Note that unit cells UC1 and UC2 have identical volume. The RVE 
formed by combining N1 cells of type UC1 and N2 cells of type UC2 is 
denoted as BN1 SN2 , with the total number of cells verifying N1 + N2 = 8.

As an example, Fig. 3 illustrates the Representative Volume Element 
(RVE) denoted as B4S4, created by stacking four UC1 and four UC2.

Therefore, a total of five RVE families were created by varying 
number of unit cells UC1 and UC2, as outlined in Fig. 4. In fact, multiple 
RVE configurations could be generated. However, given the spherical 
nature of the applied load and the arrangement of the eight unit cells 
within the RVE, we have restricted our analysis to RVE configurations 
that fulfill the following condition: A RVE is considered well-balanced 
when the center of mass coincides with the central point (0,0,0) and 

Fig. 2. Finite element model. Geometry and mesh of one eight of each cell is shown for (a) UC1 with internal void radius a1 = 49 μm (f1 = 0.001) and for (b) UC2 
with internal void radius a2 = 70 μm (f2 = 0.002915).
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when the assembly displays cubic symmetry. Therefore, we have limited 
our examination to RVEs where unit cells of the same family experience 
the same type of loading in all three principal directions. Consequently, 
voids belonging to the same family are surrounded by an identical dis
tribution of voids relative to the three reference directions. This 
approach ensures a coherent and systematic investigation of the mate
rial behavior under specified loading conditions.

3.3. Boundary conditions, solving and post processing

In this work, we restrict our attention to the case of high strain rate 

spherical expansion. This state of loading is representative of the large 
stress triaxiality state observed at the spall plane, which develops as a 
result of the intersection of stress-relief waves caused by impacts or 
explosions (Antoun et al., 2003). In the following, the macroscopic 
strain rate tensor is written as: 

D̂ = D̂m I, D̂m > 0 (12) 

where ∎m =
tr(∎)

3 is the spherical part of the second-order tensor ∎, and I 
stands for the second order identity tensor.

The macroscopic response of all cells (including UC1 and UC2) was 

Fig. 3. Example of the RVE construction, labeled as B4S4, formed by stacking four cells of type UC1 and four cells of type UC2. The center of the RVE coincides with 
the reference frame (O; x1; x2; x3). The RVE is subjected to homogeneous strain rate with the following boundary conditions: v1( ± l,x2,x3) = v2(x1, ±l,x3) = v3(x1,

x2, ±l) = ±lD̂m, imposed at the external faces.

Fig. 4. RVE made of eight unit cells taken out of UC1 and UC2 with corresponding overall porosity, f̂ , and volume fraction of UC1 inside the RVE, ϑ1.
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analyzed considering a homogeneous strain rate field applied at the 
external boundaries. A cartesian coordinate system is established within 
a reference frame (O; x1; x2; x3) corresponding to the principal directions 
of the macroscopic loadings. The following boundary condition holds: 

v1(±h,x2, x3) = v2(x1,±h, x3) = v3(x1, x2,±h) = ±hD̂m (13) 

with h = l in the case of RVEs containing two populations of voids, see 
Fig. 3, and h = l/2 for unit cells UC1 and UC2. The boundary condition 
(Eq. (13)) is assigned to a unique master node, from which resulting 
force components are calculated.

Following the approach of Sartori et al. (2015), we adopted a 
two-stage simulation procedure where two distinct numerical simula
tions are conducted using Abaqus/Explicit. First, a numerical simulation 
under quasi-static conditions, in which geometric change of the body 
configuration is ignored (small-strain theory), is performed, followed by 
a non-linear dynamic computation. The aim of the first calculation is 
twofold: (i) to determinate the static part of the macroscopic stress, 
neglecting the effects of D̂m on the convective part of particle acceler
ation and (ii) to provide initial conditions for the non-linear dynamic 
computation conducted under a given constant D̂m. This second point 
prevents strong disturbances that can occur when a large velocity is 
applied instantaneously to a cell initially at rest. Fig. 5 illustrates a 
schematic of the history of the velocity applied at external faces, 
following the boundary condition Eq. (13), within the two-stage simu
lation: up to time t+ during the quasi-static loading, over a time period 
t∗ − t+ for the dynamic loading (see TAB. A1 and A2 in Appendix A for 
the values of t∗ − t+ used in our calculations).

We utilized an explicit solver in both calculation stages to facilitate 
the transfer of results from the first simulation to the second one. Note 
that we conducted verification tests and confirmed that employing an 
implicit solver (Abaqus/Standard) for the static phase yields identical 
results (results not shown here). As a matter of fact, the choice of the 
value for the time t+ has no impact on the results, and an arbitrary value 
was adopted.

Please note that the velocity field inside the RVE, obtained at the end 
of the first computation stage (static loading) shows negligible evolution 
over the very short time period t∗ − t+ of the second stage (dynamic 
loading). Additionally, it’s worth noting that, except for regions close to 
the cell corners, the matrix material in well-balanced RVEs, at the start 
of the dynamic calculation (or equivalently, at the end of the static 
calculation), is nearly entirely in a plastic state.

The macroscopic stress components are calculated at the end of each 
computation stage as follows: 

Σ̂ i =
F̂ i

A0
(14) 

where A0 = (2h)2 denotes the initial area of the cubic unit cell surface, 
and F̂ i the associated resultant force component. Note that the time 
period t∗ − t+ (see TAB. A1 and A2 in Appendix A), over which the 
analysis is conducted in the dynamic case, is very small with the porosity 
increasing by 2% of the initial value, and as such, the initial area is used 
in Eq. (14). The static stress components are obtained from the first 
numerical simulation as: 

Σ̂
sta
i = Σ̂ i(t+) (15) 

while the dynamic stress components are determined from the following 
difference: 

Σ̂
dyn
i = Σ̂ i(t∗) − Σ̂

sta
i

(16) 

where Σ̂i(t∗) is the macroscopic stress (sum of the static and the dynamic 
contributions) obtained at the end of the second stage of the numerical 
procedure. The macroscopic mean stresses are computed according to: 

Σ̂
sta
m =

Σ̂
sta
1 + Σ̂

sta
2 + Σ̂

sta
3

3

Σ̂
dyn
m =

Σ̂
dyn
1 + Σ̂

dyn
2 + Σ̂

dyn
3

3

Σ̂m = Σ̂
sta
m + Σ̂

dyn
m

(17) 

RVEs studied in this work have cubic symmetry. The macroscopic 
behaviors are identical along the three axial directions resulting in 
vanishing macroscopic equivalent stresses.

4. Simulation results

4.1. Unit cell results

We first investigate the response of the configurations UC1 and UC2 
under spherical expansion. In this section, macroscopic quantities will 
be noted without the symbol “̂” above them. The boundary condition 

Fig. 5. Illustration of the applied velocity vi at the external face xi = ±h of the RVE, see Eq. (13). A two-stage simulation is performed with Abaqus/Explicit: a quasi- 
static calculation (without geometrical nonlinearities) up to time t+, followed by a dynamic calculation (including geometrical nonlinearities) over a duration t∗ − t+. 
At the end of the quasi-static loading, the unit cell is nearly fully plastic. The resulting velocity and stress fields obtained from the first simulation are used as initial 
conditions for the non-linear dynamic second computation.
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(Eq. (13)) is considered substituting D̂m by Dm and assigning h = l/ 2. 
The static and dynamic contributions of the macroscopic stress are 
addressed and the velocity field inside each RVE is analyzed.

4.1.1. Static macroscopic stress
We compare the numerical results with the analytical expression 

provided by Tvergaard (1988) and inherited from the Gurson–Tvergaard 
(GT) flow surface: 

Ω =

(
Σsta

eq

σ0

)2

+ 2q1f cosh
(

3
2

Σsta
m

σ0

)

− 1 − (q1f)2
= 0 (18) 

The parameter q1 has been introduced by Tvergaard (1981) to ensure 
closer agreement, at low void volume fractions, between numerical re
sults of periodic arrays of voids and predictions of the model. Under 
spherical expansion, the yield function Eq. (18) reduces to: 

Σsta
m =

2
3

σ0 ln
(

1
q1f

)

(19) 

which represents the critical stress at which the void grows without 
bound.

With σ0 = 500MPa, numerical computations provide a mean stress 
ratio Σsta

m
σ0 

of 4.506 and 3.793 for UC1 and UC2 respectively, which are 
accurately compared to analytical values predicted by Eq. (19) with 
q1 = 1.16. This value is adopted in the following to estimate the static 
stress of cubic unit cells under spherical loading. This calibration can be 
compared against values found in the literature (e.g. q1 = 1.08, 1.25, 
1.46, 1.6, 2 in Corigliano et al. (2000); Tvergaard (1981); Vadillo and 
Fernàndez-Sàez (2009); Kim et al. (2004); Nielsen and Tvergaard 
(2009), respectively). Note that under static loading conditions with 
Dm > 0 (expansion), the mean stress Σsta

m is positive.

4.1.2. Dynamic macroscopic stress
Fig. 6 displays, in a dynamic stress ratio Σdyn

m /σ0 versus strain rate Dm 

diagram, the results obtained from finite element calculations (with 
σ0 = 500MPa) along with the results predicted by the analytical model 
given by Eq. (7) with b = 490μm, and a = 49μm for UC1, a = 70μm for 
UC2. Recall that the dynamic stress Σdyn

m is obtained from the difference 

between the macroscopic stress obtained at the end of dynamic calcu
lation (second stage) and the stress resulted from the static calculation 
(end of the first stage). The value of b, representing the external spher
ical shell radius in the analytical approach, is determined as b =

l(3/4π)1/3, with l = 790μm as previously mentioned. Recall that the 
dynamic stress is independent of the yield stress of the matrix material, 
such that a dimensionless quantity is employed solely for the sake of 
representation.

In Fig. 6, it is shown that the Finite Element results are in very good 
agreement with the results obtained from the analytical model, 
considering Eq. (6) or, equivalently, Eq. (7). This observation demon
strates the quadratic influence of the mean strain rate Dm on the dynamic 
stress of cubic unit cells under spherical loading. In addition, as eluci
dated in the analysis following Eq. (7), when comparing the dynamic 
stress of same size unit cells UC1 and UC2, one can observe the more 
pronounced micro-inertia effects experienced by UC1.

As an illustration of precise values for UC1, when Dm = 13 856s− 1, 
one has Σdyn

m /σ0 = − 3.576 from the theory which is compared to − 3.532 
obtained from numerical calculations. The same comparative analysis 
with UC2 provides Σdyn

m /σ0 = − 0.847 from the theory and = − 0.850 
obtained from the finite element model. TAB. 1 gathers FEM results 
between the dynamic stress ratio and analytical results deduced from Eq. 
(6), for values of Dm used for numerical simulation results reported in 
Fig. 6.

An important finding emerges from this comparison: for dynamic 
stress, there is no need to introduce a coefficient, such as the parameter 
q1, which is used to adjust the static response of cubic RVEs to match 
that of spherical RVEs. Given this observation, the analytical hollow 
sphere model (Eq. (6) or equivalently Eq. (7)) can be used directly to 
predict the dynamic stress of a cubic unit cell, under spherical loading at 
constant strain rate (Ḋm = 0).

Besides, a peculiar trend is observed when comparing static and 
dynamic loadings. The macroscopic stress, defined as the sum of a static 
and a dynamic part, is always positive under static expansion loading 
while under dynamic loading, the macroscopic stress may reveal nega
tive values. This is a clear manifestation of micro-inertia, as also high
lighted in Sartori et al. (2015). Specifically, using data from TAB. 1 and 

the results reported in section 4.1.1, one obtains Σm
σ0

=
Σsta

m
σ0

+
Σdyn

m
σ0

= 4.096 
for UC1 and Σm

σ0
= 3.703 for UC2 when Dm = 4 619s− 1, and Σm

σ0
= − 1.76 

for UC1 and Σm
σ0

= 2.297 for UC2 when Dm = 18 475s− 1.

4.1.3. Velocity field inside the unit cell
In this section, we conduct a comparison between the velocity field 

obtained from finite element calculations on UC1 and UC2 and the 
incompressible velocity field proposed by Gurson (1977) for the hollow 
sphere model. The goal is to clarify whether the velocity field adopted 
for quasi static loading is still valid under dynamic loading. For a general 
loading state, the trial velocity field proposed by Gurson (1977) is of the 
form: 

v = Dʹx + Dm

(
b
r

)3

x (20) 

where Dʹ is the deviatoric part of the strain rate tensor, b the external 
radius of the hollow sphere, and r is the norm of the position vector x. In 
the case of spherical loading, Eq. (20) simplifies to the following 
expression for the radial component: 

vr =
Dm

f
a3

r2 (21) 

where a is the void radius, and f = a3

b3 is the porosity of the hollow sphere. 
When the loading is a spherical expansion (Dm > 0), the radial compo
nent coincides with the velocity norm. Note that this last relationship 

Fig. 6. Dynamic stress ratio Σdyn
m /σ0 vs. strain rate for two unit cells of identical 

size. The matrix material yield strength is σ0 = 500 MPa. Finite Element results 
(symbols) were determined for UC1 and UC2 of identical size length (l =
790μm), considering four values of the strain rate. Analytical results were ob
tained from the theory developed for spherical hollow spheres, Eq. (7) with b =

l(3/4π)1/3
= 490μm, and a = 49μm (dashed line), a = 70μm (solid line).

M. El Ansi et al.                                                                                                                                                                                                                                 Mechanics of Materials 198 (2024 ) 105112 

7 



provides the exact solution of a hollow sphere made of a fully incom
pressible matrix and subjected to a uniform remote strain rate Dm. It’s 
important to recall that, except in the vicinity of the cubic unit cell’s 
external faces, the matrix material is fully plastic at the time of our 
analysis. Thus, with a large elastic modulus, the elastic strain remains 
limited compared to the plastic contribution.

Fig. 7 shows a comparison between the norm of the velocity field 
obtained from Eq. (21), with a ≤ r ≤ af − 1/3, and the corresponding 
value calculated from FEM simulations with Dm = 13 856s− 1. The 
analysis is conducted at the end of the first stage of the computation 
procedure, knowing that the evolution of the velocity field from t+ to t∗

is negligible. The velocity field around the void, as obtained from nu
merical computations, is displayed along three distinct paths all origi
nating from the center of the cell (i.e., the center of the void). These 
paths are designated as Path 1 (from point O to point P1), Path 2 (from O 
to P2), and Path 3 (from O to P3), see Fig. 2. Along these paths, the 
position of a point varies as follows: from 0 to l

̅̅̅
3

√
/2 for Path 1, l

̅̅̅
2

√
/ 2 

for Path 2, and l/2 for Path 3.
We observe that all responses overlap in the vicinity of the void up to 

a distance of approximately l/4. Discrepancies become apparent as we 
move further away from the void, which is attributed to the cubic shape 
of the unit cell. Consequently, a radial velocity field develops around the 
void. Furthermore, from this, by determining the velocity magnitude at 
the void boundary, one can estimate the amplitude of the strain rate at 
the remote boundary of a cubic cell, using Eq. (21).

4.2. RVE results: reference caseB4S4

The reference RVE, denoted by B4S4 in Fig. 4, has been selected to 
illustrate the main outcomes of our investigation. This RVE contains four 
UC1 cells and four UC2 cells, arranged to ensure the RVE is well 
balanced, see Fig. 8. The overall porosity of the RVE, as deduced from 
Eq. (10) is ̂f = 1.958 10− 3. In this section, the remote strain rate isD̂m =

13 856s− 1.
Other configurations have been subjected to the same analysis. Re

sults of all RVEs described in Fig. 4 are discussed in section 5.3.

4.2.1. Static macroscopic stress
Under quasi-static loading, the macroscopic stress is not depending 

on the intensity of the macroscopic strain rate. In addition, numerical 
simulations conducted here show that the macroscopic response of the 
RVE B4S4 under static loading align well with the response of a unit cell 
with porosity f̂ . In fact, the macroscopic hydrostatic stress computed 
from numerical simulation under static loading provided the value of 

4.04 which is well compared to Σ̂
sta

m (̂f )
σ0

= 4.06 calculated using Eq. (19)
with q1 = 1.16.

4.2.2. Dynamic macroscopic stress
The dynamic macroscopic stress obtained from the FEM calculation 

Fig. 7. Velocity at time t+ vs. position for configurations (a) UC1 (a = 49μm, f = 0.001), and (b) UC2 (a = 70μm, f = 0.002915), subjected to a uniform remote 
strain rate Dm = 13 856s− 1. Comparison of the norm of the velocities along Path 1, Path 2, and Path 3 (see Fig. 2), obtained through finite element calculations, with 
the analytical velocity norm obtained from Eq. (21).

Fig. 8. Reference configuration denoted by B4S4. This RVE, made of an as
sembly of four UC1 and four UC2 unit cells, is well balanced (the center of mass 
coincides with the center of the cell and the RVE has cubic symmetry). The two 
arrows define paths from which the velocity will be extracted.
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is Σdyn
m
σ0

= − 1.560 which lies between the values obtained for UC1 
(− 3.532) and UC2 ( − 0.847) under the same imposed strain rate, see 
section 4.1.2, Table 1. It appears that the overall dynamic response is 
closer to the value obtained in UC2, seemingly reflecting the concept of 
the weakest link, the response of the aggregate being strongly influenced 
by the cell with the highest porosity. Note that the volume average 
calculated from the two last values overestimates by 40% the results for 
B4S4, indicating that a rudimentary approach, based on isolated calcu
lations conducted on unit cells, cannot provide a sound estimate for an 
aggregate.

The outcome Σdyn
m
σ0

= − 1.560 determined for B4S4 is subjected to a 
comparative analysis using two distinct unit cell models. The first model 
considers a cubic unit cell, mirroring the external volume and porosity of 
the RVE B4S4. From the results of section 4.1.2, the analytical approach 
can be used to provide a very good estimate of the dynamic stress for this 
cubic unit cell. Using Eq. (7) with f = f̂ and b = 2l(3/4π)1/3, one gets 
Σdyn

m
σ0

= − 5.82 which is almost four times the value obtained with the RVE 
B4S4.

The second model utilizes a unit cell with identical porosity f̂ con
taining a void whose volume coincides with the average void volume of 
B4S4. This model corresponds to a unit cell of side length l = 790 μm 
embedding a void of radius 61.30 μm. In this case, the calculation yields 
Σdyn

m
σ0

= − 1.45 providing a closer match to the numerical simulation result. 
Both scenarios illustrate the impact of void radius on the dynamic 
response of the material. More important, this analysis highlights how 
critical is the definition of an equivalent unit cell that can effectively 
replace an array of voids of different sizes within an RVE under dynamic 
loading.

4.2.3. Velocity field
An in-depth analysis of the velocity field generated within the RVE 

B4S4 is crucial for understanding the complex interactions between 
voids in this RVE. Fig. 9 shows color V-contour maps at the end of the 
first stage of the computation procedure, representing the amplitude of 
the particle velocity in the plane x3 = − l/2 passing through the centers 
of four voids, see Fig. 8. The results show that the velocity field adopts a 
nearly spherical configuration in the vicinity of each void. As the dis
tance from the void increases, the influence of neighboring voids or cell 
boundaries becomes more visible. Furthermore, one can notice that the 
magnitude of the velocity around big voids are larger than around small 
ones. Thus, the dynamic contribution that takes place inside regions 
delineated by unit cells UC1 is less significant, while unit cells UC2 
contributes largely to the dynamic response of the RVE B4S4. This result 
is consistent with results of section 4.2.2.

To supplement this analysis, we define two node paths crossing the 
entire RVE, and passing through the centers of two successive voids from 
the small to the large void, see Fig. 8. Fig. 10a shows the evolution along 
Path 4 of 

⃒
⃒vpath4

⃒
⃒ and ‖v‖ respectively representing the absolute value of 

the velocity magnitude component along x1, and the norm of the ve
locity vector. Data are extracted at time t+. It appears that both evolu
tions coincide over almost the entire range [ − l, + l]. The same trend is 
revealed in Fig. 10b, which shows evolutions along Path 5 of ‖v‖, and 

⃒
⃒vpath5

⃒
⃒ the absolute value of the velocity vector projection over the di

rection (1,1,1). Some differences emerge at x1 = − l in Fig. 10a, where 
‖v‖ = 18.727m/s is larger than the imposed velocity |v1| = lD̂m =

10.946m/s. This results from interactions with the external boundary 
and the presence of large voids positioned orthogonally to Path 4, 
inducing non-vanishing components v2 and v3. Another effect of void 
interactions is put in evidence in Figs. 10a and b where the velocity 
magnitude at the void boundaries of the small void fluctuates greatly. 
Depending on the location of the nodes, ‖v‖ adopts the following values 
at the small void boundary: 229.94 m/s and 284.11 m/s (Fig. 10a), 
194.75 m/s and 302.48 m/s (Fig. 10b). These absolute differences are 
more limited at the larger void boundaries where the velocity varies 
from 521.36 m/s and 537.24 m/s in Fig. 10a, and 518.69 m/s and 
556.67 m/s in Fig. 10b.

It’s important to note that, due to the positioning of the voids within 
B4S4, other node paths passing from a small to a large void and aligned 
with any principal axis or diagonal axis of the cube would yield identical 
results. As a matter of fact, Fig. 10 is representative of the velocity field 
for the two families of voids embedded inside the RVE.

4.2.4. Void-void interaction parameters
It is admitted that the velocity distribution around voids character

izes interactions inside the RVE. To gain insight into these interactions at 
the void level inside B4S4, particle velocities were extracted from all 
nodes on the surfaces of both a small void (radius a1) and a large void 
(radius a2). Subsequently, the following dimensionless parameter was 
calculated for each node i: 

ξ|i =
v|i

lD̂m
(22) 

Here, v|i stands for the radial velocity at a specific node i on the void 
surface and lD̂m represents the velocity imposed at the external bound
ary of the RVE. ξ|i characterizes the effect of several interactions. To 
provide reference values for the interaction parameter in the case of UC1 

and UC2, the following values are obtained: 

(

3
4πf2

1

)1/3

≅ 30.4 for UC1 

and 

(

3
4πf2

2

)1/3

≅ 62.0 for UC2. These results are deduced taking 

advantage of the very good predictive capability of the analytical model 

Table 1 
FEM results compared to analytical calculations of Σdyn

m /σ0 for UC1 (a = 49μm,

f = 0.001), and UC2 (a = 70μm, f = 0.002915), subjected to a uniform remote 
strain rate Dm.

Dm [s− 1] FEM results (UC1) Eq. (6) FEM results (UC2) Eq. (6)

4619 − 0.410 − 0.397 − 0.090 − 0.094
9238 − 1.576 − 1.589 − 0.378 − 0.377
13856 − 3.532 − 3.576 − 0.847 − 0.850
18475 − 6.266 − 6.357 − 1.497 − 1.511

Fig. 9. Distribution of the norm of the velocity (in m/s) inside the reference 
RVE B4S4 made of an assembly of four UC1 and four UC2 cells, with an overall 
porosity f̂ = 1.958 10− 3. The cutting plane x3 = − l/2 is used, see Fig. 8. The 
results are depicted at the end of the first stage of the computation procedure. 
The remote strain rate is D̂m = 13 856s− 1.
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Fig. 10. Evolution (a) along Path 4 of the norm of the velocity vector ‖v‖, and 
⃒
⃒vpath4

⃒
⃒, the absolute value of the velocity component along x1, and (b) along Path 5 of 

‖v‖ and 
⃒
⃒vpath5

⃒
⃒, the absolute value of the velocity vector projection over the direction (1,1,1). Path 4 and Path 5 cross the entire RVE, and pass through the centers of 

two successive voids from the small to the large void, see Fig. 8. The macroscopic hydrostatic strain rate is D̂m = 13 856.4s− 1. The results are depicted at the end of 
the first stage of the computation procedure within the reference RVE B4S4 consisting of an assembly of four UC1 and four UC2 cells, with an overall porosity f̂ =

1.958 10− 3.

Fig. 11. (a) and (b) – Distribution of the normalized radial velocity ξ|i =
v|i

lD̂m 
under imposed strain rate D̂m = 13856.4s− 1, at nodes i located on the surface of the top 

two voids of Fig. 8: (a) the void of radius a = 70 μm and (b) the void of radius a = 49 μm. (c) and (d) - Location of nodes of interest defined by its polar angle θ and 
azimuthal angle ϕ in a spherical coordinate system centered at the void center. The results correspond to the reference RVE B4S4 consisting of an assembly of four 
UC1 and four UC2 cells, with an overall porosity f̂ = 1.958 10− 3.
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(developed for spherical unit cells) to reproduce the response of a cubic 
unit cell.

Fig. 11a and b illustrate the distribution of ξ|i for the top two voids of 
Fig. 9 which are representative of the two families of voids embedded 
inside the RVE. In this figure, the position of each node is determined by 
its polar angle θ ranging from 0 to π and its azimuthal angle ϕ ranging 
from – πto π in a spherical coordinate system centered at each void 
center, as shown in Fig. 11c and 11d. Some particular nodes, located at 
the surface of each void, are defined in these figures to highlight specific 
interactions in distinct directions.

Values of ξ|A at point A and ξ|B at point B demonstrate how small 
voids are affected by the large voids in the diagonal and longitudinal 
directions, respectively. Correspondingly, ξ|Aʹ and ξ|Bʹ represent the ef
fects of small voids on the large void in the aforementioned directions. 
Points C, D, and C′, D’ are associated with interactions between the 
external boundary of the RVE and voids.

From Fig. 11a and b, one observes that the heterogeneity in the 
distribution of ξ|i around the small void is more pronounced, with an 
average value of ξ1 = 23.38 and a standard deviation of Δξ1 = 2.74, 
while the corresponding values for the large void are ξ2 = 48.46 and Δξ2 
= 1.18, respectively. Results obtained from other configurations, as 
shown in section 4.3, actually indicate a more complex scenario for cases 
where the number of small and large voids embedded in the RVE is not 
the same.

In order to better represent void-void interactions for each void, ξ∗1 
and ξ∗2 are introduced for the small and large void, respectively, as the 
averages of ξ|i calculated over 1/8th of the surface of each void identi
fied by the shaded portion in Fig. 11c and d. These areas are delineated 
by white rectangles in Fig. 11a and b, outlining the respective range of 
variation for θ a nd ϕ. The following values are obtained: ξ∗1 = 27.16 with 
a standard deviation of 0.36, ξ∗2 = 47.36 with a standard deviation of 
0.08.

4.3. RVE results

Similarly to the case B4S4, in the remaining RVEs, the distribution of 
ξ|i around one large and one small void is indicative of the velocity field 
for the two families of embedded voids. The analysis is conducted with 
D̂m = 13 856s− 1, focusing on the two top voids shown in Fig. 4, posi
tioned with their centers on the plane x3 = − l/2. Fig. 12 shows the 
distribution of ξ|i around the two aformentioned voids for all RVEs 
except for B0S8 and B8S0 which contain a unique family of voids.

The corresponding average and standard values of the interaction 
parameters ξ1 and ξ∗1 for the small void, and ξ2 and ξ∗2 for the large void, 
as defined in the previous section, are reported in Table 2. The dynamic 
stress ratios, obtained from finite element calculations, are also pre
sented in Table 2.

As seen in Table 2 and it is clear that for RVEs out of B0S8 and B8S0 
which contain a unique family of voids, ξ2 is larger than ξ1. Thus, the 
larger voids deform more significantly than the smaller ones. Moreover, 
as their number increases, the deformation becomes less localized 
around these larger voids. In fact, the values of ξ1 and ξ2 both decrease 
as the overall porosity increases. Given that ξ1 and ξ2 are associated with 
the average velocity around small and large voids respectively (e.g. see 
Eq. (22)), even though ξ2 > ξ1, when one replaces a large void by a small 
one, the overall porosity decreases, and the inertial contribution be

comes more significant. This is confirmed by the values of Σ
dyn
m
σ0 

presented 
in Table 2

It is interesting to consider the cases of B8S0 and B0S8, obtained from 
a stacking of eight identical unit cells UC1, or UC2. In fact, the response 
of each of those two stackings can be approximated based on the 
response of the corresponding unit cell, for which we derived the 

interaction parameters as 

(

3
4πf2

1

)1/3

≅ 30.4 for UC1 and 

(

3
4πf2

2

)1/3

≅

62.0 for UC2. These values, which consider the interaction between 
voids of identical size through the unit cell porosity, closely match the 
average values of ξ1 and ξ2 as reported in Table 2 for B8S0 and B0S8, 
respectively.

Most important, our results enable the suggestion of a theoretical 
approach to characterize the dynamic behavior of RVEs containing two 
populations of voids, based on averaging the dynamic response of iso
lated unit cells. To illustrate this point, let us note that the value of ξ2 
obtained for B8S0 is lower than the corresponding values obtained for 
any cases where two populations of different voids are embedded in the 
RVE. This implies that higher values than D̂m should be imposed at the 
level of UC2, to get similar amplitudes of the velocity at the boundary of 
the small void inside the RVE. Similarly, based on the same comparative 
analysis and reasoning applied to ξ1, the strain rate to be imposed at the 
level of UC1 should be lower than D̂m.

The following section aims at proposing an alternative to a Taylor 
type averaging approach, which assumes that all unit cells experience a 
strain rate of same amplitude.

5. Proposed theoretical approach for porous materials with two 
populations of voids

Based on the numerical investigation detailed previously, an 
analytical model for the dynamic response of a porous material con
taining spherical voids of various sizes is derived in this section. More 
specifically, the analysis is restricted to the case of two spherical unit 
cells, denoted by SCi (i=1, 2). Each cell is characterized by its inner 
radius ai and porosity fi, the outer radius being given by bi = aif − 1/3

i .

5.1. Macroscopic response at the scale of the RVE and averaging

We consider a two-scale model, and the porous material is viewed as 
an aggregate of spherical unit cells of identical size. Elasticity is 
neglected and the matrix material is assumed incompressible. From 

Fig. 1, we recall that 
(

Σ̂; D̂
)

are the macroscopic quantities at the RVE 

level. We adopt the following notation: 
(

Σi;Di

)
are the corresponding 

quantities at the level of the unit cells SCi. Obviously, the link between 

macroscopic quantities, i.e. 
(

Σ̂; D̂
)

defined at the level of the RVE, and 
(

Σi;Di

)
defined at the unit cell level must be characterized.

The RVE is subjected to a homogeneous strain rate boundary con
dition, v = D̂.x on the outer boundary, with: 

D̂ = 〈Di〉 (23) 

where 〈∎〉 = 1
V
∫
∎dV, with V the volume of the overall domain. With 

voids of different sizes, the porous material naturally exhibits a complex 
microstructure. Despite this complexity, we assume that all unit cells 
experience uniform loading conditions. In addition, the analysis of 
section 4.3 shows that the classical Taylor-type scheme where Di = D̂ 
cannot be considered as a valid option to reproduce finite element re
sults. Here, we propose to generalize the approach by assuming that a 
linear relationship holds for a given unit cell SCi: 

Di = αi D̂ (24) 

where αi is a scalar parameter which may vary from one unit cell to 
another.

The following equation, obtained from combining Eq. (23) with Eq. 
(24), yields a relationship between the parameters αi: 

〈αi〉 = 1 (25) 

Eq. (24) provides more flexibility in distributing the deformation in 
each sub-region. In agreement with Finite Element results, the 
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Fig. 12. Distribution of the normalized radial velocity ξ|i =
v|i

lD̂m 
around the two top right voids of Fig.4, having their centers located on the plane x3 = − l/ 2: (a–d) 

the large void, (e–h) the small void embedded in the RVEs B0S8, B2S6, B4S4, B6S2, and B8S0 under imposed strain rate D̂m = 13 856.4s− 1. θ and ϕ are defined 
similarly to Fig. 11c and d.
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parameter αi is introduced at the level of unit cells to account for void- 
void interactions. Such interactions have been characterized at a local 
scale in section 4.2.4 by ξi, the radial velocity at the void surface 
normalized by the outer expansion velocity. Note that the classical 
Taylor-type scheme, as adopted in Czarnota et al. (2008), Jacques et al. 
(2010, 2012), is retrieved when αi = 1.

Similar to the dynamic response of an individual unit cell, see Eq. (3), 
the following stress decomposition holds at the level of the RVE: 

Σ̂ = Σ̂sta + Σ̂dyn (26) 

where Σ̂sta is the static part of the macroscopic stress considering the 

overall porosity f̂ of the RVE being analyzed. Σ̂dyn represents the dy
namic part obtained through volume averaging over the RVE: 

Σ̂dyn = ϑ1Σdyn
1 + ϑ2Σdyn

2
(27) 

where ϑ1 and ϑ2 = 1 − ϑ1 have been defined in Eq. (11).
The analysis now is restricted to the case of hydrostatic loading. 

Therefore, Eqs. 23 and 24 yield: 

D̂m = 〈Dim〉 (28a) 

Dim =αi D̂m (28b) 

In addition, we consider that all unit cells are of the same size, i.e. 
b = b1 = b2. Recall that D̂m is constant, so Ḋm is neglected in Eq. (4). 
Making use of Eqs. (7, 28b), Eq. (27) thus reduces to: 

Σ̂
dyn
m = ρb2D̂

2
m
[
ϑ1α2

1G(f1) + ϑ2α2
2G(f2)

]
,with G(fi) = 3f− 1/3

i −
5
2
−

1
2
f
−

4
3

i

(29) 

A quadratic dependence on αi is proposed in Eq. (29). This empha
sizes the necessity of accurately evaluating void interactions when micro 
inertia is involved in the mechanical behavior of the porous material.

5.2. αi parameters identification:
The parameters α1 and α2 are related through Eq. (25). Therefore, an 

additional equation is needed to derive an analytical model in the case of 
a material containing two families of spherical voids.

Recall that the interaction parameters αi are introduced to adjust the 
strain rate at the level of each unit cell, see Eq. (28b), with the aim to 
reflect void-void interactions. It appeared, from numerical simulation 
results, that void-void interaction induces a heterogeneous velocity field 
characterized by the parameters ξ1 and ξ2 in section 4.2.4. In addition, 
the velocity field inside the RVE only slightly evolves over the time 
period t∗ − t+ of the dynamic computation stage. Therefore, one can 
assume that considering the case of a porous material under static 
loading informs about void-void interactions at high strain rates, at least 
for the considered loading conditions and material (constant strain rate, 
perfectly plastic matrix material). This is consistent with analytical ap
proaches founded on a dynamic homogenization scheme for which static 
velocity fields are employed to derive the macroscopic response of 
porous materials under dynamic loading (Molinari and Mercier, 2001; 
Sartori et al., 2015, 2016; Subramani et al., 2020).

In the context of spherical loading, the rate of plastic work within the 

RVE under static conditions is obtained from volume average of plastic 
power per spherical shells, 

Σ̂
sta
m (f̂)D̂m = ϑ1Σsta

m (f1)D1m + ϑ2Σsta
m (f2)D2m (30) 

Using Eq. (28b), one obtains: 

Σ̂
sta
m (f̂) = ϑ1α1Σsta

m (f1) + ϑ2α2Σsta
m (f2) (31) 

Σsta
m (f1), Σsta

m (f2), and Σ̂
sta
m ( f̂ ) are determined from the analytical so

lution (19) derived for the hollow sphere model under spherical 
loading. Note that numerical simulation results of section 4.2.1

showed that Σ̂
sta
m ( f̂ ) provides a good estimate of the macroscopic 

static response of the RVE made of two populations of voids.

Finally, from a combination of Eqs. (19), (25) and (31), one gets the 
theoretical expressions of α1 and α2, when ϑ1 ∈ ]0; 1[: 

α1 =
1
ϑ1

[
ln( f̂) − ln(f2)

ln(f1) − ln(f2)

]

, α2 =
1 − α1ϑ1

1 − ϑ1
(32) 

with ̂f the overall porosity of the RVE, f1 the porosity of the unit cell SC1, 
f2 the porosity of the unit cell SC2, ϑ1 the volume fraction of SC1 and 1 −

ϑ1 the volume fraction of SC2. Once the parameters αi are obtained, the 
dynamic macroscopic stress can be determined from Eq. (29). Obvi
ously, Eq. (32) is valid when the RVE contains two populations of voids. 
In the case where the RVE is made of a single population of voids, one 
has Dim = D̂m. One observes from Eq. (32) that in the limiting case of a 

minimal presence of SC1, lim
ϑ1→0

α1 =

(
f1
f2 − 1

)

/ln
(

f1
f2

)

is non-zero and 

lim
ϑ1→0

α2 = 1. Likewise, when the proportion of SC2 is negligible, one has 

lim
ϑ1→1

α1 = 1 and lim
ϑ1→1

α2 =

(
f2
f1 − 1

)

/ln
(

f2
f1

)

.

We propose to compare results from the proposed model (denoted 

Σ̂
dyn
m in the following) and estimates from the approach based on a 

Taylor type scheme (denoted Σ̂
dyn
m
⃒
⃒
T in the following) obtained using Eq. 

(29) with α1 = α2 = 1. The difference between the two predictions Δ1 =

1
σ0

(
Σ̂

dyn
m − Σ̂

dyn
m
⃒
⃒
T

)
, as well the relative difference Δ2 =

Σ̂
dyn

m − Σ̂
dyn

m |T

|Σ̂
dyn

m |
are 

investigated. The following material parameters are adopted σ0 =

500 MP a, ρ = 7800kg/m3, and the macroscopic strain rate is D̂m =

13 856s− 1. Various cases are considered for a fixed value of the void 
radius in SC1, a1 = 49 μm and three different values of the void radius 
characterizing the second population of voids: a2 = 70, 80 and 90 μm. 
Note that the relative difference Δ2 depends solely on the porosities of 
SC1 and SC2, as well as on ϑ1 while Δ1 additionally depends on the 
material parameters and strain rate level.

In Fig. 13a and c, the outer radius of the spherical cells SC1 and SC2 
is fixed at b = 490 μm resulting in a fixed porosity of f1 = 1.10− 3 for SC1. 
The porosity for SC2 is f2 = 2.91 10− 3, 4.35 10− 3 and 6.19 10− 3 when 
a2 = 70, 80 and 90 μm respectively. The overall porosity is given by ̂f =

υ1f1 + (1 − υ1)f2 which decreases with υ1. In Fig. 13b and d, where υ1 =

Table 2 
Average and standard values of the interaction parameters ξ1 (small void of radius a = 49 μm) and ξ2 (large void of radius a = 70 μm) over the entire domain, and 
corresponding ξ∗1 and ξ∗2 calculated over 1/8th of the surface of each void corresponding to white rectangles in Fig. 12.

f̂ (x 10− 3) Σ̂
dyn
m /σ0

ξ1 Δξ1 ξ2 Δξ2 ξ∗1 Δξ∗1 ξ∗2 Δξ∗2

B0S8 1.000 − 3.565 60.25 0.51 / / 59.98 0.29 / /
B2S6 1.479 − 2.203 37.30 1.39 64.40 1.21 37.62 0.82 63.31 0.13
B4S4 1.958 − 1.560 23.38 2.73 48.46 1.18 27.16 0.36 47.36 0.08
B6S2 2.436 − 1.320 2.53 0.22 39.69 3.47 2.18 0.09 39.36 2.06
B8S0 2.915 − 0.856 / / 30.12 0.50 / / 29.35 0.05
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0.5, all three porosities f1, f2, and f̂ decrease as b increases. As an 
alternative representation of the results, Fig. B1 in Appendix B shows the 
evolution of Δ1 and Δ2 with respect to the overall porosity f̂ .

Fig. 13 demonstrates that the gap between the two approaches in
creases with the size of large voids a2. The relative difference between 
the two estimates can be significant, exceeding 100%, as illustrated by 
the case when a2 = 90 μm at ϑ1 = 0.4 in Fig. 13c. This translates to 
about 1 GPa in Δ1 as shown in Fig. 13a. In the three scenarios analyzed 
in Fig. 13a and b, as the void radius a2 increases, the value of ϑ1 at which 
Δ1 reaches its peak value increases too. Conversely, with the increase in 
a2, the maximum values of Δ2 are obtained with a reduction in ϑ1, as 
shown in Fig. 13b.

The case ϑ1 = 0.5 is now selected to examine the influence of the 
external shell radius b. Fig. 13b shows that the difference between the 
two approaches, Δ1, becomes quite important when the outer radius of 
the unit cells is larger than 300μm (i.e. f1 < 0.004). This finding em
phasizes the value of the proposed model, particularly when dealing 
with porous materials featuring small voids and when the disparity 
between the radii of the two populations is large.

In the next section, the theoretical model is tested for configurations 
examined previously by means of numerical simulations.

5.2. Comparison of analytical model and numerical results

The different cases of Fig. 4 are considered for a comparative anal

ysis. Table 3 summarizes the values of Σ̂
dyn
m /σ0 obtained in finite element 

calculations for the considered assemblies, as well as the corresponding 
values calculated from the new proposed approach. As in FEM calcula
tions, the tensile yield stress is σ0 = 500 MPa and the matrix mass 
density is ρ = 7800kg/m3. The macroscopic strain rate in FEM and in 
the analytical model is D̂m = 13 856s− 1.

The variation of Σ̂
dyn

m
σ0 

with respect to ϑ1, as predicted by the analytical 
model in Eq. (29), is illustrated in Fig. 14. Additionally, the numerical 
simulation results from Table 3 are reported using symbols. A close 
agreement between the FEM results and the theoretical estimates is 
observed from Table 3. The most significant difference occurs in the case 
of B6S2 (ϑ1 = 0.25), with the theoretical value underestimating by 
approximately 11% the value obtained from the numerical simulation. 
Table 3 shows that α1 and α2 both increase with the overall porosity ̂f . It 
is interesting to note that similar trends were revealed for the interaction 
parameters ξ1 and ξ2 which were defined from the velocity distribution 
around the voids in finite element simulations (see Table 2).

The model presented in Eq. (29) with α1 and α2 given by Eq. (32)
accurately captures the non-linearity observed in FEM numerical results, 

Fig. 13. Evolution of Δ1, the difference in the dynamic stress ratio between the proposed model and the Taylor approach, in (a) with respect to ϑ1 using b = 490 μm, 
in (b) with respect to the cell radius b for ϑ1 = 0.5. The corresponding relative difference Δ2 is portrayed in (c) and (d). The comparison is made for three assemblies 
with a fixed radius of the void in SC1, a1 = 40μm, and a2 = 70 μm, 80 μm, 90μm for the larger void embedded in SC2. An alternative representation is proposed in 
Fig. B1 of Appendix B where the evolutions of Δ1 and Δ2 are shown with respect to the overall porosity f̂ .
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whereas the Taylor model exhibits linear dependence to ϑ1, as predicted 
by Eq. (29) using α1 = α2 = 1. Therefore, the Taylor model deviates 
significantly from the FEM results, with a relative difference about 42% 
observed for B4S4. In contrast, the proposed model achieves results 
closer to the FEM findings, with a relative difference of 6% for the same 
RVE.

In dynamic applications that involve strong micro inertia effects, the 
αi parameters are key factors to adjust the inertial contribution at the 
level of each void. The inherent limitations of the Taylor model become 
apparent when attempting to account for this aspect. Consequently, 
employing the Taylor model for materials with varying void sizes under 
dynamic loads poses a significant challenge. As illustrated in the pre
vious section, this concern becomes even more critical when the size of 
the small voids within a family is small and the difference with the 
radius of the bigger voids is large.

Another noteworthy aspect is the comparison between FEM results 
and an equivalent hollow sphere model. In this model, the void radius is 
obtained by averaging void volumes while preserving the overall 
porosity. Specifically, this implies considering a hollow sphere con
taining a void with radius a =

(
ϑ1a3

1 + ϑ2a3
2
)1/3.

Even if the equivalent hollow sphere model seems to provide with 
close agreement finite element results of several configurations, the 

value of Σ̂
dyn

m
σ0 

for the case B6S2 is far from the actual finite element result. 
Moreover, it is important to highlight that it does not explicitly account 
for the interactions elucidated in the finite element calculations. In 
contrast, our model, by introducing parameters αi, enables the consid
eration of interaction effects.

6. Conclusion

In this paper, a computational homogenization analysis has been 
carried out on three-dimensional representative volume elements 
(RVEs) to explore the effects of void interactions in porous materials 
containing two populations of voids under dynamic loading. The matrix 
material has elastic perfectly plastic properties. The spatial distribution 
of voids inside the RVE has been chosen to ensure equilibrium and cubic 
symmetry. We examined five microstructure models, composed of eight 
cubic unit cells containing a central spherical void, to assess the impact 
of void distribution on macroscopic stress responses.

Following the approach of Sartori et al. (2015), a two-stage simula
tion procedure was implemented to prevent strong perturbations that 
may arise when a large velocity is applied instantaneously. The velocity 
field inside the RVEs and the dynamic macroscopic stress were obtained 
considering a spherical strain rate loading with constant strain rate 
applied at the outer boundary of the RVEs.

The numerical analysis of unit cells confirmed that under static 
loading, an adjusting parameter is needed to correct the discrepancy 
between the analytical hollow sphere model and numerical results. It is 
noteworthy that our results show that there is no need to introduce such 
an adjusting parameter for the dynamic macroscopic stress.

A meticulous analysis of the velocity within the assemblies was 
conducted, aiming to understand the interaction between voids. The 
findings revealed that the velocity fields around each void was nearly 
spherical. In particular, it is demonstrated that material particles located 
near the larger voids experience more intense velocities compared to 
those situated around smaller voids. As a consequence, bigger voids 
largely contribute to the dynamic response of the porous material. A 
dimensionless parameter, defined from the radial velocity at the void 
surface normalized by the outer expansion velocity was introduced to 
highlight the effect of void interaction at the local scale, paving the way 
to propose an analytical approach.

Based on numerical results, the proposed analytical model involves 
an adjustment of the strain rate at the level of unit cells. This is achieved 
by interaction parameters defined at the larger scale of a spherical unit 
cell. The proposed model is validated with comparison against finite 
element results. It is also highlighted that the Taylor scheme is not 
suitable to describe a porous material containing two families of voids 
when micro inertia effect cannot be neglected. We showed that this issue 
is more critical when small voids are embedded in the porous material 
(small local porosity) and when the difference between the pore sizes of 
the two families is large.

In this work, we restricted our attention to the case of purely hy
drostatic loading of well-balanced RVEs made of two types of unit cells. 
This type of loading has revealed, for porous materials containing 
spherical voids, the most significant contribution of micro-inertia effects 
(see Sartori et al., 2015). However, the Finite Element model proposed 
in this paper could be used to analyze other loading configurations by 
adjusting the form of the macroscopic strain rate tensor (Eq. (12)) and 
subsequently the boundary conditions (Eq. (13)). This will the subject of 
future investigations. Additionally, considering only two scalar param
eters to account for interactions are well adapted for the examined 
configurations. In fact, a unique void is representative of all voids 
belonging to the same population. Further development of the model 
would be to consider more complex arrangements of two families of 
voids, wherein the interaction parameter should account not only for the 
size, the porosity and the volume fraction of void populations, but also 
for variations in the voids’ surroundings within a given population. One 

Fig. 14. Comparison between finite elements results (FEM) for the dynamic 

contribution Σ̂
dyn
m normalized by σ0 (tensile yield stress of the matrix material) 

and analytical results (Eq. (29)) considering various void arrangements υ1. 
Results obtained from the Taylor homogenization scheme (Eq. (29) with α1 =

α2 = 1) and the unit cell of equivalent radius 〈a3〉1

/3 are also shown for 
comparison. The porosity f̂ decreases when υ1 increases according to f̂ =

υ1f1 + (1 − υ1)f2, with f1 = 1.10− 3, f2 = 2.915 10− 3.

Table 3 
FEM results for tested assemblies composed of various arrangements of UC1 
(a1 = 49μm, f1 = 0.001) and UC2 (a2 = 70μm, f2 = 0.002915) compared to 

analytical calculations of 
Σ̂

dyn
m

σ0
given by Eq. (29) with f1 = 0.001,f2 = 0.002915,

b = 490μm. The case B8S0 (resp. B0S8) is compared to the analytical model using 
ϑ1 ∼ 0 (resp. ϑ1 ∼ 1). The matrix material properties are: σ0 = 500 MPa and ρ =

7800 kg/m3. The macroscopic strain rate is D̂m = 13 856s− 1.

FEM THEORY

RVE f̂ (x 10− 3) Σ̂
dyn
m /σ0

ϑ1 ϑ2 α1 

Eq. (32)
α2 

Eq. (32)
Σ̂

dyn
m /σ0 

Eq. (29)

B0S8 1.000 − 3.565 1 0 1 / − 3.576
B2S6 1.479 − 2.203 0.75 0.25 0.846 1.462 − 2.375
B4S4 1.958 − 1.560 0.5 0.5 0.744 1.255 − 1.662
B6S2 2.436 − 1.320 0.25 0.75 0.670 1.110 − 1.188
B8S0 2.915 − 0.856 0 1 / 1 − 0.850
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potential enhancement of the model could involve expressing the 
interaction parameters αi in a tensorial form.
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Appendix A: time periods adopted for nonlinear dynamic calculations

This appendix compiles the time periods utilized in our finite element procedure. A two-stage simulation is performed with Abaqus/Explicit: a 
quasi-static calculation (without geometrical nonlinearities) up to time t+, followed by a dynamic calculation (including geometrical nonlinearities) 
over a duration t∗ − t+. The choice of the value for the time t+ has no consequence on the results, and an arbitrary value was adopted. During the very 
short time period t∗ − t+, the body configuration has slightly evolved, with the porosity increasing by 2% of the initial value. TAB. A1 presents the time 
periods used for calculations conducted at various strain rates for unit cells UC1 and UC2 described in Fig. 2. TAB. A2 lists the time periods for RVEs 
depicted in Fig. 4 under an imposed strain rate of D̂m = 13 856 s− 1.

TAB. A1 
Values of the time period t∗ − t+ adopted for nonlinear dynamic calculations 
(second stage of the numerical procedure, see Fig. 5) on cubic unit cells UC1 and 
UC2 described in Fig. 2. The body configuration slightly evolves during this very 
short time period, with the porosity increasing by 2% of the initial value.

UC1 f1 = 0.001
a1 = 49μm UC2 f2 = 0.002915

a2 = 70μm

Dm [s− 1] t∗ − t+ [ns] t∗ − t+ [ns]
4619 1.44 4.22
9238 0.72 2.11
13856 0.48 1.40
18475 0.36 1.05

TAB. A2 
Values of the time period t∗ − t+ adopted for nonlinear dy
namic calculations (second stage of the numerical procedure, 
see Fig. 5) on RVEs B0S8

B2S6, B4S4, B6S2, and B8S0 described in Fig. 4, under an 
imposed strain rate of D̂m = 13 856 s− 1. The body configu
ration slightly evolves during this very short time period, 
with the porosity increasing by 2% of the initial value.

f̂ 
x 10− 3

t∗ − t+ [ns]

B0S8 1.000 0.48
B2S6 1.479 0.71
B4S4 1.958 0.94
B6S2 2.436 1.17
B8S0 2.915 1.40

Appendix B. Alternative representation of the differences between our proposed model and the Taylor approach

We propose in this appendix an alternative representation of the comparative analysis conducted in section 5.2 between the proposed model and 
estimates from the approach based on a Taylor type scheme. Two variables are investigated in section 5.2: the difference between the two predictions, 

Δ1 = 1
σ0

(
Σ̂

dyn
m − Σ̂

dyn
m
⃒
⃒
T

)
, and the relative difference Δ2 =

Σ̂
dyn

m − Σ̂
dyn

m |T

|Σ̂
dyn

m |
.

Fig. B1 provides an alternate representation of the results reported in Fig. 13. Here the evolutions of Δ1 and Δ2 are shown with respect to the overall 
porosity. Fig. 13a and c, the porosity in SC1 is fixed f1 = 1.10− 3 and the overall porosity f̂ = υ1f1 + (1 − υ1)f2 with f2 = 2.91 10− 3, 4.35 10− 3 and 
6.19 10− 3 when a2 = 70, 80 and 90 μm respectively. In Fig. 13b and d, where υ1 = 0.5, both f1 = a1

3/b3 and f2 = a2
3/b3 decrease as b increases. The 

same applies to the overall porosity given in this case by f̂ =
(
a1

3 + a2
3)/2b3. 

M. El Ansi et al.                                                                                                                                                                                                                                 Mechanics of Materials 198 (2024 ) 105112 

16 



Fig. B1. Evolution of Δ1, the difference in the dynamic stress ratio between the proposed model and the Taylor approach with respect to the overall porosity f̂ =

υ1f1 + (1 − υ1)f2 in (a) at fixed b = 490 μm, in (b) at fixed ϑ1 = 0.5. The corresponding relative differences Δ2 are portrayed in (c) and (d). The comparison is made 
for three assemblies with a fixed radius of the void in SC1, a1 = 40μm, and a2 = 70 μm, 80 μm, 90μm for the larger void embedded in SC2.
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