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Abstract 

Bac kgr ound: Diatoms are microalgae with finely ornamented microscopic silica shells. Their taxonomic identification by light mi- 
cr oscopy is r outinel y used as part of comm unity ecological r esear c h as w ell as ecological status assessment of aquatic ecosystems, 
and a need for digitalization of these methods has long been recognized. Alongside their high taxonomic and morphological di v ersity, 
several other factors make diatoms highly challenging for deep learning–based identification using light microscopy images. These 
include (i) an un usuall y high intraclass v aria bility combined with small between-class differences, (ii) a rather different visual ap- 
pearance of specimens depending on their orientation on the microscope slide, and (iii) the limited av aila bility of diatom experts for 
accurate taxonomic annotation. 

Findings: We present the largest diatom image dataset thus far, aimed at facilitating the application and benchmarking of innovative 
deep learning methods to the diatom identification pr ob lem on r ealistic r esear c h data, “UDE DIATOMS in the Wild 2024.” The dataset 
contains 83,570 images of 611 diatom taxa, 101 of which are represented by at least 100 examples and 144 by at least 50 examples 
each. We showcase this dataset in 2 innov ati v e anal yses that addr ess indi vidual aspects of the a bov e challenges using subclustering 
to deal with visually heterogeneous classes, out-of-distribution sample detection, and semi-supervised learning. 

Conclusions: The pr ob lem of ima ge-based identification of diatoms is both important for envir onmental r esear c h and c hallenging 
from the machine learning perspective. By making available the so far largest image dataset, accompanied by innovative analyses, 
this contribution will facilitate addressing these points by the scientific community. 

Ke yw ords: diatom, light microscopy, dig ital imag ing, slide scanning, aquatic ecology, deep learning, out-of-distribution detection, 
semi-supervised learning 
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Data Description 

Context 
Diatoms, in systematics mostly referred to as Bacillariophyta [ 1 ],
though r ecentl y also as Diatomea [ 2 ], a subgr oup of the Str a- 
menopiles under the super gr oup TSAR [ 3 ], ar e an ecologicall y 
important group of single-celled, chlorophyll- a and - c containing 
microalgae. One of their main characteristic cellular features is 
their production of peculiarly shaped and patterned cell walls,
termed frustules, that are composed of approximately 90% amor- 
phous silica [ 4 ]. Diatoms are ubiquitous and often abundant in 

diverse aquatic habitats [ 5 , 6 ] and contribute substantially to nu- 
merous important ecosystem functions and biogeochemical cy- 
cles [ 7 , 8 ]. There are an estimated 10,000 to 30,000 described 

species of diatoms, with many more waiting to be discovered [ 9 ,
10 ]. Although morphology alone is often insufficient to diagnose 
diatom species [ 11 ], the mor phologicall y r ecognizable div ersity of 
diatoms is pr obabl y lar ger than that of an y other pr otistan gr oup.
This morphological diversity has been the basis of a widespread 
Recei v ed: May 8, 2024. Re vised: A ugust 21, 2024. Accepted: October 14, 2024 
© The Author(s) 2024. Published by Oxford Uni v ersity Pr ess GigaScience. This is an
Attribution License ( https://cr eati v ecommons.org/licenses/by/4.0/ ), which permits 
the original work is pr operl y cited. 
se of these organisms as ecological and paleo-ecological indica- 
ors both in basic and a pplied r esearc h as well as in regulatory
iomonitoring [ 12–15 ]. 

A need for a digital transformation of these light microscopic
nd manual identification methods has long been recognized 

ased on numerous factors. For one, the number of taxonomic 
xperts capable of diatom identification is low and can become 
 limiting factor when aiming to scale up the spatial-temporal 
ov er a ge of ecological and biodiversity monitoring [ 16 ]. More fun-
amentall y, digital ima ge–based methods hav e the potential to
nable an impr ov ed consistency, r epr oducibility, and objectivity
f diatom analysis when compared to identifications performed 

y human experts dir ectl y on a microscope [ 17 , 18 ]. Experiences
ndicate that inconsistencies in diatom identification and enu- 

eration can be substantial between different analysts [ 19–21 ],
hich has also been observed for other organismal groups [ 22 ,
3 ]. Over 20 years ago, the ADIAC project developed fundamental
 ppr oac hes for digital imaging and identification [ 24 ]. More than
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Figure 1: Selected examples of diatom specimens. Valvar views from 3 
differ ent gener a ( Navicula , Encynoema , Planothidium ), each one with 
visuall y highl y similar but distinct species. 
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 v er, w e no w need standar dized, dig ital imag ing methods com-
ined with digitally supported taxonomic identification to have
bjectiv e, r epr oducible, and compar able taxonomic data for r a pid
rocessing of large numbers of samples. 

With improving possibilities of digital image acquisition and
nalysis, methods combining medium- to large-scale image data
ollection with deep neural networks have recently spread rapidly
n biodiv ersity r esearc h [ 25–27 ], including in the aquatic and mi-
r oscopic r ealm [ 28 , 29 ]. In the case of diatoms, although not yet
r oadl y a pplied, slide scanning micr oscop y no w provides a possi-
ility of large-scale digital image acquisition suitable for the stan-
ard type of diatom pr epar ations [ 18 , 30–34 ]. 

High-resolution/high numerical aperture objectives required
or diatom analysis offer only a very limited focal depth, so that
sually either the valve shape or the valve ornamentation can
e seen clearly at a time. Yet, for taxonomic identification, often
oth of them need to be considered. In manual microscopy, this
redicament is solved by focusing up and down through the 3-
imensional structure of a valve until all relevant features have
een observed. In previously published diatom image datasets, a
ingle focal plane was preselected by a human expert to expose
he most r ele v ant featur es for eac h specimen, depending on v alv e
rientation and species. Such a manual a ppr oac h is not an op-
ion in an automated high-throughput processing pipeline, and
he problem of finding the optimal focal plane for taxonomic iden-
ification of each diatom specimen automatically has not been
olved y et. Ho w ever, automated slide scanning allows one to im-
ge a multitude of focal planes and compress their visual infor-
ation into a single image by focus stacking. T his wa y, all rel-

 v ant featur es ar e contained within a single ima ge, whic h mas-
iv el y simplifies downstream processing and analysis. 

A range of studies have tested the application of deep learn-
ng models for diatom object detection [ 35–40 ], counting [ 41 ], seg-

entation [ 42 , 43 ], and classification [ 30 , 44–49 ]. Here the term
lassification ” is used in the machine learning sense (i.e., referring
o machine learning models with a categorical target variable); in
 biological terminology, it usuall y addr esses taxonomic identifi-
ation. Diatom localization (using object detection or segmenta-
ion models) can now be performed with a high accur acy, e v en on
igapixel-sized slide scans sometimes termed “virtual slides” [ 35 ,
3 , 50 ]; the classification problem (taxon identification), ho w e v er,
 emains highl y c hallenging. 

Se v er al factors make the diatom classification problem par-
icularl y c hallenging fr om the mac hine learning or computer vi-
ion perspective . T he high number of observ ed species is a c hal-
enge by itself: e v en when focusing on a local or regional flora,
he number of diatom species often lies in the hundreds. In ge-
gr a phicall y mor e extended settings, the number of species can
uic kl y r eac h thousands [ 51 ]. According to published experiences,
etween 50 and 100 examples (ideall y, mor e) per taxon are re-
uired for deep learning model training to reach satisfying clas-
ifier performances [ 45 , 46 ]. Collecting and annotating so many
mages using a manual approach (as done so far in most di-
tom deep learning studies) is highly time-consuming. The prob-
em is exacerbated by the une v en distribution of taxa, leading
o most species being encountered comparatively rarely. This is
ot a peculiarity of diatoms but r esults fr om the gener al ecolog-

cal phenomenon often termed hollow abundance distributions
 52 , 53 ]. Fr om the mac hine learning perspectiv e, this leads to a
lass imbalance problem [ 54–56 ]. On the practical side, a conse-
uence is that collecting sufficient examples for r ar e taxa can
ake orders of ma gnitude mor e effort than capturing common
axa. 
A further challenging aspect of image-based diatom identifica-
ion can be summarized as a gener all y high intr aclass (intr aspe-
ific) variability often paired with very minute between-class (in-
erspecific) differences (Figs 1 and 2 ). This is connected to 2 fea-
ures of the biology of diatoms. First, the diatom life cycle entails
 cyclic alteration of size reduction (accompanying vegetative di-
isions) with size restitution commonly linked with sexual r epr o-
uction [ 57–59 ]. In taxa with elongated shapes, size diminution is
ispr oportionatel y faster in the apical (length) than the transapi-
al (width) direction, leading to substantial sha pe c hanges during
he life cycle (Fig. 2 A). Second, envir onmental effects suc h as nu-
rient availability , salinity , or temper atur e can also lead to mor-
hological variations (ecomorphologies, Fig. 2 B; phenotypic plas-
icity, Fig. 2 C). It is common in elongated-shaped diatoms that
imilar-sized r epr esentativ es of different closely related species
 ppear visuall y mor e similar to eac h other than to differ entl y
ized specimens of the same species [ 60 , 61 ]. Furthermore, the
eometric properties of diatom frustules lead to a further com-
lication in that diatom cells or v alv es ar e mostl y encounter ed
n microscopic slides in certain viewing angles, mostly in valvar
looking dir ectl y onto the v alv e surface) and/or pleural (looking
t the girdle bands) view, with intermediate (tilted) orientations
issing or r ar e (Fig. 2 D). This leads to two visually distinct pro-

ections r epr esenting a single taxon in the light micr oscopic vie w.
uman analysts learn to interpret and link these views with ex-
erience. Ho w e v er, these distinctl y differ ent visual a ppear ances
r obabl y pr esent a substantial c hallenge for typical deep learn-

ng models by possibly leading to within-class discontinuities in
eature space. A further difficulty for algorithms and human ana-
 ysts alike ar e taxonomicall y difficult gr oups (sometimes r eferr ed
o as species complexes or sensu lato gr oups), whic h means that
ery similar taxa with partially still unresolved taxonomic status
how high variability but also intermediate morphologies (Fig. 2 E).
he existence of heter ov alv ar diatoms, those that have 2 valves
ith differences in the ornamentations, can also lead to distinct
isual a ppear ances within a taxon (Fig. 2 F). 

Routine diatom pr epar ations often also contain disturbing
ac kgr ound particles suc h as sediment, clay, small diatom fr a g-
ents, and sometimes remains of other organisms (e.g., sponge

eedles, etc.) (Fig. 3 ). Although careful adjustments during slide
r epar ation can help r educe ov erla ps of diatom frustules/v alv es
ith such disturbing particles and with each other, such adjust-



“UDE DIATOMS in the Wild 2024” | 3 

Figure 2: Illustrations of some challenges of visual diatom identification. (A) Due to the complex life cycle, the frustule size reduction usually leads to 
a change in length-to-width ratio, resulting in a different visual appearance. (B) Diatoms can also present ecomorphological variability (i.e., a species 
can vary in form depending on environmental influences). (C) Diatoms can also vary their morphological traits such as valve ornamentation within a 
single species (phenotypic plasticity/morphological variability). (D) Valve orientation relative to the imaging optical axis gives different visual 
a ppear ances: v alv ar vs. pleur al vie ws r efer to vie wing angles r oughl y per pendicular to eac h other and occur most commonl y, depending on the 
species. Intermediate (oblique or tilted) perspectives can usually be found much less frequently. (E) Large diatom species complexes ( sensu lato taxon 
groups) can add to morphological variability. One of many examples is Cocconeis placentula sensu lato , which includes Cocconeis placentula , Cocconeis 
euglypta , Cocconeis lineata , and Cocconeis pseudolineata . (F) Monor a phid diatoms possess 2 v alv es with differ ent mor phological a ppear ances, wher e onl y 1 
v alv e pr esents a r a phe (i.e., an elongated slit), the other not (r a phe and r a pheless v alv es, r espectiv el y). 

Figure 3: Example of a “real-life” diatom preparation. These can, as in 
this case, contain complex a bac kgr ound (sediment particles and diatom 

fr a gments) as well as diatom v alv es ov erla pping with eac h other. 
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ments ar e r ar el y performed systematicall y during r outine diatom 

analysis . T his often leads to a situation where diatom frustules 
touch or overlap with disturbing nondiatom particles or other di- 
atoms, making the visual recognition of taxa more challenging.
ven though these issues are very common, with very few excep-
ions [ 43 ], they are not covered by the currently available diatom
atasets (Table 1 ). Instead of preselecting “clean” examples, we de-

iber atel y included such challenging data to get closer to a real-
orld situation. Even though we cannot offer a solution to all of

hese problems within the scope of this w ork, w e w ould like our
mage dataset to represent a “real-world” difficulty level, which 

s important for a realistic assessment of the usability of image
nalysis methods for routine diatom analysis. 

T hus , analyses of light microscopic images of diatoms by deep
earning are an urgent need for research of ecology and biodiver-
ity, as well as environmental monitoring. Yet, de v elopment of the
achine learning and computer vision analyses is a challenge.
ne main obstacle curr entl y slowing the de v elopment of the field

s the scarcity of datasets that are suitable for training and com-
aring deep learning models . T her e ar e v ery fe w publicl y av ail-
ble diatom image datasets, and the available ones are mostly too
mall for training deep learning models . T he first published tax-
nomically annotated light microscopic image dataset address- 
ng a machine learning utilization before the deep learning era
ame from the ADIAC project [ 24 , 62 ] and contains ca. 3,400 im-
 ges r epr esenting 328 species. A substantial ima ge dataset known
s Aqualitas was assembled a few years ago [ 45 , 61 , 63 , 64 ], cov-
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Table 1: Ov ervie w of existing diatom ima ge datasets 

Dataset/Project name Authors # of images # of species Citation of dataset URL/DOI 

ADIAC Du Buf et al. 2000 [ 24 , 62 ] 3,400 328 [ 65 ] 
Aqualitas Bueno et al. 2020 [ 45 , 63 , 64 ] 10,000 100 [ 66 ] 
Synthetic dataset for diatom 

automatic detection 
Laviale et al. 2023 [ 35 ] 9,230 166 [ 67 ] 

Southern Ocean diatoms 
(PS79/PS103) 

Kloster et al. 2017 [ 46 , 68 ] 3,300 10 [ 69 ] 

Kaggle, Diatom Dataset Gündüz et al. 2022 [ 70 , 71 ] 3,027 68 [ 72 ] 
Antarctic Epiphytes Burfeid-Castellanos et al. 2021 [ 73 , 74 ] 18,441 120 [ 75 ] 
UDE PhycoLab Menne Burfeid-Castellanos et al. 2022 [ 18 , 76 ] 8,858 161 [ 77 ] 
Ka ggle, scr a ped fr om Diatoms.or g Pu et al. 2023 [ 78 ] 7,983 1,042 [ 79 ] 
UDE DIATOMS in the Wild 2024 This article 83,570 611 [ 80 , 81 ] 
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ring 100 diatom taxa with about 100 images each. Ho w ever, the
qualitas images seem to depict isolated diatom cells, imaged at a
ingle focal plane and containing very little or none of the disturb-
ng factors usually observed in routine preparations (see above).
o classification may be considered “too easy” in the context of a
onselectiv e automated ima ging w orkflo w. Another dataset w as
 eleased r ecentl y [ 35 ], consisting of 9,230 individual images with
t least 50 images of 166 diatoms species, which were extracted
rom pdf versions of publicly available taxonomic atlases [ 82–84 ],
s well as ca. 600 images of real debris. Another recent study
 78 ] collated images from diatoms.org [ 85 ], an online identifica-
ion aid illustrated by thousands of diatom images, nevertheless
till with a r elativ el y low number of examples per species. One
ataset containing slightl y ov er 3,300 images of 10 taxa [ 68 ] and
nother one that contains images and segmentation masks for
,027 diatoms from 68 species [ 70 , 71 ] are available in public
 epositories. Two mor e taxonomicall y annotated ima ge datasets
ave been published by Burfeid-Castellanos et al. [ 18 ] from a man-
al digital diatom analysis w orkflo w. These contain 18,441 images
f 120 species [ 73 , 74 ] and 8,858 images of 161 species [ 76 ], re-
pectiv el y, av er a ging 153 and 55 examples per species, although
oth datasets are imbalanced. The latter two datasets were not
xplicitly aimed at machine learning utilization and were thus
ot formatted in a way that would be immediately usable in such
 context but could, in principle, also be useful for this purpose.
e v ertheless, most published datasets are not ideally suited for
eep learning experiments because they are relatively small; Ta-
le 1 summarizes basic information on curr entl y av ailable diatom

mage datasets. We note that for planktonic organisms, a much
arger collection of datasets is publicly a vailable , and these were
 ecentl y r e vie wed [ 86 ]. 

In this article, we present a novel light microscopic image
ataset of freshwater diatoms that (i) is substantiall y lar ger
han those pr e viousl y av ailable, (ii) was obtained using a r epr o-
ucible slide scanning and annotation w orkflo w follo wing stan-
ard counting pr ocedur es for water quality monitoring [ 87 ], (iii)
eflects a “real-life” challenge (i.e., it is not limited to manually
elected examples that might be biased to w ar d w ell-recognizable
iatoms without, e .g., o v erla pping debris), (iv) cov ers the sha pe
s well as the ornamentation of v alv es/frustules in the same im-
ge due to focus stacking, and (v) is publicly available to sup-
ort customizing and benchmarking deep learning models to this
eld of application. To highlight the challenging nature of this
ataset, as well as to propose possible avenues to address some of
hese c hallenges, we pr ovide two deep learning experiments, one
ddressing out-of-distribution detection and modeling within-
lass heterogeneity and another one le v er a ging semi-supervised
earning to alleviate the need for voluminous labeled training
ata. 

ethods 

ampling and prepar a tion 

 total of 318 samples of freshwater diatoms were gathered from
5 different localities following standardized methodology,[ 88 ] by
cr a ping the biofilm from submerged stones selecting an area of
 ppr oximatel y 20 cm 

2 . A total of 5 stones per sampling site were
ampled and pooled together. When no stones were a vailable ,
r e viousl y submer ged artificial substr ates, wood y surfaces (e pi-
endr on), submer ged plants (epiphyton), or sand (epipsammon)
ere sampled (Appendix 1). The samples were then preserved
ith molecular-grade ethanol to a final concentration of 75% and

tored at −20 ◦C. 
Diatom pr epar ation follo w ed the hot H 2 O 2 -HCl digestion

ethod [ 89 ]. During 5 w ash-c ycles, the samples w ere centrifuged
t 464 g for 4 minutes, follo w ed b y discar ding the supernatant
nd refilling with deionized water. The resulting “clean” sample
 as oxidized b y first treating with 30% hydrogen peroxide (H 2 O 2 ),
eating up to 90 ◦C for 3–4 hours. After the H 2 O 2 had e v a por ated,
he samples were left to cool down. Subsequently, 37% hydrogen
hloride (HCl) was added to the cooled samples to dissolve the
 emaining or ganic matter and carbonates. Finall y, after the r eac-
ion stopped, the samples wer e a gain washed to avoid acid corro-
ion thr ough pr olonged exposur e, following the same pr ocedur e
s during the pr e w ash c ycle. After 7 c ycles, the sample w as sus-
ended in 1 mL deionized water plus 2–3 drops of ethanol or glyc-
rine. 

After adding a small amount of 10% ammonium chloride so-
ution to the suspension, it was spread onto coverslips and dried
n a heating plate at 350 ◦C. The dried sample on the coverslip was
mbedded in Na phr ax artificial r esin with a nominal r efr activ e in-
ex of 1.72 (Thorns Biologie Bedarf). The slides were left to harden
or one to two weeks before scanning. 

maging by slide scanning 

he slide pr epar ations wer e digitized with a VS200 slide scanning
icr oscope (Ol ympus Eur opa SE & Co. KG) in bright-field mode us-

ng an UPLXAPO60XO 60 ×/1.42 oil immersion objecti ve. De pend-
ng on the pr epar ation’s material density, usuall y 16 or 25 mm 

2

er slide was scanned in the form of a contiguous rectangular
r ea. To cov er the thickness of the sample, mostly 40–85 differ-
nt focal planes were imaged at a distance of 0.28 μm each; this
orresponds to half of the objective’s focal depth and warrants
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Figur e 4: T he 10 most abundant species visualized in a scatter plot using t-SNE dimensionality r eduction. Colors indicate species membership. Each 
data point depicts one cutout. 
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that each detail of the v alv e ornamentation is ca ptur ed within at 
least one focal plane. Ho w e v er, due to excessiv e digital filtering,
the VS200 integrated focus stacking tends to suppress fine repet- 
itiv e structur es, whic h ar e often essential for diatom identifica- 
tion. To overcome this limitation, we implemented our own post- 
processing pipeline utilizing Helicon Focus [ 90 ] for focus stack- 
ing, the ImageJ plugin “MIST”[ 91 ] for position registration of adja- 
cent field-of-vie w ima ges, and the Ima geJ plugin “Grid/collection 

stitc hing” [ 92 ] for stitc hing them. Since pr ocessed diatom silica 
does not provide color information, we reduced the 24-bit RGB 

data to 8-bit grayscale/intensity. A typical slide scan resulted in 

se v er al giga pixels of ima ge data, divided into subsections of less 
than 2 gigabyte uncompressed image data, to avoid restrictions 
of typical ima ge-pr ocessing tools and libr aries. We r efer to suc h 

images as “virtual slide images.”

Annotation 

Diatoms were annotated using the BIIGLE 2.0 [ 93 ] web tool by 
four annotators (each image was annotated by one of them). Most 
of the diatom annotations follo w ed the “tr aditional” micr oscopy- 
based w orkflo w as close as possible, scr eening thr ough a contigu- 
ous r ectangular ar ea of the virtual slide ima ge. A fe w samples 
wer e pr ocessed using r andom sampling or the so-called lawn- 
mo w er mode . T he latter guides the user o ver the virtual slide im- 
age in a similar serpentine pattern as used during manual count- 
ing [ 93 ]. As annotation sha pes, r ectangular bounding boxes, cir- 
les, or pol ygons r oughl y outlining the diatom wer e used. Most an-
otation sha pes wer e labeled by the specimen’s taxonomic name
t the species le v el, some onl y at genus or down to subspecies
e v el. Taxonomic identification follo w ed standar d methodology
 87 ] and was undertaken using general and specific liter atur e [ 82 ,
4 , 95 ]. 

After the identification of at least 400 v alv es per sample was
ompleted, quality control and consistency checking were ex- 
cuted in a taxon-by-taxon manner with the label r e vie w grid
v ervie w (LARGO) feature of BIIGLE 2.0 [ 18 ]. 

a taset prepar a tion 

he annotations were extracted from BIIGLE via the BIIGLE REST
PI. Subsequentl y, for eac h annotation, r ele v ant information was
onverted into CSV format, and corresponding cutouts from the 
igapixel slide scans were generated. Throughout processing, im- 
 ge data wer e stor ed in lossless file formats to pr e v ent intr oducing
ompression artifacts. We named this dataset “UDE DIATOMS in 

he Wild 2024” ( U niversity of D uisburg- E ssen—Di gital a nno t ated 

 pen-source m icroscope s lide scans from real-world samples, ver- 
ion of 2024). 

a ta visualiza tion using dimensionality 

eduction 

o demonstrate the dataset’s challenges and to support render- 
ng a mental model of the data distribution, w e sho wcase a 2-
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Table 2: Metadata files of the dataset 

Column Content 

annotation_id Original BIIGLE annotation id (unique ID within the dataset) 
type Type of diatom morphology according to the “Diatoms of North America” identification 

k e y ( https:// diatoms.org/ morphology ) 
genus Genus of the annotated specimen 
species Species of the annotated specimen (“None” if not identified to species le v el) 
subspecies Historical subspecies or species complex of the annotated specimen, might be shifted to 

a different species in the near future (“None” if not identified to subspecies level) 
annotator ID of the annotator 
bbo x_x0, bbo x_y0, bbo x_x1, bbo x_y1 Coordinates of the cutout within the original virtual slide image (axis-parallel bounding 

box, with r oughl y manuall y defined borders) 
shape Type of annotation shape (“P olygon,” “Circle ,” or “Rectangle”) 
points Coordinates of the points of the annotation shape. For Polygon = [x0, y0, y1, y1, …], for 

Circle = [x, y, r], for Rectangle = [x0, y0, x1, y1, x2, y2, x3, y3] (rotated bounding box) 
image_id The original BIIGLE image ID 

image_filename The filename of the virtual slide image the annotation was cut out 
cutout_filename The filename of the cutout 
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imensional scatterplot in Fig. 4 , depicting the 10 most abundant
pecies. To generate this figure, we computed a high-dimensional
eatur e r epr esentation for eac h cutout using a ViT-L/16 vision
ransformer model [ViT-L/16, 96 ] and projected this into a two
dimensional space using t -distributed stochastic neighbor em-
edding (t-SNE) [ 97 ]. The embedded data were visualized us-

ng a scatter plot, wher e species membership is indicated by the
olors used. Each data point therefore depicts one cutout. In
upplementary Figure S1 , an interactive 3-dimensional version is
 vailable , allowing the visualization of all 144 species represented
y at least 50 examples, with the ability to hide or display certain
pecies inter activ el y. 

ataset description 

ll the samples processed for this dataset were taken in conti-
ental riv ers, str eams, and lakes, and the salinity of the habi-
ats v aried fr om fr eshwater to saline. Supplementary Table S1
ontains the sampling metadata for the 319 virtual slides from
hich the image cutouts were generated. Table 2 contains in-

ormation on the annotations that are included in the dataset
s comma-separated fields (with strings quoted). The image
utouts are based on very roughly, manually annotated object
hapes or rotated bounding rectangles, which usually include a
ubstantial mar gin ar ound the objects and ar e pr ovided as 8-
it grayscale/intensity PNG files with a uniform resolution of
.09 μm/pixel. The dataset contains 83,570 images of 611 diatom
axa. Of these images, 74,410 were identified at the species level
o 542 species ( Supplementary Table S2 ), the rest to 69 genera. In
otal, 101 species are represented by at least 100 examples each
67,594 images in total), 144 species by at least 50 examples (70,567
mages in total), and 196 by at least 25 examples (72,405 images
n total). The abundance distribution is highly skewed, that is, the
ataset is str ongl y imbalanced, as typical for nonselectiv el y col-

ected biodiversity data (Fig. 5 ). 

euse potential 
e present two deep learning experiments, each addressing par-

icular challenges of deep learning as applied to diatom analysis.
he first experiment uses a deep learning a ppr oac h to handle the
etection of out-of-distribution samples and explicitly models in-
r aclass heter ogeneity. Out-of-distribution detection should pin-
oint specimens of taxa not present in the training set. Modeling
ithin-class heterogeneity can help to address the distinct visual
 ppear ance of v alv es l ying in differ ent orientations r elativ e to the
icr oscope vie w. T he second experiment in vestigates the poten-

ial of semi-supervised learning (SSL) to alleviate the need for hu-
an expertise to annotate image collections . Here , SSL utilizes

nlabeled image data to learn better feature representations . T he
 esults ar e compar ed to a study conducted with a vision trans-
ormer model. 

eep learning experiment 1: out-of-distribution sample de-
ection 

n this experiment, we addressed the problem of detecting out-of-
istribution (OOD) samples. Deep learning classifiers often exhibit
 tendency to make overconfident predictions when confronted
ith OOD data, err oneousl y classifying them as belonging to one
f the classes within their training data, resulting in unreliable
odel outputs [ 98 , 99 ]. This corresponds to a situation where a
odel encounters a species not r epr esented in its tr aining set. In-

tead of classifying such examples into the next best species avail-
ble, it would be pr efer able to r ecognize suc h cases as no velties . A
losel y r elated pr oblem is the pr efer ence of man y diatom species
o settle mostly at specific viewing angles on the slide (Fig. 2 D) and
nl y r ar el y in intermediate orientations . T his leads to a discontin-
ous featur e space, wher e models would need to learn to classify
isuall y r ather distinct a ppear ances into one and the same class.
his can be addressed by considering distinct views as OOD sam-
les for other views and therefore splitting a class into visually
or e homogeneous clusters, whic h is accomplished by moving

uch OOD examples into appropriate own classes. In general, our
OD detection a ppr oac h could enhance the r eliability and safety
f deep learning classifiers when facing data that deviate from
heir training distribution but also in cases when single classes
r e r epr esented by visuall y distinctl y differ ent clusters of ima ges.

For the experiments, we considered two subsets of the data.
ataset D25 included 196 classes (species) r epr esented by at least
5 examples (individuals) as an in-distribution dataset, with the
ma ges fr om the r emaining 346 classes used as OOD data. Dataset
50 included 144 classes r epr esented by at least 50 examples,
ith the images from the remaining 398 classes being used as
OD data. For both D25 and D50, 70% of the ima ges fr om the in-
istribution datasets were used for training, 20% for validation,
nd 10% for testing. 

https://diatoms.org/morphology
https://academic.oup.com/gigascience/article-lookup/doi/10.1093/gigascience/giae087#supplementary-data
https://academic.oup.com/gigascience/article-lookup/doi/10.1093/gigascience/giae087#supplementary-data
https://academic.oup.com/gigascience/article-lookup/doi/10.1093/gigascience/giae087#supplementary-data
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Figure 5: Abundance distribution of the 144 classes with at least 50 examples, illustrating the data imbalance typical of biodiversity datasets. 
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An EfficientNet network, pr etr ained on Ima geNet [ 100 ], was 
trained using our method called MAPLE (MAhalanobis distance 
based uncertainty Prediction for reLiablE classification [ 101 ]) il- 
lustrated in Fig. 6 . To address high intraclass variances due to,
for instance, different viewpoints from which the images were ac- 
quired, we use X-means clustering [ 102 ] to break down classes 
into m ultiple clusters, eac h of whic h contains ima ges clustering 
together in the feature space of representations learned by the 
network. These clusters are then treated as if they were different 
classes during the training process. 

The triplet loss [ 103 ] during our training serves to bring simi- 
lar samples from the same class closer together and push them 

farther a wa y from samples in other classes . T his a ppr oac h assists 
the model in distinguishing between diatoms that look similar but 
belong to different classes. 

As a baseline for comparison, the standard ImageNet- 
pr etr ained EfficientNet model trained using cross-entropy loss 
was used. We refer to this baseline as the deterministic counter- 
part of MAPLE in the results below. 

Accur acy and F1-scor e (Table 3 ) wer e used to assess classi- 
fication performance of the models (in the case of MAPLE, on 

in-distribution data). In addition, we used area under the re- 
ceiv er oper ating c har acteristic curv e (AUROC) and ar ea under the 
pr ecision–r ecall curv e (AUPR) scor es for e v aluation of OOD sam- 
ple detection in the experiment, following common practice in 
he OOD liter atur e [ 104–106 ]. The AUROC metric measur es the
odel’s ability to distinguish between in-distribution and out-of- 

istribution instances across various decision threshold settings.
imilarly, the AUPR metric emphasizes the model’s ability to per-
orm well in situations with class imbalance. In the case of the de-
erministic baseline, we used the pr obabilities fr om the softmax
alues and, in the case of MAPLE, the probability derived from Ma-
alanobis distance. 

Although accuracy of the deterministic model was mar ginall y
etter, MAPLE ac hie v ed a higher A UROC and A UPR score com-
ared to the deterministic classifier for both the D25 and the D50
atasets (Table 3 and Fig. 7 ). This outcome signifies that MAPLE
emonstrates superior performance in terms of OOD sample de- 
ection. 

Figur e 8 illustr ates subclusters found within individual species
y MAPLE, which often correspond to morphologically inter- 
r etable visual differ ences: for instance, pleur al vs. v alv ar vie ws

Fig. 8 A, B) in Achnanthidium atomoides , or single vs. both v alv es in
mphora pediculus (Fig. 8 C, D). In some cases (e .g., F ragilaria pecti-
alis ), different subclusters contain what seem to represent dif-
erent phases of a size reduction series (Fig. 8 E, F). It is unclear if
his might be an artifact of having sampled two r elativ el y distinct
arts of a morphological continuum or caused by the fact that vi-
ual variation along the size axis is so m uc h lar ger than in other
irections . T hese aspects merit further investigation. 
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by X-means clustering, resulting in refined labels (corresponding to these subclasses/clusters). A triplet loss supports separation of classes. During 
inference, a principal component analysis (PCA) projection learned during the training phase is applied to feature embeddings and is used as input for 
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Table 3: Evaluation metrics for the OOD sample detection experiment (experiment 1). For a given dataset, a metric score in bold is higher 
when comparing deterministic and MAPLE methods. 

Dataset Method Accuracy F1-score AUROC AUPR 

D25 Deterministic 72 .60% 0 .5622 0 .8046 0 .8243 
D25 MAPLE 71 .75% 0 .5610 0 .8388 0 .8421 
D50 Deterministic 60 .41% 0 .5639 0 .6844 0 .6618 
D50 MAPLE 76 .65% 0 .5531 0 .7282 0 .7145 
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eep learning experiment 2: semi-supervised learning 

n our second set of experiments, we examined the impact of SSL
n diatom classification. SSL is a methodology to impr ov e classi-
cation performance by using unlabeled data [ 100, 107–111 ]. The
asic idea is that prior to training the classifier in the usual su-
ervised way, a so-called pretext task is learned. This pretext task
a y be , for example , as in our case , to r e-cr eate parts of the im-

ge that have previously been randomly masked (i.e., restore the
ull ima ge fr om a v ersion wher e portions of it had been deleted).
or these tasks, no label information is necessary, which is why
t is called semi-supervised learning. During the pretext task, the
lgorithm learns a r epr esentation of the data in general. These
 epr esentations ar e tec hnicall y the same as a pr etr ained model
i.e., weights that are loaded by the algorithm, just like the usu-
ll y used Ima geNet pr etr ained models). In the SSL experiments,
e used the 144 classes from the UDE Diatoms in the Wild 2024
ata that contained a minimum of 50 examples (DS50 dataset,
s in experiment 1). This dataset was divided into a training set
alled D 

t (80%) and a test set called D 

test (20%). Furthermore, we
 andoml y selected 10% of the data fr om eac h class in D 

t as the re-
uced training subset, named D 

t 
0 . 1 , to simulate a scenario where

raining data were limited and to study the impact of SSL in this
ase . T he structure of the datasets is illustrated in Fig. 9 . 

The w orkflo w of our experiments is display ed in Fig. 10 . To es-
ablish a baseline, we used a ResNet50 (hereafter referred to as
N for br e vity) convolutional neur al network and a ViT-Lar ge (ViT-
/16, her eafter r eferr ed to as ViT for br e vity) [ViT-L/16, 86] vision
ransformer model that had been pr etr ained on Ima geNet 92 data,
ne-tuned it on D 

t , and e v aluated it on D 

test . These experiments
r e r eferr ed to as R N D t and Vi T D t , r espectiv el y. We conducted iden-
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Figure 7: Receiv er oper ating c har acteristic curv es fr om the OOD sample detection experiment (experiment 1) for the deterministic vs. MAPLE methods 
on the D50 and on the D25 datasets. 
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tical experiments, using the smaller D 

t 
0 . 1 training data subset, re- 

ferring to them as R N D t 0 . 1 
and Vi T D t 0 . 1 

, r espectiv el y. 
To compare a semi-supervised a ppr oac h with the ViT baseline,

w e emplo y ed a masked auto-encoder (MAE) [ 100 ] using the same 
back-end ViT. This MAE had already been pretrained using SSL 
on ImageNet data, and we fine-tuned it on D 

t . In this case, nondo- 
main data were used for SSL training, but the fine-tuning was done 
on in-domain data. These experiments are denoted as MA E D t and 

MA E D t 0 . 1 . 
The results of the experiment sho w ed that netw ork perfor- 

mance benefited from SSL, whether fine-tuned with the whole 
labeled dataset D 

t or with only 10% of the labeled data D 

t 
0 . 1 , as 

measured both by macro- and micro-averaged metrics [ 112 ] (Ta- 
ble 4 ). 

Conclusion from deep learning experiments 
Our results reached substantially lo w er accuracies, in compari- 
son to deep learning experiments pr e viousl y a pplied to diatom 

data [ 45 ]. We attribute this to our nonselectiv e ima ging method,
which impacts the specimen and image quality as well as the 
bac kgr ound homogeneity, and also has an effect on the intra- and 

interclass variations of features, all of which probably make our 
“UDE Diatoms in the Wild 2024” dataset more challenging but also 
r eflectiv e of a typical use case. As discussed in the introduction,
his is by design: we think it is important to a ppl y and test image
nalysis methods on types of image data that can be produced by
igh-thr oughput ima ging methods, as opposed to manual selec-
ion and focusing by a human expert. 

Beyond its r ele v ance to diatom analysis and more broadly to
iodiv ersity and envir onmental r esearc h, this dataset is demand-

ng also from a general computer vision point of view. Unlike
r e viousl y av ailable “clean” datasets, whic h ar e typicall y used as
enchmarks in the computer vision community, this dataset con- 
ains se v er al of the pr oblems typicall y encounter ed when deal-
ng with real-life datasets . T his includes a class imbalance, re-
ulting in a long-tailed distribution of the images for classifica-
ion. Such class imbalances pose difficulties for machine learn- 
ng a ppr oac hes as the ov err epr esented classes hav e a str onger in-
uence on the acquir ed model. Additionall y, the dataset exhibits
igh le v els of interclass similarity and intr aclass v ariance due to
he special visual features of diatoms outlined in the introduc-
ion. Mor eov er, the pr esence of occlusions (diatoms being partl y
oncealed by ov erla pping objects) within the dataset adds another
ayer of complexity. Dealing with occlusions r equir es r obust fea-
ur e extr action and r ecognition ca pabilities to effectiv el y discern
bscured objects. Some of these problems are not unique to di-
tom classification but are general problems investigated by com- 
uter vision for decades now. Given these listed observations, this



10 | GigaScience , 2024, Vol. 13 

A DB C E F

Figure 8: Examples illustrating subclusters within individual species delimited by MAPLE. (A, B) Achnanthidium atomoides in pleural (A) vs. valvar view 

(B). (C, D) Amphora pediculus , r epr esented as single v alv e (C) vs. both v alv es together (D). (E, F) Subclusters in Fragilaria pectinalis appear to depict life 
cycle–associated variants. 

Figure 9: Structure of datasets for experiment 2. Twenty percent of the images were used as a test set ( D 

test ). In 1 experiment, all the remaining (80%) 
ima ges wer e used for model tr aining (denoted D 

t on the left-hand side). In a second experiment, onl y 10% of tr aining data of eac h class in D 

t (denoted 
D 

t 
0 . 1 on the right-hand side) was used for model training to investigate the effect of dataset size. 
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ataset can be seen as a valuable resource not only for diatom
 esearc h but also for addressing some more generic challenges in
omputer vision. 

We would also argue that for applicability of digital imaging
nd identification methods for routine diatom community char-
cterization or, for instance, water quality monitoring, intelligent
ombinations of advanced models (going beyond simple super-
ised classification, like our baseline models) will be necessary. For
nstance, as experiment 2 shows, semi-supervised learning has a
otential to alleviate the need for labeled training data, whereas
ut-of-distribution detection, as possible in MAPLE (experiment
), has the potential to address detecting taxa not represented in
 training set, another practically relevant aspect of real-life anal-
ses. How to best combine these strengths to a best ov er all digital
iatom comm unity anal ysis w orkflo w is curr entl y an open ques-
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F igure 10: Flo wc hart of experiment 2. Pr etr aining r efers to a supervised tr aining for the baseline model (ViT) and a pr etext tr aining for the 
semi-supervised model (MAE). Finally, all models were fine-tuned in a supervised fashion. 

Table 4: Evaluation metrics for experiment 2. A metric score in bold is higher when comparing ResNet50 (r eferr ed to as RN), ViT, and 

MAE methods. 

Experiment 
Macr o-avera ge 

accuracy 
Micr o-avera ge 

accuracy 
Macr o-avera ge 

F1-score 
Macr o-avera ge 
AUROC score 

R N D t 63 .76% 78 .78% 0 .6507 0 .9798 
Vi T D t 60 .31% 78 .04% 0 .6283 0 .9490 
MA E D t 66 .37% 80 .61% 0 .6824 0 .9848 
R N D t 0 . 1 

41 .78% 70 .04% 0 .4315 0 .9421 
Vi T D t 0 . 1 42 .19% 69 .97% 0 .4456 0 .9397 
MA E D t 0 . 1 47 .75% 73 .22% 0 .4941 0 .9821 
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Abbreviations 

AUPR: area under the pr ecision–r ecall curv e; AUROC: ar ea under 
the r eceiv er oper ating c har acteristic curv e; MAE: masked auto- 
encoder; OOD: out of distribution; SSL: semi-supervised learning; 
t-SNE: t-distributed stochastic neighbor embedding. 

Availability of Source Code and 

Requirements 

Project name: UDE Diatoms in the Wild—experiment 1: MAPLE 
out-of-distribution detection 

Pr oject homepa ge: https:// github.com/ vaishw ary a96/maple-ude 
Operating system(s): LINUX 

Pr ogr amming langua ge: Python 3 
Other r equir ements: described in the GitHub r epository 
License: MIT License 
Project name: UDE Diatoms in the Wild—experiment 2: semi- 
supervised learning 
Pr oject homepa ge: https:// github.com/ mtan-unibie/ GIGASci 
Operating system(s): LINUX 

Pr ogr amming langua ge: Python 3 
Other r equir ements: described in the GitHub r epository 
License: MIT License 
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