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Abstract: This study presents a comprehensive 3D numerical analysis of thermal stratification, fluid
dynamics, and heat transfer efficiency across six hot water storage tank configurations, identified
as Tank-1 through Tank-6. The objective is to determine the most effective design for achieving
uniform temperature distribution, stable stratification, and efficient heat retention in sensible heat
storage systems, with potential for integration with phase change materials (PCMs). Using COMSOL
Multiphysics 5.6, simulations were conducted to evaluate key performance indicators, including the
Richardson number, capacity ratio, and exergy efficiency. Among the tanks, Tank-1 demonstrated
the highest efficiency, with a capacity ratio of 84.6% and an exergy efficiency of 72.5%, while Tank-
3, which achieved a capacity ratio of 70.2% and exergy efficiency of 50.5%, was identified as the
most practical for real-world applications due to its balanced heat distribution and feasibility for
PCM integration. Calculated dimensionless numbers (Reynolds number: 635, Prandtl number: 4.5,
and Peclet number: 2858) indicated laminar flow and dominant convective heat transfer across all
the configurations. These findings provide valuable insights into the design of efficient thermal
storage systems, with Tank-3’s configuration offering a practical balance of thermal performance and
operational feasibility. Future work will explore the inclusion of PCM containers within Tank-3, as
well as applications for heat pump and solar water heaters, and high-temperature heat storage with
various working fluids.

Keywords: sensible heat storage; CFD simulation; inlet/outlet configurations; water storage tank;
performance indicators

1. Introduction

Thermal energy storage plays a pivotal role in enhancing the efficiency and flexibility of
energy systems, particularly in applications such as heating [1], cooling [2], and renewable
energy integration [3]. There are two primary methods for thermal energy storage: sensible
heat storage (SHS) [4] and latent heat storage (LHS) using phase change materials (PCM) [5].
Sensible heat storage relies on raising or lowering the temperature of a storage medium,
such as water [6], to store or release energy. This method is simple and widely used but
often requires large volumes to store significant amounts of energy, as it depends on the
temperature difference of the medium.

In contrast, latent heat storage with PCMs capitalizes on the phase transition of ma-
terials, from solid to liquid or vice versa, to store and release large amounts of energy in
a compact space [5]. PCM-based systems offer higher energy storage density [7] and can
maintain nearly constant temperatures during the phase transition, making them advan-
tageous for applications requiring stable thermal conditions. However, the integration
of PCMs in storage tanks introduces complexities in design and operation, particularly
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in managing heat transfer and ensuring uniform phase transitions throughout the stor-
age medium.

This study compares six different storage tank configurations, assessing both sensible
heat storage tanks and their potential to be adapted for use with PCM-based latent heat
storage. Through a detailed numerical analysis, this research aims to evaluate the thermal
performance of these configurations, focusing on parameters such as thermal stratifica-
tion [8], mixing behavior [6], and overall heat retention [9] efficiency. By examining SHS
tanks with different inlet and outlet nozzle configurations, this research aims to provide
insights for optimizing thermal storage systems for future LHS applications.

To achieve this, it is essential to ensure uniform temperature distribution within the
tank, where containers or capsules with PCMs are placed. This will minimize thermal
stratification, thereby improving the charging and discharging processes of the thermal
storage system. One of the key tools for studying this process is computational fluid
dynamics (CFD) [4,10], which allows for the examination of a wide range of geometric
configurations without the need for time-consuming and labor-intensive experiments.

Chekifi and Boukraa [4] reviewed a range of studies that utilized CFD to evaluate SHS
configurations, addressing topics such as flow behavior, heat transfer mechanisms, and
material compatibility. Additionally, their work explored the integration of SHS systems
with renewable energy applications. For modeling the charging and discharging processes
of sensible heat storage tanks, 2D solvers were predominantly used, either developed in an
in-house CFD code or utilizing built-in algorithms within software packages. Hosseinnia
et al. [11] investigated the thermocline formation and its evolution within a thermal energy
storage (TES) tank during the charging process. The study utilized a 2D CFD model, imple-
mented using ANSYS Fluent, to simulate the charging phase and analyze the thermocline
thickness (TLT)—a key indicator of thermal stratification performance. The paper proposes
a new criterion for quantifying TLT and explores how diffuser designs, tank geometry, and
heat loss impact the thermocline’s development. Bouhal et al. [12] investigated the effects
of flat plate positions and orientations on thermal stratification in solar water storage tanks.
Using 2D CFD simulations implemented in ANSYS Fluent, the study evaluated tempera-
ture distribution, flow dynamics, and the effectiveness of thermal stratification. The authors
concluded that positioning flat plates at different heights within the tank can significantly
affect stratification, with optimal performance achieved when the plate was placed at the
middle height of the tank. Additionally, varying the tilt angles of the plates improved the
thermocline structure, enhancing the overall thermal performance. These findings provide
insights for optimizing solar water heating systems by fine-tuning the design of storage
tanks. Fertahi et al. [13] investigated the thermal performance of a horizontal hot water
storage tank used in evacuated tube collector (ETC) solar water heaters. Using a combina-
tion of experimental studies and 2D CFD simulations with OpenFOAM, the paper explores
the impact of varying the number of heat pipes on the tank’s energy performance. The
study focused on optimizing the heat transfer coefficient (HTC), temperature distribution,
and discharging efficiency. The results demonstrate that increasing the number of heat
pipes enhanced the heat transfer rate but also disturbed the flow patterns within the tank,
leading to fluctuations in temperature and efficiency. These findings provide valuable
insights for optimizing the design of horizontal storage tanks in ETC solar water heating
systems. Lou et al. [14] investigated the impact of an optimized flow distributor design on
thermal stratification within a single-medium thermocline (SMT) storage tank. Using both
2D CFD simulations in ANSYS Fluent and experimental validation, the study proposed a
ring-opening plate distributor (ROPD) to minimize thermocline degradation and improve
charging and discharging efficiency. The results show that the optimized ROPD improves
the charging efficiency by up to 14.5% and discharging efficiency by 19.8%, providing
valuable insights for designing more efficient thermal energy storage systems. The study
highlights the importance of flow rate, temperature difference, and inlet configurations in
maintaining thermal stratification and energy efficiency. Kumar and Singh [15] examined
the thermal performance of a domestic hot water storage tank under different dynamic
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operating modes—charging, continuous delivery, and discharging. Using 2D CFD simula-
tions in ANSYS Fluent, the study focused on the degree of thermal stratification achieved
in each operating mode. The results show that thermal stratification improved when the
heat exchanger was located in the upper part of the tank during charging and continuous
delivery. The paper highlights that optimal tank design and placement of heat exchangers
can significantly enhance thermal performance, reducing energy losses.

Most CFD simulations are predominantly conducted on 2D models. According to
the aforementioned review, a significant portion of this 2D analysis focuses on tanks with
modified internal structures and varied inlet/outlet conditions. Utilizing commercial
solvers is a practical approach, particularly as further modifications to TES tanks involve
complex geometries, where 3D effects become significant. However, there is a limited
number of studies dedicated to the 3D numerical analysis of such tanks. A few notable
examples of these studies are presented below.

Shafieian et al. [16] investigated the impact of various inlet configurations on the
thermal performance of solar hot water storage tanks. The study used 3D unsteady CFD
simulations with ANSYS Fluent to analyze various tank designs, including a single in-
let/outlet configuration, a dual inlet design, and the use of diffusers with varying aspect
ratios. The results show that higher mass flow rates tend to degrade thermal stratifica-
tion, while the use of diffusers and optimized inlet configurations can improve thermal
performance by reducing unwanted mixing. The study highlights that smaller diffuser
aspect ratios (between 1.0 and 1.5) are most effective in maintaining stratification. The
primary focus of this study is on the configuration of a single inlet and outlet, with specific
application to solar water heating systems, albeit exploring a limited range of inlet/outlet
arrangements. Kong et al. [17] presented a 3D transient CFD study using ANSYS Fluent,
focusing on improving thermal stratification in water storage tanks. The paper investigates
the use of an inner cylinder with openings as a diffuser to enhance stratification and main-
tain a stable thermocline during the charging process. The simulation results, validated
with experimental data, show that the inner cylinder design effectively reduced turbulence,
improved heat transfer efficiency, and increased the thermal stratification performance of
the tank. The primary focus here is on the modification of the internal geometry of the
tank, while the numerical model and algorithm are only briefly discussed. Wang et al. [18]
focused on the optimization of thermal stratification in a thermal diode tank (TDT) for cold
energy storage using 3D ANSYS Fluent-based CFD simulations. The study investigated
different TDT designs, including the use of obstacles, to enhance the stratification and
improve the performance of a refrigeration and air-conditioning (RAC) system. The key
findings show that a vertical orientation of the tank and optimized obstacle configurations
significantly improved system efficiency, with thermal stratification boosting the coefficient
of performance (COP) by up to 10%. The research provides insights for designing more
efficient TDT systems for energy-saving applications in RAC systems. Shaikh et al. [19]
focused on the numerical analysis of thermocline thickness in SMTs used for thermal
energy storage, particularly in concentrated solar power (CSP) plants. Using 3D COM-
SOL Multiphysics, the study investigated various parameters, such as the Peclet number,
Atwood number, and inlet configurations, to assess their impact on thermal stratification
and tank performance. The results demonstrate that the introduction of a porous vertical
flow distributor reduced thermocline thickness, thus improving thermal stratification. In
this study, a porous distributor is located inside the tank, and only a single inlet and outlet
configuration for the solar water heating system is considered. Experimental validation is
not provided; instead, comparisons are made with the numerical results from other authors.

The presented literature review indicates that ANSYS Fluent is predominantly used
as the numerical tool for CFD studies of charging and discharging efficiency in SHS hot
water tanks, with OpenFOAM and COMSOL Multiphysics being used less frequently.
Most of the studies employed 2D simulations to explore modifications to the internal
geometry of tanks to either maintain thermal stratification or achieve uniform heating. The
research has primarily focused on improving the charging and discharging performance
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of thermal storage in solar water heaters, with limited attention given to tanks utilizing
PCMs. Additionally, the literature addresses a limited number of performance indicators.

The novelty of this study lies in its use of a validated 3D COMSOL Multiphysics
model to examine six configurations of inlet and outlet nozzles, aimed at improving the
efficiency of SHS tanks and addressing gaps in the literature regarding 3D simulations,
performance indicators, and future applications in PCM utilization. The mathematical
model and 3D numerical algorithm performed with COMSOL Multiphysics 5.6 [20] will be
fully described. This 3D computational tool was validated by comparing the results with
experimental data and calculations from other authors, as found in the open literature. This
tool will enable future investigations of various configurations for both SHS and LHS tanks.

2. Physical Model

The geometry of the inlet and outlet for the heat transfer fluid in a hot water storage
tank plays a crucial role in both the charging and discharging conditions, as well as in
the overall flow distribution within the tank. These factors significantly impact the tank’s
thermal efficiency, energy storage capacity, and system performance. During the charging
phase, where the tank is filled with heated fluid, the inlet geometry determines how the heat
transfer fluid enters the tank. An optimally designed inlet ensures that the hot fluid is evenly
distributed throughout the tank, promoting uniform temperature distribution and reducing
the risk of thermal stratification. A well-distributed flow at the inlet prevents hot spots and
ensures that the stored energy is maximized, leading to more efficient use of the storage
capacity. In the discharging phase, where hot water is drawn from the tank, the outlet
geometry becomes critical. A properly designed outlet allows for smooth and controlled
extraction of hot water while minimizing disturbances to the thermal layers within the
tank. If the outlet geometry is not optimized, it can cause unwanted mixing of the hot and
cold layers, reducing the efficiency of heat extraction and leading to uneven temperatures
in the outgoing fluid. The overall flow distribution within the tank is influenced by both
the inlet and outlet geometries. Properly designed inlet and outlet configurations help
maintain thermal stratification, where the hottest water remains at the top of the tank and
the cooler water settles at the bottom. This stratification is essential for efficient energy use,
as it allows for the extraction of the hottest water during discharging while maintaining a
reserve of cooler water. In both charging and discharging conditions, the geometry of the
inlets and outlets helps minimize energy losses. For example, diffusers or flow guides at
the inlet can help spread the fluid more evenly, preventing turbulence and ensuring that
the fluid flows smoothly across the entire tank. Similarly, the outlet design can reduce the
risk of backflow or short-circuiting, where incoming and outgoing fluids mix prematurely.
In renewable energy systems, such as solar thermal storage, the inlet and outlet geometries
may need to adapt to varying flow rates and temperatures. Efficient designs ensure that the
tank can handle these variations without significant losses in performance. For example, in
solar thermal applications, the tank must efficiently store and release energy according to
the availability of solar input and the demand for hot water. By carefully designing the inlet
and outlet geometries, engineers can optimize the overall performance of the hot water
storage system. This includes maximizing heat retention, improving energy efficiency, and
ensuring a consistent hot water supply even under varying demand conditions.

As stated in the Introduction, this paper examines a hot water storage tank utilizing
sensible heat storage. These studies serve as preliminary calculations for future applications
in thermal storage tanks incorporating phase change materials. The primary objective of
this study is to investigate the impact of inlet/outlet geometrical configurations on the
distribution of heat transfer fluid (HTF) within a heat storage tank. To achieve this, the
six different inlet and outlet configurations presented in Figure 1 were considered. The
configurations in this figure are the following: (a) Tank-1—top and bottom open inlet/outlet,
(b) Tank-2—top and bottom one nozzle inlet/outlet, (c) Tank-3—top and bottom multiple
nozzle inlet/outlet, (d) Tank-4—one side, one nozzle inlet/outlet, (e) Tank-5—two sides,
one nozzle inlet/outlet, (f) Tank-6—side multiple nozzle inlet/outlet.
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Figure 1. Schematic configurations of the storage tanks with different inlet and outlet configurations.

The external tank dimensions are the same for all six configurations: the tank height
is H = 3.0 m, and the diameter is D = 1.0 m. Detailed dimensions of the inlet and outlet
nozzles for the six tanks are provided in Table 1. Tank-1 has fully open top and bottom
sections. Tank-2 has one opening in the top section and one in the bottom section, each
with a diameter of 0.1 m. Tank-3 has 37 nozzles on the top cover and 37 nozzles on the
bottom cover, each with a diameter of 0.04 m. Tank-4 and Tank-5 differ only in the location
of the inlet and the outlet: either on the same (Tank-4) or opposite sides (Tank-5), with the
same opening diameter of 0.1 m. Tank-6 has 18 nozzles on the upper side and 18 nozzles
on the lower side, each with a diameter of 0.06 m. Both charging and discharging modes
of the heat accumulation tank are considered. During charging, the inlet is positioned at
the top of the tank and the outlet is at the bottom. Conversely, the inlet is at the bottom,
and the outlet is at the top for discharging. There are two extreme temperatures: 60 ◦C for
the hot HTF (Th) and 20 ◦C for the cold HTF (Tc), with water as the working fluid. During
charging, the inlet water temperature (Tin) is 60 ◦C, while the initial temperature (Tini) of
the water in the tank is 20 ◦C. Conversely, during discharging, the Tin is 20 ◦C, and the Tini
in the tank is 60 ◦C. All the configurations use the same volume flow rate of 0.000327 m³/s
for the HTF. Due to the different inlet configurations, the HTF velocities will vary, although
the flow rate remains constant. The tank walls are made of stainless steel and are assumed
to be perfectly insulated, with no heat loss.
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Table 1. Geometries and operating conditions.

Diameter D (m) 1

Height H (m) 3

№ Inlet/outlet nozzle diameter d
(m)

Number of inlet/outlet
nozzles

Tank-1 1 1

Tank-2 0.1 1

Tank-3 0.04 37

Tank-4 0.1 1

Tank-5 0.1 1

Tank-6 0.06 18

Hot temperature Th (°C) 60

Cold temperature Tc (°C) 20

Flow rate Qin (m³/s) 0.000327

3. Mathematical Model
3.1. CFD Model

This section outlines the fundamental assumptions and equations that form the basis
for simulating heat transfer and fluid flow within a hot water storage tank. By establishing
key assumptions, the model aims to accurately represent the system’s behavior under
various configurations, with particular emphasis on different inlet/outlet designs in 3D
storage tanks. The following sections detail the foundational assumptions guiding the
mathematical formulation, followed by the specific equations used to model the system’s
transient thermal and fluid dynamics.

The unsteady, three-dimensional flow models for heat transfer within a conventional
storage tank are based on the following assumptions:

- The working fluid is treated as incompressible.
- The thermophysical properties of the fluid are considered constant, except for density

variations due to temperature changes, which are accounted for using the Boussinesq
approximation to model thermal buoyancy effects.

- The fluid is assumed to be Newtonian.
- Fluid motion is assumed to be laminar and three-dimensional.

The transient thermal and fluid dynamics are described by the three-dimensional
forms of the Navier–Stokes equations and the energy equation, incorporating the effects of
gravity. Accordingly, the governing equations are formulated based on these assumptions.

The HTF is described by the system of 3D Navier–Stokes equations for an incompress-
ible fluid. The continuity is described by Equation (1):

∇·→u = 0, (1)

where the velocity vector
→
u has three components in cylindrical coordinates: (ur, uθ , uz).

The following equation describes the conservation of momentum in vector form:

∂
→
u

∂t
+

(→
u ·∇

)→
u = − 1

ρ f
∇p f + ν f∇2→u + β∆T

→
g (2)

Here, the index f —is an indicator of the HTF, ρ f is the fluid density, ν f is the fluid kinematic

viscosity,
→
g is the gravity, β is the coefficient of thermal expansion, and gravity is considered

in the direction z.
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The energy equation describing the heat exchange process is defined as follows:

ρ f Cp f
∂T
∂t

+ ρ f Cp f
→
u ·∇T = ∇(k∇T), (3)

where T is the temperature, Cp f is the specific heat capacity at constant pressure, and k is
the thermal conductivity.

3.2. Initial and Boundary Conditions

This subsection outlines the parameters and constraints implemented in the model to
ensure accurate and realistic simulations. The initial conditions define the system’s starting
state, including temperature distributions and fluid velocities, while the boundary condi-
tions establish constraints at the boundaries of the computational domain. These conditions
collectively provide the framework for solving the governing equations, ensuring that the
model accurately represents the physical behavior of the system under investigation. This
section is essential for configuring the simulation and obtaining reliable results that are
consistent with experimental or theoretical expectations.

For fluid flow, boundary conditions (BC) are applied to solid surfaces, including the
tank walls and the walls of the inlet/outlet nozzles. Additionally, it is assumed that the
storage tank is fully insulated, which is represented by the following formula:

−→
n (−k∇T) = 0 (4)

where
→
n is the normal vector to the heat transfer surface. Thus, heat transfer is carried out

only with the help of inlet and outlet pipes.
A no-slip boundary condition is applied for the velocity components at the walls:

ur = uθ = uz = 0, (5)

The initial temperature of the water (Tini) is calculated as follows:

T(r, θ, z, t = 0) = Tini, (6)

where Tini is the initial temperature of the water throughout the tank.

Tini =

{
20 ◦C f or charging,
60 ◦C f or discharging

(7)

The initial velocity in the tank is zero in all cases.
The inlet temperature for the charging and discharging modes is as follows:

Tin =

{
60 ◦C f or charging,
20 ◦C f or discharging

(8)

The inlet velocities are defined according to Table 2. The inlet water velocity is
calculated based on a flow rate of Qin = 0.000327 m3/s for each configuration. A zero-
pressure boundary condition is applied at the outlet.

The diagram in Figure 2 corresponds to the Tank-1 configuration, as shown in Figure 1.
For the remaining five configurations, similar initial and boundary conditions are applied,
with consideration given to the presence of perforated walls on the lid and at the bottom of
the tank.
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Table 2. Inlet velocities.

Inlet velocity
uzin

Tank-1: 0.000416 m/s

Tank-2: 0.0416 m/s

Tank-3: 0.00704 m/s

Tank-4: 0.0416 m/s

Tank-5: 0.0416 m/s

Tank-6: 0.00643 m/s
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3.3. Performance Indicators

The performance of the thermal energy storage system can be evaluated using two
primary methodologies: graphical (visual) techniques and performance indicator (quan-
titative) approaches. Graphical techniques, such as CFD analysis, involve examining
temperature and velocity contours within the storage tank, providing detailed insights
into the local thermal and fluid dynamics. Although these techniques offer valuable visual
information, they do not provide direct quantitative assessments of the system’s overall
performance. Conversely, the performance indicator approach involves calculating specific
metrics to assess the system’s operational efficiency and effectiveness quantitatively. For
a comprehensive evaluation of the system’s performance, it is crucial to integrate both
graphical analysis and performance indicators, thereby enabling a thorough assessment of
the system’s behavior and effectiveness.

According to the literature, performance indicators for thermal energy storage systems
can be categorized according to their underlying thermodynamic principles [21]. Indicators
associated with the first law of thermodynamics quantify the total amount of thermal energy
stored, reflecting the overall energy balance within the system. In contrast, indicators
related to the second law of thermodynamics evaluate the quality of the stored energy,
offering insights into the efficiency and effectiveness of the storage process. This distinction
between the two categories of indicators enables a more comprehensive assessment of both
the quantity and quality of the stored thermal energy.

The capacity ratio (σ) quantifies the fraction of the total thermal energy (EV
stored) re-

tained at the conclusion of the charging phase relative to the system’s maximum thermal
energy storage capacity (Emax_stored) [9]:

σ =
EV

stored
Emax_stored

, (9)
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EV
stored =

∫
V

ρ f Cp f
(T − Tc)dV, (10)

Emax_stored = ρ f Cp f
Vtank(Th − Tc), (11)

where Tc (or Tini) is the initial water temperature in the rank, T is the local water tempera-
ture, Th (or Tin) is the final uniform water temperature along the height of the tank, and
Vtank is the volume of the storage tank.

By applying the principles of the first and second laws of thermodynamics, exergy
quantifies both the quantity and quality of the thermal energy stored in storage tanks [22].
The exergy of a sensible heat storage tank quantifies the potential to do work based on the
thermal energy stored and the temperature difference relative to the ambient environment.
In Ref. [23], exergy efficiency is defined as the ratio of the actual exergy of the storage tank
at the end of the charging process to the ideal exergy that the tank could have achieved
under ideal conditions at the same point in time:

ηexergy =
Exergyreal
Exergyideal

∣∣∣∣
attheendo f chargingprocess

, (12)

Exergyreal =
∫
V

ρ f Cp f
(T − Ta)dV −

∫
V

ρ f Cp f
Taln

(
T
Ta

)
dV, (13)

Exergyideal = ρ f Cp f
Vtank

[
(Th − Ta)− Taln

(
Th
Ta

)]
, (14)

where Ta is the ambient temperature.
The charging (ηch) and discharging (ηdis) efficiencies are calculated using the following

equations:

ηch =
∆E
∆Eh

, (15)

ηdis =
∆E
∆Ec

, (16)

where ∆Eh and ∆Ec represent the total energy flow during the charging and discharging
cases, respectively. These values are determined using the following equations:

∆Eh =
∫ t f

0

.
m f Cp f (Th − Tini)dt, (17)

∆Ec =
∫ t f

0

.
m f Cp f (Tini − Tc)dt, (18)

where
.

m f is the mass flow rate.
The energy accumulated in the TES at time t, denoted as ∆E, is the difference between

the initial energy content of the storage system and the energy content at time t, expressed
by the following equation:

E =
∫ t f

0
ρ f Cp f

(
T − Tini

)
dt, (19)

where T is the average temperature along the height of the tank.
The theoretical charging/discharging time of the storage tank is defined as the fluid

residence time, assuming plug flow conditions. It is calculated as the ratio of the total tank
volume (Vtank = 2.3 m3) to the charging/discharging volume flow rate (Qin) and is given
by the following equation:

tch =
Vtank
Qin

, (20)

Another parameter is the Richardson number (Ri) for the storage tank, which indicates
the relationship between natural and forced convection in the liquid. It is defined as the
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ratio of the potential energy associated with temperature stratification to the kinetic energy
associated with fluid motion. This number is used to evaluate the degree of stratification in
storage tanks: a high Richardson number indicates the dominance of natural convection
and good stratification, while a low value indicates the dominance of forced convection
and more uniform mixing of the liquid.

The Richardson number is calculated using the following formula:

Ri =
gβH

(
Ttop − Tbottom

)
uz

2
in

. (21)

where Ttop and Tbottom are the temperatures at the top and bottom of the tank, respectively.
These temperatures are calculated as averages over these top and bottom sections. The
Richardson number is calculated at each time step.

Another important parameter is the Peclet number, a dimensionless value used in
fluid mechanics and heat or mass transfer. It describes the relative significance of advection
(transport caused by fluid motion) compared to diffusion (spreading due to concentration
or temperature gradients). Specifically, it helps assess how effectively heat is transported
through the tank by fluid motion versus how much heat is lost or gained through conduc-
tion within the fluid. Additional dimensionless parameters characterizing the flow of a
viscous incompressible fluid with heat transfer include the Reynolds and Prandtl numbers.
From these two quantities, the Peclet number can also be determined. The commonly
known equations for their calculation are as follows:

Pe =
4Qin

π·D·α , Re =
4Qin

π·D·ν f
, Pr =

ν f

α
, Pe = Re·Pr, α =

k
ρ f ·Cp f

. (22)

The characteristic length is typically the storage tank diameter D, and α is the thermal
diffusivity.

4. Calculation Model

To conduct numerical simulations of the six tank configurations, the licensed software
COMSOL Multiphysics 5.6 [20] was utilized. This software is designed for multiphysics
simulations in complex geometries, employing advanced solvers and a user-friendly inter-
face that enables the simultaneous solution of systems of time-dependent partial differential
equations. COMSOL models physical phenomena, such as mechanics, thermodynamics,
electromagnetism, chemical reactions, multiphase fluid flow, and combinations. The soft-
ware facilitates the integration and interaction of multiple physical processes within a single
model, making it a valuable tool for studying physical processes in modern energy systems.

To investigate the flow of the heat transfer fluid within the tanks, particularly consid-
ering the interaction between hotter and colder fluids during the charging and discharging
cycles of the thermal storage system, a time-dependent 3D model was developed. The
governing equations for fluid flow and heat transfer were approximated using the finite ele-
ment method (FEM), which is implemented in COMSOL. The mathematical model is based
on the fundamental conservation laws of mass, momentum, and energy. An incompress-
ible fluid assumption was made, where mass conservation is expressed by the continuity
Equation (1), the velocity components were determined by the Navier–Stokes Equation (2),
and the energy equation is written in terms of temperature, accounting for heat transfer
mechanisms. Boundary conditions were applied to model the inlet and outlet of the HTF, as
well as the insulated tank walls (see Section 3.2). Simulations were performed in a transient
state to capture the dynamic behavior of the heat storage process. The buoyancy effect was
accounted for using the Boussinesq approximation in all six configurations. The mesh was
refined iteratively to ensure the accuracy and convergence of the results. COMSOL Multi-
physics’ post-processing tools were used to visualize temperature distributions, velocity
fields, and other relevant parameters, providing comprehensive insights into the system’s
thermal and hydrodynamic performance.
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4.1. Mesh Parameters

COMSOL Multiphysics provides automatic mesh generation capabilities, significantly
simplifying the modeling process. The software adapts the mesh based on the geometry
and physics of the problem, optimizing calculation accuracy and minimizing errors. It
also offers adaptive mesh refinement, which automatically increases resolution in areas
with high gradients, such as boundary layers or regions with intensive heat transfer. This
enhances the accuracy of the solutions without substantially increasing computational costs.

Table 3 presents the key parameters of the computational meshes for the six tanks.
Mixed elements, including tetrahedral, prisms, and pyramids, were used during mesh
generation. As seen in Table 3, Tank-1 has the lowest number of elements, while Tank-3 and
Tank-5 have the highest. In all the configurations, most of the elements were tetrahedral,
followed by prisms and pyramids. Prisms and pyramids were used near the walls, the
top cover, and the bottoms of the tanks. For Tank-3 and Tank-6, which have numerous
openings, a higher number of prisms and pyramids were used.

Table 3. Mesh properties.

Mesh Type Tetrahedral, Prisms, Pyramids

Number of elements

Tank-1: 106,417
tetrahedral—90,689

prisms—15,400
pyramids—328

Tank-4: 183,571
tetrahedral—157,611

prisms—25,584
pyramids—376

Tank-2: 160,991
tetrahedral—145,896

prisms—14,785
pyramids—310

Tank-5: 180,328
tetrahedral—157,609

prisms—22,400
pyramids—319

Tank-3: 528,070
tetrahedral—453,198

prisms—68,976
pyramids—5896

Tank-6: 632,839
tetrahedral—554,367

prisms—74,712
pyramids—3760

Min element quality

Tank-1: 0.1659 Tank-4: 0.09616

Tank-2: 0.0973 Tank-5: 0.1144

Tank-3: 0.09381 Tank-6: 0.09195

Mesh volume, m3

Tank-1: 2.353 Tank-4: 2.354

Tank-2: 2.354 Tank-5: 2.354

Tank-3: 2.354 Tank-6: 2.356

The number and structure of elements for Tank-4 and Tank-5 are approximately the
same, as these tanks are geometrically similar. In Tank-1 and Tank-2, the number of prisms
and pyramids is roughly the same, but Tank-2 contains more tetrahedral elements due to
the presence of an additional solid wall on the cover and bottom. The min element quality
metric helps identify the weakest elements in the mesh, providing insight into potential
areas where the mesh may require refinement to ensure accurate and reliable simulation
results. For most simulations, a minimum element quality of 0.1 or higher is typically
considered acceptable. As shown in Table 3, Tank-1 exhibits comparatively better element
quality due to its simpler geometry, while the remaining tanks have values close to or equal
to 0.1.

The total internal mesh volume for all six tanks was approximately the same. Figure 3
illustrates the computational grids for the more complex Tank-3 and Tank-6, with enlarged
sections of the meshes around the perforations. In these performed meshes, the system of
equations was discretized using the finite element method (FEM).
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Figure 4 shows a graph of the calculation results for grid convergence testing for Tank-
1. Four different grid sizes were selected, with 19,573, 55,439, 106,417, and 300,721 element
counts. According to the results of the time-dependent temperature distribution at the
center of the tank, there was no discernible difference between the last two grids. Therefore,
calculations could be performed using the grid with 106,417 elements. A similar grid
sensitivity analysis was conducted for the other tanks. The grid sensitivity analysis also
indicated that the mesh sizes specified in Table 3 for the six tanks were adequate and did
not require further refinement or increased elements.
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4.2. Model Validation

To validate the numerical solver, a comparison was made with the experimental data
presented by Zachar et al. [24]. In the study by Zachar et al. [24], a transparent tank was
constructed to visually observe the development of a thermocline when dye was injected
into the water from an opening at the bottom of the tank, as depicted in Figure 5a. To
enhance thermal stratification, a thin, flat plate was placed near the inlet of the tank. For
temperature measurements within the tank, 20 temperature sensors were employed along
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the height of the tank, positioned between the central axis (along the z-axis) and the right
sidewall in the middle section.
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The height of the tank was 800 mm, with an internal diameter of 400 mm, while the
inlet and outlet nozzles had a diameter of 20 mm. A tree of temperature sensors was
positioned 100 mm from the right sidewall. The thin plate had a diameter of 300 mm and
was positioned 40 mm above the bottom of the tank. The primary purpose of using this
thin disc near the bottom of the tank was to reduce the inlet nozzle velocity, thus allowing
the HTF to flow around the plate and improving thermal stratification. The initial water
temperature in the tank was 41 ◦C, while the inlet fluid temperature was 20 ◦C, with an
inlet flow rate of 1.6 L/min [24].

To compare the obtained numerical results with the experimental data, dimensionless
parameters for temperature T* were presented as follows:

T* =
T − Tin

Tini − Tin
, (23)

Simulations were conducted under these conditions for 2500 s, resulting in the distri-
bution of the dimensionless temperature T*. Figure 5b presents the effect of injecting cold
water at 20 ◦C on the evolution of static temperature contours between 500 s and 2500 s. In
this case, the impact of tank discharging on the thermal stratification layers can be observed.
To ensure the accuracy of the results, a comparison with experimental data is necessary.

Figure 6 presents a comparison of the 3D numerical results obtained using COMSOL
Multiphysics with the experimental data from Zachar et al. [24], as well as with the 2D
numerical results from Bouhal et al. [12] obtained with ANSYS Fluent. These results
correspond to 1500 s, as shown in Figure 5b and the experiment by Zachar et al. [24]. Based
on a visual inspection of Figure 6, the 3D COMSOL results are closer to the experimental
data than the 2D ANSYS results by Bouhal et al. [12]. According to the error analysis
between the 3D results and the experimental data, the RMSE is 0.1035, indicating a good
level of data agreement.
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Based on the obtained data, it can be concluded that the 3D numerical simulation
algorithm developed using COMSOL Multiphysics accurately describes the processes
within the sensible thermal storage tank. This model can be effectively utilized for future
simulations involving tanks with different inlet and outlet configurations.

5. Results and Discussion

This section presents the results of the three-dimensional CFD analysis conducted on
a hot water storage tank with varying inlet and outlet configurations. This study primarily
examines thermal stratification and fluid dynamics during the charging and discharging
phases. The findings include detailed temperature distributions, flow patterns, and the
influence of different inlet and outlet configurations on the thermal storage efficiency of
the tank. Performance metrics for each of the six tank configurations are analyzed, and
conclusions are drawn based on the simulation outcomes.

Figure 7 shows the 3D temperature distribution over time within the tanks. The
charging mode is depicted for Tank-1, Tank-3, and Tank-5, while the discharging mode is
illustrated for Tank-2, Tank-4, and Tank-6. The presented temperature field is measured in
degrees Celsius. During the charging process, the heat transfer fluid (HTF) enters from the
top of the tank and exits from the bottom. The fluid flow patterns during the charging and
discharging modes are symmetric; therefore, the cold HTF enters from the top and exits
from the bottom of the tank for discharging. According to the Reynolds number calculation,
which is 635, the flow of the incompressible fluid is laminar. Nevertheless, test calculations
were conducted with and without the k-e model, an embedded solver in COMSOL for
turbulent flows based on the RANS approach. The numerical results show no difference
between the laminar and turbulent models. Therefore, all the subsequent calculations were
performed using the laminar solver, which also reduces computation time by avoiding the
additional RANS model equations. The evolution of the temperature distribution is shown
at 15, 30, 45, 60, 90, and 120 min, respectively, for both the charging and discharging modes.
The behavior of the HTF inside the tanks for each configuration is nearly symmetrical
between the charging and discharging modes. Therefore, the decision was made to display
three tanks in the charging mode and three tanks in the discharging mode. The primary
objective of illustrating the 3D temperature field is to inspect the flow behavior visually
and to select the most optimal configuration based on visual assessment.
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Figure 7. Time-dependent temperature distribution of the heat transfer fluid: (a) Tank-1 during
the charging mode; (b) Tank-2 during the discharging mode; (c) Tank-3 during the charging mode;
(d) Tank-4 during the discharging mode; (e) Tank-5 during the charging mode; (f) Tank-6 during the
discharging mode.
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As shown in Figure 7a, Tank-1 exhibited a more uniform temperature distribution,
and the tank was fully charged without the formation of so-called dead zones, where water
remains less heated.

However, implementing a tank with such a large inlet, where the entire top or bottom
serves as the inlet for the HTF, is challenging, and it is not feasible to supply such a large
volume of heated fluid. This configuration is primarily included for comparative analysis
and cannot be recommended for use in tanks containing phase change materials (PCMs).

As stated in the section on initial and boundary conditions, the inlet volumetric flow
rate of the HTF remained constant at 0.000327 m³/s for all cases. In Tank-1, the inlet velocity
of the HTF was 0.000416 m/s, resulting in a longer charging time for Tank-1, where the
slow evolution of the thermocline over time can be observed. In contrast, in Tank-2, using a
single nozzle increased the HTF velocity significantly to 0.0416 m/s. As shown in Figure 7b,
the colder fluid reached the outlet nozzle quickly, leading to the formation of dead zones
where hotter water remained in the tank. Even after 120 min, the temperature of the water
in the upper corners of the tank remained around 40 ◦C. With this configuration, even at
a qualitative level, it is evident that the discharging process is inefficient, and thus, the
charging process is also inefficient. The behavior of the incoming water with a single
nozzle can be compared to injecting a jet into stationary fluid. Consequently, with such
a configuration, phase change materials (PCMs) inside the tank cannot be fully melted
during charging, nor fully crystallized during discharging.

Figure 7c shows the temperature distribution in Tank-3 during the charging mode. In
this configuration, both the top and bottom of the tank were perforated, and a nozzle system
was used. This configuration combines the advantages of both Tank-1 and Tank-2. The inlet
velocity of the HTF was 0.00704 m/s. Similar to Tank-1, Tank-3 exhibited uniform heating
throughout the tank without the formation of dead zones. It can be observed that the
thermocline had a somewhat swirling structure. With this inlet/outlet configuration, the
tank can be easily integrated into a hydraulic system. This setup resembles a showerhead
configuration, where a smaller diameter pipe transitions to a larger perforated pipe. In
future applications, when PCM containers or capsules are placed inside the tank, the
multiple nozzles will allow the HTF to flow evenly around these internal obstacles. Based
on this preliminary analysis, this configuration can be recommended for use.

Figure 7d,e present the simulation results for Tank-4 and Tank-5. For both configu-
rations, the inlet water velocity was the same as in Tank-2, at 0.0416 m/s. In these cases,
the inlet water also behaved like a jet, but unlike Tank-2, Tank-4 and Tank-5 exhibited
more uniform mixing, resulting in improved charging and discharging processes. The
figures show that the incoming fluid did not reach the outlet nozzle as quickly, which is
likely due to the jet impinging on the tank walls, causing recirculation and the formation of
vortices. This enhances the mixing of hotter and cooler water and vice versa. While the
3D temperature distribution indicates that, unlike Tank-1 and Tank-3, the temperature at
120 min for Tank-5 was lower, the mixing process in Tank-4 and Tank-5 was significantly
better than in Tank-2. Visually, the flow behavior in Tank-4 and Tank-5 appears similar.
However, having the inlet and outlet nozzles positioned on opposite sides, as in Tank-5,
yielded better results.

Figure 7f presents the numerical results of the temperature distribution for Tank-6
during the discharging mode. During the charging phase, a symmetrical pattern was
observed. This configuration was designed to improve upon the performance of Tank-4
and Tank-5. The inlet water velocity from the system of side nozzles was 0.00643 m/s,
which is close to that of Tank-3. However, unlike Tank-3, significant dead zones formed in
Tank-6. As shown in Figure 7f, when the colder HTF was injected, a cold zone formed in
the central part of the tank and gradually moved downward over time. Simultaneously,
substantial dead zones formed near the vertical walls of the tank, which persisted even
after 120 min of discharging. This configuration appears to degrade the performance.

Based on the visual analysis, Tank 3 is the most promising for further use in thermal
storage systems with PCM. This tank is preferred in terms of heat distribution and the
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practicality of its configuration. However, visual analysis alone is insufficient. Therefore,
the following sections provide performance indicator evaluations that will more rigorously
assess the efficiency of the configurations.

The efficiency analysis was conducted according to Equations (9)–(22). Figure 8
presents the results for the capacity ratio, calculated using Equations (9)–(11), and the
exergy efficiency, calculated using Equations (12)–(14). The capacity ratio indicates how
effectively each configuration can retain heat within the specified temperature range of
20 ◦C to 60 ◦C, while exergy serves as a measure of the quality of the stored thermal
energy in the tank. According to the results, Tank-1 had the highest capacity ratio at
84.6%, followed by Tank-3 at 70.2%, Tank-6 at 69.3%, Tank-4 at 62.8%, Tank-2 at 62.2%, and
Tank-5 at 60.2%. In terms of exergy efficiency, Tank-1 again had the highest value at 72.5%,
followed by Tank-3 at 50.5%, Tank-6 at 49.2%, Tank-4 at 40.7%, Tank-2 at 39.8%, and Tank-5
at 37.4%. The order of the tanks is consistent across both parameters.
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Figure 8. Comparison of capacity ratios and exergy efficiencies for the various tanks.

It is interesting to note that Tank-2 shows better performance than Tank-4 and Tank-5,
which was not evident from the visual analysis. Tank-6 had values close to those of Tank-3,
although Tank-3 still outperformed it.

Figure 9 presents the charging and discharging efficiency results for the six thermal
storage tanks with sensible heat storage, calculated according to Equations (15)–(19). In
terms of charging efficiency, Tank-1 ranks highest with a value of 89.7%, followed by Tank-3
at 79.9%, Tank-6 at 77.6%, Tank-2 at 72.9%, Tank-5 at 67.2%, and Tank-4 at 66.5%. It is
noteworthy that Tank-2 shows higher charging efficiency than Tank-4 and Tank-5. Table 4
summarizes these results.

The Richardson number, as defined by Equation (21), characterizes the balance be-
tween buoyancy and inertial forces within the flow. A higher Richardson number indicates
that buoyancy has a greater influence on the flow dynamics. This metric is useful for
analyzing the evolution of temperature distribution within the tank and understanding
the impact of various parameters on heat transfer efficiency. In simpler terms, a lower
Richardson number corresponds to more effective mixing within the fluid. Furthermore,
the Richardson number should vary smoothly over time, without any abrupt fluctuations,
to ensure stable and predictable flow behavior.
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Table 4. Performance indicators for the various tanks.

Capacity Ratio % Exergy Efficiency % Charging Efficiency % Discharging Efficiency %

σ1 84.6 ηexergy1 72.5 ηch1 89.7 ηdis1 96.3

σ2 62.2 ηexergy2 39.8 ηch2 72.9 ηdis2 74.6

σ3 70.2 ηexergy3 50.5 ηch3 79.7 ηdis3 81.4

σ4 62.8 ηexergy4 40.7 ηch4 66.5 ηdis4 70.4

σ5 60.2 ηexergy5 37.4 ηch5 67.2 ηdis5 67.4

σ6 69.3 ηexergy6 49.2 ηch6 77.6 ηdis6 77.7

Figure 10 shows the time distribution of the Richardson number for the six tank
configurations. The variation of the Richardson number (Ri) over time on the graph reflects
the process of mixing or stratification in each of the tanks. For all the tanks, Ri began at
a high value, indicating strong stratification (density separation) within the tank. This
suggests that at the start of the process, mixing within the tank was minimal or absent.
A decrease in Ri indicates that mixing became more intense over time and stratification
decreased. A sharp drop in Ri, as observed in Tank-6, may signify the sudden breakdown
of stratification and rapid mixing of the fluid within the tank. Tanks with a gradual decline
in Ri (such as Tank-1 and Tank-3) may exhibit steady and progressive mixing. Tanks
with sharp fluctuations in Ri (such as Tank-5 and Tank-6) may indicate unstable mixing
processes, possibly caused by turbulence or changes in fluid flow velocity. If Ri falls to
a low value (below 10), this may suggest nearly complete mixing and the elimination of
density stratification.

If the goal is to achieve uniform mixing, tanks with a rapid and stable decline in Ri are
preferable. Conversely, if maintaining stratification is important (for example, to preserve a
specific temperature layer), Ri must remain high throughout the process. Therefore, the
graph provides a means to evaluate the efficiency and nature of mixing in each tank and to
select the optimal parameters for controlling this process. In Tank-2, Tank-4, and Tank-5,
the single nozzle inlet and outlet configuration generated a high-velocity jet, which induced
vortical flow within the tank. This appears to contribute to the oscillatory behavior observed
in the Richardson number for these cases, as shown in Figure 10. These oscillations suggest
uneven mixing within these tanks. Consequently, the Richardson number analysis further
validates that Tank-1 and Tank-3 are the most suitable configurations for achieving uniform
temperature distribution within the tank.
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The analysis of fundamental dimensionless parameters, as presented in Equation (22),
indicates that the flow is laminar for all six tanks, as the Reynolds number, calculated
based on the volumetric flow rate, is 635—below the threshold of 2000 typically used
for fluid flow in pipes. The Prandtl number was determined to be approximately 4.5 at
the given temperature, and the corresponding Peclet number was calculated as 2858 for
all the configurations. For analyzing sensible heat storage in a tank, the Peclet number
is essential for identifying the dominant heat transfer mechanism—whether convection
or conduction. When Pe≫1, this signifies that convective heat transfer greatly exceeds
thermal conductivity, meaning that most heat is transported by the fluid flow rather than
by thermal conduction within the medium. This is expected, as either warm or cold fluid is
introduced into the tank depending on the charging or discharging mode.

6. Conclusions

This study presents an in-depth 3D numerical analysis of six hot water storage tank
configurations, evaluating their effectiveness in achieving uniform temperature distribution,
strong thermal stratification, and efficient heat retention, with potential applications to
systems involving phase change materials (PCMs). Using COMSOL Multiphysics, this
study analyzed various inlet and outlet configurations, focusing on performance metrics,
such as the Richardson number, capacity ratio, and exergy efficiency.

The key findings from the analysis are summarized as follows:

- Tank-3 demonstrated high efficiency, with a capacity ratio of 0.93 and an exergy
efficiency of 85%, indicating effective stratification and temperature distribution. Tank-
1 achieved slightly better metrics (capacity ratio of 0.95 and exergy efficiency of 87%)
but is less practical for real-world implementation.

- The Reynolds (635), Prandtl (4.5), and Peclet (2858) numbers confirmed laminar flow
across all the configurations, with a dominant convective heat transfer influence,
facilitating efficient heat transport within the tanks.

- Tank-3’s configuration, with perforations on the top and bottom, yielded a stable
temperature profile suited for PCM integration, ensuring consistent flow around
vertical PCM containers and facilitating thorough charging and discharging.

These results offer valuable insights for the design of efficient thermal storage sys-
tems, particularly in renewable energy applications requiring precise temperature con-
trol. The Tank-3 configuration, with its stable and uniform heat distribution, is espe-
cially promising for integrating PCMs, enhancing energy density and storage efficiency in
practical applications.

Future studies should explore not only the integration of PCM containers but also
the application of this configuration to heat pump water heaters, solar water heaters with
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sensible heat storage, and high-temperature heat storage systems using various working
fluids. Examining the effects of different flow rates, PCM materials, and tank geometries
would further refine model accuracy. Additionally, experimental validation with PCMs
and other storage systems, including those operating with high-temperature fluids, would
provide comprehensive insights into the practicality of these configurations under diverse
operating conditions.
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Nomenclature
→
u Velocity vector;
ur, uθ , uz Velocity components, m/s;
ρ Density, kg/m3;
p Pressure, Pa;
ν Kinematic viscosity, m2/s;
→
g Gravity, m/s2;
β Coefficient of thermal expansion;
.

m Mass flow rate, kg/s;
Cp Heat capacity, J/kg ◦C;
T Temperature, ◦C;
T* Dimensionless temperature;
Q Flow rate, m3/s;
σ Capacity ratio, %;
E Energy, J;
V Volume, m3;
η Exergy, charging, discharging efficiency, %;
t Time, s;
k Thermal conductivity, W/mK;
α Thermal diffusivity, m2/s;
Ri Richardson number;
Pe Peclet number;
D Diameter of tank, m;
b Diameter of inlet/outlet nozzles, m;
H Height of tank, m;
error Relative error;
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Subscripts
f Heat transfer fluid;
z Vertical direction;
θ Azimuthal direction;
r Radial direction;
h Hot water;
c Cold water;
ini Initial value;
in Inlet quantity;
out Outlet quantity;
top Top layer;
bottom Bottom layer;
exp Experimental value;
num Numerical value;

Abbreviations

TES Thermal energy storage;
SHS Sensible heat storage;
LHS Latent heat storage;
PCM Phase changing material;
BC Boundary conditions;
HTF Heat transfer fluid;
CFD Computational fluid dynamics;
H&M Heat and mass transfer;
FDM Finite difference method;
FEM Finite element method;
FVM Finite volume method;
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