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A B S T R A C T

Solute segregation towards grain boundaries is investigated by modeling solute atoms as elastic dipoles
interacting with the strain fields of symmetric tilt low-angle grain boundaries (LAGBs). Elastic dipoles are
determined using molecular statics (MS) considering both the permanent second-rank tensor and the fourth-
rank polarizability tensor, which is needed to capture the elastic dipole dependence on external strain. For
cubic lattices, the latter tensors are related to size and modulus effects, respectively. The strain fields of
LAGBs are evaluated either through MS or by considering arrays of edge dislocations within the framework
of linear isotropic elasticity or heterogeneous anisotropic elasticity using the Stroh formalism. The interaction
energies arising from the coupling between elastic dipoles and LAGB strain fields are compared to segregation
energies computed on a site-by-site basis using MS. These comparisons are made for three LAGBs and two
cubic systems (Cu and Ag) with solute atoms in substitution (Ag and Ni, respectively). The results underscore
the critical role of anisotropic elasticity in accurately modeling solute segregation. Notably, variations in
behavior between grain boundaries having a same tilt angle are only captured when anisotropic elasticity
is considered. Furthermore, despite the inherent limitations in addressing non-linear effects at defect cores,
the elastic dipole approximation proves to be an effective method for approximating segregation energy spectra
in LAGBs obtained through atomistic simulations. Lastly, the estimation of overall solute concentration at grain
boundaries highlights the prominent influence of the modulus effect.
1. Introduction

Grain boundaries (GBs) play a key role on the mechanical prop-
erties of polycrystals [1,2]. They can act as obstacles to dislocations
motion, affecting the material plasticity. They can also interact with
solute atoms, being the home of solute segregation or anti-segregation.
Solute atoms segregation to GBs can affect intergranular fracture [3,
4], GB migration [5,6] or can enhance GB disordering due to the
premelting effect when the alloy composition and/or temperature ap-
proach the solidus line [7]. Intergranular solute segregation is often
described through thermodynamic-based models based on the formal-
ism of the Gibbs surface adsorption description [8,9]. The Langmuir-
McLean model [10,11] was the first to be proposed, offering a de-
scription of the intergranular solute concentration for diluted binary
system. The solute attraction was described using one single constant
segregation energy value, referring to the amount of energy the system
is lowered after solute segregation. This assumption was reexamined
by White and Stein [12], concluding that this single energy value was
limited to describe the interaction of solute atoms with all the sites of a
GB, introducing afterwards a ‘‘per-site’’ segregation energy. White and
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Coghlan [13] proposed a micromechanical model that considered both
a size and a modulus effect to estimate this per-site segregation energy.
The size effect was based on the Eshelby’s inclusion result [14]. It was
computed as the interaction energy between a solute atom modeled as
a spherical inclusion with a uniform dilatational eigenstrain and the
stress field of a GB modeled as an infinite array of edge dislocations
in an infinite isotropic elastic medium. The modulus effect originates
from the influence of a solute atom on the modification of the elastic
constants of the region in its vicinity. It was also computed as an
interaction energy with the GB stress field in the White and Coghlan’s
model [13].

Solute atoms can be treated as spherical misfitting inclusions with
purely dilatational eigenstrain [13,15,16]. As point defects, solute
atoms can also be modeled as a distribution of point-forces that mimics
the forces imposed on the atoms surrounding the defects [17–26]. The
first moment of such a point force distribution is a second-rank tensor
known as the elastic dipole tensor. It was shown that the concept of
elastic dipole is actually equivalent to a uniform eigenstrain within
a small inclusion, but only in regions far from the inclusion [25].
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Fig. 1. Stable atomistic structures of Cu low-angle grain boundaries. Green and white areas represent FCC and undefined crystallographic structures, respectively. The white ones
are defects identified as edge dislocations. Burgers circuits are drawn on the structures to ease the interpretation. In the three cases shown, the dislocations are not perfectly
aligned leading to a shift denoted 𝛿 between two successive dislocations. The dislocation line points into the paper along 𝑥3, according to the Finish-Start/Right-Hand (FS/RH)
convention.
Moreover, under an external strain, such as the strain field of a grain
boundary, the elastic dipole is altered. The link between the applied
strain and the elastic dipole change can be made by introducing a po-
larizability tensor, usually denoted 𝜶 [25,27–30]. The latter informs on
the change of the effective elastic constants of the alloy as a function of
the solute concentration. Both the elastic dipole tensor in the absence of
external loading and the polarizability tensor can be determined readily
from molecular statics (MS) or ab initio calculations [22,24,25,31]. The
latter are therefore convenient tools to bridge the scales between the
atomic description of a point-defect and the continuum micromechanics
based modeling of its interaction with other defects like GBs.

Low-angle symmetric tilt GBs are interfacial defects that can be
represented as arrays of edge dislocations, and that commonly exhibit
misorientation angles below 15◦ [9]. In this study, low-angle symmet-
ric tilt GB strain fields are evaluated by MS or by considering edge
dislocation walls within the theory of linear elasticity assuming either
isotropic elasticity [32] or heterogeneous anisotropic elasticity using
the Stroh formalism [33–39]. The elastic dipole tensors, including the
polarizability tensor, are computed by MS simulations for two systems:
a solute of Ag in substitution in a matrix of Cu and a solute of Ni in
substitution in a matrix of Ag. The same three LAGBs are considered for
each system. Then, the interaction energy fields between elastic dipoles
and the differently evaluated GB strain fields are determined. The latter
are compared to segregation energy fields computed on a site-by-site
basis using MS simulations [40]. Thus, the present work exclusively
focuses on substitutional solutes. The study of interstitial solutes in
an FCC lattice is more intricate as it requires to make a distinction
between the tetrahedral and octahedral sites, for which different elastic
dipole tensors are expected [41]. From the atomistic point of view, it
is also necessary to develop a method to well-identify interstitial sites
in the disordered region around the grain boundary [42]. Moreover,
it is noteworthy that the proposed site-by-site analysis includes the
interactions between one solute and the grain boundary but does not
account for interactions between different solutes that can be consid-
ered, for instance, within the numerical framework of Monte Carlo
simulations [42,43].

The paper is organized as follows. Section 2 presents how the
GBs are built and how their strain fields and the segregation energy
2 
fields are computed by MS. The micromechanics based modeling of
LAGBs using dislocation walls is described in Section 3. Then, Section 4
briefly recalls the theory behind the concepts of elastic dipole and
polarizability tensors, and how these tensors can be extracted from
atomistic simulations. In Section 5.1, comparisons are first performed
between GB strain fields evaluated either from MS simulations, or
from heterogeneous anisotropic/isotropic elasticity theory. Section 5.2
pursues the discrete/continuum comparisons, but now between the
segregation energy fields computed by MS, and the continuum-based
interaction energy fields. Finally, Section 6 proposes a discussion of
these results, with a specific focus on the impact of elastic anisotropy
(vs. elastic isotropy) and modulus effect on segregation energies.

2. From discrete to continuum modeling methods

2.1. Grain boundary generation and characterization

Low angle symmetric tilt grain boundaries (LAGBs) with tilt axis
along the [0 0 1] direction are considered in this study because they
can be readily modeled in the continuum as an infinite array of non-
dissociated edge dislocations. Moreover, considering (0 1 0) or (1 1 0) GB
planes before the rotation by 𝜃 around [0 0 1], symmetric tilt GBs can be
build for any 𝜃 value, such that (ℎ 𝑘 𝑙)𝑔 𝑟𝑎𝑖𝑛1 = (ℎ 𝑘 𝑙)𝑔 𝑟𝑎𝑖𝑛2 after rotation.
The tilt angles 𝜃 can thus be chosen arbitrarily. In the following, GBs
with tilt angles of 5◦ and 10◦ before relaxation are hence considered.

Using the Atomsk software [44], two fully periodic single crystalline
atomistic configurations with identical orientations are created. The
crystallographic directions are [1 0 0], [0 1 0] and [0 0 1] along the simula-
tion box directions 𝑥1, 𝑥2 and 𝑥3, respectively. One system is rotated by
+ 𝜃

2 , while the other is rotated by − 𝜃
2 [45], the rotation being performed

around the tilt axis [0 0 1] which is parallel to the 𝑥3 axis (see Fig. 1).
Each system is then cut in half and then merged together. With a
periodic computational box, this procedure creates two identical GBs.
Then, in-plane translations are performed within the GB plane in order
to account for microscopic degrees of freedom in finding the config-
uration of minimum energy. The energy of each system is minimized
by MS with the LAMMPS software (Version 2022-06-23 Update1) [46]
using the FIRE algorithm [47] with a force criterion of 10−9 eV∕Å.
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Table 1
Values of the lattice parameter 𝑎 and cubic elastic constants for FCC Cu and FCC Ag, as computed with the potentials.
System Potential 𝑎 𝐶11 𝐶12 𝐶44 Zener ratio

Cu Williams et al. [51] 3.615Å 169.886 GPa 122.609 GPa 76.191 GPa 3.22
Ag Pan et al. [52] 4.161Å 123.438 GPa 94.161 GPa 47.103 GPa 3.21
w

p
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b
o
G

𝑑

B
a
c

c
w

Table 2
Characteristics of the different studied GBs. 𝜃 is the tilt angle before minimization,

is the identified Burgers vector normal to the GB plane, ℎ is the distance along
1 between two successive dislocations, 𝛿 is the shift distance along 𝑥2 between two

successive dislocations and 𝐸𝐺 𝐵 is the GB energy. The tilt axis direction is [0 0 1] and
s parallel to 𝑥3 for all the GBs.
System 𝜃 𝒃 ℎ (Å) 𝛿 (Å) 𝐸𝐺 𝐵 (mJ/m2)

Cu 5◦ [0 1 0] 40.7 1.8 431

Cu 5◦ 1
2
[1 1 0] 28.1 1.25 338

Cu 10◦ 1
2
[1 1 0] 15.1 0.6 537

Ag 5◦ [0 1 0] 47.5 0 318

Ag 5◦ 1
2
[1 1 0] 32.3 1.3 239

Ag 10◦ 1
2
[1 1 0] 16.3 0 366

Once the system with the lowest energy is identified, the simulation
ox is relaxed in order to lower the residual stresses in the system.

This relaxation is performed using the conjugate gradient algorithm,
ith a force criterion of 10−9 eV∕Å. The configuration with the lowest

nergy and residual stresses is kept and is assumed to be the more
hermodynamically stable. Note that the distance between the two GBs
s chosen large enough to neglect their mutual interactions [48].

The mechanical stresses of the atomistic model correspond to the
ymmetric virial stresses. Per-atom stress tensors [49] are first com-

puted directly from interatomic forces in units of 𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 × 𝑣𝑜𝑙 𝑢𝑚𝑒
and are converted in stresses by using the Voronoi volume associated
to each atom. The elastic strains are obtained by the calculation of
Green–Lagrange strain tensors from a reference FCC configuration, as
implemented in the OVITO software [50]. Note that, as the reference
onfiguration has to be a known crystallographic structure and is deter-
ined by common neighbor analysis (CNA), it can only be FCC, HCP,
CC or diamond. This implies that no elastic strain can be computed
or atoms located at the dislocation core, e.g., the white atoms in Fig. 1.

The systems chosen for our work are FCC copper and FCC silver us-
ng the interatomic potentials of William et al. [51] and Pan et al. [52],

respectively (see Table 1). The latter was specifically developed to
imulate the segregation of Ni atoms at Ag grain boundaries. All the

considered GBs are characterized by a periodic arrangement of same
efects (see Fig. 1). These defects are identified as being infinite straight
dge dislocations, whose Burgers vector is either [0 1 0] or 1

2 [1 1 0] (see
Fig. 1). The distance between successive dislocations along the 𝑥1
axis is denoted ℎ. It is noteworthy that, due to the discrete nature
of crystallographic planes, dislocations are not necessarily perfectly
aligned within the GB, leading to a shift 𝛿 in the 𝑥2 direction between
two successive dislocations. These GB characteristics, along with the tilt
angles 𝜃 before minimization and the GB energies are listed in Table 2.

2.2. Computation of the solute segregation energy by molecular statics (MS)

The distribution of segregation energy due to a solute in substitution
can be calculated through a series of MS calculations, where, site by
site, a solvant atom is substituted by a solute atom [40]. In order to
erform accurate comparisons with the continuum approach (where the
nteraction energy between a solute and a GB strain field tends to zero
t infinite distance from the GB, see further Eq. (30)), the following

relationship is used to compute the solute segregation energy field:

𝐸𝑆 𝑒𝑔(𝒙) = 𝐸𝑋 (𝒙) − 𝐸𝑋 (∞), (1)

where 𝐸𝑋 (𝒙) is the energy of the system that contains the GB when a
olvant atom 𝑋 is replaced by a solute atom at the position 𝒙. 𝐸𝑋 (∞)
3 
is a reference energy value corresponding to the energy of the system
containing the GB when a solvant atom 𝑋 is replaced by a solute atom
far from the GB. The energy relaxations are performed using the FIRE
algorithm [47], with a force criterion of 10−9 eV/Å . The Appendix
demonstrates the convergence of the chosen criterion.

2.3. From discrete to continuous representation of the elastic fields

In the atomistic model, atoms are evidently not regularly spaced,
ith an average spacing of 2.5Å for the systems studied in this work.

For the continuum model, we observed that a 0.1Å grid is required to
capture field variations well, especially in the vicinity of GBs. There-
fore, in order to be able to make comparisons at the exact same
ositions with the continuum approach, an interpolation of the atom-
stic (discrete) quantities on a continuum grid (field variables) should
e performed. This new regular grid is created from the information
f the atoms surrounding a given node of the regular grid by using a
aussian kernel [53] as follows:

⟨𝑆⟩ =
𝛴𝑖

(

𝑆𝑖 ×𝑊𝑖
)

𝛴𝑖 𝑊𝑖
,

𝑊𝑖 =
1

√

2𝜋 𝜎2
𝑒𝑥𝑝

(

−𝑑2𝑖
2𝜎2

)

,

𝑖 =
√

(

𝑥1𝑖 − 𝑥1
)2 +

(

𝑥2𝑖 − 𝑥2
)2.

(2)

In Eq. (2), ⟨𝑆⟩ is the interpolated quantity, 𝑊𝑖 the weighting factors,
𝜎 the standard deviation of the Gaussian law, 𝑥1𝑖 and 𝑥2𝑖 the coordi-
nates of the atom i and 𝑥1 and 𝑥2 the coordinates of the considered
node in the regular grid. In addition, an interpolation cutoff should be
defined. In the following, this cutoff is set to 3𝜎 while 𝜎 is fixed at 1Å
for Cu systems and 1.2Å for Ag systems. Hence, only the contribution of
the closest atoms is taken into account in the interpolation (see Fig. 2).

esides, for comparisons between atomistic and continuum models, one
lso needs to be able to define a common reference point. The latter is
hosen as the point where the interpolated virial stress 𝜎12 along 𝑥2

equals zero (see Fig. 3).

3. Continuum representation of low angle grain boundaries (LAGB)

3.1. Elastic fields in linear anisotropic elasticity

It is well known that low-angle symmetrical tilt grain boundaries
an be modeled by periodic arrays of edge dislocations [32]. An infinite
all of edge dislocations spaced along the 𝑥1 axis is considered in Fig. 4.

The Burgers vector lies along the 𝑥2 axis, the dislocation line is along
the 𝑥3 axis, and the GB plane corresponds to the

(

𝑥1, 𝑥3
)

plane. The
spacing distance between dislocations is denoted ℎ. This dislocation
wall separates two anisotropic materials or crystals which differ only
by their stiffness tensor: 𝑪𝑰 and 𝑪𝑰 𝑰 in the regions 𝑥2 > 0 and 𝑥2 < 0,
respectively. The interface is thus planar with its normal along the 𝑥2
axis, to be consistent with Fig. 1. This interface is assumed perfectly
bonded (i.e., satisfying the continuity of displacement and traction
vectors).

First of all, we recall how the elastic field of a straight dislocation
in such an anisotropic bi-material can be computed using the Stroh’s
formalism in linear elasticity [34–39]. For a dislocation located at point
(𝑋1, 𝑋2), the displacement gradient components at point (𝑥1, 𝑥2) can be
written as [54]:
𝑢𝑖,1 =2𝑅𝑒

(

𝐴𝑖𝑗𝑔𝑗 (𝑧𝑗 )
)

,
( ) (3)
𝑢𝑖,2 =2𝑅𝑒 𝐴𝑖𝑗𝑝𝑗𝑔𝑗 (𝑧𝑗 ) ,
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Fig. 2. Interpolation of the volumetric strain field of a Cu symmetric tilt grain boundary (𝜃 = 5◦, 𝒃 = 1
2
[1 1 0]) using a Gaussian law with 𝜎 = 1Å, 𝜇 = 0. The interpolation cutoff

is set to 3𝜎. The full width at half maximum of the Gaussian law is equal to 2.35Å.
Fig. 3. Contour and plot profile of the 𝜎12 component for a Cu symmetric tilt grain boundary (𝜃 = 5◦, 𝒃 = [0 1 0]).
where 𝑧𝑗 = 𝑥1+𝑝𝑗𝑥2 and 𝑨 is a 3 × 3 matrix containing the eigenvectors
related to the eigenvalues 𝑝𝑗 with positive part of the Stroh sextic
equation:

𝑑 𝑒𝑡 (𝐶𝑖1𝑘1 + 𝑝(𝐶𝑖1𝑘2 + 𝐶𝑖2𝑘1) + 𝑝2𝐶𝑖2𝑘2
)

= 0. (4)

The function vector 𝒈 is given by:

𝑔𝑗 (𝑧𝑗 ) =
⎧

⎪

⎨

⎪

⎩

𝑔0𝑗 (𝑧𝑗 ) + 𝑉 𝐼 ,𝐼 𝐼
𝑗 𝑖 𝑔0𝑖 (𝑧𝑗 ) if 𝑥2 > 0,

𝑊 𝐼 ,𝐼 𝐼
𝑗 𝑖 𝑔0𝑖 (𝑧𝑗 ) if 𝑥2 < 0,

(5)

where:

𝑔0𝑖 (𝑧𝑗 ) =
𝒒𝟎

𝑧𝑗 − 𝑠𝑖
, (6)

𝒒𝟎 = − 1
2𝜋

i
(

𝑩𝑻 𝒃
)

, (7)

( )
𝐵𝑖𝑗 = 𝐶𝑖2𝑘1 + 𝑝𝑗𝐶𝑖2𝑘2 𝐴𝑘𝑗 , (8)

4 
and 𝑠𝑗 = 𝑋1 + 𝑝𝑗𝑋2 is related to the dislocation position. The tensors
𝑽 𝑰 ,𝑰 𝑰 and 𝑾 𝑰 ,𝑰 𝑰 are defined as [36,38,39]:

𝑽 𝑰 ,𝑰 𝑰 =
(

𝑩𝑰 𝑰𝑨𝑰 𝑰−1𝑨𝑰 − 𝑩𝑰
)−1 (

𝑩𝑰 − 𝑩𝑰 𝑰𝑨𝑰 𝑰−1𝑨𝑰
)

and

𝑾 𝑰 ,𝑰 𝑰 =
(

𝑩𝑰𝑨𝑰−1𝑨𝑰 𝑰 − 𝑩𝑰 𝑰
)−1 (

𝑩𝑰𝑨𝑰−1𝑨𝑰 − 𝑩𝑰
)

,
(9)

where 𝑨𝑰 and 𝑩𝑰 refer to the resolution of the Stroh eigenrelation in
material 𝐼 , while 𝑨𝑰 𝑰 and 𝑩𝑰 𝑰 refer to material 𝐼 𝐼 .

Then, for a periodic array of dislocations and since linear elasticity
holds, the elastic contributions of all the dislocations located at 𝑠𝑛𝑗 =
𝑛ℎ+ 𝑝𝑗𝑋2 are simply added, 𝑛 being an integer going from −∞ to +∞.
Hence, both displacement gradient components become:

𝑢𝑖,1 =2𝑅𝑒

(

𝐴𝑖𝑗

∞
∑

𝑛=−∞
𝑔𝑛𝑗 (𝑧𝑗 )

)

,

( ∞
∑

𝑛

) (10)

𝑢𝑖,2 =2𝑅𝑒 𝐴𝑖𝑗

𝑛=−∞
𝑝𝑗𝑔𝑗 (𝑧𝑗 ) ,
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Fig. 4. Symmetric tilt grain boundary modeled as an infinite periodic array of edge
dislocations.

where:

𝑔𝑛𝑗 (𝑧𝑗 ) =
⎧

⎪

⎨

⎪

⎩

𝑔0𝑛𝑗 (𝑧𝑗 ) + 𝑉 𝐼 ,𝐼 𝐼
𝑗 𝑖 𝑔0𝑛𝑖 (𝑧𝑗 ) if 𝑥2 > 0,

𝑊 𝐼 ,𝐼 𝐼
𝑗 𝑖 𝑔0𝑛𝑖 (𝑧𝑗 ) if 𝑥2 < 0,

(11)

and:

𝑔0𝑛𝑖 (𝑧𝑗 ) =
𝑞0𝑖

𝑧𝑗 − 𝑠𝑛𝑖
. (12)

This sum can be easily performed with the help of the following
mathematical formula [32]:
∞
∑

−∞

1
𝑛 + 𝑎

= 𝜋 cot 𝜋 𝑎. (13)

Accordingly, the sum ∑∞
𝑛=−∞ 𝑔0𝑛𝑖 (𝑧𝑗 ) is computed as:

∞
∑

−∞
𝑔0𝑛𝑖 (𝑧𝑗 ) = 𝑞0𝑖

∞
∑

−∞

1
𝑥1 + 𝑝𝑗𝑥2 − 𝑛ℎ − 𝑝𝑗𝑋2

= − 𝑞0𝑖
ℎ

∞
∑

−∞

1

𝑛 +
𝑝𝑗𝑋2 − 𝑝𝑗𝑥2 − 𝑥1

ℎ

= − 𝑞0𝑖
ℎ
𝜋 cot

𝜋
(

𝑝𝑗𝑋2 − 𝑝𝑗𝑥2 − 𝑥1
)

ℎ
.

(14)

It is important to underline that the latter expression cannot be fac-
torized by 𝑝𝑗 since 𝑝𝑗 can refer to material 𝐼 and/or material 𝐼 𝐼 . For
instance, if we want to compute the elastic fields in material 𝐼 𝐼 for
an array of dislocations located in material 𝐼 , we should consider the
expression 𝑝𝐼𝑗𝑋2 − 𝑝𝐼 𝐼𝑗 𝑥2 − 𝑥1 where 𝑝𝐼𝑗 contains the eigenvalues of
material 𝐼 whereas 𝑝𝐼 𝐼𝑗 contains the eigenvalues of material 𝐼 𝐼 . Finally,
the strain, the rotation and Cauchy stress tensors are obtained from the
classical relations in small strain setting:

𝜀𝑖𝑗 =
1
2
(

𝑢𝑖,𝑗 + 𝑢𝑗 ,𝑖
)

, (15)

𝜔𝑖𝑗 =
1
2
(

𝑢𝑖,𝑗 − 𝑢𝑗 ,𝑖
)

, (16)
𝜎𝑖𝑗 = 𝐶𝑖𝑗 𝑘𝑙𝜀𝑘𝑙 . (17)

5 
Table 3
Shear modulus 𝜇 and Poisson’s ratio 𝜈 obtained from the Voigt–Reuss–Hill average
[55,56] of the elastic constants associated to the interatomic potentials used in the
atomistic simulations.

System 𝜇 (GPa) 𝜈

Cu 47.750 0.345
Ag 29.539 0.370

In homogeneous isotropic elasticity, the expressions of the stress
fields of such a dislocation wall are given by [32] :
𝜎11 = 𝜎0 sin 2𝜋 𝜆 (cosh 2𝜋 𝜉 − cos 2𝜋 𝜆 − 2𝜋 𝜉 sinh 2𝜋 𝜉)
𝜎22 = 𝜎0 sin 2𝜋 𝜆 (cosh 2𝜋 𝜉 − cos 2𝜋 𝜆 + 2𝜋 𝜉 sinh 2𝜋 𝜉)
𝜎33 = 2𝜈 𝜎0 sin 2𝜋 𝜆 (cosh 2𝜋 𝜉 − cos 2𝜋 𝜆)
𝜎12 = −2𝜋 𝜉 𝜎0 (cosh 2𝜋 𝜉 cos 2𝜋 𝜆 − 1)
𝜎31 = 0
𝜎23 = 0

(18)

where 𝜉 =
𝑥2
ℎ

, 𝜆 =
𝑥1
ℎ

and 𝜎0 =
𝜇 𝑏

2ℎ (1 − 𝜈) (cosh 2𝜋 𝜉 − cos 2𝜋 𝜆)2
. 𝜇 is the

shear modulus and 𝜈 is the Poisson’s ratio. Strains are obtained using
the Hooke’s law in isotropic elasticity.

3.2. Computation details

The computations of the elastic fields of the infinite dislocation
walls are performed using the MATLAB (R2020a) software for both the
isotropic and the anisotropic cases. For the isotropic case, the values of
the shear modulus and the Poisson’s ratio are obtained from a Voigt–
Reuss–Hill average [55,56] of the elastic constants associated to the
used interatomic potential [51,52] (cf. Table 1) in order to carry out
relevant comparisons between continuum and discrete approaches. The
values of these isotropic constants are given in Table 3.

For the anisotropic case, the elastic constants are directly those
of the atomic potentials (see Table 1). The following procedure is
used to set the crystallographic orientations of both grains. First, the
infinite dislocation wall is considered in an initial frame matching the
crystallographic directions of the dislocations, i.e., with the Burgers
vectors normal to the GB plane and the dislocation lines parallel to
the tilt axis. The (elastic) rotation fields are first computed in homoge-
neous anisotropic elasticity following the equations of Section 3.1 with
𝑪𝑰 = 𝑪𝑰 𝑰 . Checking that the obtained rotations can be consistently
approximated by uniform values in each crystal (see Fig. 5), values far
from the dislocations wall at 𝑥2 = 5ℎ are considered to rotate 𝑪𝑰 and
𝑪𝑰 𝑰 . Then, the rotation fields are computed once again considering the
new tensors 𝑪𝑰 and 𝑪𝑰 𝑰 in heterogeneous elasticity. The procedure is
repeated until convergence assuming a relative tolerance in rotations
less than 10−5. Finally, all the elastic fields are computed considering
the last updated values of 𝑪𝑰 and 𝑪𝑰 𝑰 after convergence.

Besides, in some cases showed in Table 2, a shift 𝛿 along 𝑥2 between
two successive dislocations is observed in the MS simulations (cf. Fig. 1
and Table 2). This shift is taken into account in the continuum based
approach to compute the elastic fields by first evaluating the rotations
of 𝑪𝑰 and 𝑪𝑰 𝑰 with zero shift and then by replacing the infinite
dislocations wall with separation distance ℎ located at 𝑥2 = 0 by
two infinite dislocations walls with separation distance 2ℎ located at
𝑥2 = − 𝛿

2
and 𝑥2 = + 𝛿

2
.

4. Elastic dipole and interaction energy

Point defects like solute atoms or vacancies are very often modeled
as a distribution of point-forces, i.e. like a force multipole that mimics
the forces imposed on the atoms surrounding the defects [17–21,23–
26]. The first moment of the point force distribution is known as the
elastic dipole 𝑷 . When applying an external strain (e.g. the strain field
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Fig. 5. Rotation profiles perpendicular to the three Cu GBs obtained by the continuum approach in heterogeneous anisotropic elasticity.
of a GB), the elastic dipole tensor depends on the applied strain as
follows [25,29,31]:

𝑃𝑖𝑗
(

𝜺𝒆𝒙𝒕
)

= 𝑃 0
𝑖𝑗 + 𝛼𝑖𝑗 𝑘𝑙𝜀𝑒𝑥𝑡𝑘𝑙 , (19)

where 𝑃 0
𝑖𝑗 is the permanent elastic dipole tensor in the absence of

any external applied strain field [24,25]. The polarizability tensor 𝜶
characterizes how the elastic dipole tensor is altered by an applied
external strain field. It describes how a given concentration of point
defects modifies the elastic response of the alloy (see further Eqs. (25)
and (27)).

4.1. Permanent elastic dipole determination from atomistic simulations

Different techniques can be used to identify the permanent elastic
dipole tensors from atomistic simulations [24,25]. Using MS simula-
tions, the elastic dipole tensor can be determined from the residual
stress tensor, as proposed by Clouet et al. [24,25]. In this approach,
a bulk FCC crystal in a fully periodic cubic simulation box of volume 𝑉
with no residual stress is first created. Then, a point defect is introduced
in the simulation box. It is noteworthy that the dimensions of the box
should be large enough to neglect the interactions between defects due
to periodic boundary conditions. The permanent elastic dipole tensor
is then obtained from the homogeneous stress tensor averaged over the
simulation box, ⟨𝝈⟩, and weighted by 𝑉 [24,25] as follows:

𝑃 0
𝑖𝑗 = −𝑉 ⟨𝜎𝑖𝑗⟩. (20)

In the last equation, ⟨𝝈⟩ corresponds to the average of the stress tensor
over the periodic box, induced by the point defect placed inside the
box in the absence of applied strain. Besides, 𝑷 0 can be related to
an eigenstrain tensor, which is another widespread approach to model
point defects. Indeed, solute atoms can also be considered as misfitting
spherical inclusions with purely dilatational eigenstrain [13,15,16]. In
the limit of an infinitesimal inclusion and far from the inclusion, Clouet
et al. [25] have shown that the permanent elastic dipole tensor 𝑷 0 is
related to the average eigenstrain tensor 𝜺̄∗ over the inclusion’s volume
𝛺 by (see also [43]):

𝑃 0
𝑖𝑗 = 𝛺 𝐶𝑖𝑗 𝑘𝑙 𝜀̄∗𝑘𝑙 . (21)

Thus, the equivalent average eigenstrain tensor 𝜺̄∗ can be computed as:

𝜀̄∗𝑖𝑗 = −𝑉
𝛺
𝑆𝑖𝑗 𝑘𝑙⟨𝜎𝑘𝑙⟩. (22)

Considering an Ag atom in substitution in a Cu matrix and a Ni
atom in substitution in an Ag matrix, denoted respectively ‘‘Cu/Ag’’
and ‘‘Ag/Ni’’, the described method provides the following values for
the components of the permanent elastic dipole tensor (in eV) and the
eigenstrain tensors:

𝑷 𝟎,𝐂𝐮∕𝐀𝐠 =
⎛

⎜

⎜

⎝

5.51 0 0
0 5.51 0
0 0 5.51

⎞

⎟

⎟

⎠

, 𝑷 𝟎,𝐀𝐠∕𝐍𝐢 =
⎛

⎜

⎜

⎝

−5.14 0 0
0 −5.14 0
0 0 −5.14

⎞

⎟

⎟

⎠

,

(23)

6 
Fig. 6. Variation of 𝑃11 with ten different 𝜀22 values applied in a Cu matrix with a
subsitutional Ag solute. The 𝛼1122 coefficient of the polarizability tensor is the slope
value.

𝜺̄∗𝐂𝐮∕𝐀𝐠 =
⎛

⎜

⎜

⎝

0.10 0 0
0 0.10 0
0 0 0.10

⎞

⎟

⎟

⎠

, 𝜺̄∗𝐀𝐠∕𝐍𝐢 =
⎛

⎜

⎜

⎝

−0.15 0 0
0 −0.15 0
0 0 −0.15

⎞

⎟

⎟

⎠

.

(24)

Here, both the permanent elastic dipole and the eigenstrain tensors are
isotropic (only diagonal terms with a same value), as expected for cubic
lattices [23]. This means that these solutes in substitution induce size
effects but no shape effect. Evidently, these size effects are not sensitive
to the crystallographic orientations of the host lattice.

4.2. Polarizability tensor determination from atomistic simulations

The procedure to identify the polarizability tensor 𝜶 from MS
simulations is now summarized. Note that it is similar to the one
used to evaluate the elastic constants of the material modeled by an
interatomic potential, but with a system containing a point defect. A
bulk crystal in a fully periodic simulation box containing a single point
defect is strained. Six different symmetric applied strain tensors with
only one non-zero component each time are considered, along with
different strain values (e.g., from 𝜀𝑒𝑥𝑡11 = 0.01% to 𝜀𝑒𝑥𝑡11 = 0.1%). It is
important to ensure that calculations remain within the linear elastic
regime and that forces and energy are minimized for each simulations.
The homogeneous stress tensor averaged over the simulation box ⟨𝝈⟩ is
measured each time and the components of 𝜶 are obtained from linear
regressions according to the modification of Eq. (20) in the presence of
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applied strain [25]:

𝑃𝑖𝑗 = 𝑃 0
𝑖𝑗 + 𝛼𝑖𝑗 𝑘𝑙𝜀𝑒𝑥𝑡𝑘𝑙 = 𝑉

(

𝐶𝑖𝑗 𝑘𝑙𝜀𝑒𝑥𝑡𝑘𝑙 − ⟨𝜎𝑖𝑗⟩
)

. (25)

For example, determining the 𝛼1122 component implies to consider
𝑃11 as a linear function of 𝜀𝑒𝑥𝑡22 strain (see Fig. 6). Besides, a simple
rearrangement of Eq. (25) yields:

⟨𝜎𝑖𝑗⟩ =
(

𝐶𝑖𝑗 𝑘𝑙 − 1
𝑉
𝛼𝑖𝑗 𝑘𝑙

)

𝜀𝑒𝑥𝑡𝑘𝑙 − 1
𝑉
𝑃 0
𝑖𝑗 = 𝐶𝑒𝑓 𝑓

𝑖𝑗 𝑘𝑙 𝜀𝑒𝑥𝑡𝑘𝑙 − 1
𝑉
𝑃 0
𝑖𝑗 , (26)

and thus:

𝛼𝑖𝑗 𝑘𝑙 = 𝑉
(

𝐶𝑖𝑗 𝑘𝑙 − 𝐶𝑒𝑓 𝑓
𝑖𝑗 𝑘𝑙

)

. (27)

𝑪𝒆𝒇 𝒇 denotes the effective elastic stiffness tensor of the alloy as a
unction of the solute concentration [25,31].

It is important to underline that it is not trivial to apply pure shear
train in MS simulations. Indeed, only a simple shear deformation is
traightforward. In order to achieve pure shear deformation conditions,
ositive and negative strains are applied for each component and the
inal polarizability tensor is computed as the average of the two in-
ermediate tensors, which annihilates the undesired rotations inherent
o simple shear deformation. Using Voigt’s notation, the polarizability
ensors in the crystal’s frame for both studied systems are in eV:

𝜶𝐂𝐮∕𝐀𝐠 =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

−12.06 −13.98 −13.98 0 0 0
−13.98 −12.06 −13.98 0 0 0
−13.98 −13.98 −12.06 0 0 0

0 0 0 −5.62 0 0
0 0 0 0 −5.62 0
0 0 0 0 0 −5.62

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

and

(28)

𝜶𝐀𝐠∕𝐍𝐢 =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

35.95 19.21 19.21 0 0 0
19.21 35.95 19.21 0 0 0
19.21 19.21 35.95 0 0 0
0 0 0 15.17 0 0
0 0 0 0 15.17 0
0 0 0 0 0 15.17

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

. (29)

Unlike the permanent dipole tensor, these tensors are not isotropic and
epend on the crystallographic orientation of the host lattice. Hence,
hey must be rotated in the same coordinates frame as the elastic fields
f the GB to compute the interaction energy (see Section 4.3).

4.3. Interaction energy between an elastic dipole defect and a GB strain
field

Following Schober [29] and Clouet et al. [25], the elastic interaction
energy between a point-defect located at position 𝒙 and the strain field

of a GB is at the first order:

𝐸𝑖𝑛𝑡(𝒙) = −𝑃 0
𝑖𝑗𝜀𝑖𝑗 (𝒙) −

1
2
𝛼𝑖𝑗 𝑘𝑙𝜀𝑖𝑗 (𝒙)𝜀𝑘𝑙(𝒙). (30)

Considering the isotropic permanent elastic dipole tensor for cubic
attices, the first term −𝑃 0

𝑖𝑗𝜀𝑖𝑗 (𝒙) simplifies to −1
3
𝑃𝑘𝑘𝜀𝑘𝑘(𝒙). Hence, it can

be identified as a size effect since it is only influenced by the volumetric
strain field 𝜀𝑘𝑘(𝒙). As originally defined, the second term related to
he polarizability tensor leads to a modulus effect. Considering the

cubic symmetry of the polarizability tensor 𝜶 and using the Walpole’s
decomposition for cubic crystals [57,58], the following expression of

𝑖𝑛𝑡(𝒙) can be readily derived:

𝐸𝑖𝑛𝑡(𝒙) = −1
3
𝑃𝑘𝑘𝜀𝑘𝑘(𝒙) − 1

2
𝛼𝐾𝜀

2
𝑘𝑘(𝒙) − 𝛼𝜇′

(

𝜀′11
2(𝒙) + 𝜀′22

2(𝒙) + 𝜀′33
2(𝒙)

)

−2𝛼𝜇′′
(

𝜀′12
2(𝒙) + 𝜀′31

2(𝒙) + 𝜀′23
2(𝒙)

)

,

(31)

where the components of 𝜶 and 𝜺 are expressed in the crystal’s frame.
𝜺′ is the deviatoric part of 𝜺 while 𝛼𝐾 , 𝛼𝜇′ and 𝛼𝜇′′ are defined sim-
ilarly as their equivalent of the cubic stiffness tensor 𝑪, i.e. the bulk
7 
Table 4
Values of the bulk and shear polarizability moduli for both systems studied (see text).

System 𝛼𝐾 (eV) 𝛼𝜇′ (eV) 𝛼𝜇′′ (eV) 𝛼𝜇 (eV)

Cu/Ag −13.34 0.96 −5.62 −2.99
Ag/Ni 24.79 8.37 15.17 12.45

modulus 𝐾 and shear moduli 𝜇′ and 𝜇′′, reflecting the (0 0 1)[1 1 0] and
(0 0 1)[1 0 0] shear resistances, respectively [58]. Using Voigt’s notation,
these polarizability moduli hence write:

𝛼𝐾 =
𝛼11 + 2𝛼12

3
, 𝛼𝜇′ =

𝛼11 − 𝛼12
2

, 𝛼𝜇′′ = 𝛼44. (32)

For an isotropic polarizability tensor, 𝛼𝜇′ = 𝛼𝜇′′ = 𝛼𝜇 and the elastic
interaction energy becomes:

𝐸𝑖𝑛𝑡(𝒙) = −1
3
𝑃𝑘𝑘𝜀𝑘𝑘(𝒙) − 1

2

(

𝛼𝐾𝜀
2
𝑘𝑘(𝒙) + 2𝛼𝜇𝜀′𝑖𝑗 (𝒙)𝜀′𝑖𝑗 (𝒙)

)

. (33)

Considering in addition isotropic elasticity, the interaction energy
an then be written as:

𝐸𝑖𝑛𝑡(𝒙) = −1
3
𝛺 𝛿∗𝜎𝑘𝑘(𝒙) − 1

2

(

𝛼𝐾
9𝐾2

𝜎2𝑘𝑘(𝒙) +
𝛼𝜇
2𝜇2

𝜎′𝑖𝑗 (𝒙)𝜎
′
𝑖𝑗 (𝒙)

)

, (34)

where 𝛿∗ = 𝜀̄∗𝑘𝑘 (see Eq. (22)). 𝝈 is the GB stress field associated to 𝜺 and
′ its deviatoric part. 𝐾 and 𝜇 are the isotropic bulk and shear moduli of

the host material, respectively. It is noteworthy that Eq. (34) is actually
equivalent to the binding energy (i.e., the negative of the interaction
energy) described by White and Coghlan [13], except of an inverse sign
convention for the isotropic polarizability constants. Following [31],
the values of 𝛼𝜇 are obtained considering a Voigt average:

𝛼𝜇 = 2
5
𝛼𝜇′ +

3
5
𝛼𝜇′′ . (35)

The determined values of 𝛼𝐾 , 𝛼𝜇′ , 𝛼𝜇′′ and 𝛼𝜇 for both systems studied
are reported in Table 4.

5. Results

5.1. Comparisons of LAGB strain fields

First of all, the volumetric strain fields 𝜀𝑘𝑘 of the three GBs presented
in Section 2.1 are compared in Fig. 7 according to three different ways
of computation: using the finite Green–Lagrange strain tensors from
atomistic structure (see Section 2.1) and from small strain continuum
approaches considering walls of edge dislocations, either in linear
heterogeneous anisotropic elasticity (see Section 3.1) or in isotropic
elasticity [32]. The fields extracted from atomistic simulations are
interpolated using the method described in Section 2.3 on a grid with
 spatial resolution of 0.1Å. Comparisons are made for both Cu and
g systems (see Table 1). It is noteworthy that linear elastic fields are

singular at the dislocation positions, which leads to an overestimation
of strain values within the dislocation cores. On the contrary, atomistic
train values are set to zero within the dislocation cores since no elastic
train information can be obtained at these points, as explained in
ection 2.1 (see Fig. 2). Therefore, comparisons should be made at a

minimum distance of 4Å away from the dislocation positions.
Fig. 7 shows the 2D contour plots of 𝜀𝑘𝑘 obtained from the three

methods of computation. Contour shapes obtained in heterogeneous
anisotropic elasticity are very much alike to those interpolated from
atomistics. In particular, the change of shape of 𝜀𝑘𝑘 fields between the
two GBs having the same tilt angle value (𝜃 = 5◦) is well reproduced
by the continuum approach in anisotropic elasticity. On the contrary,
isotropic elasticity cannot capture such differences between GBs having
 same tilt angle. Although 𝑏 and ℎ values are different between the
wo GBs with 𝜃 = 5◦, the contour shapes of 𝜀𝑘𝑘 computed in isotropic
lasticity are almost homothetic with same rounded shapes (Fig. 7).
inor discrepancies arise however because of different values of the

shift distance 𝛿 (see Table 2).
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Fig. 7. Comparisons of volumetric strain fields for the three grain boundaries presented in Section 2.1 in Cu (a) and Ag (b). Three different ways of computation are considered:
from interpolation of OVITO fields after relaxation by MS and from continuum approaches based on walls of edge dislocations, either in linear heterogeneous anisotropic elasticity
or in isotropic elasticity. The box size is ℎ along 𝑥1 and 2ℎ along 𝑥2. Thus, it must be noticed that the box size changes according to the GB and the system.
Furthermore, profiles are also plotted perpendicular and parallel to
GBs in Fig. 8. From the profiles perpendicular to GBs, it is clear that the
strains computed in heterogeneous anisotropic elasticity better fit the
strains from atomistics than the strains computed in isotropic elasticity.
In particular, the perpendicular profiles obtained by MS show positive
humps of 𝜀𝑘𝑘 in the transition area from minimum to zero values for
the 𝜃 = 5◦ and 𝒃 = [0 1 0] GB. The latter are quite well reproduced by
8 
the continuum-based approach in anisotropic elasticity. By comparison,
the approach in isotropic elasticity exhibits similar smooth transitions
from minimum to zero values for both the 𝜃 = 5◦ and 𝒃 = [0 1 0] GB and
the 𝜃 = 5◦ and 𝒃 = 1

2 [1 1 0] GB. Nevertheless, profiles parallel to GBs
show that isotropic elasticity is as good as anisotropic elasticity in the
exact middle of GBs and sufficient as well to capture atomistic strains
along the GB outside the dislocation cores.
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Fig. 8. Volumetric strain profiles perpendicular to GB at 5Å from a dislocation (see inset) (a) and along the middle of the GB (see inset) (b).
5.2. Comparisons between segregation energy and interaction energy fields

Using the method previously described in Section 2.2, the solute
segregation energy fields 𝐸𝑠𝑒𝑔(𝒙) are computed for the 6 configurations
considered (3 GBS and 2 systems: Cu/Ag and Ag/Ni). Fig. 9 displays
the fields obtained for the Cu/Ag system. Segregation is favored when
the energy is negative (blue areas) while anti-segregation is promoted
when the energy is positive (red areas). Atomistic segregation energy
fields are interpolated using the procedure presented in Section 2.3 in
order to make comparisons with approaches based on linear elasticity,
i.e. the computation of the interaction energy 𝐸𝑖𝑛𝑡(𝒙) (see Eq. (30)).
The comparisons between 𝐸𝑠𝑒𝑔(𝒙) and 𝐸𝑖𝑛𝑡(𝒙), where the strains are
computed according to the three different methods (see Section 5.1)
are shown in Figs. 10 and 11. For the continuum-based approach in
isotropic elasticity, an isotropic polarizability tensor is also considered
(see Eqs. (33) and (35)). The permanent elastic dipole and the polar-
izability tensors used in the computation of the interaction energy are
9 
always those obtained directly by molecular statics (see Eqs. (23), (28),
(29) and Table 4 for the approach in isotropic elasticity).

The segregation and anti-segregation domains associated to 𝐸𝑠𝑒𝑔

fields, respectively in blue and yellow in Fig. 10, are rather well-
reproduced for all the GBs of both systems by using the 𝐸𝑖𝑛𝑡 fields,
when strains are taken from atomistics or from the continuum ap-
proach based on heterogeneous anisotropic elasticity. As expected,
some discrepancies can however be noticed close to the dislocation
singularities (i.e. at less than 5Å from the dislocation center) between
full atomistic calculations and the methods based on linear elasticity.
Besides, the segregation and anti-segregation domains are much less
well-described by the continuum approach based on isotropic elasticity.
These conclusions are even more obvious when analyzing the profiles
perpendicular to the two 𝜃 = 5◦ GBs in Fig. 11. For the 𝜃 = 5◦ and
𝒃 = [0 1 0] GB in the Cu/Ag system, the 𝐸𝑠𝑒𝑔 profile shows a strong
anti-segregation zone (i.e., positive energies) which is surrounded by
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Fig. 9. Segregation energy fields (Eq. (1)) for the 3 grain boundaries presented in Section 2.1 in a Cu/Ag system.
segregation zones (i.e. negative energies). This feature is very well-
captured by the 𝐸𝑖𝑛𝑡 fields when strains are taken from atomistics
or from the continuum approach based on heterogeneous anisotropic
elasticity. On the contrary, the approach based on isotropic elasticity
displays a positive energy all along the profile. The reverse effect is
observed for the Ag/Ni system, a strong segregation zone surrounded
by anti-segregation zones, which is again well-captured by the linear
elasticity approaches when strains are computed by atomistics or in
anisotropic elasticity whereas a negative energy is observed all along
the profile in isotropic elasticity. For the 𝜃 = 5◦ and 𝒃 = 1

2 [1 1 0] GBs,
the 𝐸𝑠𝑒𝑔 profiles show smooth transitions from maximal (for the Cu/Ag
system) or minimal energy (for the Ag/Ni system) to zero energy zones
far from the GB with no change of sign. These smooth transitions are
again very well-reproduced by the linear elasticity approaches when
strains are computed by atomistics or in anisotropic elasticity. On
the contrary, the approach based on isotropic elasticity exhibit much
sharper transitions. Finally, it is noteworthy that the match between the
𝐸𝑠𝑒𝑔 profiles and the 𝐸𝑖𝑛𝑡 profiles is only slightly better when strains are
taken from atomistics as compared to the case when they are directly
computed in linear anisotropic elasticity.

5.3. Spectrum of segregation energies

Fig. 12 displays the segregation and interaction energy spectra for
the 3 GBs of the Ag/Ni system. The histograms based on segregation
energies (Fig. 12, first column) represent the fraction of atomic posi-
tions that have a segregation energy 𝐸𝑠𝑒𝑔 within a specific range. Such
energy spectra are directly computed from segregation maps similar to
Fig. 9 for the Ag/Ni system, except that the dimensions of the box are
fixed at one ℎ period along 𝑥1 and at two times the greatest value of
ℎ for all the systems and GBs considered, i.e. 2 × 47.5Å (see Table 2),
along 𝑥2. As a result, relevant comparisons in terms of atomic positions
fraction between the different GBs can be performed. The histograms
based on interaction energies (Fig. 12, second column) represent the
fraction of nodes of the interpolation grid (step size of 0.1Å) that have
an interaction energy 𝐸𝑖𝑛𝑡 within a specific range. All histograms have
a bin size of 0.02 eV. For more clarity, the values close to zero (from
10 
−0.06 eV to 0.06 eV) have been removed from the plots, since only the
highest and lowest energy values are expected to affect anti-segregation
and segregation, respectively.

All the different approaches reproduce the strong asymmetry of
the 3 GBs which exhibit much more areas favorable to segregation
than to anti-segregation. The continuum approaches based either on
isotropic or anisotropic elasticity overestimate the fraction of nodes
with very high energy values due to the consideration of singularities
at the dislocation positions. On the contrary, the approach based on the
interaction energy with strains computed by atomistics underestimate
the fraction of nodes with very high energy values because no value of
strains are available in the dislocation cores.

6. Discussion

6.1. Impact of modulus effect on segregation energies

So far, both size and modulus effects have been considered together
to evaluate the interaction energy fields 𝐸𝑖𝑛𝑡(𝒙) from Eq. (30). Both
effects can be easily analyzed separately due to the additive nature of
their contributions. Fig. 13 shows contour plots of the size and modulus
effect contributions to 𝐸𝑖𝑛𝑡(𝒙) for a same GB in both studied systems.
For cubic lattices, the size effect, −1

3
𝑃𝑘𝑘𝜀𝑘𝑘(𝒙), favor both segregation

and anti-segregation zones as it scales with the volumetric strain field
arising from arrays of edge dislocations. On the contrary, the expression
of the interaction energy for cubic lattices given by Eq. (31) shows
that the modulus effect will in general favor only segregation or anti-
segregation. This is definitely the case when 𝛼𝐾 , 𝛼𝜇′ and 𝛼𝜇′′ have all
the same sign, as for the Ag/Ni system (see Table 4), since the latter
coefficients are multiplied by squared strain components. Hence, for the
Ag/Ni system, the modulus effect only promotes segregation. Neverthe-
less, it might occur that 𝛼𝐾 , 𝛼𝜇′ and 𝛼𝜇′′ have different signs, as for the
Cu/Ag system (see Table 4), in which case the situation might become
more intricate. For the Cu/Ag system, 𝛼𝜇′ which is positive, is however
much smaller in magnitude than 𝛼𝐾 and 𝛼𝜇′′ which are negative. Hence,
the modulus effect should promote only segregation for the Cu/Ag
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Fig. 10. Comparisons between the segregation energy fields 𝐸𝑠𝑒𝑔 (Eq. (1)) after interpolation and the interaction energy fields 𝐸𝑖𝑛𝑡 (Eq. (30)) for Cu/Ag system (a) and for Ag/Ni
system (b). For the latter, three different methods are considered to compute the strains: from interpolation of OVITO fields after relaxation by MS, and from continuum approaches
based on walls of edge dislocations, either in linear heterogeneous anisotropic elasticity or in isotropic elasticity. The permanent elastic dipole and the polarizability tensors are
always those obtained directly by MS simulations unless for the shear polarizability 𝛼𝜇 used in isotropic elasticity for which a Voigt average is performed (see Eq. (35)).
system as it is actually observed in Fig. 13. It should also be noticed
that the values of 𝛼𝐾 , 𝛼𝜇′ and 𝛼𝜇′′ are much higher in magnitude for the
Ag/Ni system than for the Cu/Ag system which is consistent with the
contours of Fig. 13 showing a negligible modulus effect for the Cu/Ag
system and a small but significant effect for the Ag/Ni system. It is
noteworthy also that most of the polarizability coefficients are much
lower than the value of 20 eV tested by White and Coghlan in their
original paper [13]. Accordingly, in the present study, the size effect
appears as the main effect controlling the solute segregation for both
systems. Besides, Fig. 13 indicates that the contribution of the modulus
effect seems to increase with the tilt angle of the grain boundary.
11 
In addition, Fig. 14 shows profiles of 𝐸𝑖𝑛𝑡(𝒙) perpendicular to the
GB, with and without the consideration of the modulus effect, and
evidences that the consideration of modulus effect leads to a better
description of the segregation energy 𝐸𝑆 𝑒𝑔(𝒙) (Eq. (1)). Hence, the
asymmetry between segregation and anti-segregation zones observed in
the spectrum of segregation energies in Fig. 12 can be partly explained
by the modulus effect. Indeed, Fig. 15 compares the spectrum of
segregation energies with and without the modulus effect for the three
methods of computing the interaction energy. Considering isotropic
elasticity and size effect only, no asymmetry occurs. A small asymmetry
is visible with the size effect alone when considering the computation
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Fig. 11. Segregation energy and interaction energy profiles perpendicular to the grain boundaries at 5Å from a dislocation (see inset) for the 3 grain boundaries presented in
Section 2.1 and the two systems: Cu/Ag (a) and Ag/Ni (b).
Fig. 12. Segregation and interaction energy spectra for the 3 GBs of the Ag/Ni system. The width of the box, centered on the GB that is used to evaluate the fraction of atomic
positions or nodes, is fixed at 95Å.
of GB strain fields in anisotropic elasticity. However, the addition of the
modulus effect creates or reinforces considerably the asymmetry of the
spectrum and leads to results in better agreement with the spectrum of
segregation energies obtained by MS (Fig. 15).
12 
6.2. Estimate of solute concentration at GBs

Following the extension of McLean’s treatment [10] by White and
Stein [12,13], the solute concentration at a given position 𝒙 can be
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Fig. 13. Contour plots of the size and modulus effect contributions on the interaction energy fields with strains obtained by MS for two different systems: (a) Cu/Ag and (b)
Ag/Ni.
Fig. 14. Segregation energy and interaction energy profiles along 𝑥2 direction at 5Å from a dislocation for two different GBs in a Ag/Ni system, with and without the consideration
of the modulus effect.
expressed as:

𝑋(𝒙) =
𝑋0 exp

(

−
𝐸𝑖𝑛𝑡(𝒙)
𝑘𝐵𝑇

)

1 −𝑋0 +𝑋0 exp
(

−
𝐸𝑖𝑛𝑡(𝒙)
𝑘𝐵𝑇

) , (36)

where 𝑋0 is the fraction of solute in the bulk lattice under zero pre-
existing stress, 𝑘𝐵 is the Boltzmann constant and 𝑇 is the considered
temperature. Then, disregarding the interactions between solutes, the
overall solute concentration at a grain boundary, 𝑋𝐺 𝐵 , can be estimated
from an average of 𝑋(𝒙) over the GB zone of influence [12,13]:

𝑋𝐺 𝐵 = ⟨𝑋(𝒙)⟩𝐺 𝐵 . (37)

Hereafter, the GB zone of influence is defined as all the positions with
𝐸𝑖𝑛𝑡 values smaller than −0.01 eV or greater than 0.01 eV. This means
that points with values between these two bounds are not considered
as being part of the GB zone of influence since they are not likely
to be sites of segregation or anti-segregation. The major interest to
13 
have a continuum-based model of segregation is the possibility to study
the effects of different parameters, such as the temperature [13] or
the tilt angle 𝜃. Hence, Fig. 16 shows the variation of 𝑋𝐺 𝐵 with 𝜃
for two different kinds of LAGBs of the Ag/Ni system, considering
fully continuum approaches to evaluate 𝐸𝑖𝑛𝑡(𝒙), either in heterogeneous
anisotropic elasticity or in isotropic elasticity. As in the spectra energy
plots of Section 5.3, the box size along 𝑥2 is fixed at 2 × 47.5Å.

The first point to be noticed is that the continuum approach in
isotropic elasticity predicts virtually exactly the same overall concentra-
tion for both GBs, as opposed to the approach in anisotropic elasticity
that exhibits clear distinct behaviors between both GBs (Fig. 16). The
deviation of solute concentration between both GBs becomes more and
more pronounced as the tilt angle is increased. Also, the discrepancy
between 𝑋𝐺 𝐵 predictions in anisotropic and in isotropic elasticity in-
creases with the tilt angle. At 𝜃 = 15◦, the predicted value of 𝑋𝐺 𝐵 from
isotropic elasticity is more than twice the value obtained in anisotropic
elasticity for one of the GBs (Fig. 16). More importantly, the impact
of the modulus effect on 𝑋𝐺 𝐵 appears to be very significant. This is
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Fig. 15. Histogram of the fraction of nodes having specific energy with and without consideration of the modulus effect for two GBs: (a) : 𝜃 = 5◦, 𝒃 = 1
2
[1 1 0] and (b) : 𝜃 = 10◦,

𝒃 = 1
2
[1 1 0] in the Ag/Ni system.

Fig. 16. Variation with the tilt angle 𝜃 of the overall solute concentration at GB, 𝑋𝐺 𝐵 , for two different kinds of LAGBs identified by their edge dislocation Burgers vectors. The
system considered is Ag/Ni. 𝑋𝐺 𝐵 is computed from Eqs. (36) and (37) with 𝑋0 = 0.01% (small bulk concentration) and 𝑇 = 300 K and considering fully continuum approaches
either in anisotropic elasticity or in isotropic elasticity to evaluate 𝐸𝑖𝑛𝑡(𝒙). The GB zone of influence is defined as all the positions with 𝐸𝑖𝑛𝑡 values smaller than −0.01 eV or greater
than 0.01 eV.
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evidenced in Fig. 16 from comparisons with results considering only
the size effect in the evaluation of 𝐸𝑖𝑛𝑡(𝒙) in Eq. (36). As for the effect
f anisotropic elasticity, the impact of the modulus effect increases with
he tilt angle 𝜃.

6.3. Limitations of the proposed approach

Evidently, the present approach in linear elasticity has not for
objective to handle non-linear effects at defects cores. In the present
study, both the dislocations and the elastic dipoles are singular at
their cores because of the use of traditional elastic Green’s functions.
Moreover, the expression of the elastic interaction energy of Eq. (30) is
obtained from a series expansion at the first order of the GB displace-

ent field [25,43], i.e. under the assumption that the GB displacement
ield varies slowly close to the solute. Obviously, this assumption
ecomes less and less valid when approaching the GB dislocations
ores, even when considering the GB strain or stress fields obtained
y molecular statics. The use of non-singular treatments of dislocations

(e.g., [59]) and/or regularized Green’s function methods could help
o overcome such issues and model the interactions of solutes with
islocation cores [26]. Despite these aspects, results of Section 5.2

show that the interaction energies with GB strains obtained by MS
r computed in anisotropic elasticity match very well the segregation
nergy for distances as small as 4Å from the GB dislocations cores.
his demonstrates the relevance of the elastic dipole approximation
o model the interactions between defects outside the close vicinity of
heir cores. Besides, it should be underlined that a term is missing in

the evaluation of the interaction energy between a solute and a GB in
heterogeneous linear elasticity. Indeed, even if the absence of GB strain
fields, the solute interacts with the GB because difference of stiffness
tensors on both sides induces image terms that add to the elastic fields
f a solute in the infinite medium in order to satisfy the boundary
onditions at the interface [54,60]. It is noteworthy that, if the elastic

strain energy does not depend on the crystallographic orientation when
modeling a solute as a pure dilatation center in a cubic lattice, the
interaction energy with an interface separating two differently oriented
rains of a same material is nevertheless not non-zero because of the
resence of the additional image term [60]. However, the latter effect
as shown to be negligible in the case of low-angle symmetrical tilt
oundaries as considered in the present work [60].

Moreover, several studies have reported that elastic dipole and
olarizability tensors obtained by interatomic potentials can differ

significantly from tensors evaluated from ab initio methods [24,31].
However, the purpose of the present study is not to make quantitative
predictive calculations but to show to what extent an approach based
on linear elasticity is relevant to model solute segregation at GBs. Elas-
tic dipole and polarizability tensors calculated from ab initio methods
like the density functional theory (DFT) or inferred from experiments
can be readily used in the developed continuum framework to make
up-scaling predictions.

7. Conclusions

In this study, three symmetric tilt low-angle grain boundaries and
wo cubic systems (Cu and Ag) with solute atoms in substitution
Ag and Ni, respectively) are considered to investigate the continuum

modeling of solute segregation at grain boundaries. The elastic dipole
approximation is used to model the interaction energies between so-
utes and GBs. The strain fields are evaluated either through molecular
tatics (MS) simulations, or by considering arrays of edge dislocations
ithin the frameworks of linear isotropic elasticity or heterogeneous
nisotropic elasticity using the Stroh formalism. These interaction en-
rgies are compared to segregation energies computed on a site-by-site
asis using MS. The following key conclusions emerge:
15 
• The importance of considering anisotropic elasticity to model so-
lute segregation in highly anisotropic materials like Cu or Ag has
been evidenced. The interaction energy model based on isotropic
elasticity is unable to well describe the segregation and anti-
segregation domains around grain boundaries for both systems
studied. As opposed, the same model in heterogeneous anisotropic
elasticity leads to much better matches with segregation energy
fields computed by MS. Moreover, variations in behavior between
grain boundaries having a same tilt angle can only be captured
when anisotropic elasticity is considered.

• Despite the inherent limitations in addressing non-linear effects
at defect cores, the elastic dipole approximation proves to be an
effective method for approximating segregation energy spectra
in symmetric tilt low-angle grain boundaries obtained through
atomistic simulations. The interaction energies with GB strains
obtained by MS or computed from linear anisotropic elasticity
match very well the segregation energy for distances as small as
4Å from the GB dislocations cores.

• Once standardized, the procedures for obtaining the permanent
second-rank tensor and the fourth-rank polarizability tensor of
the elastic dipole via MS simulations are remarkably efficient.
The components of these tensors can serve as valuable tools
for comparing various atomic potentials and, ultimately, might
be compared with experimental data. Such comparisons may
help evaluate the effectiveness of different potentials in modeling
solute segregation without performing time-consuming atomistic
simulations.

• The polarizability tensor is associated with a modulus effect,
which is shown to have a significant impact on estimating the
overall solute concentration at grain boundaries. The expression
of the interaction energy for cubic lattices given by Eq. (31)
reveals that the modulus effect generally promotes either seg-
regation or anti-segregation, as the coefficient 𝛼𝐾 , 𝛼𝜇′ and 𝛼𝜇′′
are multiplied by squared strain components. This observation
partially accounts for the asymmetry observed in the segregation
energy spectra.

Besides, we would like to emphasize that the proposed methodology
ould be extended to high-angle grain boundaries. Indeed, all symmet-
ic tilt grain boundaries about the [0 0 1] axis can be modeled using
he disclination structural unit model (DSUM) [16] and their elastic
ields can thus be evaluated in anisotropic and heterogeneous elasticity
sing a numerical approach based on Fast Fourier Transform (FFT)
lgorithm [61].
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Fig. A.1. Segregation energy profiles along 𝑥2 direction at 5 Å away from a dislocation for many force criterion values and for two different systems: Ag/Ni and Cu/Ag.
Appendix. Force criterion convergence for the computation of the
segregation energy

The convergence of the segregation energy force criterion, set at
10−9 eV/Å, is evaluated in Fig. A.1. The latter illustrates the evolution
of some segregation energy profiles obtained using the methodology
described in Section 2.2 for different force criteria. It shows clear
convergence for the chosen criterion.

Data availability

The codes to compute elastic fields of straight dislocation walls
in isotropic and anisotropic elasticity are available at: https://github.
com/AniPlas/DislocationsWall. The code to compute the elastic dipole
of a single solute atom in substitution is available at: https://github.
com/JoePetrazoller/Elastic-dipole. The codes to compute the polariz-
ability tensor of a single solute atom in substitution are available at:
https://github.com/JoePetrazoller/Polarizability. The code to perform
the interpolation of Virial stress fields is available at:
https://github.com/JoePetrazoller/Fields-Interpolation. The dataset of
all the grain boundaries generated by the softwares Atomsk and
LAMMPS, as well as the associated segregation energy maps com-
puted by molecular statics are available at: https://doi.org/10.57745/
ACQWYZ.
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