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Introduction générale






Le travail présenté dans ce mémoire a été effectué a I'Installation Européenne de
Rayonnement Synchrotron de Grenoble (European Synchrotron Radiation Facility)
dans le groupe de Spectroscopie d’Absorption X dirigé par J. Goulon et en
collaboration avec I'Unité Mixte de Recherche 5633 CNRS-Air Liquide, dirigée par le
Profeseur R. Guilard, dans le cadre d’une Bourse de Thése co-financée pour moitié
par ESRF et par Air-Liquide.

Le projet de recherche portait sur I'utilisation des spectroscopies d’absorption X dans
le but d’accéder aux informations structurales sur les complexes formés, d’une part, au
cours de D'activation de I'ozone par des dérivés porphyriniques du manganése, et
d’autre part, lors de la solubilisation des gaz rares (argon, xénon) en solution.

Les spectres présentés dans cette thése ont été enregistrés sur la ligne de lumigre ID-
12A, plus spécifiquement dédiée aux études d’absorption X sous faisceau polarisé. La
source de lumiere Helios-II est un onduleur qui fonctionne dans la gamme d’énergie 2
keV- 15 keV et qui a été optimisé pour délivrer, a la demande, une lumiére polarisée
circulairement (droite ou gauche) ou linairement. Cette particularité indispensable
pour réaliser les expériences de dichroisme explique pourquoi nous avons participé
aussi aux projets du groupe se rapportant & la mise en évidence de I'existence du
dichroisme circulaire “naturel” dans le domaine des rayons X, en plus des études liées a
notre contrat avec 'UMR 5633.

A ce niveau, notre contribution personnelle se situe dans le développement de logiciels
destinés a I’analyse des spectres enregistrés: notre premiere tiche a été la remise a jour
des codes X0, X1, X2 précédemment mis au point par J. Goulon et ses collaborateurs
pour I'analyse des spectres EXAFS'. Ces codes sont également utilisables pour
Panalyse des spectres d’EXAFS magnétique. De nouveaux codes DICHRO,
CRYSTAL ont aussi été écrits et sont désormais opérationnels pour 'analyse des
données de dichroisme circulaire naturel ou magnétique. Enfin, I'interfacage des codes
MSXAS et CONTINUUM permet de conduire les simulations ab initio des spectres
expérimentaux.

Toutes les études que nous avons menées ou auxquelles nous avons été associé ont été
publiées ou sont actuellement en cours de publication. C’est pourquoi, nous avons
choisi de rassembler dans notre mémoire, les textes de ces publications précédés d’un
court résumé. Le plan adopté est le suivant:

La premiére partie est une présentation générale des spectroscopies d’absorption X et
de leur intérét pour I’étude structurale”des complexes porphyriniques. Elle reproduit
les paragraphes I, II et III du chapitre 49 intitulé “X-ray Absorption Spectroscopy
Applied to Porphyrin Chemistry” (par J. Goulon, C. Goulon-Ginet et V. Gotte), dans
le Volume 9 de la série “The Porphyrin Handbook” édité par K.M. Kadish, K.M.
Smith et R. Guilard. La publication des 10 volumes de cet ouvrage par Academic Press
est prévue pour octobre-novembre prochain.

! EXAFS: Extended X-ray Absorption Fine Structures.
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La deuxieme partie, constituée de deux chapitres, est consacrée aux études entreprises
dans le cadre du contrat avec 'UMR 5633 et Air-Liquide. Le travail le plus important
a été réalisé sur les complexes entre I'ozone et les dérivés halogénés de porphyrines de
manganése. Le but de cette étude était de caractériser les intermédiaires formés au
cours de la réaction, en utilisant les spectres XANES?, EXAFS et XMCD’ et en
mettant en oeuvre les méthodes différentielles d’analyse des spectres EXAFS
particulierement bien adaptées a ces études, comme nous le soulignons dans le chapitre
I. L’ensemble de ce travail est détaillé dans le texte actuellement soumis pour
publication au Journal of Physical Chemistry , les résultats préliminaires ayant déja fait
I'objet d’une publication au Journal de Physique lors de la conférence XAFS IX de
Grenoble. Le deuxiéme chapitre, trés court, est le rapport des expériences réalisées sur
ID-12A pour tenter de caractériser les complexes d’inclusion de 'argon avec le
cryptophane A et le kryptofix(222) dans des solvants organiques. Nous y précisons les
difficultés expérimentales que nous avons rencontrées et qui nous ont contraint
abandonner ce projet pour lequel la spectroscopie d’absorption X ne s’est pas révélée
I’outil le plus approprié.

La troisiéme partie rassemble les publications sur les premiéres mesures faites sur ID-
12A en 1997 qui ont permis de mettre en évidence, de maniere indiscutable, le
dichroisme circulaire “naturel” dans le domaine des rayons X. Rappelons que les
expériences de dichroisme circulaire consistent & mesurer les différences entre les
spectres d’absorption enregistrés successivement avec un faisceau X polarisé
circulairement a droite et 3 gauche. Notre équipe a pu démontrer que, dans le domaine
des rayons X, I'existence de dichroisme circulaire a pour origine les interactions de
type dipole électrique-quadripole électrique alors que le terme d’interférence dipole
électrique-dipole magnétique qui régit ce phénomeéne dans le domaine UV-visible, est
inexistant. C’est pourquoi, I’observation du dichroisme naturel ne peut étre faite que
sur des cristaux gyrotropes appartenant & des groupes cristallographiques bien
spécifiques. La premiére publication se rapporte aux premieres expériences effectuées
sur le monocristal uniaxial de iodate de lithium aux seuils Ly, L, et I; de I'iode. Dans la
deuxi®me publication, nous montrons que le phénoméne XNCD* est beaucoup plus
difficile & mettre en évidence sur des cristaux biaxiaux ou les signaux de dichroisme
circulaire peuvent &tre masqués par la biréfringence et le dichroisme linéaire. La
troisiéme publication est une analyse compléte des modifications de Détat de
polarisation d’un faisceau X a la traversée d’un cristal biaxial.

La quatriéme et derniére partie ne sera commentée que briévement car elle reproduit

quatre courtes publications sur des travaux auxquels nous avons été associés pour

notre participation & I’analyse des spectres. Elle ne constitue donc qu’une partie

annexe de notre travail. Il s’agit:

D d’expériences faites lors de la mise au point de la technique dite “gap-scan”
qui permet d’enregistrer les spectres EXAFS sur un domaine d’énergie
suffisant, méme avec un onduleur ,

2 XANES: X-ray Absorption Near Edge Structure.
* XMCD: X-ray Magnetic Circular Dichroism
* XNCD: X-ray Natural Circular Dichroism
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(11) d’analyses de spectres XANES et EXAFS enregistrés au seuil K du soufre
pour caractériser des caoutchoucs vulcanisés ou encore des bitumes et
asphalténes,

(1) d’une étude de dichroisme circulaire magnétique du sulfure d’europium pour
mettre en évidence les signaux EXAFS polarisés en spin.

Dans la conclusion, nous ne manquerons pas de souligner les apports des nouvelles
sources de rayonnement de troisiéme génération: flexibilité dans le contrdle de la
polarisation, grande brillance, haute stabilité. Sans ces avantages, les premiers signaux
de dichroisme circulaire naturel dans le domaine des rayons X n’auraient pas pu étre
obtenus.
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Premiere partie

Présentation générale de la
spectroscopie d’absorption X.
Intérét pour I’étude structurale
des complexes porphyriniques.






i5

1.1 Introduction

1.1.1 La spectroscopie d’absorption des rayons X

Depuis les années 70, la spectroscopie d’absorption des rayons X s’est
progressivement imposée comme une technique puissante de caractérisation des
propriétés structurales et électroniques de la matiére. Gréce a 'apparition de sources
intenses de rayonnement synchrotron, ses domaines d’applications se sont multipliés:
chimie inorganique et organométallique, biochimie, géochimie, catalyse...etc...

Cette spectroscopie, qui met en jeu des transitions électroniques a partir d’un niveau
de coeur vers des niveaux électroniques vides puis, aprés le seuil de photoionisation,
vers le continuum d’états €électroniques, est présentée de maniere détaillée, avec ses
fondements théoriques, dans les paragraphes I et II de la publication reproduite ci-
aprés. Nous nous contenterons ici d’en rappeler les caractéristiques principales.

On distingue généralement, deux types d’études :

1) L’étude du détail des seuils de photoionisation d’une couche électronique profonde
sur un court domaine d’énergie (environ 50 eV) est aujourd’hui désignée par
Pacronyme anglo-saxon XANES (X-ray Absorption Near Edge Structure). La zone
XANES comprend les processus d’excitation électronique vers des états liés ainsi que
les processus qui ont lieu tout de suite aprés le seuil de photoionisation appelés
“régime de diffusion multiple résonnant dans le continuum”. Elle est sensible 2 la
structure électronique locale de I’atome cible, et & I'organisation des atomes jusqu’a
moyenne distance autour de l'atome absorbant. Le volume d’espace exploré est
gouverné par le libre parcours moyen du photoélectron, qui peut atteindre quelques
dizaines d’angstroms dans cette région. Lorsque ’onde du photoélectron se propage a
travers le matériau, elle est diffusée élastiquement et de fagon multiple par les
potentiels atomiques des atomes environnants. Chacun des ces événements introduit
pour cette onde un déphasage qui dépend de I’énergie. Des interférences constructives
ou destructives peuvent alors se produire, donnant naissance a des pics ou des creux
sur le spectre XANES.

Les spectres XANES des monocristaux et des échantillons orientés sont sensibles 2
'orientation du cristal par rapport 2 la direction du vecteur de polarisation. Cette
dépendance angulaire est la caractéristique d’un effet plus général nommé dichroisme
linaire X ( X-ray Linear Dichroism). L’apparition de sources intenses de rayons X
polarisés circulairement a permis, en 1987, la mesure du dichroisme circulaire
magnétique, XMCD (X-ray Magnetic Circular Dichroism) et dix années plus tard, la
mesure du dichroisme circulaire naturel XNCD (X-ray Natural Circular Dichroism).
Les mesures XMCD intéressent les matériaux ferromagnétiques et se rapportent, pour
un échantillon placé dans un champ magnétique externe orienté suivant la direction de
propagation du rayonnement incident, & la différence existant entre les sections
efficaces d’absorption des rayons X polarisés circulairement & gauche ou a droite. Cet
effet est plus intense aux seuils L des métaux de transition, qu’au seuil K. Cette
technique permet, en utilisant les régles de somme magnéto-optique, de séparer les
contributions des moments orbital et de spin de 1’atome absorbeur.
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Les signaux XNCD, plus faibles que les signaux XMCD, sont obtenus, eux aussi, en
mesurant la différence entre les sections efficaces d’absorption des rayons X polarisés
circulairement & gauche et a droite. Cet effet, qui a été mis en évidence pour le
premiére fois en 1997 par J.Goulon et coll. sur des cristaux gyrotropes, est sensible a
la configuration absolue d’un site absorbant chiral (cf. Troisiéme partie de ce
mémoire).

D’une manie€re générale, il est nécessaire de conduire des modélisations ab initio afin
de pouvoir extraire des informations quantitatives des spectres XANES, XMCD ou
XNCD.

2) L’étude des oscillations de Kronig', découvertes au début de ce siecle, qui
perturbent les spectres d’absorption sur plus de 1000 eV au-dela du seuil de
photoionisation d’une couche profonde, est connue maintenant sous [’acronyme
EXAFS (Extended X-ray Absorption Fine Structures). L.a zone de TEXAFS comprend
essentiellement des processus de diffusion simple. Stern et coll.” ont montré qu’il est
possible d’extraire de ces oscillations, la distribution radiale des atomes constituant le
proche environnement de I’atome absorbeur, et de mesurer avec une précision de
Pordre de 0.02 A les premiéres distances inter-atomiques. L’atome absorbeur joue le
réle de sonde structurale locale trés sélective puisque les seuils de photoionisation des
éléments du tableau périodique sont caractéristiques d’un élément donné. L’énergie
cinétique du photoélectron étant plus grande que dans la region du seuil et son libre
parcours moyen est plus faible®’. En effet, il n’excéde pas 50 A pour une valeur de
Iénergie cinétique du photoélectron comprise entre 10 et 1000 eV. Ainsi les
oscillations d’un spectre EXAFS résultent principalement de la diffusion simple de
I’onde du photoélectron sur les atomes voisins.

L’EXAFS est devenu une technique trés populaire car il ne nécessite pas la préparation
de monocristaux stables. En fait, on peut enregistrer le spectre EXAFS d’un
échantillon se présentant sous la forme d’une solution ou d’une poudre.

L’excitation d’un électron d’une couche de coeur se solde par la création d’une lacune
électronique profonde: une telle configuration électronique est trés instable et va
relaxer vers un état d’équilibre par des mécanismes secondaires, qui peuvent étre soit
radiatifs ( fluorescence des rayons X ), soit non radiatifs ( Auger, Coster-Kronig ).
L’émission de fluorescence X permet de transférer la lacune d’une couche de coeur
vers une couche moins profonde, puis en cascade vers les niveaux de valence, avec
émission d’un photon de fluorescence.

Les transitions bi-électroniques de type Auger ou Coster-Kronig consistent i substituer
deux lacunes moins profondes a la lacune initiale, et s’accompagnent de 1’éjection d’un
électron des couches externes.

Tous les spectres présentés dans le cadre de ce mémoire ont été enregistrés sur la ligne
de lumiére ID-12A par détection de I'émission secondaire de fluorescence X. En effet,

! Kronig, R. de L.; Zs. f. Phys., 1931, 75, 317

* Stern, E.A.; Phys. Rev. B 1974, 10, 3027.

? La variation du libre parcours moyen en fonction de I’énergie est donnée par: ME)= 271 (2E/m)
['(®), I'(E) étant 1a largeur du trou profond ( d’autant plus faible que I’ élément considéré est 1éger).

12
/
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cette technique de détection offre un gain spectaculaire de sensibilité pour étudier des
échantillons dans lesquels I'élément absorbeur est dilué dans une matrice d’éléments
légers ou de solvant, par rapport aux expériences de transmission conventionnelles, ou
pour détecter les signaux trés faibles de dichroisme circulaire naturel. Notons aussi que
cette technique de détection s’est révelée fondamentale pour les investigations
structurales des échantillons biologiques.

Il est important de souligner que la sensibilité de détection par fluorescence X des
spectres d’excitation X n’est pas uniforme pour tous les seuils. Le rendement
quantique de fluorescence varie. En effet, pour les éléments légers, I’émission de
fluorescence X ne constitue pas le mécanisme de relaxation prépondérant, d’autre part
en dessous de 4 keV, I'absorption propre de la matrice devient trés importante et
réduit d’autant I'intensité du signal de fluorescence. C’est pourquoi, il est nécessaire
d’appliquer systématiquement a tous les spectres la correction homographique de
fluorescence proposée par J. Goulon® afin de pallier & ces inconvénients.

1.1.2 La ligne de lumiére ID-12A

Un schéma général de la ligne de lumiére ID-12A est représenté ci-dessous :

1 2 .
If Echantillon
|HELIOS-1 } (
Source : Onduleur Optique réflective Monochromateur de Géométrie
hélicoidal ( double mirroir) Bragg de rétrodiffusion

C’est une ligne de lumiere opérant sans fenétre, sous ultra-haut-vide. Elle a ét€ congue
pour enregistrer des spectres d’absorption de rayons X de haute qualité. Elle est
constituée de :

e La source de lumiére Helios-II qui est un onduleur hélicoidal qui fonctionne dans la
gamme d’énergie 2 keV-15 keV. Il délivre une lumiére polarisée circulairement
(droite ou gauche) ou linéairement.

o Un dispositif d’optique réflective utilisée pour réduire I'amplitude des harmoniques
d’un facteur 5 par rapport a la fondamentale, et pour diminuer la charge thermique
sur le monochromateur.

¢ Le monochromateur a sortie fixe est équipé d’une paire de cristaux Si (111)
refroidis & 152K pour minimiser la déformation thermomécanique du premier
cristal.

e les spectres sont enregistrés dans le mode fluorescence. Les détecteurs utilisés

- pour mesurer les intensités I0 (référence) et If (fluorescence de I’échantillon) sont
des photodiodes de silicium (P+NN+), opérant en mode photovoltaique et en
géométrie de rétrodiffusion, et disposées symétriquement par rapport au plan
vertical. Pour améliorer les performances, le nombre des détecteurs de la chambre
de fluorescence a été porté de quatre a huit. Les programmes de traitement des
données tiennent compte de cette évolution. La détection de fluorescence dans

4 Goulon,J; Goulon-Ginet, Ch.; Cort2s, R.; Dubois, J-M; J. Phys. France 1982, 43, 539-548.
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I'aimant supraconducteur de 7 T utilisé pour les expériences de XMCD, est réalisée
par une seule photodiode de silicium en raison du peu d’espace disponible 2
Iintérieur de cet aimant.

1.1.3 Traitement des données

Le paragraphe III de la publication 1.2 rappelle quelles sont les techniques numériques
que 'on peut mettre en oeuvre pour extraire des spectres EXAFS ou XANES, les
informations structurales recherchées: transformée de Fourier, maximisation
d’entropie, ...etc... Les exemples qui illustrent ce paragraphe ont été choisis dans la
chimie des porphyrines. Les méthodes d’analyse différentielle dont nous avons fait
grand usage pour étudier les interactions entre 1’ozone et les dérivés porphyriniques de
manganese (cf. Deuxiéme partie de ce mémoire) y sont présentées et discutées.

C’est au niveau de I'analyse des données que se situe notre contribution personnelle
aux autres projets auxquels nous avons été associés et qui sont présentés dans les
parties IIT et IV du manuscrit. C’est pourquoi nous allons décrire succinctement les
codes que nous avons €€ amené a modifier ou & développer.

Les programmes utilisés pour analyser les spectres XANES, EXAFS, XMCD ou
XNCD sont écrits en FORTRAN77, norme ISO 1539:1980. Une premiére version a
été réalisée pour étre utilisée sur une station de travail de type HP900O série 800, puis
a ét¢ modifiée pour étre exploitable sur une station de travail de type SUN
ENTERPRISE E-450. IIs sont tous dotés d’une interface graphique. Certains codes
tels que X1, X2 et X6 développés par J. Goulon et coll. depuis 1976 ont été adaptés
aux systémes d’exploitation actuels.

e X1 : Il regroupe les fonctions de préparations des données (normation, correction
homographique de fluorescence), d’extraction des oscillations EXAFS, et permet
d’en calculer la transformée de Fourier optique corrigée des déphasages et
amplitudes de rétrodiffusion pour la premiére couche.

e X0 : Ce code a été congu pour analyser les spectres EXAFS en utilisant la méthode
de raximisation d’entropie. Il reprend les fonctions de préparation des données et
d’extraction des oscillations EXAFS du code X1. Il permet de corriger ces
oscillations des déphasages et amplitudes de rétrodiffusion. A ce point il permet,
soit de calculer la transformée de Fourier optique comme le fait le code X1, soit de
calculer la fonction d’autocorrélation et d’en calculer la transformée de Fourier
pour obtenir le spectre de puissance de la densité spectrale autocorrélée, ou
d’analyser le spectre d’autocorrélation avec la méthode de maximisation d’entropie.
En effet, les oscillations EXAFS sont, le plus souvent, analysées comme un signal
déterministe noyé dans un bruit qui est considéré comme stationnaire et ergodique.
Selon Wold’, un signal déterministe peut &tre transformé en un processus

S Wold,H. A study in the analysis of stationary time series, Ph. D. These de I'université de Stockholm
(2" edition par Almqvist et Wiksell: Uppsala, 1954).
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stationnaire en le convoluant avec un bruit blanc d’une unité de densité spectrale.
Le but prioritaire étant d’extraire des oscillations EXAFS, la distribution radiale des
atomes diffuseurs, nous devons donc transformer les oscillations EXAFS en un
processus quasi-stationnaire dans ’espace des moments de transfert. Cela est fait en
corrigeant les oscillations EXAFS des déphasages et amplitudes de rétrodiffusion.
Nous pouvons accéder a la fonction d’autocorrélation, ainsi qu’a sa transformée de
Fourier, aprés avoir introduit une fenétre de Kaiser-Bessel afin de minimiser les
lobes secondaires dans I’espace des distances (R). La transformée de Fourier des
oscillations EXAFS et la transformée de Fourier de la fonction d’autocorrélation
sont reliées par le théoréme de Wiener-Khinchin. Le spectre de puissance de la
densité spectrale autocorrélée permet (i) d’avoir une meilleure résolution que le
spectre de puissance de la transformée de Fourier, (i) de détecter plus facilement
toute décomposition de P'échantillon car dans ce cas le processus n’est plus
stationnaire, et le spectre de puissance de la densité spectrale autocorrélée montre
de grandes distorsions, (iii) de détecter la présence de diffuseurs lourds car dans ce
cas encore, la condition stationnaire n’est plus valide. Un signal stationnaire peut
étre analysé avec les ressources du filtrage lindaire par les ‘Méthodes de
Maximisation d’Entropie’. Ces méthodes sont séduisantes car elles permettent
d’avoir des pics extrémement fins qui ne sont plus contaminés par la présence de
lobes secondaires comme dans le cas des spectres de transformée de Fourier avec
fenétre. Les limitations de cette méthode sont les suivantes : (i) il n’existe pas de
critére général pour choisir la longueur du filtre de prédiction d’erreur, (i) un
découplage ou un déplacement artificiel des pics peut &tre observé dans le cas de
données bruyantes si le filtre de prédiction d’erreur est sur-dimensionné.

e Xﬁ_y“: Ce code est utilis€ pour affiner les analyses EXAFS, notamment pour
déterminer la longueur du chemin de diffusion, le nombre d’atomes d’une couche,
et pour en caractériser le désordre structural. Principalement, il se compose de la
bibliotheque de fonctions d’optimisation MINUTT® développée par le CERN.

e X2 : C’est le code utilis€ pour réaliser les analyses différentielles des spectres
EXAFS. La partie du programme consacrée a I'analyse différentielle avec
perturbations structurales a ét€ intensivement utilisée lors de 1'étude des métallo-
porphyrines. En effet, dans le cas idéal, les signatures caractéristiques du
macrocycle des porphyrines peuvent étre éliminées et le spectre de différence est
alors dominé par la contribution des ligands axiaux. On peut alors simuler les
signatures des ligands axiaux, avec une réduction considérable du nombre de
parametres et de corrélations. De plus, dans Panalyse différentielle avec
perturbation structurale, le déplacemant axial du ligand n’est pas calculé par

' triangulation mais résulte de transformations géométriques optimisées qui affectent
tous les atomes du macrocycle. Cette méthode permet d’identifier les ligands axiaux
et de détecter des distortions structurelles significatives du macrocycle. Néanmoins,
cette méthode ne peut s’appliquer que lorsque deux composés sont constitués d’au
moins une partie identique contribuant au champ de ligand, et ne peut étre utilisée
pour une étude ex nihilo. La pureté et la stabilité chimique du composé modele est
aussi un point a ne pas négliger. D’autre part, les procédures d’extraction du fond

¢ James, F.;Ro0s,M.; MINUIT: A system for minimizing a function of n parameters and computing the
errors and correlations; CERN computer center program library: Genova, 1974, D506-516.
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continu et de pré-normalisation sont aussi des points critiques, tout autant que le
rapport signal sur bruit des données expérimentales.

e DICHRO : Les résonances de pré-seuil ont une mauvaise résolution en énergie a
cause de I'élargissement dii (i) & la courte durée de vie du trou profond, (ii) a la
résolution du monochromateur. De ce fait, il est difficile de quantifier la séparation
en énergie des états liés. Afin d’améliorer la résolution en énergie du spectre
XANES, il est nécessaire de le déconvoluer par un profil de Voigt. Le logiciel
DICHRO déconvolue les spectres XANES en utilisant une approximation
numérique du profil de Fano-Voigt proposée par Teodorescu’ et coll.. En outre, il
permet de caractériser les résonances de pré-seuil en donnant leurs positions en
énergie, leurs largeurs A mi-hauteur, et leurs amplitudes en simulant ces signatures.
La simulation utilise la bibliothéque de fonctions MINUIT. Ce logiciel permet aussi
de normer les spectres et d’appliquer la correction homographique de fluorescence.
Ce programme est aussi utilisé pour analyser les spectres XMCD.

e CRYSTAL : Il est utilisé pour analyser les spectres de cristaux biaxiaux enregistrés
en rotation axiale (rotation autour de son axe optique) pour des valeurs discrétes
de Pénergie ou, & Dinverse, pour analyser les spectres de cristaux biaxiaux
enregistrés par balayage du domaine d’énergie pour une position fixe du cristal.
Avant tout traitement, les spectres sont normés et on applique la correction
homographique de fluorescence. Il permet de calculer les moments spectraux a
I"aide des coefficients de Fourier pour I’analyse des spectres XNCD et XNLD. Des
procédures spécialisées ont été écrites afin de normer, lisser et accumuler les
spectres de dichroisme enregistrés, pour un méme échantillon, lors d’expériences
différentes que 1’on souhaite additionner pour améliorer le rapport signal sur bruit.

En plus de ces programmes d’analyse de données, nous avons utilisé le programme
CONTINUUM. Ce programme a été développé par Natoli et coll®, au début des
années 80 pour calculer les spectres d’absorption théoriques de rayons X dans la
région proche du seuil. La méthode utilisée est basée sur la théorie de la diffusion
multiple totale (paragraphe II de la publication 1.2) .Voici une présentation succincte
de la méthode retenue pour effectuer une simulation de spectre XANES :

Avant de résoudre les équations de la diffusion multiple, il faut construire le potentiel
moléculaire qui rend compte du cluster d’atomes, en suivant les prescriptions de
Mattheiss’. A partir des fonctions d’ondes atomiques autocohérentes d’atomes neutres
tabulées, on calcule les densités de charges atomiques. Ensuite, la résolution de
I'équation de Poisson conduit au potentiel électrostatique de chaque atome. Le
potentiel moléculaire résulte de la superposition de ces derniers dans tout 'espace. Les
densités de charge et les potentiels sont limités dans des sphéres atomiques dont les
rayons (“rayons de muffin-tin”) sont déterminés par le critére de Norman'’. Enfin, pour
rendre compte des interactions multiélectroniques, on ajoute au potentiel moléculaire

” Teodorescu, C.M.;Esteva, J.M.;Karnatak, R.C.;El Alif, A. Nucl. Instr. Meth. Phys. Res. A 1994,
345, 141-147.

¥ Natoli C.R.; Misemer D.K.; Doniach S.;Kutzler, F.W. Phys. Rev. 1980, A22,1104,

? Mattheiss, L. F.; Phys Rev. 1964, 133, A1399-A1403; ibid. 1964, 134, A970-A973.

9 Norman, J.G.; J. Mol. Phys. 1976, 31, 1191-1198.
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un terme d’échange et de corrélation, qui peut étre de type Xo'!, de type Dirac-Hara'?
ou de type Hedin-Lundgvist"’. Dans notre cas, nous avons utilisé le terme d’échange et
de corrélation Xa. Le potentiel étant déterminé, le programme calcule la section
efficace d’absorption pour chaque énergie des photons incidents. C’est cette approche
dite extended continuum MSW-Xo qui a été utilisée afin de simuler les spectres
XANES des métalloporphyrines.

Nous avons aussi utilisé le programme MSXAS™, développé au sein du laboratoire de
Chimie Théorique de Nancy, par ML.F. Ruiz-Lopez et F. Bohr. Ce logiciel est un
ensemble de programmes pour le calcul théorique des spectres d’absorption EXAFS. 11
est principalement basé sur le modeéle Xo en onde diffuse de Slater, mais il peut utiliser
plusieurs approximations locales pour le potentiel d’échange-corrélation. Il calcule
d’abord le potentiel moléculaire et les matrices de déphasages atomiques, pour
I'ensemble des atomes du cluster en tenant compte des propriétés de symétrie
moléculaire. Les “rayons de muffin-tin” sont déterminés grice au critére de Norman, et
en outre ce programme réserve le choix entre trois potentiels d’échange-corrélation
(Xo, Hedin-Lundqvist, Dirac-Hara). Ensuite, le coefficient d’absorption pour un seuil
donné est calculé avec I'approche de diffusion multiple. Les contributions des chemins
de diffusion du photoélectron au spectre EXAFS peuvent €tre calculées pour tout
ordre et pour tout arrangement atomique, mais des algorithmes spécifiques sont utilisés
afin d’accélérer le calcul”. Ce programme a déja permis de simuler le spectre EXAFS
de porphyrines de fer; c’est pourquoi, il nous a semblé adapté a notre probléme.

En résumé, nous dirons que I'analyse des spectres XANES a pu étre faite grice aux
logiciels DICHRO et CONTINUUM, et que I'analyse des spectres EXAFS a requis
I'utilisation les codes X0, X1, X2, X6 et MSXAS. Les spectres XNCD et XNLD ont
été analysés avec le logiciel CRYSTAL.

1.2 Publication

" Slater, J.C.; The self-consistent field for molecules and solids, vol. IV, Mc Graw-Hill, New-York,
1974.

2 Hara, S.;J. Phys. Soc. Japan., 1967, 22,710.

' Hedin, L.; Lundgvist, B.L; J.Phys. C: Solid State Phys., 1971, 4, 2064.

' Ruiz-Lopez, M.F.; Bohr, F.; Filiponi, A.; Di Cicco, A.; Tyson, T.; Benfatto, M.; Natoli, C.R.;
MSXAS: A system of programs for X-ray Absorption Spectra Calculations Using the Multiple
Scattering Approach, in: X-ray Absorption Fine Structure VII, Hasnain, S.S.; Ed., Ellis-Horwood,;
1991,p 75-77.

S Bohr, F.; Ruiz-Lopez, M.-F.; Chem. Phys., 1991, 156, 55



22

X-RAY ABSORPTION SPECTROSCOPY
APPLTED TO PORPHYRIN CHEMISTRY

José GOULON , Chantal GOULON-GINET!
and Vincent GOTTE

European Synchrotron Radiation Facility,
F-38043 Grenoble Cedex,

! Also: Faculté de Pharmacie, Université de Grencble, Domaine de La Merci, F-
38700 La Tronche



Contents

I SCOPE OF XAS TODAY 2
A XANES and Polarization Effects . . ... ... .. ........ 2
B EXAFS, MEXAFS . . . . . o e 4
C  Fluorescence Detected X-ray Excitation Spectra. . . . . . .. .. 6
D  Resonant X-ray Emission Spectroscopy . . . . « . v . v o o .. .. 6
E  Synchrotron Radiation Sources of Third Generation . ... ... 8
F  Outlineofthe Chapter . . . . . . . . o i v vt e et e e e o 10
II FORMAL THEORIES OF XAS 11
A MSWPFormalisms. .. .. 0w o coo oo oo 11
1 Wavefunctions or Green Functions 7 . .. ... ... ... 11
2 Scattering Path Operators . . . . . . ... ... ...... 14
3 Wavefunction Approach and Optical Theorem .. .. .. 17
4 Polarization and X-ray Linear Dichroism. . . . . ... .. 20
B XANES and EXAFSRegimes .. .. ... ... . ... ..... 23
1 Shape Resonances, Pre-edge Resonances . . . . .. .. .. 23
2 Multiple Scattering Regime of EXAFS . . . .. ... ... 24
3 Fast Spherical Wave and Other Approximations. . . . . . 26
4 Configuration Average and Debye-Waller Damping Factor 28
C  Local Effective Potentials .\ o v vvw v e Sv e e 31
1 Muffin-Tin Approximation . .. .. ..o Lo oL 31
2 Local Density Functional Theory: . . .. 0 o000 0oL, 32
3 Many Body Green Functions and Self-Energy . . . . . . . 36
4 Beyond the Muffin-Tin Approximation . . ... ... .. 39
5 Atomic EXAFS: AXAFS . . . . . . . 40
D SpinDependent Effects . . . . . v v v iu e e e e 42
1 Dirac Equation and Relativistic Kohn-Sham Equation . . .42
2 Fully Relativistic Green Function . . o ..o o0 vow s v 45
3 Semi Relativistic Green Funetion . ... . 000000, 46
4 XMCD and MEXAFS at Lrrrr Edges . . .. .. .. .. 47
5 XMCD and MEXAFSat KEdges . ... ... . ... .. 50
6 Magneto-Optical Sum Rules . . . . . . ... .. ... ... 52
7 Spin-Polarized, High Resolution Emission Spectra . . .. 53
IITPRACTICE OF XAS ) : 54
A Standard Analysesof EXAFS . . . . ... ............. 54
1 Data Preparation . . . . . «. o0 v v v v e s 54
2 Fourier Transformed Optical Spectra . .. . . . .. .. 00 57

3 Autocorrelation Power Spectral Densities and Maximum
Entropy Method . . . . .0 v ivn vn v v o e 60
4 Reconstruction of Multicomponent Radial Distributions . 63
5 Non-Linear Curve Fitting . . . . .. ... o oo o0 oo 65
6 Phase-Shifts -and Scattering Amplitudes . . . . .. .. .. 72

23



24

B Difference EXAFS Analyses . . . . . . ... ... ... .. ..., 72
1 Il-Conditioned Problems . . ... ... .......... 72
2 Difference Analyses with Structural Perturbation . . . . . 73
3 Metalloporphyrin Stereochemistry . . . .. . ... .. .. 75
4 Strengths and Limitations of Difference Analyses . . . . . 77
5 Selected Examples . . . . . . .. .. ... ... 79
C Analysesof XANES Spectra . . . .. ... .. ... ... .... 81
1 Deconvolution of XANES Spectra . . . . ... ... ... 81
2 Ab initio Simulations XANES Analyses . . .. . ... .. 84
D Challenges for Third Generation SR Sources . . . . . . . ... .. 88
1 Polarization Dependent Studies . . . . . . ... . ... .. 88
2 Time-Resolved Studies . . . . . .. . ... ... .. .... 91

I. SCOPE OF XAS TODAY

X-Ray Absorption Spectroscopy (XAS) is concerned with the excitation of
electronic transitions from atomic deep core states (K shell for 1s electrons,
L shells for 2s,2p electrons...)! Typically, X-ray absorption spectra exhibit
a series of well separated (K, L...) absorption edge singularities at energies
which are characteristic of a given element: this is this element specificity which
makes XAS such an attractive tool in structural chemical physics. For many
years, XAS has been a rather obscure field of research which had a marginal
impact on materials science compared to X-ray diffraction techniques. With the
availability of intense synchrotron radiation sources, the past decades have seen
a rebirth of the interest in XAS and an exponentially growing list of applica-
tions in inorganic and organometallic chemistry, biochemistry and geochemistry,
catalysis and surface sciences, magnetism and crystal optics. Several of these
subjects have alréady been covered by recent books’* but new methods are
still emerging which should allow one to extract more and more information
out of X-ray absorption spectra: this is opening enough space for the present
review in which we want to emphasize the important developments associated
with the construction of new X-ray sources of unprecedented spectral brilliance
and which offer the advantages of an improved overall stability, a full control of
the polarization of the emitted photons and a clean time structure.

A. XANES and Polarization Effects

In the very close vicinity of the edge singularity, one may often observe a
series of poorly resolved resonant structures which are called X-ray Absorption
Near Edge Structures (XANES).>" As a matter of illustration, we have re-
produced in Figure 1 the chlorine K-edge and the tin L-edge XANES spectra
of (OEP)SnCly, i.e. the dichlorotin (IV) complex of the 2,3,7,8,12,13,17,18-
octaethylporphyrinato dianion hereafter denoted (OEP).

Some of these resonances may be quite sharp and intense, especially in the
soft x-ray range. This explains why they are still often called “white lines” by
reference to the early days of XAS, i.e. when the spectra were recorded on
photographic plates.® XANES are sensitive finger prints of the local electronic
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Figure 1: Multi-edge XANES spectra of (OEP)SnCl,



structure at the absorbing site. Of particular interest are the pre-edge reso-
nances which are assigned to transitions towards localized, unoccupied molecu-
lar orbitals. In a ligand field with Dy, symmetry, transitions from the 1s core
level to molecular orbitals involving 3d orbitals are strictly forbidden by electric
dipole (E1) selection rules: thus, the detection of intense pre-edge structures is
a strong indication that some structural distortion is modifying the site symme-
try. Usually, there is a strong correlation, especially at the L-edges, between the
peak energy of a pre-edge resonance and the charge (valence) of the absorbing
atom.’ Unfortunately, the assignment of weak prepeaks often remains ambigu-
ous especially for the K-edge XANES spectra of transition metal complexes and
to base a whole interpretation only on such structures is a risky exercise.

It has been known for quite a long time that XANES spectra of single crystals
and oriented samples were fairly sensible to the orientation of the erystal with re-
spect to the direction of the polarization vector.!® Such an angular dependence
of the XANES spectra is the signature of a generic effect called X-ray Lin-
ear Dichroism (XLD) in absorption spectra. For example, using single crystals
of chromyl and nitrido porphyrinato complexes: (TpTP)CrO and (TpTP)CrN
(where TpTP will denote hereafter the meso-5,10,15,20-tetraparatolylporphyrinato
dianion), Penner-Hahn et al.'! have observed a spectacular polarization depen-
dence of the XANES spectra which exhibit a very intense prepeak when the
polarization vector is parallel to the C4 axis of the porphyrin. This experi-
ment confirmed that, in a molecular orbital picture, the final state orbital was
involving the metal 3d orbital 4 ligand antibonding orbital.

With the recent availability of intense sources of circularly polarized X-rays,
circular dichroism (CD) has also been detected:

e The story started in 1987 with the discovery of a very weak X-ray Mag-
netic Circular Dichroism (XMCD) at the K-edge of iron metal.'? Shortly
later, it was observed that XMCD could be quite strong at the L-edges of
ferromagnetic transition metals.'®'4 This new technique attracted much
attention when it was realized that, using magneto-optical sum rules, one
could disentangle the respective contributions of the orbital and spin mo-
ments carried by the absorbing atom.!®'® Materials which have a large
magnetic anisotropy and in which one expects a large orbital moment are
obviously the best candidates for such studies:!"+'® this should be the case
of molecular magnets based on organometallic complexes. For what con-
cerns 3d transition metal complexes, L-edge XMCD has already been a
very valuable source of information on the interplay between the ligand
field splitting (10Dgq) and the metal spin-orbit coupling parameters in the
2p or 3d states.!®2" It is noteworthy that L-edge XMCD has even been
detected in the magnetically aligned paramagnetic phase of metallopro-
teins such as Pyrococcus furiosus rubredoxin®! or ferredoxin®? and related
complexes.??

e X-ray Natural Circular Dichroism (XNCD) was reported for the first time
in 1998 by Goulon et al?* It has been firmly established that this effect
was due to the E1.F2 rotatory strength involving cross terms between elec-
tric dipole (E1) and electric quadrupole (E2) transition matrix elements.
This is different from what is observed in the UV-visible spectral range
where CD is primarily caused by the Rosenfeld-Condon rotatory strength
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E1.M1 which is coupling the electric and the magnetic dipole (M1) tran-
sition matrix elements, Unfortunately, the origin of XNCD implies that
it can only be detected in gyrotropic single crystals or at least in sys-
tems featuring some partial orientational order. Whenever it is observed,
XNCD is sensitive to the absolute configuration of a chiral absorbing site
and also earries element specific information on the mizing of orbitals of
even and odd parity at this site.?®

Let us make clear that XNCD has not yet been detected in any chiral met-
alloporphyrin complex. To the best of our knowledge, there are still very few
XMCD studies concerned with metalloporphyrins. This is not too surprising
because porphyrinic complexes of 34 transition metals suffer from a triple hand-
icap: (2) high quality L-edge spectra are not easy to obtain in the soft x-ray
range because the ligand contributes to a strong background absorption and long
data acquisition times are hardly compatible with the severe radiation damages
most often experienced by organometallic complexes in the soft x-ray range; (i7)
XMCD signals are very weak at the K-edge due to the lack of spin-orbit cou-
pling in the core state; (147) the spin ordered low temperature phases are often
antiferromagnetic so that the XMCD signal vanishes. Rare earth compounds
but also 4d or 5d transition metal complexes are definitely more propitious sys-
tems to detect XMCD. As an illustration, we have reproduced in Figures 2
the Lyr 111 edge XANES and XMCD spectra of a bimetallic porphyrin complex
of gadolinium. In this complex formally denoted (DPA)[Gd(OH)}s, the dimeric
moiety [Gd(OH)]y is expected to be trapped by a cofacial bis-porphyrin lig-
and denoted for shortness DPA where DPA*~ = 1,8-bis[5-(2,8,13,17-tetraethyl-
3,7,12,18-tetramethyl)porphyrin] anthracene. The synthesis and the characteri-
zation of the porphyrin free base has been described elsewhere.?® It was postu-
lated that the latter bis-gadolinium complex had some structural analogy with
the bis-lutetium dimer for which a crystal structure is known.?” Note that
the XANES and XMCD spectra reproduced in Figures 2 were recorded in
the low temperature paramagnetic phase (T = 10 K) under a strong magnetic
field (B > 5 T). As illustrated by Figures 2, the normalized intensity of the
XMCD signal exceeds 14% (peak-to-peak) at the Ly edge and confirms that
spin-dependent effects are not marginal in XAS as thought still & few years ago.
We will show in section I1.D.4 that this large effect is related, to some extent,
to the spin polarization of the 5d orbitals and 2p inner shell orbitals of gadolin-
ium by the valence 4f electrons while superexchange may also imply the spin
polarization of the orbitals of the hydroxy groups.

In general, XANES and XMCD suffer from a common handicap: quantita-
tive information can hardly be extracted without conducting ab initio model-

lizations. We expect such analyses to be routinely performed in the forthcoming
years 2000.

B. EXAFS, MEXAFS

On the high energy side of an absorption edge singularity, one may observe
damped oscillatory structures now commonly referred to as “Ertended X-ray
Absorption Fine Structures” (EXAFS).® These structures were discovered by
R. de L. Kronig early in this century?® but their potentiality as a structural tool
was recognized only 25 years ago by Stern and his colleagues.?**® EXAFS have
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Figures 2: Gadolinium L-edge XANES and XMCD spectra of the bimetallic complex
(DPA)GA(OH)L, .

Figure 2ZA : Lyredge XANES and XMCD spectra.

Figure 2B : Ly-edge XANES and XMCD spectra.



29

a siimple origin: the photoionization of a core state produces a photoelectron
represented as an outgoing spherical wave interfering with the backscattered
waves resulting from the interaction of the photoelectron with the surrounding
atoms. A “standing wave system” is developing which depends on the magnitude
of the photoelectron wavevector k (i.e. on the fraction of the absorbed energy
which is converted into kinetic energy transferred to the photoelectron) and on
the interatomic distance R;. Increasing the energy of the incident X-ray photon
will change & and thus will perturb the photoelectron standing wave system:
this causes oscillations of the absorption cross section which varies as a sinus
function of the argument kR;. A Fourier analysis of the EXAFS oscillations
in the momentum space can then probe the radial distribution of the atoms
surrounding the absorbing center: this is precisely the basis of modern EXAFS
studies as pioneered by Stern et al®® There is some analogy between EXAFS
and electron scattering, the main difference being that, in EXAFS, the electrons
are generated in situ by photoionization of a core level. Comparing EXAFS with
photoelectron diffraction would reveal a major simplification: in EXAFS one is
concerned only with closed scattering paths beginning from, and ending at the
photoabsorbing site {0) because one is measuring the X-ray absorption cross
section with the initial state fully localized at site (0). This is precisely this
peculiarity which entails the remarkable site specificity of EXAFS.3!

In the case of metalloporphyrins, EXAFS oscillations may be detected (in
favorable cases) up to 2000 eV above the metal edge. Their relative magnitude,
however, never exceeds a few percent of the pure atomic background absorp-
tion. As a matter of illustration we have reproduced in Figure 3 the vanadium
K-edge EXAFS spectrum of (TPP)VO, i.e. the vanadyl meso-5,10,15,20-
tetraphenylporphyrinato complex. The latter spectrum was recorded at low
temperature (T=10 K) for reasons which will become clear later. EXAFS
oscillations are unambiguously detectable over a momentum range as large as
Ak = 21 A1, We will show in section III.A.2 that extremely accurate in-
teratomic distances can be extracted from such spectra. What contributed to
make EXAFS a popular technique is certainly the fact that no single crystal is
required and that basic EXAFS spectra can be recorded in solution as well as
in powdered samples.

For single erystals, aligned Langmuir-Blodgett films, or any type of oriented
samples, more information can be obtained because the EXAFS spectra are
sensible to the orientation of the sample with respect to the direction of the
polarization vector.!’ As regards oriented metalloporphyrins, Linear Dichroism
in EXAFS spectra can be exploited to better identify the signatures of the axial
ligands which, very often, interfere with the signatures of the four nitrogen
atoms of the macrocyclic ligand. Similarly, X-ray magnetic circular dichroism
can extend as well as Linear Dichroism in the EXAFS regime, at least for
ferromagnetic materials. To date, we are not aware of any paper reporting a
successful Magnetic-EXAFS (MEXAFS) study on a metalloporphyrin complex.
In the case of the aforementioned binuclear gadolinium DPA complex, a very
weak MEXAFS signal was detected which seems to support the initial guess that
the complex was dimeric with a Gd...Gd intramolecular distance of the order
of 42 A3? Severe radiation damages, unfortunately, prevented us to refine
the MEXAFS spectra over long data acquisition times. This very preliminary
experience suggests that, with improved instrumentation resulting in shorter
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Figure 3: Vanadium K-edge EXAFS spectrum of (TPP)VO . The experimental data were collected at
the ESRF from a powdered sample kept at low temperature (T = 10 K).
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data acquisition times, one should be able to record useful MEXAFS spectra of
organometallic systems in their paramagnetic phase.

C. Fluorescence Detected X-ray Excitation Spectra

There is an essential by-product in the photoionization of a core state: a
deep core hole is created which will relax either by radiative (X-ray fluores-
cence) or non-radiative (Auger, Coster-Kronig or super Coster-Kronig) decay
channels. In the former case, the inner core hole is filled with an electron of
an outer shell with the spontaneous emission of an X-ray fluorescence photon.
In the alternative option; the inner core hole is still filled with an electron of
a higher shell (Auger process) or of another subshell (Coster-Kronig process),
but the excess energy is now released by ejecting another electron from an outer
shell. In this chapter which is concerned with applications of XAS to metallo-
porphyrin chemistry, we will concentrate exclusively on the radiative process.
What is most. easily measured is the total fluorescence yield, i.e. the total
intensity integrated over the whole emission spectrum. As far as one admits
that the quantum yield of fluorescence does not vary with the energy of the
exciting photons, monitoring the total flucrescence yield as a function of the
energy of the exciting photons is an indirect way of measuring the absorption
cross section since what is measured is the probaebility of creating an inner core
hole. There is; however, a tremendous advantage in measuring “Fluorescence
Detected” XANES or EXAFS spectra in the case of dilute samples: since thereis
no detectable fluorescence emission associated with the absorption by the solvent,
or by any low-Z matrix element, there is a spectacular gain in the signal-to-noise
ratio compared to conventional transmission experiments where the spectra are
primarily dominated by the strong background absorption of the solvent and
low-Z elements.®3%* This technique has proved to be of fundamental impor-
tance for structural investigations of biological samples such as hemoproteins
in solutions or for the structural characterization of trace amounts of nickel or
vanadyl porphyrins in heavy crude oils as discussed in section IV.

D. Resonant X-ray Emission Spectroscopy

With the recent availability of powerful third generation synchrotron radi-
ation sources; even more ambitious experiments became feasible, at least on
concentrated metalloporphyrin samples. Instead of measuring the total fluo-
rescence yield; one may try to use a crystal analyzer to resolve in energy the
fluorescence emission and record “Resonant X-ray Emission Spectra” (RXES)
with a high energy resolution.?**® Obviously, such experiments require high
brilliance X-ray sources because: ‘

e the primary monochromatic X-ray beam has to be refocused on a small
spot at the sample in order to optimize the energy resolution of the crystal
analyzer;

® the counting rate in the monochromatic emission channel is usually very
low because the angular acceptance of the analyzer is extremely small.
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In this experimental configuration, the Kramers-Heisenberg inelastic scat-
tering picture of “one photon-in, one photon-out ” is getting more appropriate
to describe the complex spectroscopic process that is developing. The initial
state consists of an absorbing atom in state |a) and an incoming X-ray photon
|er,q1) with energy fiw;; the final state is to be described with the same atom
in state |b) and an outgoing X-ray photon |es, q2) with energy fiws. New ef-
fects are expected to take place in the “Resonant Inelastic X-ray Scattering”
(RIXS) regime alternatively called “X-ray Resonant Raman” (XRR) regime:
when |w; — ws| is getting “small enough” and when the final state is still an
excited bound state, varying the excitation energy fw; will make it possible
to record pre-edge resonant structures with an enhanced resolution compared
to what is measured in conventional XANES spectra.®® In these recent years,
this new technique has attracted much interest with the hope that it could help
in refining the assignment of the pre-edge resonances observed in the XANES
spectra. It was soon realized that the interpretation of XRR spectra was not as
straightforward as anticipated by the promoters of this technique which, nev-
ertheless, can yield extremely useful additional information. Most exciting, in
our opinion, is the exploitation of the well resolved K+ satellite of the Kpg; 3
fluorescence lines in high-spin manganese or iron compounds.’®*! The exis-
tence of a strong K satellite in high-spin complexes is currently explained as
resulting from the spin polarization of the 3p electrons by exchange-correlation
with the valence 3d electrons.*? Ligand Field Multiplet calculations together
with photoemission experiments have suggested that the Kp satellite should
be exclusively associated with transitions filling a spin-up 1s hole whereas the
Kpy,3 fluorescence peak would be associated primarily with transitions filling
a spin-down 1s hole with respect to the majority spin of the 3d electrons. If
this ean be more firmly established, this would have the important practical
consequence that spin selective XANES*#4 and, perhaps, spin selective EX-
AFS*® excitation spectra could be recorded by tuning the fluorescence analyzer
either at the maximum intensity of the Ky 3 fluorescence line or of its satel-
lite. As a matter of illustration, we have reproduced in Figure 4A the high
resolution emission spectrum of the p-oxo di-iron TPP complex [(TPP)Fel,O
recorded at a fixed excitation energy selected well above the absorption edge.
The iron Kpg; 3 fluorescence line and its Kp: satellite are well apparent from
this typical emission spectrum. We have reproduced in Figure 4B the spin
polarized XRR excitation spectra recorded with the crystal analyzer tuned to
the maximum intensity of either the iron Kjp; 3 fluorescence line or its K satel-
lite. For the sake of comparison, we have added on the same figure the XANES
spectrum of [(TPP)Fe]oO recorded by monitoring the total fluorescence yield.
As expected, the differences are most spectacular in the pre-edge region where
transitions to bound states take place. Some differences were also detected in
the EXAFS spectra but it remains still to be proved that these differences are
unambiguously related to the spin polarization of the ejected photoelectron.*®
The theory of spin-polarized XRR spectra may deserve much more attention
but this method, which does not require any ordering of the magnetic moments
in a magnetic field, seems to have a potentiality even greater than XMCD for
the investigation of the magnetic properties of organometallic complexes with
3d transition metals.
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Figures 4: High resolution X-ray fluorescence and X-ray Resonant Raman (XRR) spectra of
[(TPP)Fe],O

Figure 4A: High resolution emission spectrum\ of the Kgy s fluorescence line and its Kg

satellite.

Figure 4B: XRR excitation spectra recorded by tuning the crystal analyzer to the maximum
intensity of either the Kg, 3 fluorescence line or its Kg satellite (dot-dashed line). Note the fairly
different intensity and location of the pre-edge structures. For the sake of comparison the

fluorescence-integrated X ANES spectrum is also reproduced (dotted line).
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Last but not least, there is a very basic reason which is stimulating us and
many other groups to revisit the whole potentiality of high resolution RXES
spectra in chemistry. It is well documented that the {3p, 3d} exchange coupling
also results in substantial chemical shifts of the main Kp; 3 fluorescence line.
The point is that the corresponding chemical shifts should be closely correlated
with the charge and with the apparent ozidation state of the absorbing atom
whereas such a correlation is usually far more ambiguous to establish in the case
of the pre-edge and XANES structures."*8

E. Synchrotron Radiation Sources of Third Generation

We already stressed the importance of Synchrotron Radiation (SR) sources
in the recent history of XAS: the access to such powerful sources has completely
renewed the interest of the scientific community in EXAFS and has initiated the
mutation of this technique into a real structural tool. Synchrotron radiation is
produced when the trajectory of relativistic electrons (¢ ™) or positrons (e*) with
an energy E >»> mc? is deflected by a magnetic field. Initially, the perception was
that this energy dissipative process was an undesirable by-product of high energy
accelerators or storage rings of first generation. The situation evolved suddenly
in the seventies when it was realized that SR could be a very intense and wide-
band source of photons in the VUV and X-ray spectral ranges where lasers
can hardly be competitive. This led to the construction of machines optimized
to deliver intense fluxes of synchrotron radiation at several X-ray beamlines
operated in parallel.*® In the second generation of storage rings, synchrotron
radiation was still produced mainly by dipolar bending magnets. It was rapidly
found that even higher fluxes could be generated if the relativistic electrons (or
positrons) were allowed to travel through periodic magnetic structures called
Insertion Devices (ID) which force the electron beam to move on a sinusoidal
or an helical trajectory with a large number of magnetic periods. One has now
to make a distinction between two different regimes:

s in the “wiggler regime” all radiations emitted by the successive mag-
netic periods add incoherently to produce fairly intense wide-band X-ray
sources;

e in the “undulator regime” constructive interferences develop between the
radiation emitted along the N periods of the insertion device.®® The emis-
sion spectrum of an undulator is typically characterized by a series of
discrete, very sharp peaks of unprecedented optical brilliance in a narrow
bandwidth. Moreover, the polarization of the emitted undulator radia-
tion can be controlled by forcing the electrons to move either on a planar
trajectory to emit linearly polarized X-ray photons, or on an helical tra-
jectory to emit circularly polarized X-ray photons.

An important parameter characterizing the electron motion is the so-called
deflection parameter: K, =~ 0.934\, B, where A, [em] is the length of the mag-
netic period and By [T] is the maximum amplitude of the magnetic field experi-
enced by the electrons for a given undulator geometry, i.e. for a given magnetic
gap gp. Typically, the undulator regime is obtained for K < 1 whereas the wig-
gler regime is observed for K > 1. There are a number of prerequisites which
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need to be satisfied in order to run an insertion device in the true undulator
regime in the X-ray range: these requirements led to the construction of high
energy synchrotron radiation sources of third generation in Europe (ESRF: 6
GeV machine), in the U.S.A. (APS: 7 GeV machine) and in Japan (SPring-8: 8
GeV machine), all of them having long straight sections to accommodate pow-
erful X-ray undulators. Several XAS beamlines are now routinely operated at
the ESRF with different types of undulator sources.’ The availability of helical
undulators delivering huge fluxes of circularly polarized photons made it pos-
sible to detect for the first time XNCD and also has stimulated much interest
in XMCD and MEXAFS studies. The design of the beamlines and the instru-
mentation had to evolve in order to keep the full advantage of the brilliance
and of the polarization characteristics of the undulator sources.’>% There is a
problem arising from the fact that the undulator radiation is inherently emitted
in a very narrow energy bandwidth. For instance, the measured Full Width
at Half Maximum (FWHM) of the radiation emitted by the ESRF undulator
Helios-11 is typically AEpwmas =~ 90 eV for the first spectral harmonic (n = 1).
One might be tempted to conclude that undulator sources are inappropriate for
recording EXAFS spectra over 1000 eV or more: fortunately, this is not true
because undulators are tunable over a limited but still appreciable energy range
which depends on the maximum amplitude By of their maguetic field. In fact,
the magnetic field B} acting on the electron (positron) beam is related to the
magnetic gap g, of the undulator by a rather simple equation:

NGy ;
B? = Bgexp |— 1
g 0 €Xp { }\u } ( }
where A, /n is the period of the Fourier component of order n of the oscillating
magnetic field along the direction of propagation of the relativistic electrons
(positrons). Since the peak energy is given by the equation:

1 [Byeam]”
M 1+ () /2]

where Epearm [GeV] is the energy of the relativistic electron beam, it becomes
clear that a small increase of the magnetic gap will result in a reduction of
the deflection parameter K, and will cause a subsequent shift of Fp..; towards
higher energy. This led Rogalev et al’® to develop at the ESRF the so-called
“Guap-scan” technique which is now getting standard: it consists in varying in
a correlated way the energy of the monochromator and the magnetic gap of the
undulator in order to record the whole EXAFS spectrum under ideal conditions
of brightness and polarization control .

As far as metalloporphyrins are concerned, EXAFS or XANES spectra re-
ported hitherto in the literature were recorded in most cases using spectrometers
exploiting the wide band emission of dipolar bending magnets at first or second
generation storage rings. In this chapter, we wish to highlight some exciting
new perspectives associated with the use of undulators which can be operated
as versatile x-ray sources with very high spectral brilliance and a full control of
the polarization state of the emitted x-ray photons: such sources already pushed
the ultimate detection limits of EXAFS in the ppm range for dilute solutions of
metalloporphyrins or metalloproteins but should also boost the development of

Epear [keV] ~0.95 ()
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time-resolved X AS studies with time scales ranging from a few seconds down to
a few nanoseconds. At such short time scales, it is most convenient to exploit
the time structure of the synchrotron radiation which cousists of short pulses
with a duration of 100 ps or less. For sure, the applications of polarization
dependent studies such as XLD, XMCD and XNCD are also expected to grow
and should give us a deeper insight in the electronic and magnetic structure of
organometallic complexes.

F. Outline of the Chapter

The outline of the chapter is as follows. Section II will recast XANES
/XMCD and EXAFS/MEXAFS in the unified framework of the Multiple Scat-
tered Wave (MSW) theory which is, in our opinion, the key to modern analyses
of X-ray absorption spectra. What makes the MSW theory superior to any other
approach is its remarkable capacity to embody all new developments such as
XMCD?3! or XNCD.?5 The aim of this section is to clarify where are the present
limitations in ab initio modellizations of the X-ray absorption spectra. Over the
recent years, calculations from first principles of EXAFS spectra including mul-
tiple scattering paths have become commonplace since well established codes
are now available. The simulation of XANES spectra is also possible but still
remains a much more delicate exercise because one has to pay the full price for
the approximations which are made, especially for the use of spherical potentials
and for the neglect of multiexcitation channels. The simulation of XMCD and
MEXAFS spectra appears far more complicated and has not reached yet the
same level of maturity: the comparison between theory and experiments has
been restricted for a long time to ferromagnetic gadolinium or iron metals and
the interest of theoreticians in paramagnetic organometallic systems is at best
embryonic. Nevertheless, anticipating over future needs, we found desirable to
review the existing MSW theories of spin dependent effects in XAS. Due to
space and time limitations, we have renounced to include a presentation of the
Ligand Field Multipiet theory which proved itself to be the best alternative to
MSW calculations for XMCD analyses in the soft X-ray range.

Section IIT is dedicated to more practical questions such as how to extract
reliable structural information from experimental EXAFS spectra of metallo-
porphyrins. Classical analyses exploiting Fourier Transform and curve fitting
techniques will be briefly reviewed but less classical methods based on regu-
larization algorithms, on autocorrelation power spectral densities or Maximum
Entropy Spectral Analyses (MESA) will also be introduced because they offer
interesting, unexploited potentialities. As far as porphyrin chemistry is con-
cerned, we will show that Difference Analyses are often much more powerful
than direct analyses and are particularly helpful to identify the axial ligands.
How to extract more information from the XANES spectra will be discussed.
Finally, we like to give a quick introduction to practical problems associated
with time-resolved experiments and polarization dependent studies which are
expected to develop at third generation SR sources.

Section IV will give an overview of the abundant literature reporting XAS
studies on metalloporphyrins and hemoproteins. There have been, unfortu-
nately, a few conflictive reports concerned mostly with structural studies of
dilute hemoproteins. This points out to the danger of overinterpreted XAS ex-

10



37

periments which can cause the unmerited disqualification of a technique that
has, like any other spectroscopy, strengths but also limitations. - One should
always keep in mind that the information content of X-ray Absorption Spec-
tra is very poor compared to what can be learned from a well resolved crystal
structure: only well-posed structural problems have any chance to be solved by
XAS. Therefore, emphasis will be laid only to those applications where XAS
has yield unambiguous conclusions which allowed the authors to discriminate
between different structural or electronic models.

II. FORMAL THEORIES OF XAS
A. MSW Formalisms

In this section, we wish to link in a rational way well established physical
concepts in order to trace back where the various equations or approximations
used in the analyses of XAS are coming from. As far as possible, we tried to keep
hidden the details of the mathematical derivations: readers in search of more
rigorous derivations are invited to refer to the original papers or to specialized
review articles cited in the references. The ultimate goal is to identify where
more advanced theories are needed to push the limits of the current analyses.

1. Wavefunctions or Green Functions 7

Startmg from Fermi’s golden rule, the x-ray absorption cross sectzon can be
written:10

op =4rlaohw Y (¢, |Er W) |26 (hw — Ep + Ein) 3)
7

where fiw is the photon energy, €.r is the radiation-matter iﬂteraction hamilto-
nian in the simplified electric dipole (E1) approximation, ag = 135 is the Som-
merfeld fine structure constant, ¥, refers to a final state of energy Fy whereas
the initial core state ¢, has the energy E;,. Higher order terms such as the
absorption cross section for the electric quadrupole terms (0g) are disregarded
here for the sake of simplicity. The calculation of v, which is a pure atomic
state does not represent a major problem: there are sophisticated codes avail-
able to'solve the relativistic Dirac equation for a core electron. Our problem is
indeed to calculate ¢; and one may envisage three options:*5®

 (4) the real space, Scattered Wave (SW) approach which consists in repre-
senting 9, as the time-reversed wave function e;b 7 of a photoelectron scattered

by a cluster of atoms;° X

(22) the band structure approach which requires periodic systems (crystals)
in which the scattered waves can be replaced by Bloch states: as observed by
Vedrinskii and Novakovich,?® this is basically an alternative formulation in the
reciprocal space of the previous multiple scattering model;

{1i1) the Green operator approach in which one is building with appropri-
ate boundary conditions the solution of a symbolic equation: (E - H)G = I
replacing the Schrodinger equation: (E — H)|¥) =0 .51

11
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Formally, all three approaches are strictly equivalent (to the same order of
approximation) as a consequence of the optical theorem extended by Lloyd and
Smith,%? and by Natoli et al.’® in the case of a cluster of atoms. In practice,
each method has different limitations. For instance, band structure calculations
suffer from the requirement of translational symmetry (which is hardly compat-
ible with the creation of a core hole in the absorbing atom) whereas the energy
range accessible is dramatically restricted to 30-50 eV due to limited basis set
problems: such handicaps do not exist in real space multiple scattering calcu-
lations. Option (2) usually appears more natural to newcomers in the field and,
at this stage, is perhaps more pedagogical: those who want to stick with this
classical approach are invited to jump directly to section I1.A.3.

Wave function calculations become rapidly invelving for very large molecules
or giant clusters in solid state physics: the problem is then to calculate densi-
ties of states. This is precisely where Green functions become attractive since
equation (3) can be rewritten:

op = 4ﬁ2agﬁw2(¢fni er |¢;) 6 (hw+ Ein — Ef) (¥¢] Ex [95,) (4)
!

= Fdroohw (5, & x' Im [G= (B)] Br [05,)

The latter formulation can be easily established by introducing the Cauchy
Principal Part operator PP which may be defined by the symbolic operator-
equation:

1 1
P = i (x — ith 0 5
P pra— x~moiieﬂ:w (x —zo) withe— (5)

that has a meaning only for integration kernels. Identifying E with fiw + E;y,
the Green operator is defined as:%3

Gi(E):PPEiHmwé(E—H) (6)

Keeping in mind that Hy; = Eft; and using the closure relation:

Dol (wy] =1 (7)

f

one is led to equation (4). One should not confuse Green operators G* (E) with
their real space representations, i.e. with the matriz elements: G* (r,v', E) =
(r| G* (E) |r'). The latter quantities are termed Green functions and are solu-
tions of the Schrédinger equation for r # r'. ' We want to list briefly below some
important properties of these functions. It is first interesting to decompose the
Green functions on a basis set made of the orthogonal eigenfunctions of the
Hamiltonian H:5¢

o - )

with the additional condition:

> Wy (&) [y (1)) = 6(x 1) (9)
1
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On the other hand, defining the charge density matrix as: o(r,v',E) = 3 7
(¥ (x') [ (r)) 6 (E — E;), one would show that:

o(r,B) = o(r,r,E) = :,}7; Im [G* (r,r,B) ~ G~ (r,r,)] (10)

We have reproduced the latter equations essentially to emphasize that the Green
functions give access to the practical calculation of most physical observables.

Those who are not familiar with the Green functions may have the fallacious
perception that the Green functions have no physical meaning and that we have
played some elegant mathematical game. This is not true and the physical
meaning of the Green functions will become more transparent if we Fourier
Transform them back into the time domain®*:

GHr,rt—t) = > (v () |v; (r)) (11)
I

Il

=S, () [y () exp [~k By (E— )] 9 (E )
I

G* (r,r',t —t') and G~ (r,r',t —t') can then be identified with time-ordered
autocorrelation functions of the wavefunction for £ > and t < t' respectively.
Note that ¥ ( — t') is a common notation for the Heaviside step function. Equa-
tion (11) justifies why G¥ (r,r, E) and G~ (r,r’, E) are called time- (R)etarded
and (A)dvanced Green propagators. Suppose that we know a given eigenfunc-
tion of H at a particular space-time variable (r't'), then we can deduce the
wavefunction at a later time ¢ from a very general causal transformation:

T(rg) =i f GF (o2t —¢) W (), 8) 9 (¢ — t') (12)

We are still missing the key application of the Green operators: the capability
to build up solutions of the inhomogeneous Schrédinger (or Dirac) equations in
the presence of the potential V (r). This stems from a mathematical property of
the Green operators known as the 7esolvent identities: ‘

G(E) = Go (E) + Go (E) VG(E) = Go (E) + G(E) VGW(E) ~ (13)

in which G (E) = G* (E) whereas G (E) stands for the perturbation free Green
operator. Let us make it clear that all products of operators that appear in the
latter equation have to be understood as integrals over space variables, e.g.
Go (E)V = [d®' Gy (r,r',E) V (r'). The integral formulation of equation (13)
is precisely termed the Dyson eguations for Green functions. A link between
equation (13) and the Wigner-Brillouin perturbation theory can be found in the
series expansion:

G(E) = Go(E)+Go(E)VGo(E)+ Go(BE)VGo(E)WGH(E) +... (14)
= Go(B)[1-VGo(E)] " = [1 - Go(E)V] ' Go(E)
By identification with the results of the perturbation theory, one would easily

check that the wavefunction solution to the inhomogeneous Schrédinger equa-
tion W (r) can be written in a formal way:

13
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U* (r) = & (r) + GF (B) VI* (1) (15)

where the first term ®g (r) is the solution of the homogeneous Schrédinger
equation. The integral formulation of equation (15) is known as the Lippmann-
Schwinger equation. It also suggests an alternative way of exploiting the Green’s
functions to calculate op using directly equation (3).We will show in the next
subsection that the Green’s operators are extremely powerful tools to describe
multiple scattering events.5%% A stringent argument for introducing Green’s
functions is that, even when the concept of single particle wavefunctions has
lost any meaning in many-body problems, the Green’s functions can still be
calculated and will retain most of their remarkable properties.5*

2. Scattering Path Operators

It is essential to discern the different nature of the ¥* (r) and ¥~ (r) states:%?
in the time-domain, they refer to the states of the system “before” and “after” a
collision takes place; in the energy domain, one may think of the “incoming” and
“outgoing” states of a collision process. In the formal theory of collision phe-
nomena, a collision is precisely described by the symbolic equation: ¥~ (r) = S
U (r) where S is the scattering operator commonly rewritten as: S = exp (2(A)
where the phase-shift matrix A is Hermitian. For spherical waves, often called
partial waves, A is diagonal with eigenvalues Sy = §;. Note that these phase-
shifts [§,] will play a central role in the theory as well as in the practice of XAS.
By analogy with the scattered wave picture, it is more convenient to decompose
the outgoing state as a sum of two terms:®3

U (r) = U (1) + U (1) = [1+ 7] U (r) (16)

The latter equation defines the so-called T' (fransition) operator which should
not be confused with the scattering operator 9. Suppose that ®g (r) is a known
set of solutions of the homogeneous Schrodinger equation for a free electron:
the projection (@q (r)| VU™ (r)) will then measure the amplitude scattered by
the potential V. The operator associated with that projection is precisely the
T operator (or fransition matrix). It is related to the S operator and, using a
partial wave expansion, one would easily check that:*® Tp = 5% [S; — 1]. What
makes the T operator more attractive is a straightforward connection with the
Green’s operator introduced in the previous section. From a direct identification
with the Lippmann-Schwinger equations one finds:

T(B)=V +VG*(E)V (17)

From the resolvent identities of thé Green operators,®® one would also check
that: VG*(E) = T(E)Gg (E) and therefore:

T(E)=V+T(E)G{(E)V=V[1-G{v]™" (18)

Let us explicit now the free Green function Gy (r,r’, E). This is also known
in mathematics as the Helmholtz problem. For an outgoing wave, and assuming
that r and r' refer to the same origin o, Go (r,r’, E) can be expanded in terms of
spherical harmonics commonly written Y, =Y, (F) ; Yo = (-1)" Y, ™ (¥) =
¥, in which T denotes the unit vector along r :

14
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exp (ik v — 1r'])

£ o i
Go (r:r :»E) = in ]r—r’{

= i3 [ie (kr<) Yo (ED)) [Bf (x75) Yo, (55)]
L
(19)
where k%2 = 2mER 2. Moreover: 7. =7 andrs =7 if r<7'; ro =7 and
rs =7 if 7 >7r'. In equation (19), j¢(kr) is the ordinary Bessel function and
hf (xr) is a spherical Hankel function:

e ep(iz) o= (+R)! (i)
B (2) = (=) z kz___e K (€ — k) (52) (20)

Let us now assume that the molecular potential can be decomposed as:
V(r)=3,Vi(r—Rj) =Y ,;Vj(r;) where the sum is over a finite number of
atomic sites j centered at R;. It becomes then possible to extend equation (17)
for a cluster of atoms, i.e. for a molecule:®®

T=V+VGH(B)V =) TV=) Vi6; +ViGT (E)V; (21)
ij ij

and simple algebra would allow us to rewrite 79 as:

T9 = T8+ T'Go (B)TH (22)
: ki

The real space representation 79 (r,r', E) is non-zero only if r belongs to the
local cell §; (Vi) and r’ belongs to the local cell ;(V;). This implies that
the Green function Gg (r,r/, E) should be preferably expressed as functions of
r; and 1{;: this is a pure mathematical problem the solution of which is known
as the re-expansion theorems for Green functions. For r; +r; < Ry; and for

non-overlapping spherical domains, one obtains:%¢

Go (ri,r}, E) =& Z [je (km3) Yz (£3)] [HEL,} {jg (wr) Yop (xz)] (23)

LI/

where the matrix element [H ]’?L, is entirely defined by the cluster geometry, i.e.
by the vectors R;:

) (H]; = —4m 3" O+ -OCE, b, (sRyy) Yoo (Rg) (24)

Lt

In the latter expression, the Cf‘;;,, are the Gaunt coefficients which appear in the
calculation of the product of three spherical harmonics. They can be expressed
either in terms of the Wigner (35) symbols:

. (20+1) (20 +1) (20" + 1)) o
cE, = {( )( 47{){ )} (=1)

| ¢ & ¢ ¢ ¢ "
X(O 0 0)(712 —m m”)
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or in terms of the Clebsch-Gordan coefficients:

or _[@e+D e +1) 1/2
LI 4w (200 4+ 1)

(€0 £70] £'0) (fm £"m"| £'m) (26)

One has now all the ingredients to calculate the real space matrix represen-
tation of the operator T%(E), i.e. the functions T%(r,r', E) and, even more
interesting, to expand the latter on the basis of the free space wavefunctions.
What comes out (after implicit integration over r; and r; and any relevant
intermediate variable) is a number of matrix components:

iy = Mo 6 +5) Y [Tlpa [HIK (115 (27)
ki AAY
The super matriz 7 is called a scattering path operator or a multiple scattering
operator.87%® The key ingredients entering in the construction of 7% are the
photoelectron propagation matrices H and the site-specific scattering matrices
T*. At this stage, it is desirable to relate {T’] either to the diagonal t-matrices
t, or to the scattering phase-shifts 6% according to:

: 1 . | o
o= (5) fti == (5) suwow(anst 29

We like to stress here that t@ and 62 are entirely defined by the local scattering
potential V;. Our next step is to explicit the multiple scattering Green function
G (r,r’; E). Simple algebra would allow us to rewrite the resolvent identity
85

as;

G* (E) = G; (B)+ G (B)T (E) Gy (E) (29)
In order to preclude unwanted divergences, one should avoid situations where
both arguments r and r’ belong to the same atomic cell. A safe strategy rec-
ommended by Gyorffy and Stott®® or Brouder®® is to include the potential V;
in some “unperturbed ” Hamiltonian H} so that the resolvent identity now be-
comes:

GH(B)=CGH(E)+ ) GH(E)T*G] (B) (30)

a#i b
with: Gf (r,8;E) = —ik 3. ¥y, (ri) hf (ks) Y_1 (8) wherer € ; but s ¢ Q.
In the latter expression, ¥y (r;) = t;(V;, E) R} (r;, E) Y, is the regular wave-
function associated with the local potential V;. The full multiple scattering

Green function in the neighborhood of the absorbing site i can be finally writ-
ten:®5

G* (I‘g,l‘; ;E) = GT (1‘,;,1"£ ;E)‘ (31)
P [ ) - )], v )
LL/

Equation (31) shows that G* (r;,r} ; E) is the sum of the Green function for
the isolated cell 7, plus another term describing how the rest of the cluster
(molecule) modifies the density of states in cell i. The second term which
depends on 7% = 7% is essential to describe EXAFS and XANES spectra. We
will skip here the last mathematical step which would be to separate the real
and the imaginary parts of G* (r,r}; E).

16
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3. Wavefunction Approach and Optical Theorem

In this section, we want to establish a link between the scattering path op-
erator formalism and the more common wavefunction approach.8? Since the
early work of Dill and Dehmer,”® it is a common practice to adopt the space
partition illustrated by Figure 5:

o zone (I) refers to spherical portions of space (of radius b;) where the local
atomic potentials V; dominate and can be spherically averaged;

e zone (II) refers to the interstitial portion of space not covered by the
atomic potentials of section (I): classically, one assumes that the whole
cluster is embedded in a constant average potential Vins.

e zone (III) refers to the “extramolecular potential” which is essential to
warrant a correct asymptotic behavior of the wavefunctions: in practice
one will define an “outersphere” potential which is centered on origin and
has again a spherical symmetry.

Inside each “atomic” area of type (I), the wavefunction can be decomposed
on the spherical harmonics basis Yz, (r) :

Wl (rj =r—R;) =Y ClLR)(E;r)Yi(r;) with: 0<r; <b;  (32)
L

the functions Rﬁ (E;r) being solutions of the radial part of the Schrédinger
equation which can be separated from the angular part only for a spherical po-
tential V; (). In the “extramolecular” outersphere region (III) of radius bo, the
wavefunction can be expanded in the same way since we have again a spherical
potential:

Y (r) = ZC’%RE (B;r)Yp(r) with: 7> bo (33)

L
The situation is more complicate in the interstitial region (II) but the wave-
function can basically be decomposed as a sum of multicentric partial waves
entering into region (II). The mathematics require us to distinguish between:

(i) E < Vins (quasi-bound states of the photoelectron); (i) E > Vins (true
continuum states):

For: E <V, and hk= [2m (D—’}M - E)}llz
Yan (1) =D 3 ALk (kr) Yo () + Y Aie (k7o) Yi (o) (34)
i L L
For: E> Vi and s = [2m (B —Vin)]"*
Yan () =D Ajne (k) Yi (r;) + Y AL je (ko) Yi, (ro)  (35)
i L L

where the first term is to be interpreted as a sum of outgoing spherical waves dis-
persed by all atomic potentials V;, whereas the second term is an incoming wave
directed towards the center of the molecule and scattered by the extramolecular

17
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Figure §: Space partition used for multiple scattering calculations. The absorbing center is the metal
located at the origin of the coordinate system.
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potential. At the interface between the interstitial region (II) and the atomic
sphere (1) associated with every atom j, we can also describe the wavefunction
as the sum of an incoming wave directed towards atom j and a scattered wave;

ban, () = ﬁbf?}:}j (r) + (D, (r) with:
Yany, () =Y Bhie(krj) Yy (rj) + 3 ALk (k7)) Yo () (for : B < Viny)
L L
(36)

any, (1) = Blie (5ri) Y (r;) + 3 Afne (sr) Yi () (for : B > Viny)
: L L
(37)
where the first term includes all wave components scattered by the other atoms
J" # j. In equations (34) up to (37), we kept standard notations:

¢ i4(2) is a modified spherical Bessel function related to the ordinary Bessel
function j; (2) by: ie(2) = i~ %, (i2);

® Icgl) = (-—-z‘)'z he (iz) denotes a modified spherical Hankel function of the
first. type;

e 14(2) is the spherical Neumann function.

Continuity requires that locally: ¥, (r) = Y, (r) the latter identifica-

tion resulting finally in the familiar secular equaizons‘"’g

ZZ T‘I(E) LLiAL’ Z LL' E)AO’ = 0 (38}

1#‘7 LI
ZZ LL' {E)Aji Z&LL’ t@ (E)}A = 0
f?é] LI
where:
Si3 (B) = am (<) 3 Chp figer (<Byo)) Yy (Bo) (39

Li“l

ije(2) = 1 (z) if B < Vi or ij (2) = jelz) if E > th The Gaunt
coefficients CF LL,, as well as the scattering matrices [T'(E)];,, were already
made explicit in the previous section and we refer to equations (25) and (28)
for their definition. We have now the basic ingredients that are necessary to
calculate 9, and the absorption cross section. At the interface of the interstitial
region (IT) with the sphere (I) associated with the absorbing atom j = 0, the
wavefunction ¢ ; can be represented by equation (32) but also by equation (34)
if B < th or by equation (35) if E > th Again, continuity will require that
the right handsides of the two equations are identical so that the coefficients CJ
can be expressed as functions of the coeflicients A” and A9 which are solutions
of the secular equations. The absorption cross section can ﬁnaliy be written in
the matrix form:

18
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g = 4?{&0&%2MLME: ZQ%LHQ%ILH (40)
LL’ L
where: My, = (RpYL|€r|¢5,) in which Ry, is solution of the radial part of the
Schrédinger equation for the photoelectron. The generalized oplical theorem
states that the right handside can also be rewritten:37-58

o = —4makhw Z MM}, Im {k79%,} (41)
LL’

Thus, the optical theorem is the link between the two formalisms which the
physicists and the theoretical chemists are using. In the single electron excita-
tion picture, equation (41) is the most general formulation for X-ray absorption
cross sections in the electric dipole approximation: it is valid for XANES as well
as for EXAFS and it will be the starting point for the calculation of XMCD
spectra. Indeed, T is the same “scattering path operator ” as defined in the
previous section:

[T} - -1 -1
eI (717"~ w[21]] (42)

Once again, [T] refers to the atomic t-matrices which depend only on the nature
of the scattering atoms, whereas [H] contains the whole information on the
stereogeometry of the cluster as indicated by equation (24). The scattering path
operators T are symbolic super-matrices describing the whole set of scattering
paths that begin at atom i and terminate at atom j, possibly visiting other sites
at intermediate steps. Thus, as expected, 7% embodies all scattering paths
that begin and end at the absorbing atom. A formal separation between atomic
and cluster effects is possible if one decomposes the scattering path operator
as: T = Tg[I+ X] where X would be the <cluster> operator as opposed to Tg
which would characterize the scattering process by the absorbing atom. For both
numerical and physical reasons, Brouder has proposed to exploit a symmetrized

~ -1
operator:’! X = {I—-K (112 [H] [T)Y 2} — I . Under proper convergence
conditions, the inverted matrices that appear in the formulation of 7 or X can

be expanded in series. We want to show now that such series expansions have
a physical interpretation in terms of scattering paths. For instance:

X = & [T')]l/? [H® 1/2 +Z 1/2 [H09] [17] [H°] 1,0]1/(%13)
J#0
+ gc;o 1/2 [H%] [TJ] [H9¥] [T*] [H*] [T()]l/z L

but it results from its definition that: [H*®] = 0. Thus, the first term which is
non-zero is the second term of the left handside, which we will denote }‘“((23. It
clearly describes a sum of scattering processes which start at the absorbing atom:
[H 0; ] propagates first the photoelectron towards atom j where it is scattered
according to matrix [T 7} then [Hfo] is propagating the photoelectron back
to the absorbing site. Similarly, the third term in equation (43) is describing
multiple scattering paths since [H’*] is propagating the photoelectron to site
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k where it is scattered according to {Tk} ‘before returning to the absorbing
atom as deseribed by matrix {H ko} . This illustrates how elegant and concise
is the symbolic formalism of multiple path operators. We will see later that
X could be identified with some <exafs> operator with the restriction that the
experimentalist, unlike the theoretician, is not able to “remove” from his data
the central atom phase-shift together with the unwanted atomic background.

4. - Polarization and X-ray Linear Dichroism

In this section, we want to explicit the polarization and angular dependences
of the absorption cross section ¢ (€). This can be made in a concise way if we
exploit the remarkable properties of the spherical harmonics Y3 (¥).”? Note
that the integrals My, and My, which appear in equation (41) depend on the
polarization vector & throughout the electric dipole operator €.r. Let us tem-
porarily forget about the case of circularly polarized X-ray photons which will
be considered in section II.D which is dedicated to spin dependent effects. On
expanding the electric dipole operator E1 = €.r on sphemcai harmonics, one
obtains a classical result:

5y :43—“1-2(««1)# YR (E)YE (5) (44)

It is most convenient to extract the radial integrals Mé‘f}z and M} o from My,

and My and to combine the angular parts YJ* () and Y’ (¥') in the spherical
matrix elements:

(YL (®)] 7 [Yr (7)) = Z (=)™ (0 —m; €m!|ey) T (¢,507)  (45)

Here (aca;bB|cy) is a standard notation for the Clebsch-Gordan coefficients
which would allow us to develop Y‘xY'6 on a basis of spherical harmonics Y7.
By analogy with equation (45), one wouid define in the same way the sphencal
matrix elements 5{(”) (£,€'; cy) associated with the <exafs> operator X. Such
decompositions are the mathematical transcription of the rotational transfor-
mation of both operators which are also invariant in any other operation of the
group of symmetry to which the molecule belongs: the latter property, which we
are not going to discuss any longer here, is exploited as well to reduce the num-
ber of matrix elements to be calculated by the computer. After some algebra,
the absorption cross section can be rewritten:?

08 = drhon(2m/M) et +1) (46)
X > " M M2 (£00; 10| £0) (4o0; 10] £0)xe: (E)
2.4

where 8¢¢: x4 () is the EXAFS function x* (k) where £ = £y + 1 is the angular
momentum in the final state, £ being the angular momentum in the initial core
state. It has been shown elsewhere that:

il > W (1 el £1)(cl[1]|1) (47)

= SR
X@Z’( ) sm505m ¢ oy
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x Im [(—1)" 7% (¢, ';¢y) Y77 (8)]

The factor W (abed;ef) = (=1)@"*+¥9 ¢ ¢ i }‘i } is the Racah W

funetion. More about the algebra of Racah coefficients could be found in any
textbook discussing the mathematical problem of the coupling of three angu-
lar momenta. Most important to us is the availability of analytical expressions
to compute the Racah coefficients as easily as the Clebsch-Gordan coefficients.
The reduced matriz (a||b| |c) is defined by the identity:

el = [ By

One would check that {(c||1||1) = 0 unless ¢ = 0,2. Looking now at equation
(47), it is easily deduced that the ¢ = 0 term yields the polarization-averaged
absorption cross section (e.g. for powdered samples) whereas the ¢ = 2 terms
contain the whole angular dependence on polarization. Every reader familiar
with spectroscopy will have noticed that the electric dipole selection rule Af =
+1 is the condition required for the Clebsch-Gordan coeflicient (£50; 10| £0) to be
non-zero. Thus, in the electric dipole approximation and over the whole energy
range of EXAFS and XANES, the X-ray absorption cross section is given by

the fairly general equation:'®

?I v (0; a0] c0) (48)

2
o (&) = 0" (¢,7) = 0¥ (0,0) - J%_?E Y T2 YT (E) (49)

y=—2

which is the foundation of all applications of X-ray Linear Dichroism. For
metalloporphyrins which often belong to point groups which have a Cy rotation
axis (e.g. Cyy or Dyy), one has 01 (2,) = 0 for v # 0 and one is left with a
simplified formula:

071 (8) = 6”1 (0,0) — “{}‘5 (3cos? 0 — 1) 0¥ (2,0) (50)

where 6 is the angle between the polarization vector and the symmetry axis Cy.

We still need to investigate what happens if we replace the multiple scat-
tering path operator by the Born series expansion. The first term of the series,
i.e. T?g) (8,05 ¢y) = — (1/K) (20 + 1)? 696060013 is obviously polarization in-
dependent and finally results in x,p = 84: it is associated with the atomic
background absorption £ (0,0) . Let us develop next [H ki ] 11+ 8lso on spheri-
cal harmonics:

[119) ., = 3G (5Be) 0 (-1 (i | aa) v (Ry))  (51)

In practice, it is more convenient to introduce the spherical tensor: Z,) (¢, £'; ¢y)
that is related to 'r‘()g) (€, ¢y) or X(y) (£,';cy) by the following identities:

0 (6,85 ¢y) = (=1)" (1/K) 1985 Egny (€,€;¢v) (52)
i n /2 . 2
Ximy (6,05¢7) = (=1)"™ (1/K) [£2] / Emy (6,05 ¢7) [t‘g,}‘/ (53)
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Let us explicit the single scattering <exafs> matrix element X{ﬁ) (€,€; ¢y) for the
single shell j:

Kiy (Gl = 30N (8] 1 (sRos) th HE, (sRjo) 2] (50)
ab "
x (~1)**?[(2a+1) (20 + 1)]'/2 (~1)° W (¢a, £'b; £7c)

xZ (ac 58] e) Y5 (Ros) £ (Ryo)

and the single scattering EXAFS function becomes:?

oxp (169 +169) ;5 Yap Lo Mt (kRoz) tp 'y (KRjo0)
X2 @) =Im| x(- 1}“+”{(2a+ 1) @b+ D)Y2 T, (~1)° W (£a, 0b;0°¢) |
x {c|al |b) (c] [1] ) W (1 fo, ¢ €€ 1) (2c+ 1) P, (E.ROJ)

(35)
where P, (E.ﬁ,ej) is the Legendre polynomial of order c.

e Force=0, B (Eﬁ,{}j) = 1 and there is no polarization dependence.

e Forc=2, P, (&Ro;) = [3c0s?6; — 1] /2 and there will be no EXAFS
contribution of any scattering atom j for which the angle #; between the

unit. vectors £ and ﬁ,gj is the so-called magic angle (57°). Atom j will have
its maximum contribution to the EXAFS spectrum if the two vectors are

parallel. Since Py (’é.ﬁoj) averages out to zero, the ¢ = 2 terms vanish
for a disordered powder.

The best strategy to calculate the higher order terms Xee (s) is to exploit
the recursion relation:™

E(n+1) ('g, e ;C’y) = Z n—a{n) (g é” aza) ten eyﬂ ZI (K}R‘?‘? +1) (56)
A,B.0”

x (=1)"*[(2a + 1) (2b + D)]? (=1)° W (£a,£'b; £¢)
x(ac Bley) Y ( 33+1)

where A= (a,@) and B = (b,3). We have already mentioned that 7{5) =
X(l) = um = 0 due to the intrinsic definition of the propagator [H ]OG but one
should not, confuse [H]% with [H]” which leads to:

=W, (6,0500) = (~1)° ) (6,;00) = Hj? (kRoy) [(2a +1) 4]/ 80 (57)

All successive terms of the multiple scattering series can be obtained to any
order by recursion and their polarization dependence can be also determined.
The corresponding expressions may look formidable but they are perfectly man-
ageable by a computer, In the next section, we will simplify the formulation
of the EXAFS series for “pedestrian” applications. There is, however, no black
magic: ‘such simpler formulations are useless for ab initio computations. The
present formulation’ is fairly general but alternative expressions restricted to
the first few terms of the Born series can be used as well and are detailed in
references.”> 77
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B. XANES and EXAFS Regimes

1. Shape Resonances, Pre-edge Resonances

Shape resonances®’® are nothing more than the analogues, for a cluster of

atoms, of the scattering resonances of atomic physics:”® any repulsive potential
barrier (AV > 0) creates a sort of “cage” that traps the final state electron in a
quasi-bound state decaying away with a life-time: 7, = AI'; 'connected with the
tunneling probability through the potential barrier. A classical example taken
from atomic physics is the centrifugal barrier whose height =~ £ (£ + 1) / R? gives
rise to strong resonances for £ > 3.83:89 In the cluster case, resonances are to be
expected from (42) for all singularities of the scattering path operator which we
may rewrite for more convenience:’? T = [M — iA]_lwhere M and A are now
real matrices. Mathematics immediately tell us that a resonance will be observed

for k = k, every time the condition: Det||M| = 0 will be satisfied. This
condition can be turned into a functional form: F' |cot 6‘2) ; ke Ry ﬁj =0

which, unfortunately, is most often intractable in practice. Nevertheless, if one
wishes to compare the XANES of some unknown metalloporphyrin (or the edge
spectrum of any uncharacterized hemoprotein) with the XANES of a model
compound which is expected to have the same basic coordination polyhedron
(i.e. with the stereogeometrical constraint that R; is roughly invariant), then,
under the further restriction that the phase-shifts are transferable (i.e. the 5&5
are also invariant), one may exploit an interesting rule proposed by Natoli:3!

{kr‘Rj]unknown - [k;‘R;]model compound (58)

which is most often reformulated in a way that is more appropriate for direct
experimental verifications: AFE.R? = Cst where AFE is the measured energy
difference between a shape resonance in the continuum and a signature as close
as possible to the Fermi level, typically a characteristic pre-edge resonance or
simply the threshold energy. This is a quick, but very reliable way to detect
variations in the interatomic distances R; within series of compounds that can be
compared. In the early days of XAS studies with synchrotron radiation, Natoli’s
rule has found numerous applications in XANES studies of dilute solutions of
hemoproteins for which EXAFS spectra could not be collected with a good
enough signal-to-noise ratio. There is an abundant literature concerning the
extension of this rule by Sette et al.®? who established a correlation between the
K-edge 0* resonance positions of low Z elements as a function of molecular bond
lengths for various classes of molecules for which the sum of atomic numbers of
bonded atoms Zp is identical. In soft XAS, this is still referred to as a method
to measure “bond lengths with a ruler” 3

As far as biochemistry is concerned, the danger is, however, to forget that
the validity of Natoli’s rule is subject to strict requirements. With third gen-
eration sources, EXAFS spectra can now be recorded on ultra dilute systems
and Natoli’s rule is getting less used. Another way of using the same condition
Det ||[M]| = 0 is to turn back to the secular equations (38) and to solve the
equation:

[T (B)7, S (B)

Det b 1
N s ® b [0®)

; ~0 (59)

23



51

which for V' < V;,; gives the energies of the molecular orbitals of the clusters.
Equation (59) is the basis of the so-called ” Extended Continuum” technique
which has been used by Penner-Hahn et al.!' to assign the intense pre-edge res-
onances observed in high oxidation state Cr porphyrins to transitions towards
quasi-bound excited states which have been shown to have a strong metal char-
acter. Quite similar calculations have also been performed in our group by

Ruiz-Lopez et al. on vanadyl porphyrins. 2485

2. Multiple Scattering Regime of EXAFS

This regime corresponds to the case where the Born series expansion of the
multiple scattering path operator is convergent. From the mathematical point
of view, this requires that the convergence radius of the series is less than unity:
P [nﬁH ﬁ} < 1 where p[M] denotes the highest eigenvalue of matrix M.
From a more practical point of view, one may start from results established in
sections IT.A.3-4 which show that the EXAFS function is the sum of a series of
terms starting with the order n > 2:

oo
X0 =3 ¥y (8) (60)
n=2
where the superscript £ refers to the selected final state. In real spectra, the sin-
_ gle scattering terms (n = 2) are largely dominant and we have already pointed
out that they yield information orly about the radial distribution of the sur-
- rounding scatterers whereas more complete information about the stereogeom-
etry of the whole cluster could be extracted, in principle, from the higher order
correlation terms ng) (x), x&} (k) ... This is the point here at which to introduce

a more classical expression of an) (k):

: I ) p ~
Xy () = 3 |46,y (5. B2, Rij) I sin [nzzfn) + 265 + ¢, (K,an), R ]
P

(61)
where Afn) and gaf,n) are the scattering amplitude and the scattering phase-shift
for a given scattering path an). Remember that both Afn} and an) are not
simply function of k but also depend implicitly on the whole stereogeometry
(including bond angles) of the cluster. There are a few points which we want to
make clear: ;

s Far above the edge, 7.¢. for large k values, the scattering amplitudes decay
rapidly and multiple scattering processes of high order should have only
very weak contributions: their detection requires therefore an excellent
signal-to-noise ratio.

¢ One has to take into account not only the finite experimental energy reso-
lution (Fexp =2 1 €V) but also the life-time of the core hole (I'y, > 0.5 ¢V)
and the life-time of the photoelectron itself. The latter is usually taken
into account when the self energy has an imaginary part as this is the
case with the Hedin & Lundqvist effective potential®®*7 discussed in sec-
tion 11.C. The practical consequence is that both long multiple scattering
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paths and distant single scattering produce no structure that survives
such a severe energy broadening. Under the simplest approximations the
damping function can be written:®®

Dfn) (Ty; k) = exp {-——g}z (2mh?) {R’gﬂ) + Afn) (k)} - g} (62)

where : T (eV)=Tup+Ts (is converted into A~2)

n—1
g
Riy= 3 Rugen and: Ay =2 280 (k) + ¢y ()]
1=0

with A < 0. Note that the additional factor exp[—g] is the probability
for no “intrinsic losses” caused by the excitation of inelastic channels.

¢ The angular dependence of a multiple scattering path an) is often de-

terminant. For instance, X‘(Zg) (k) can be expanded in a series of terms
Yo P (ﬁtﬁj) in which only the first order term A = 1 will vanish if
R,; and ﬁj are orthogonal. One may expect, then, X€3) (k) to be certainly

weaker (but not zero) if R; and R; are (nearly) orthogonal. Concretely,
this implies that in the case of a metalloporphyrin, the third order cor-
relation involving the 4 nitrogen atoms and the axial ligands should be
rather weak, as confirmed by all the experiments reported so far.

e On the other hand, it has been known for a long time that any colinear or
slightly bent arrangement of the absorber + two (or more) scatterers will
result in a so-called " shadowing effect” that enhances the contribution of
the most distant scatterers.’%81.7® There are two reasons to expect large
effects:

() forward scattering is systematically more intense than backward
scattering;®®

(¢4) the X€2) (k), st) (k), X€4) (k) contributions relative to the most
distant atom are overlapping and are possibly interfering : they can hardly
be resolved. We like to draw attention on the necessity to have not only
excellent phase-shifts but also excellent amplitudes (...which is more diffi-
cult) for modelling the interferences of those three signals.9%-%

In coordination chemistry, there are several ligands which are known to
give very strong shadowing or focusing effects: —-CO, —-CS, —~NO, CN—,
SCN~— 949 1t is now well documented that histidine and imidazole ligands
which are essential in biology also contribute to intense multiple scattering paths
due to the focusing effects caused by the strong forward scattering from the near-
est neighbor atoms:*"% this is, in fact, a general property which is shared by
most aromatic five or six atom rings. For what concerns the porphyrin macro-
cycle itself, multiple scattering effects are less spectacular but are quite real
and cannot be neglected anymore in refined analyses. The shortest multiple
scattering paths that are expected to contribute to the EXAFS spectrum of a
metalloporphyrin are illustrated by Figure 6:
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Figure 6: Main multiple scattering paths contributing to the calculation of the EXAFS signal in the
case of a metalloporphyrin.
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e M —N-—C,— M|
M — N — Cp —s N — M]
whose approximate lengths are: Ey_c, =~ 6.6 Aand Ry_co-n ~TOA.

o [M — N — Cg— M|
M — Cy — C — M]
[M — N — Cg — N — M|
M -—C,— Cg— N — M|
M —Cy — Cg— C, — M]
whose approximate lengths exceed 8A. Note that their relative contribu-
tions to the EXAFS spectrum are enhanced by shadowing effect.
e For (TPP) (or related) macrocycles:
[M — gz — Crgp — M]

[M — Chies0 — Crp — Creso — M| in which Cyy is the carbon of
the phenyl group that is bound to the meso bridging carbon. Even though
R > 10A, the corresponding signals are still easily detected dueto a nearly
perfect shadowing effect induced by the meso bridging carbons.

3. Fast Spherical Wave and Other Approximations

For practical applications, one has to explicit X(n (k) in a more tractable
form. We will restrict ourself to the simplest case of unpolarized EXAFS, i.e.
¢ =« = 0. We have the very general formulation:™

1" ) .y
an) (k) = —(—iz(-:—l)-i-l-ﬁ Im |exp (225? ) %‘::&) (¢,¢;00) | (63)

Starting with the single scattering contribution, the following formula holds
true at any edge:

exp (2160) Sy a2041) t,
X(z) (k) = { x Y, (60, efajt ao)e2 (3 (kR; )]e o

For the third and fourth order terms, recurrent formula are more appropriate:

Xe (k) = —...._..}_...... Im i €Xp (2250) E'} ng Jac :?g (Z, eliﬁ,a) t‘é, i (65)
@ (2£+4 1) Hjﬂ) (0 60— a)(— I)eue —a
1 [ exp (2115?) i e =04 (6,0 acx) ti' g
15 k) = 4o T 5 ac =(2) 6
X(4)( ) +(2€+ 1) m :'Z;’:)O ¢ b0 — Cf)( l)£ . (6 )

and one may appreciate that the recurrent formula are very efficient for practi-
cal calculations since the quantities E?;) and E?;§ are calculated only once for

every energy and then are combined differently to yield x‘é) (k), sz) (k) ...up to
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(k) ™ Note that the computing codes MSXAS® or GNXAS!? which are
of en cited in the recent literature are based on such recurrent calculations.
In practice, one needs to calculate a large number of products of modified
Hankel functions [h} (kR;)]” [hf (kR;)]". Much computing time can be saved
by exploiting useful approximations:

o the plane-wave (PW) approximation:

hf (kR) = (=)' b (kR) {exp(ikR)] JkR with B} (kR) =~ 1 i

e the fast spherical wave (FSW) approximation (Rehr et al,!%" Gurman et
al™®):

1} (kR) — exp[i€ (¢+ 1) /2kE] {1 +e(E+1)/2 (kR)zr if (kR) — oo

Clearly, a major advantage of the PW approximation is that both the scat-
tering amplitude and the phase-shift become independent of the dimensionless
variable kR and can be tabulated. This approximation becomes more acceptable
at large values of kR which are usually heavily weighted in standard numeri-
cal analyses such as the Fourier Transform (FT) analyses discussed in section
HIL.A.2. Unfortunately, detailed numerical calculations have clearly established
that the PW approximation introduces at low/medium k values quite severe
distortions of ng (k) while the real signal is well reproduced both in phase and
amplitude by the fast spherical FSW approximation. As pointed out by Natoli
and Benfatto,”” the PW approximation is not satisfactory for the high order
correlations X{s) (k) , X{q (k);... and should be definitely abandoned. In our
experience, even the FS% approxmatzon may faﬂ to reproduce the amplitudes
correctly:

Even though the PW approximation is not to be recommended for refined
calculations, it remains useful to elaborate and justify approximations of higher
orders, This is nicely illustrated by another useful recipe that has been proposed
by Rehr and Albers'?? in order to speed up the calculation of the Green function
in the typical case one wishes to include a large number of high order scattering
paths. Their starting point was the remark that, within the PW approxima-
tion, the Green function of a multiple scattering path results in a simple fac-
torization of scattering amplitudes Ay 1) (On-1) Av—2) (On-2) A(N _3y(On-3)

.Aq) (1), in which the summation over angular momenta that is carried out
at; each site combines with the {—matrix:

i Av-1y(On-1)Aw-2) (On-2) --Aq) (01) (P1-Pn)
Xcw- (%) = Im { x exp [ipy +py + ...ipy + 2i60) / p1po--Pi (67)

where: p;, = & (R@“) - Ry 1>) is a dimensionless scattering path vector. The
strategy of Rehr and Albers was then to study under which conditions a fac-
torization of the Green function could still be preserved while abandoning the
crude PW approximation. They started from a factorized formulation of the
two center Green functions:

G’(r,r',E) —""—-Zj}; (T—R)jy (r’—R,)GLLr (p} (68>
LL’
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with: )
Gour ()= 22 T (o) 1E () (69)
A

where the exact functions f‘f; and I‘g can be replaced by their series expansion.
The first term which is first order with respect to 1/p can be indeed identified
with the PW approximation: it yields a (3 x 3) matrix with respect to the com-
bined indices A = (g,v) = (0,0);(0,£1). Rehr and Albers have suggested!"?
that, in practice, a truncation of the series preserving only the first and the
second order terms with respect to 1/p should be enough. This reduces the
problem to the calculation of a (6 x 6) matrix restricted to the following in-
dices: A = (p,v) = (0,0);(0,41);(0,£2);(1,0). One will get immediately a
good idea on how much this approximation speeds up the calculation if one real-
izes that a true multiple scattering caleulation would involve the multiplication
of 22 x2¢% matrices whereas the fast algorithm of Rehr and Albers involves
the multiplication of only (6 x 6) matrices. One should keep in mind that in
the simulation of EXAFS spectra there is the rule of thumb that: £, ~ kag
(where ag is the muffin-tin radius of the absorbing atom) so that, in practice,:
Lnax ~25-30. This algorithm contributed to make very fast the codes FEFF3-
FEFF7 developed by Rehr and his coworkers.!?*1%% It is also used in the most
recent version of the code EXCURVE9S developed in Daresbury (U.XK.). For
the sake of completeness, we wish still to give the general formulation of the
factorized Green function of Rehr and Albers for multiple scattering paths of
order (n):

( ) R;,..R Z 1 N B;!: ! HN 1 70
15
LNL()( ) P1Po---PN Z 1Anv TTA ( )

where Hﬁr ~1 is the product of the local scattering amplitudes :

HN l= AANAN 1 (PN 3 PN~1) »--Axlxgm (P2, P1) (71)
with: . ‘ )
Aini (o, P) =) 6 TR (P) TR () (72)
L

whereas the so-called termination matriz B["’L N is defined by:

BRogY =T5 (py) TEY (pn) (73)

This formulation proved itself to be reliable in several applications. It seems,
however, that its extension to the case of fully relativistic systems is not com-
pletely straightforward and deserves more attention.

4. Configuration Average and Debye-Waller Damping Factor

As a consequernce of static and vibrational disorders affecting the whole clus-
ter, what is actually measured in EXAFS is never an) (k) but rather some con-

figurational average <an) (k:)> Benfatto et al.'%? have shown how to calculate
this configuration average for a N-atom cluster, provided that the N-dimensional
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mass weighted instantaneous displacements q = ,/M; u; follow a multivariate
Gaussian distribution law, then:

: exp [— (q'M~1q) /2] ‘
<X§*‘) {k)> = _/ dn (;)[N/z(;t {(;))3/2]]' (74)

iA(n) (k, q)t sin [kan} (@) + b5 (k,q)}

where M is the dynamzcal correlation matrix of the N-dimensional displace-
ments. It is most convenient to switch from the mass weighted displacements
q to the normal coordinates Q= A 'q where A is some orthogonal matrix
that will diagonalize the dynamical matriz [®];; 82 ;; This defines 3N-6
normal modes of vibrations characterized by the eigenvalue w associated with
the eigenvectors (J5. Starting from the averaged equilibrium configuration Qg
and retaining only the first order terms, the configuration average can now be
rewritten:

(X ®) = |25 0.Q0)|[1+DI®] P exp[-D2 ()] (75)
X sin {kﬁ ) (Qo) + QD‘Z,’,) (k, Qo) + Dy (k)}

where:
B R R o L N )
Dy (k) = ; {MQ};\Al A}(Z) (k. Q)} 0Q Q) @

D (k) =3 3 Mol |— 50

X
in which we have defined: Yy (£, Q) = Ichﬂ} (Q)+ w?;é {k,Q). Since we used
the normal coordinates, the matrix Mg is the diagonal vibrational correlation
function whose eiements are given by:

~ (@) = 5= oot () (79

where kpT is the usual Boltzmann scahng factor. This is mostly the exponential
term exp [—D; (k)] which is causing a strong damping of the EXAFS signals at
large k values. In the single scattering EXAFS, i.e. for n = 2, the exponential
term may reduce to a true Debye-Waller factor exp{ 20219?‘] but only in the
PW approximation because the phase-shifts are then fully independent of the
cluster geometry. The corresponding Debye-Waller factor which is associated
with the path length P = Ry; +R;q = 2R can alternatively be formulated:

[o;)? “‘<{R (o — }> ZR k"”VO)<QA>/#3 (77)

8 {6% (k,ea)r
: Qo

Here the vectors v; = R; [1;/mj] 172 are mass weighted displacement fields in

-1
the A" normal mode whereas y; = {(mgrl -+ {mj}ul] . We want to stress
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here that G? is anyhow different from the Debye-Waller factors defined either
in Méssbauer or in crystallography because the cross term (u;.ug) cannot be
neglected in EXAFS.

For higher order scattering paths (n > 3), there are two distinct terms which
are expected to contribute to the exp [—Dq (k)] term: the first one arises again
from fluctuations in the length of the scattering path RP and the latter fluc-
tuations are clearly affected by high frequency vibrational modes; the second
contribution now arises from the change of the phase-shifts as a consequence of
the fluctuating geometry of the cluster. Low frequency bending modes could now
result in a non-Debye-Waller-like damping, i.e. in a damping that is not pro-
portional to k2. This second contribution may be suspected to become rapidly
the dominant one for high order multiple scattering terms.

There are very few examples of multiple scattering EXAFS caleulations
where the damping of the multiple scattering signal is not treated as a freely
adjustable or fitted parameter. Increasing the number of fitted parameters is ob-
viously a strong handicap for those who are interested in evaluating the present
limitations of the theory associated with a given choice of local effective po-
tentials: it would be therefore highly desirable to calculate in a non-empirical
way D (k,Qx) and D3 (k,Q,): this is only possible if one has access to the
vibrational correlation functions Mg. Starting from reasonable guesses for a
few local force constants, Poiarkova and Rehr!'!® have used the equations of mo-
tions to calculate a projected vibrational density of states (VDOS) by Fourier
transforming the time dependent correlation function of the normal displace-
ments. Another option is to derive the vibrational correlation function directly
from a separate experiment. Regarding organometallic complexes, the most
rigorous results were obtained by Loeffen et al'''''? who used Inelastic Neu-
tron Scattering (INS) to perform first a very detailed normal mode analysis of
the zinc tetraimidazole complex and reinjected the results in a multiple scat-
tering EXAFS calculation including manybody correlations up to the fourth
order (n = 4). The partial derivatives D; (k, Q) and Dg (k,Q ) were obtained
numerically for each one of the 105 normal modes that had been identified
from INS: Loeffen and Pettifer'!® simply calculated the functions Afn) (k,Q)
and @b’(’n} (k,Q>) for two different configurations, i.e. [Qx]y and [Qa] + 0 [@x]
from which they approximated the relevant derivatives. They found that for
most paths, the damping was essentially due to a small group of four modes
assigned principally to the tetrahedral Zn — N stretch modes of the complex.
Unfortunately, no study of this type has ever been made for porphyrins or met-
alloproteins.

The theory has been extended by Benfatto et al.!%? to the case of anharmonic
force fields by means of multidimensional cumulant expansion of the character-
istic function of the probability distribution. A detailed account of anharmonic
effects goes well beyond the scope of this review. We feel preferable to analyze
in more detail the case of tri-atomic structures of nearly aligned atoms with the
photoabsorber located on one side of the chain because this is the typical exam-
ple where multiple scattering paths are known to have large contributions.!'*
Without any loss of generality, one may parametrize the geometry of the sys-
tem using two distance coordinates, i.e. H; which is the distance between the
photoabsorber A and the atom B bonded to A, Ro which is the distance be-
tween atoms B and C, and one angular coordinate ¥ close to 180° describing
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the angles between A,B and C. If one assumes that there is no coupling between
the angular mode and the stretching modes, one is led to a simple but realistic
distribution function given by:

f (Ria Rﬂa#) =

oo [4@EM )] qs0—0) [ (80-9)°
oM & {“T] i

in which the bidimensional covariance matrix M can be rewritten:

G’%z; ‘ 9123/;0231”%:;«, (79)

' 2.9 2
- P124/9R, %R, Ih,

where p is the bond - bond correlation factor. On the other hand, one im-
plicitly assumes that ¥ is never fairly different from 180° so that the average
angle ¥ is given by: ¥ = 180° — /7/264 with the variance: 0% = (2 — 7/2) 65.
Therefore, the model distribution will depend on a total of six independent pa-
rameters which are respectively: Ry, R2,0% ,0%, ,p19,69. Their determination
by EXAFS is unfortunately not always possible due to strong correlations.'

C. Local Effective Potentials
1. Muffin-Tin Approximation

At this stage, we have a theory for XAS but we cannot really exploit it yet
for ab initio simulations because we still do not know how to calculate the radial
functions Ry, or how to calculate the complex quantities £} . To perform such
practical calculations, we need to go deeper into the construction of the molecu-
lar potential for a metalloporphyrin complex. The minimum size cluster which
is required to describe a metalloporphyrin is already fairly large: it includes
the complexed metal (M), the four nitrogen (4N) and sixteen carbons (8C,,
8Cp) of the pyrrole rings, the four meso-bridging carbon atoms (4C,ses0), very
often the eight [ substituents (8X3) of the pyrrole rings or the four substituents
of the meso-bridging carbons (4Yes,), and indeed, whenever appropriate, all
atoms (nZ) which define the axial ligands. One may usually forget the hydrogen
atoms unless they critically affect the charge distribution very near the absorb-
ing center which is, for practical convenience, always located at the origin (o).
Each atom in the cluster is assumed to contribute essentially to a local poten-
tial V; (r;): a justification for this assumption is that the molecular potential
is always dominated by strong local Coulomb singularities which extend only
over very short distances (i.e. over distances of the order of the Bohr radius
ap =~ 0.53A) whereas the interstitial potential is rather smooth and never very
deep.

A convenient starting point is the so-called “muffin-tin” approximation and
the construction of spherically averaged, local potentials with reference to a
(slightly modified) prescription given a long time ago by Mattheiss!!5:

o Charge densities g, (r;) can be obtained for neutral atoms from fully rel-
ativistic, self-consistent field (SCF) atomic calculations. Alternatively, in
more advanced XANES programs, one can reinject in the present model
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SCF molecular charge densities that can be obtained by running before-
hand one of the several Quantum Chemistry programs or band structure
calculations (e.g. LMTO-ASA-TB codes,''® or FLAPW codes such as
WIEN97'18) which are now available.

e The atomic charge densities are placed on each atomic site of the cho-
sen geometry and the superposed charge densities o(r) = 3, 0;(|r — R;),
or when available the SCF molecular charge densities, are spherically av-
eraged about the atom whose local potential is required. The desired
spherical average can be obtained, for example, using the Léwdin theo-
rems on spherical expansion,''? but restricted to £ = 0. Finally, Poisson’s
equation is solved to derive the Coulomb part of the local potential. The
whole procedure was largely inspired by the old Wigner-Seitz prescription
to build a spherically averaged potential in crystals.

e When atomic charge densities are injected, the relaxation of the charge
density around the core hole and the screening of this latter can be crudely
accounted for by taking for the photoabsorber the charge density of the Z+
1 atom with the corresponding core hole. This is usually not possible when
external SCF molecular charge densities are used, especially when the
charge densities are extracted from a band structure calculation. Ideally,
one would like to have a self-consistent charge density of the system in
the presence of the core hole and with the core electron promoted to an
empty valence state: this is looking absolutely essential to simulate XMCD
signals.

e The next step is to add the local exchange and correlation potentials.

2. Local Density Functional Theory:

A perennial question in quantum chemistry is how to calculate exchange
and correlation in a many body problem. This is where two important theo-
rems established in the early sixties by Hohenberg and Kohn!?? proved to be
very productive: these authors demonstrated that all aspects of the electronic
structure of a system in a non-degenerated ground state are completely deter-
mined by the local electron density g (r) = 3, ¢; (r) ¥, (r) and they proposed a
formal stationary expression of the energy as a functional of g (r) . Slightly later,
Kohn and Sham!'?! extended these considerations to spin polarized systems by
introducing the local density of electrons of spin o = 1/2(1) or —1/2(}), i.e.
0, (t) =3, fo¥ho (*) ¥y, (r) where f, is the occupation number obeying Fermi
statistics. Employing the energy variational principle, they finally derived a sys-
tem of self-consistent, one-particle equations which can be written (in atomic
units):

(=577 e 1)+ v o] + 02 [0 1) 21 )] ) 0 (5) = e ()

(80)
where: vny. (r) is the potential of the nuclei, uc, [o(r)] is the so-called direct
Coulomb electron-electron interaction and vZ, [QT (r),o, (r)] is the exchange-
correlation potential for spin ¢. For an electron gas which is unpolarized,
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vZ, [01(r) 0, (r)] reduces to vz [p]. One should stress that the eigenvalues
€5 do not correspond to elementary ezcitations®” and recall that, as yet, only
their sum has significance as part of the expression of the energy of the ground
state Eg: typically, Koopmans theorem relative to the removal of one elec-
tron is not satisfied by the Kohn-Sham eigenvalues €. Concentrating first on
unpolarized spin systems, it was found that, for a slowly varying density, the
contribution to Ey of the exchange-correlation energy E;. is given by the density
functional:

Boclo(®)] = f {eaclo (0]} 2 () r (81)

where €, is the exchange-correlation energy per electron in a uniform electron
gas with local density p(r). We may also express the corresponding potential
as a functional derivative:

R 82)

Similarly, for a spin polarized system, the correlation potential for spin ¢ would
be given by:

75 0¢Z (1s,£)

Ol (rs,
2 2L 0e8) (e sign (o)) ZELE)

V7 (r5,€) = € (rs5,€) — €

(83)

where: 7, = [3/ (47{9)]1’/ 3 is the Seitz radius that characterizes the mean distance
of interaction and £ = (g? = Qi) / (QT +0 l)' ‘We have listed in table 1 some of
the local density functionals that are most frequently referred to in the literature
either for v, or €;.
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Model # 1 : SLATER-JOHNSON X 122-124

Vget = —6ey {(3/473’) QT (1‘)} 1/3 with: ¢ o2 %

Model # 2 : GASPAR-KOHN-SHAM (exchange only)!??
€1 =—C; [pr (r)}y ® with: C, = 0.9305

vay = —2/3[(81/4m)0; ()]°
Model # 3 : THOMAS-FERMI-DIRAC-HARA126
€ee = —Coo [p (0)]Y®  with: Cp, = 0.7386
Model # 4 : HEDIN & LUNDQVISTS6.87
Vge = ]Ek — VUnue (1’) = Veb (Q) - (ﬁ2p2/2m)}
with: p2 (?") =k?+ k%v where: k%- = {371‘29' (9‘)] 213 { local Fermi energy)
Model # 5 : GUNNARSSON & LUNDQVIST127
€zc(7s5,€) = €p (rs) + [er (rs) —ep (rs)] £ (£)
FO=[a+8*+ 19" -2]/[243-2]
ep = —3/2mar, —cp [(1+23) In(1+ 1/zp) +1/22p — 23 — 1/3]
ep = —3/2(2) P rar, —cp [(1+23) In (1 + 1/zp) + 1/22p — 2% — 1/3]
where: Tp = rs/rp; T = Tg/?"p; rp=11.4 rp =15.9;
Cp = 0.0666 s Cp == 0.0406
Model # 6 : VOSKO-WILK-NUSAIR 128
PERDEW-WANG!2®
€c(rs,€) = € (rs,0) +ac (rs) [ () /7 (0)] [1 - £*]
+ [el (rs,1) — € (75,0)] €41 (§)
62 (7'3) ; 68 (7'5) 7 O (7'3) are fitted to Monte-Carlo simulations
using a test function: ¢ (Ts) = —2A (1 + C!;?',,)

«In {1 +1/ [2A (,(317"}/2 + Bors +ﬁ3?"§/2 + )}}

Table 1 : Density Functionals used for Exchange - Correlation

For a very long time, the most popular exchange-correlation potential has
been the Slater Xo functional with the o values tabulated by Schwarz:1%0 sev-
eral calculations concerning the ground state properties of metalloporphyrins
have been reported in the early eighties by Karplus and his co-workers!31-133
using such effective local potentials as a starting point for SCF calculations.
The Gaspar-Kohn-Sham functional has also a number of adepts especially as
a zero-order term for refined corrections detailed below. Since the early work
of Lee and Beni,'3* nearly all EXAFS calculations have been performed using
the Hedin & Lundqvist local self-energy: a strong argument for preferring this
functional was that it has an imaginary part accounting for the life-time of the
photoelectron. Beyond the Kohn-Sham “Local Spin Density ” (LSD) approxi-
mation which is obviously a key step in defining local potentials, some additional
refinements have been reviewed and carefully evaluated in the Quantum Chem-
istry literature: this is the case of the so-called “Generalized Gradient” (GG)
approximation prescribed by Perdew et al.!3% :

ESS = / €S9 [0, (1) p, (1) Vor (1) Vo, (0)] p@) P (84)
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Concentrating first on the exchange term, the function €$ could be written as:

€§% = eL9P [1 4k~ k/ (1 + ps?/k)] (85)
where: s = [Vp/ (2pkp)]; & = 0.967; i = 0.235. Similarly, for the correlation
energy, Perdew et al '*° suggested the following approximation:

GG — _m (e*/R2) v[6 () :
(GG = (e*/B) v ) In {1 Gl + xGIPT } o)

where: ¢ () = {(1 +&2 +(1-8Y 3} /2 5 x ~07T2161; 7 =~ 0.025.

However, a fundamental prerequisite for gradient corrections to result in any
significant improvement over the Kohn-Sham LSD approximation is to include
“Self-Interaction Corrections” (SIC). Perdew and Zunger *® have suggested
that this was the price which one had to pay (i) to restore more accurate values
of the total energy and produce realistic estimates of the gaps in band struc-
ture calculations of insulators; (i7) to obtain orbital eigenvalues consistent with
Koopmans’s theorem and possibly taking into account relaxation effects when
an electron is removed; (44%) to restore a correct long-range behavior of the po-
tential: far from the nucleus an electron which ventures out to large r distances
will not "see” its own charge and so should experience the potential — (Q + 1) /»
and not —()/r as it is the case in the LSD approximation. The whole question
arises from the consideration that in any exact theory, the exchange-correlation
energy of a single, fully occupied orbital (occupation number: f, = 1) must ex-
actly cancel its self-direct Coulomb energy:

U [ﬂ!«w} + Ege [Pka] =0 (87)

This requirement is not satisfied rigorously by the Kohn-Sham LSD theory with
the practical consequence that a correction has to be made to each one of the
eigenvalues of equation (80):

€10 = ¢LSD _ .94 / pi3 (r) dr (88)

This has a cost in term of computing time since, for every eigenvalue, one
has to perform this correction, solve the Schrédinger equation to obtain a new
wavefunction and a new set of local densities and, possibly, iterate such a self-
consistent procedure with a modified form of equation (80). Recent results
have confirmed that for transition metal oxides, SIC improved drastically the
band gaps compared to the local spin density approximation.'®7:!38 In practice,
SIC seem to be most relevant for core states and localized excited states but
should be negligible for continuum states, e.g. in the EXAFS regime. From the
work of Perdew and Zunger,'® one may anticipate that it should be possible to
avoid self-consistent corrections by using orbitally averaged effective potentials.
Along this line, the “half-and-half ” approximation proposed by Becke!®® :
€xc = 1/2 [z + vsz] may well be good enough in the pre-edge and edge region.

Such refinements are implemented in many advanced computing codes which
are developed for quantum chemistry and are based on the theory of the local
density functionals. We will try to explain below why such refinements have
not. been introduced in the codes available for simulating XANES or EXAFS
spectra.
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3. Many Body Green Functions and Self-Energy

The Green functions offer a powerful alternative approach to the many-
body theory of electronic states.’* Let us start with the quantity which has a
physical meaning: the correlation of an electron with itself at another position
and time. This is precisely the definition of one-particle Green’s function in the
time domain:

G(rtr,t)y=—i (N| P [ (r,t) ¥ (v, ¢)] |N) (89)

Here | N} is the manybody ground state and P is a time ordering operator that
is re-ordering subsequent time dependent operators so that the latest event is
always on the left. Note that ¥ (r,) and ¥ (r',¢') are not wavefunctions but
field operators which subtract or add an electron in a given spinorbital at the
space-time argument (r,t). For non-interacting electrons, the Fourier transform
from the time domain to the energy domain would revert G to the Green function
given in equation (8). This is not anymore true for interacting electrons because
the effective potential consists of two contributions: () the Hartree potential
Vi (1) the self-energy ¥ which encompasses the effects of both exchange and
correlation. In the time domain, the Green function is solution of a formal
equation:

{gg ~ o (1) Vi )] e ')

- / drdt’ Y (r t;1°0) G (200t ) = 6 (r —v') 6 (£ — 1) (90)

where Hy (r) is the one-electron Hamiltonian. This equation clearly shows that

¥ is non-local , time correlated and in most cases complex.'*’ In the energy
domain, it reverts to the operator equation:

(E - Ho— Vg)G(E) — T (E) G(E) = 1 (91)

Suppose that the non-interacting equation (i.e. without ) has a known so-
lution: Gy = [E—~Hy— Vg ii{}_l, then the general solution will satisfy :
[G]" = [Gx]™" — £ in analogy with an impedance problem. It also becomes
obvious that the poles of G (or the zeros of [G]™") will be moved in energy
by the quantity R (X) to the so-called quasiparticle energy. On the other hand,
the lineshape will not be anymore a Dirac function as expected from (8): in
the case of an homogeneous electron gas, Im(G) has at resonance the famous
Fano (or Breit-Wigner) lineshape.!4! This is often termed as the exztrinsic line
broadening.

Equation (90) is completely useless regarding practical applications because
nobody knows how to calculate the many-body ground state wave function |N).
The breakthrough was obtained by Hedin®®'** who derived a set of coupled
equations involving G (r ¢;r't’) and £ but not anymore | N}, the price to be paid
being the introduction of other time-correlated quantities such as the screened
Coulomb interactions W, a polarization propagator P and a vertex function I'.
A detailed account of the whole theory and its of most recent developments
would fall beyond the scope of the present review but we like to introduce
the so-called “GW Approzimation” (GWA)'? which appears to be the latest
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refinement to obtain a non-local self-energy in ab initio simulations of EXAFS
spectra.l971% The underlying idea is that in molecules or in the solid, the
screening is quite strong and results in weaker interactions so that it makes
sense to expand ¥ in series as: ¥ = oyW+ aoW? + ...the first order term
corresponding to the GW approximation. This leads to the following equation:

L(rrE) = Z?% /exp LER el W (r,x; E)G (r,x; E+ E) dE'  (92)

where the screened Coulomb interaction W is related to the unscreened Coulomb
interaction v by: W = e~ 'v, £ being the frequency dependent dielectric function
of the electron gas. What makes this approach attractive is that both W and
G can be calculated to a reasonably good level of approximation using the local
density approzimation discussed in the previous subsection. For G, this seems
rather straightforward since one may replace in equation (8) the wavefunctions
¥ by the LDA eigenvectors. For the dielectric function, one can make use of the
general expression: £~! = 14wy with X = Xg [1 — Xov — XoKaze) 143 Here, xo
is the Alder-Wiser response function for independent electrons, i.e. the response
function of Kohn-Sham electrons, whereas: K. (r,r') = [0%E,./0n (r) dn (r')].
Neglecting K., this formulation of 7! reduces to the Random Phase Approz-
imation (RPA) of the dielectric function which is a reasonable starting point
to calculate £.142 Note that one needs to determine the frequency dependence
of the dielectric function to take into account the dynamical screening effects.
The GW extension of the local density (LD) approximation can be summarized
with another Dyson equation:

GV (B) = G*P (B) +G*P (B) [2~ VEP] G (B) (93)

which can be solved by a perturbation method to yield the quasiparticle energies
Ey . A self-consistent approach, restricted in practice to a single iteration, is
also required for T :

® @0 = (e + 8- 51 (5)

(94)

Recently, GW band structure calculations have been performed on NiQ and
other highly correlated systems for which LD methods were notoriously fail-
ing:"146 the GW results were much successful regarding the prediction of the
band gap and of the magnetic moment.. This tends to prove that in transition
metal compounds where the d band is narrow the GW approximation is tak-
ing much better into account the strong d — d interactions (Uzy) compared to
previous local methods: this is precisely the failure of the LD methods that
had accredited the superiority of the so-called short-range order methods (Hub-
bard or Anderson impurity model'4”) and of atomic multiplet models in the
soft X-ray range.! There is a price to be paid for exploiting GW methods:
this is again a huge increase in the computing time. In this context, one should
fully exploit the natural separation of ¥ into core and valence contributions as
pointed out by Hedin and Lundqvist.®” This has been done by Ankudinov and
Rehr who produced the first EXAFS and XANES calculations performed with
the GW approximation: the results proved to be slightly superior to the results
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obtained with the Hedin-Lundqvist local self-energy but with a computing time
multiplied by a factor 5.197:198 This method should thus be restricted to cases
which justify the corresponding need. A field of direct relevance is the simula-
tion of L-edge XMCD spectra of rare-earth complexes in which the 4f band is
also extremely localized and where the usual calculations often fail.

Another advantage of the many-body Green function approach is to treat
on the same footing the photoelectron and the core hole: the difference is in the
choice of the time-ordering operator. This has been an active field of research for
physicists over decades. Recent theories show that, beyond the sudden approx-
imation, there are two types of additional effects, often referred to as inirinsic
and interference losses**®, which are both related to the dynamical screening of
the core hole: they are not only responsible for the creation of satellite struc-
tures in the spectra (shake-up, shake-off...)'41:14%150 byt also induce a subse-
quent broadening of the quasiparticle peak'4%15!. Bardyszewski and Hedin have
established an interesting theorem of cancellation between extrinsic and intrin-
sic losses at some specific energy near threshold.'5? Its implications are still a
matter of discussions among theoreticians and will not be considered in this re-
view. The whole question has nevertheless a quite sensible practical importance
because the calculation of accurate scattering amplitudes is ultimately neces-
sary to extract reliable coordination numbers from EXAFS: this is the whole
significance of the parameter S2 (k) # 1 which is traditionally introduced in the
formulation of EXAFS and refers to the relative weight of the main many-body
excitation channel. Indeed, the screening of the core hole is expected to be most
effective in XANES: this is because the time scale of the screening is determined
by the plasmon frequencies which are typically of the order of 10-20 eV. In other
terms, for a photoelectron ejected in the quasi bound states near the Fermi level,
the screening time is comparable with (or even shorter than) the time needed
to promote the electron in the excited state.'*! Natoli and coworkers'®® have
developed a formal Multichannel theory of Multiple Scattering that can be gen-
eralized to any arbitrary non-muffin-tin optical potential. If, for simplicity, we
restrict ourself to the case of a muffin-tin potential, then the whole theory can
be summarized with the following decomposition of the multichannel scattering
path operator:

[r i =T 6 = ko [HIZ Y Saar — (1= Saar) 65 [K Y] e (95)
where o, refer to the excitation channels and {K “1] is the inverse of the
reactance matrix of the cluster and does control the cross over from the adiabatic
to sudden regime. Note that k., is now a tensor property of the system. Using
again the simplifying operator notations, Natoli et al. have proposed the new
series expansion:

ki3
r=[1-reK Y=Y (reKY) 7o (96)
n=0

where 7 would be a block-diagonal “scattering path operator” matrix char-
acteristic of a pure channel a. The first order, i.e. n = 0, gives now the
sudden approximation since the X-ray absorption cross section og is simply the
sum over all contributions associated to diagonal channel indices. Equation (96)
represents in a more concrete way the contribution of the interferences between
intrinsic and extrinsic losses obtained by Bardyszewski and Hedin.!®?
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4. Beyond the Muffin-Tin Approximation

Unfortunately, it has been our experience that neither the non-local refine-
ment of the exchange-correlation potential nor even the use of self-consistent
molecular charge densities can bring any spectacular improvement unless the
constraint of using spherical local potentials can be relaxed in the theory of
XAS. It has been known from the early days of the Xa method that the muffin-
tin approximation was insufficient for open structures and for molecules with
covalent bonds such as metalloporphyrins. In a very first attempt to take into
account the reality of chemical bonding, Johnson and his collaborators,!54:15%
introduced the clever concept of overlapping spheres which was codified later
by Norman.!®® The latter author suggested that the ratio of the atomic spheres
should be in the proportion of their atomic numbers and that the absolute value
should satisfy the virial theorem. In real practice, the fraction of overlapping
volume still remains a freely adjustable parameter which is typically of the order
of 13-15% for the metal and the nitrogen atoms of metalloporphyrins.

In order to get rid of spherical potentials, modern approaches in band struc-
ture calculations or Quantum Chemistry systematically combine a re-expansion
of the molecular orbitals on various bases together with variational methods: the
spherical potentials merely serve to initiate a self-consistent calculation.” This
is not the case in the theory described in section 11.A since spherical potentials
are absolutely needed to integrate the Schridinger equation and to caleulate the
phase-shifts and scattering amplitudes. In this respect, most of the advantages
one would expect from exploiting self-consistent local charge densities obtained
with any one of the modern quantum chemistry codes would be lost because
the electron densities would have to be anyhow spheridized to be compatible
with the theory of XAS. This has been confirmed by Foulis et al.'5” who tried
to perform a non-muffin-tin simulation of the XANES spectrum of the chlorine
molecule using the theory described below.

A formal MSW theory of XANES with non-muffin-tin potentials has been
proposed for many years by Natoli et al:5%:15%158 the only difference with re-
spect to the theory developed in the previous sections concerns the propagation
matrix [H]7;, which is involved in the formulation of the scattering path op-
erator in equation (42). The matrix [H]/;, which initially depended only on
the geometry of the cluster should be replaced by : [H]7;, +[©in]7;, where
[©ns]7;, will now depend on the shape of the non-constant potential intro-
duced in the interstitial region. The generalized expression of the scattering
path operator becomes:!%%

! =117 ~ & [H] - [Oind] ‘ (97)

Under the (questionable) assumption that the Born approximation is valid,
one may write: ‘

[Bint (B)Fy, = & / f ht, (kri) Vi (x) h;*, (krj)drde’ - (98)

the difficulty being then to caleulate these integrals by discrete numerical meth-
ods over the whole volume of the interstitial region (II). Unfortunately, the
method rapidly furned out to be dissuasive or simply impracticable for large
clusters such as metalloporphyrins because the computing time became rapidly
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prohibitive and severe divergence problems had to be circumvented. Moreover,
it was pointed out by Foulis et al'®? that relaxing the muffin-tin potential is,
in itself, insufficient: SCF charge densities had to be injected in the calculation
in order to approach the experimental XANES spectrum of chlorine.

Since the need for spherical potentials has no other justification than the
ultimate integration of the Schrédinger eéquation, one may question whether it
would not be more efficient to look immediately for an alternative numerical
method to the integration of the Schrodinger equation rather than to calculate
numerically corrective terms. This is the very elegant strategy adopted by Joly
who found feasible with modern computers to integrate the Schrédinger equation
using a “PFinite-Difference Method ” (FDM):!*° with a carefully selected grid
of points he was able to construct numerically the wave functions without any
approximation in the interstitial zone and at the interface of the atomic spheres.
The first results which are being published are very promising and show that it
is possible to reproduce all the characteristic features of the XANES spectra of
rutile (T0z) without any distortion of the energy scale.!®® If its potentiality is
confirmed from many more studies, this method could become a very powerful
tool to refine the analyses of XANES and pre-edge spectra of metalloporphyrins
and hemoproteins.

5. Atomic EXAFS: AXAFS

This review would be incomplete if we were simply ignoring the (still) con-
troversial question of the analysis of the so-called Atomic EXAFS (AXAFS).
The EXAFS signal x (k) is usually extracted by removing, using numerical pro-
cedures, some smooth background. How far this background is truly representa-
tive of the atomic absorption o (k) could be in itself a whole debate, especially
when EXAFS spectra are recorded in the fluorescence excitation mode. Any-
how, in the late seventies, Holland et al.'%! already raised the strong point that
the atomic contribution og (k) could be itself structured. Their original paper
contained two interesting remarks well supported by the experience:

e Not only oo (k) but implicitly the phase-shifts §; (k) are quite sensitive
to the shape of the potential in the outer regions of the atomic potential:
any artificial discontinuity in the potential or its first derivative (e.g. using
a muffin-tin potential ) will generate unphysical oscillations of the phase-
shifts that extend over the whole range of the EXAFS spectra.

e In addition to multielectron excitations, Holland et al'®! suspected the
presence in oq (k) of scattering resonances at positive energy. This led
them to relate the atomic cross section o (k) to the so-called Jost func-
tion for angular momentum £ : Lg (k) = |L¢ (k)] exp (—i67) and their final
result, was of the type: o (k) o< |L¢ (k)] 2. In the formal theory of collision
phenomena,’® the Jost function is the k-dependent renormalization factor
that is required to match at the muffin-tin radius ag the regular solution of
the partial {~-wave radial Schrédinger equation to the asymptotic solution.
It has a remarkable mathematical property: if the scattering potential
Vo (r) is decaying faster than an exponential beyond the muffin-tin radius,
i.e. for 7 > ag (...which is not the case for a Coulombian potential), then
the Jost function has an analytical continuation in the whole complex k
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plane which makes it possible to take into account poles associated with
bound states or antibound states at negative energies as well as scattering
resonances at positive energy. Starting from some arbitrary modelliza-
tion of the Jost function proposed in the sixties by Newton,'®? Holland
et al.'® concluded that significant structural features at positive ener-
gies could only arise from the scattering resonance terms and should be
detectable simultaneously in og (k) , |L¢ (l’c;)j“2 and {452 /dk]. The latter
point implies that any low frequency oscillating structure contaminating
0 (k) should also contaminate the EXAFS signals through &) (k). This
is fully consistent with our own experience.

Recently, Rehr and his collaborators!®® have resurrected the whole AXAFS
question and they proposed a slightly modified theory. It starts from the some-
what artificial postulate that the effective atomic potential could be split into
two terms: a free atom potential %f " (r) -which is purely virtual- and a perturba-
tion AVF™ (r) describing the chemical interaction of the isolated atom with the
nearest neighbors (embedded atom potential). The Green function should have
an additional term: Gy (r,r') = G&" (r,r')+ G (r,x') AVE™ (r) GI” (r,r'). In
complete analogy with EXAFS, the final result could be written:

a0 (k) = o3 (k) [1 + x5 (k)] (99)

where x§™ (k) is the atomic EXAFS. A major difference with the previous model
by Holland et al is that we are not talking anymore of scattering resonances
associated with singularities in the phase-shifts but of oscillations associated
with a scattering potential that has not anymore g spherical symmetry since it
depends strongly on the spatial distribution of the nearest neighbors. A crude
approximation, still related to the muffin-tin model, is to describe AVF™ (r) as
a spherical potential centered on the absorbing site and which would reach its
maximum at a distance R, o~ ag but would vanishes at the origin. Then, one
would predict that the Fourier analysis of x§™ (k) should exhibit a (distorted)
signal at a virtual interatomic distance 2R, = 2ag -+ 6 + 87 . This seems to be
supported by the experience but the problem is, however, that one may often
suspect this signal to be contaminated by experimental artifacts and additional
physical processes. Nevertheless, provided that one could extract a clean Fourier
Transformed AXAFS peak in a fully unambiguous way, then the latter signal
would be an interesting new tool in XAS to detect small variations in the chem-
ical bonding or in the charge delocalization of the absorbing atom surrounded
by its nearest neighbors. Moreover, in magnetic dichroism experiments, x5™ (k)
might also generate a specific contribution (Magnetic AXAFS) which may de-
serve further consideration.!®® At this stage, there is no real controversy on
the issue that the shape of the poténtial is modified by the nearest neighbors
and that it should affect og (k). However, a few warning messages have to be
delivered here: ‘

¢ In our opinion, it may be a very ambiguous exercise (Ramaker et al.!%%)
to carry out so-called AXAFS simulations with a truncated potential
AVE™ (r) and a step-like discontinuity with respect to the interstitial po-
tential Vi¢ because, according to the early paper of Holland et al.,'®! this
is well enough to generate unphysical oscillations of the phase-shifts and a
fully artifactual AXAFS signal indeed sensitive to the chemical bonding.
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e There should be a specific phase-shift §°™ (k) associated with the AXAFS
and with the scattering potential AVy™ (r) and the latter potential should
also contaminate the normal EXAFS oscillations as predicted by Holland
et al 18!

e The muffin-tin approximation is an even more serious handicap in AXAFS
than it is in EXAFS. We have seen in the previous section that, according
to Natoli et al,'®® the photoelectron transfer matrix [H]7,, has to be
replaced by: [H]|Y,, +[Tind]?;, in the case of a non-muffin-tin potential.
The latter effect is expected to induce a significant distortion of the peaks
in the Fourier Transformed EXAFS spectra (e.g. structured tails) and
one may fear that the conjugate effects of AXAFS and non-muffin-tin
potentials will result in fairly complicate signals that will be difficult to
interpret.

¢ From the experimental point of view, the reliability of the extracted AX-
AFS signals will always depend on the numerical procedures that are used.
Moreover, it has been known for a long time that weak multielectron
excitations can induce quite significant distortions of this atomic back-
ground.'®®  There are many more experimental causes for background
distortions such as the generation of polarized scattered radiation espe-
cially in fluorescence EXAFS experiments: this is particularly visible in

dichroism experiments where the background distortions are strongly am-
plified.

For these various reasons, practical applications of AXAFS will unfortu-
nately remain controversial for a while but the reality of the effect should be
more firmly established when non-muffin-tin potentials will become routinely
available.

D. Spin Dependent Effects
1. Dirac Equation and Relativistic Kohn-Sham Equation

A natural starting point for a rigorous theory of spin dependent effects is
the relativistic Dirac equation which we may write in the compact form :

Py \ _ [ m+V(r) cD Uy

HD( P, ) - ( cD —me? +V (r) )( P, ) (100)
where ¥, (1;]) and 9, (1;]) are respectively the large and the small bidi-
mensional components of the Dirac spinor. These two components are asso-
ciated with the eigenvalues: W = E 4 mc?. The operator D is defined as:
D =o.7 = o.(p—£A) where o denotes a 3 component vector associated with
the Pauli operator matrices; p = —iAV and A is the vector potential charac-
terizing any interacting field. The scalar potential V (r) could be any type of

2x2 Hermitian matrix but, in local density theories, spin and space variables
are uncoupled so that:

V() = ( VTO(r) Vf)(r) ) (101)
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where the symmetric combination: § [V (r) + V! (r)] would be the spin non-
restricted potential discussed in the previous section whereas the antisymmetric
combination is associated with a magnetic field B oriented along the Z axis:

lvig-vi@)e= e (102)
2 ‘ 2me

and also, according to classical electrodynamics; with a vector potential A
since: B =V x A. Indeed the latter vector potential should be included self-
consistently in D. We will see below that, in practice, this is not systematically
done with the consequence that spin-orbit coupling may be not correctly treated.
There is no transformation that performs the ezact diagonalization of Hp
and, as a conSequence, one cannot separate the strong and weak components.
Switching on an external field such as the interaction with an x-ray photon will
inevitably cause transitions between the positive and negative energy states
associated with ¢, and ¥, Thisis of more direct concern for inner shell spec-
troscopies because the deep core states are strongly relativistic: their weak
component 9, should not be neglected since it may eventually cause transitions
to 1, final states. This calls for a transposition of the whole MS theory in a
fully relativistic frame using relativistic Green functions. Fortunately, valence
electrons and electrons in quasi-bound excited states are slow so that the strong
component should be enough to describe the final state: this is the common jus-
tification for the weakly-relativistic Pauli approximation which leads to a spin
dependent Schrédinger-type equation. In this limit, it is assumed that Hp can
be diagonalized using a variety of transformations (e.g. the Foldy-Wouthuysen
or the Cini-Touschek transformations®). They have all in common to exploit
the operator series expansion : (5 =1+ (Sn’t,c?) [o.7]? .. for which only the
unit term is kept. The weakly relativistic, Schrédinger equation then becomes :

pt
HD =H— CZ + HDarwm + HSO +HB + (HSpm Spm) (103}
The spin-spin interaction can systematically be neglected in the X-ray range but
the other additional terms may have to be considered. We have summarized
below the formulation of these additional terms as one can find them in Quantum
Mechanics textbooks!®” with the usual definition: o; = g,s; where g, is the
Landé factor. ~

-1
® Hgo B Zé (4‘!71262) ﬁeig,sé. {Vtﬁxpi} ‘
- is the familiar Spin-Orbit term which couples operators in the spin space
and in the ordinary space: it i is important because it reduces the symmetry
of the system;

o Hp =3, (2mc)” " he; [Li+g,8] B — Y, (8mc?)~ Ye2[r; x B?
includes the paramagnetic + diamagnetic terms associated with the effec-
tive magnetic field B.;; that should include not only any external mag-
netic field but also internal exchange fields; the scaling factor of the para-
magnetic term with respect to the diamagnetic term is 1 : o® so that the
diamagnetic term can be neglected in XAS. Note that the paramagnetic
term Hp is odd with respect to the time-reversal operator.
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® Hparwin = — 3 (877@262)_1 R2e; AV;
is known as the Darwin term. Since it does not change the symmetry of

the system, it is not expected to split any band. The corresponding effects
are then negligible except perhaps for electrons of s symmetry.

We refer again to textbooks of Quantum Mechanics to show that the validity
of equation (103) is related to the approximation:!¢”

2mc? ~1 E-V(r)
E+2m -V (r) =~ 2mc

which is certainly not legitimate if V' (r) becomes singular. This precisely causes
problems in the derivation of weakly relativistic Green functions. Moreover, it
is not a trivial exercise to establish the relativistic analog of the Kohn-Sham
equation (80) for a spin polarized multielectron system. Following the theory by
MacDonald and Vosko,'*® one would rewrite equation (100):

me2 +V (r + Vipin (¥ D
Hp = ( (C)D ® —~mcg+V(cr) ~ Vipin (r) ) 1o

with a decomposition: V (r) = Vg (r) + Vg (r) + V. (r) that would be fully
consistent with our previous discussion. Note that the exchange-correlation en-
ergy |E;.] of the system now becomes a functional of both the charge density
p(r) and the spin magnetization density m (r) which are defined as:!%°

occ oce

pE) = W) and m@E)=) ¥ E)Eo%E)  (105)

In the additional term responsible for spin polarization: Vi, (r) = .Bess (r) ,
the magnetic exchange field is defined as:

el 8By (p,|ml])]
2me om

Bejs = (106)
Again Vi, (r) is odd with respect to the time-reversal operator and this is
of fundamental importance for the observation of magnetic circular dichroism.
However, strictly speaking, neither the theories by MacDonald and Vosko!'®® nor
by Strange et al.'®® are fully relativistic regarding exchange because one would
have expected a vector potential A, to appear in the operator D as suggested
by Vignale et al.'"%'"! who pointed-out that A,. would require the addition of
a paramagnetic current density functional. This is indeed why MacDonald and
Vosko explicitly prefaced their theory of magnetism with the adjective " spin-
only” because Vi (r) alone does not allow any coupling between spin and
orbital moments. Since there was the perception that something was probably
missing in the theory of MacDonald and Vosko,'® it has been proposed quite
empirically by Brooks et al.™ to add a mysterious ” Orbital Polarization” term
Vp (r) to the potential V (r): this new term was simply borrowed from atomic
physics and was given the same formulation as a Spin-Orbit term. In band
structure calculations,'”® V,p (r) has been found to improve significantly the
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magnetic moments in systems with highly localized d and f electrons. How-
ever, recent works reported by Gasche et al.'” and by Ebert!”™!7% indicate
that V,, (r) had only very little effect on the magneto-optical Kerr effect and
probably on XMCD. Whether this is a partial or a general result remains still
to be demonstrated. e ‘

In Quantum Chemistry, relativistic corrections to the self-energy are known
to be small for systems which are not spin-polarized nor spin oriented : this
is because valence electrons are slow electrons. Nevertheless corrections have
been proposed which may improve the results for high Z elements such as the
rare-earths, the 5d transition elements or the actinides as absorbing centers:

ELLIS CORRECTION:77 o =y, [1 -2 %g%} with: A= (1+1 /cﬂk%)”i
MACDONALD-VOSKO CORRECTION:168

Ef gy ~[1 - %@%&l} with: - B=wvpfc n= (1 +,@2)‘1/2

The problem of spin polarized system has been revisited later by MacDon-

ald!™® who proposed different expressions. The latter corrections were anyhow
neglected by Tyson in his recent theory of relativistic XAS spectra.!”®

2, Fully Relativistic Green Function

Green operators Gﬁ can still be defined by equation (6), the Hamiltonian
H being simply replaced by Hp. The key quantity for spectroscopy is: ImGp =
{G‘}} - GB} /2i. The non-relativistic multiple scattering Green function defined
by equation (31) can be transposed into a relativistic one:'6%175:176

Gp (vi,v s B) =Y Zn (v, B) Thns (B) 2L, (0,B) = Y Za (i< ,B) Jp (ri5 ,E)
A

AR

(107)
Here, the functions Zj (r;,E) and Ji (ri>,F) are the reqular and irregular so-
lutions to the single site i Dirac equation. Usually, the second term does not
confribute to the cross-section since it is real unless the energy has a complex
part accounting for finite life-times as mentioned later. As a consequence of the
introduction of Vi, (r), a Dirac spinor has no unique spin-angular character
and should be written:1¢°

; gk 'k (T.B) xx (T
seB=3(; fnimra®) oo

where the radial parts gk k (r,E) and fx/k (r,E) are solutions of four coupled
partial differential equations. The spin-angular part x; (T) is defined as:

xic @) = Y (551~ 0,0) Y7 () X5 (109)

where X7, is the Pauli spin function. Perhaps less familiar is the introduc-
tion of the compact relativistic spin-orbit quantum number K = (+k, i) where
k=1f for£=4—1/2 and k= —€ —1 for £ =4+ 1/2, the magnetic quantum
number g being restricted to —j...+j. A major complication with respect to the
non-relativistic theory is that the scattering matrices {T‘} a4 2nd the scattering

path operators Tf\i A+ are acting in both the real space and the spin space. In the
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spin space, one should envisage the contribution of off-diagonal terms, called
”spin-flip” terms. The latter are not related to Vi, (r) but to the relativistic
operator D which is responsible for spin-orbit coupling which makes possible
transitions between states of different spin character o. As for the orbital polar-
ization discussed earlier, it seems justified to neglect the spin-flip terms in the
XMCD calculations because they are, at least, one order of magnitude smaller
than the diagonal terms.'®® Moreover, for a powdered sample, one is concerned
with the trace of the spherical operators and spin-flip is certainly not relevant.

Once one knows how to calculate Gp (r;,r} ; E), it becomes straightforward
to calculate not only the x-ray absorption cross section but also other observables
such as the density of states and the magnetic moment:'%

N(E)= —%Im { / dr3TrGp (r,r ;E)} (110)

M(r)= -_llm {/Ef dE TrBoGp (r,r ,E)} (111)
7f 0

3. Semi Relativistic Green Function

Fully relativistic calculations are certainly safer but they suffer from the
handicap that it is more difficult to identify a physical cause for what is measured
experimentally. This is where the semi-relativistic theory of Brouder'#0-183
proved itself to be complementary. In his approach, the key step is an equa-
tion which relates Gp (r,r’ ; E) to the non-relativistic, spin restricted Green
functions Gt (r,r' ; E) and G| (r,r' ; E) resulting in a diagonal 2x2 matrix
G (r,r',E) and finally:

(G 4GD
Gp = [I-T] ( aDG* a2 [DG*D + 2] ) (112)
with
(o aGD (W — £%I) ;
T= ( 0 a?[DGD +2mI] (W — x2I) ) (113)

where a = 1/2mc and W (r)= V () + Vo (r) + Vypin (r). The interest
of this fairly complicate formulation is that it can be expanded in series of ¢™™
with the advantage over the Foldy-Wouthuysen transformation that there is
no divergent term, at least up to the fourth order. For the sake of simplicity,
we have retained below only the two low order terms ¢(!) and 0(® which may
contribute to XMCD: ’

0(8) = —draohw) (Wi x| [€"x] Im[G]EXT|[Wi ™ lx) (114)

_ 4m Ct(}ﬁw
(2me)®

where GG = GD (W—x%I) DG. These two terms involve only the strong com-
ponents of the Dirac spinor for the core level.

K
> (Wlk| [Ex] Im[GG][Er] |95 k)
K
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4, XMCD and MEXAFS at Lirgm Edges

The incident x-ray beam is left- (right-) circularly polarized if the helicity of
the incoming x-ray photons is —A (+5) and the corresponding electric dipole in-
teraction will be:'®¢ &% r =  [4n/ 3}1/ 2rY*! (£). The absorption cross sections
for left and right mrcularly polarized x-ray photons are given by an equatlon of
the type:

= —4raghw z &% My Mz, Im|[r M (115)
KK!
In the case of Ly 111 edges, the first term of equation (114) already implies
that: Ao = o% — o7 #0. Circular dichroism is currently explained, at least
for magnetic 3d metals, by the simultaneous conjunction of three effects:

(i) The core hole created in the highly relativistic 2p shell has a strong spin-
orbit coupling which is known to be responsible for the large energy splitting
between the L7 r7; edges and also causes the spin-polarization of the ejected
photoelectron (Fano effect!®?).

(i) If the magnetic exchange splitting associated with Vi, is turned on,
the spin-dependent final states with d-like symmetry are split. In general, the
spin degeneracy of the molecular orbitals can be lifted by the ligand field and/ or
by spin-orbit splitting of the valence band.!®"

(iii) Spin polarized photoelectrons with opposite helicity will not reach the
same sublevels as a consequence of the electric dipole selection rules that are
implicitly contained in the angular part of the matrix elements Mﬁ . The result
can be made explicit in the following way: an absorbed photon that was left-
circularly polarized can induce transitions only with AM; = 1, whereas an
absorbed photon that was right-circularly polarized can induce transitions only
with AM; = +1.

The first two effects (i and ii} are the classical ingredients of the so-called
two step model of XMCD as proposed by Schiitz et al'®* but one has to realize
that a separation in two steps is artificial since what makes sense is only the
matrix elements. On the other hand, for the sake of clarity, we feel desirable to
explieit a few conventions which may differ with the authors: we will assume
hereafter that the magnetic field B is oriented parallel (or antiparallel) to the
wavevector k of the x-ray photons:

o the photon helicity will be up (+) for right circularly photons and down
(=) for left circularly polarized photons;

® the magnetic moment and the minority spins are always parallel to the
magnetic field and reverse if the magnetie field is reversed.

At the time scale of the very short core hole life~time, one may first neglect
the spin-orbit coupling in the 3d final states and the selection rules yield then

very simple equations:

o At the Ly; edge (2py/y core state: £ = 1; jo = % == final states with d
or s symmetry: £ = 2,0):

ot =0l ,+30._,+20] , (116)
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0’“ :30';_“(;-%-0;“”1 "{“20';“‘3

Ao = +2 [‘7;—;5 - Ui;w,d} =20}, — 0} ]

ot 40 =44 {U;_,d + ai,_u,d} +2 [OEHS + J)iws}

e At the Lyj; edge (2ps/o core state: £o = 1; jo = % == final states with d
or s symmetry: £ = 2,0):

ot =50] ,4+305 4+0) ., +30}, (117)
o = 30';__,‘1 +50;l)-~>d +30’;_,3 +O_§~;""3

Ao = -2 {";Hd - Uiu»d] +2 [U;Hs - o},_,s]

ot +0" =48 {a;_,d + a,{,_‘d] +4fo] ., +0),]

These statistical equations let us expect a magnetic circular dichroism as
soon as 0;_9 4= G";E_% 4 # 0. They have been derived in a prophetic way by
Erskine and Stern'®® when no intense source of circularly polarized X-rays was
accessible. Note that they also predict that Ao should reverse its sign at the
Lyr and Lyjr edges. Usually, the nd band is narrow compared to the (n+ 1)s
band and it is a current approximation to neglect the dichroism associated with
the weaker transition 2p — (n + 1) s so that the asymmetry ratio measured at
the Ly; and Lyj; edges should exhibit the following proportionality:

[0"“«0”} N_2{0+“0_] (118)
ot +o” Ly - ot +o” Lyrr

Moreover, the so-called branching ratios should also satisfy a statistical rule:

et +07] Lis
o+ +0o7]

1 ot +o07];
Mo of T o
2 {0 +o ]L111+er

wln

(119)

Lrrr

It is now well documented that, for what concerns the L-edge spectra of 3d
transition metals currently recorded in the soft x-ray range, neither equation
(118) nor equation (119) are rigorously satisfied. This is usually interpreted as
the experimental evidence that spin-orbit coupling cannot be neglected in the
final 3d states. In a later subsection concerned with the magneto-optical sum
rules, we will see that the theory can be corrected to account for this additional
effect.

In our experience, equations (118) and (119) are never verified in the near
edge region with non-metal rare-earth compounds. This is typically illustrated
with the metalloporphyrin complex of gadolinium shown in the Figures 2 of
this chapter. It is our understanding that, since the 5d band is empty in the
ground state, the exchange splitting is involving the very localized, magnetic 4f
electrons which can spin-polarize not only the 5d final states as suggested by
recent theories but also the deep 2p core hole which has a large radial overlap
with the 4f band.'®3-190 This is a major difference with the 3d transition metals
where the spin polarization of the 2p levels by the magnetic 3d electrons is much
smaller. On the other hand, the 4f valence electrons and the excited 5d orbitals

48



77

are expected to be highly sensitive to the ligand field which contributes to the
energy splitting of the final state: this would in itself be enough to induce large
deviations from the ideal branching ratio and from the statistical rule usually
given for XMCD. These arguments call for a very careful use of these rules which
are nevertheless very helpful for the 3d...5d transition metal series.

Equations (116) and (117) derive from symmetry considerations regarding
the angular parts of the integrals represented by MJ' M wand Mo My.,. The
next step which is to calculate the difference o d —o? s is more involving. An
interesting question is to know whether XM(?B is most}y an atomic property
of the absorbing atom and to what extent it is influenced by the surrounding
scatterers. We may return to the decomposition: 7 = Tp [I + X] where X isthe

“cluster” operator as opposed to Tg which characterizes the scattering process
by the absorbing atom. This leads to the definition of the spin dependent cross
sections: 82

47:(10

oo (k) = (B — Ei) iVE exp [i83 (E)] D" (E) (120)
and for a powdered sample without orientational order:
2 X% (22;00; E)
V5siné3 (E)

In equation (121), X% (22; 00 E) is the sphencai tensor defined m section
ILA 4. On the other hand, D (E) combines the radial integrals of M3 M%,:

o1 () = 22 (B Bin) VEexp 83 (B)] [D (B)] (121)

D(E)= fo dry®™ (r) B (r, B) (122)

where 97" is the large component of the 2pjo wavefunction. Similarly the
radial integral D¥ (E) of equation (120) is defined by:

DY (B) = / PR (1) F (7 ) (123)
0

where: :
PEE)= /;, P drypeore (r*)Rg(r<,E) 9 (ry, E) (124)

is an intermediary integral. As noted by Brouder,!®%!8! simulations of spin
resolved absorption cross section often meet with unexpected divergence prob-
lems, especially for large clusters or molecules and it is a good strategy to substi-
tute E with complez energies: e = E +1iI'. We already mentioned in subsection
I1.C.2 that it was, for instance, essential to convolve the absorption spectra with
the core hole life-time T',. It is a nice mathematical property of the complex
Green functions that such a convolution with a Lorentzian lineshape is trivial
since all what one has to do is basically to replace InG = [G* — G~] /2i by:
ImG = [G(e) — G (e!)] /2i where ¢! = E—iI'. Another interesting refinement
also explored by Brouder et al.'® consists in taking into account the fact that
the spinorbitals are occupied up to the Fermi level: this can be accounted for
by a complex plane integration.

The observation of XMCD and MEXAFS implies that both o¢ (k) and o1 (k)
are different for spin-polarized T or | electrons. Equation (121) is obviously the
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equation to be used for simulating the MEXAFS. Brouder and Hikkam!®* have
simply developed (121) and established a rather simple decomposition of the
MEXAFS signal:

Axtyy (K) =gy (8) = Xty (8) = [Axlyy (9)]__+ [Axbyy(0)]  (125)
In the PW approximation and assuming ¢ = 2:
[axty 0] _ = 2[anR + A8 () |47 ()] (126)
j

X cos {QKRj +269 (k) + é}‘g’;} (n)l

¢ t J
[, - SREEEFEE o
i J

x sin [%Rj + 289 (k) + 267, (n)}

e The first term exhibits a phase ¥° (k) that is strictly in quadrature with
respect to the spin averaged EXAFS: this term reflects principally the spin
dependence of the central atom phase-shift and a possible spin dependence
of the interstitial potential resulting in a change of the zero-energy. This
term has been found to dominate the experimental MEXAFS spectrum of
gadolinium metal in the ferromagnetic phase.!0%107:184182 Gince it carries
strictly the same information as normal EXAFS, but with a poorer signal-
to-noise ratio, its practical interest is very limited in chemistry.

¢ The second term is much more exciting because it carries information on
the spin polarization of the scattering atoms labelled j : this second term
has not the same phase as the spin averaged EXAFS signal, the phase-shift
being slightly bigger than in EXAFS. This term will vanish for scatter-
ing atoms which are not spin-polarized. Thus, MEXAFS could be used
to identify spin polarized scatterers and, for instance, to extract metal-
metal internuclear distances: this is often difficult in a normal EXAFS
spectrum because complicate interferences with non magnetic scatterers
result rapidly in very uncertain assignments. This was the primary mo-
tivation of our XMCD study of the binuclear gadolinium complex with
the bifacial porphyrinic ligand which we mentioned in the first section of
this chapter: MEXAFS seems-to indicate that there might be a Gd...Gd
distance of the order of 4.2 A but the long term stability of the compound
under the beam seems to be limited. In a different context and for a dif-
ferent problem, MEXAFS did also provide us with the unique proof that
chalcogen atoms could become spin polarized.'%!

5. XMCD and MEXAFS at K Edges

XMCD at the K-edge is typically one order of magnitude less intense than
at the L;7_rr; edges and seldom exceeds 0.1% even in ferromagnetic metals
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or alloys. Under such conditions, one will easily understand that recording re-
liable MEXAFS signals at the level of (peak-to-peak) 0.01% or less remains
a formidable challenge for the instrumentation, even at third generation syn-
chrotron radiation sources. On top of that, paramagnetic metalloporphyrins
tend to align antiferromagnetically at very low temperature so that even XMCD
is fairly difficult to measure. In this subsection, we want to show briefly that
there are further complications arising from the theory itself. Indeed, the small
amplitude of K-edge XMCD spectra stems from the lack of spin-orbit coupling
in the 1s core state: the difference associated to the first term of equation (114)
simply vanishes for spin-polarized 1 or | electrons. For spherical potentials,
the second term can be rewritten in a more pedagogical form as a spin-orbit
interaction:180:181
ofaglov. . . ,
202 [to] = () [to] (128)
which does not vanish in the final state. As demonstrated by Brouder,!®? this
term yields three distinet contributions to the absorption cross-section:

—Im[GG] =

e an atomic contribution (Fano effect):

oo (k) = “’;"0 (E — Ein) Eexp [i62 (E)] M7 (129)
& g contribution due to the spin polarization of the p states:
drag . 0 1 X9 (11;00; B)
k) = —— (E — E,) 2E exp [i6} (E)] [D.M¥ ] ——-2—~
glp( ) 3 ( m) L exp[ 1( }“: j \/gsingg(g)
(130)
e another contribution arising from the spin-orbit scattering by the local
potentials:
4 . Y )
O1n (k) = ——é‘—"9 (E~Ex)E[DE)Y e [7,52 (B) + i85, (E)}k &,
it
41
X Z (£ —a)(¢ +a+1)+2]
a={f/~1]
KOG (100 e TN ROT (100 1 e
y Z(-»l)'"a X (1€ ,aa, E) X. (1{6@ o E)
~ sin 8 (E)sin &}, (E)
(131)

The latter equations requires the calculation of a few more spin-orbit related
radial integrals:!80,181,183

MA(E) = / i ridrg (r) RS (r, E) F (r, E)
MEE(E) = /:O ridre (r) [F (r, E‘)}2

G = [ red o) (g en)

I
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(132)

whereas the radial integrals D (E) and F'(E) which were defined in the previous
subsection need to be implicitly rewritten with £ = 1 instead of £ = 2. To date,
the only simulation which met with some success concerned the analysis of
XMCD and MEXAFS of the iron metal foil: we are still very far from potential
applications in organometallic and porphyrin chemistry but it is useful to learn
from this example what may be the order of magnitude of each one of the three
contributions described above. The atomic contribution has been found to be
very weak. The spin polarization of the p-states seems to dominate at large x
values, i.€. in the energy range of MEXAFS but this is not true in the near
edge region where the magnetic electrons in the d band were found to play a
quite significant role.

The complexity of these results speaks from itself: XMCD and MEXAFS
spectra are not only difficult to measure but their interpretation is hopeless with-
out ab initio simulations requiring very sophisticated computing codes. More-
over, the present theory does not take into account the effects of multielectron
excitations which are contributing to huge singularities in the MEXAFS spec-
tral®%19 and add to the difficulty of practical analyses .

6. Magneto-Optical Sum Rules

These rules are playing such a major role in the current applications of
XMCD in magnetism that a review ignoring them would appear indecent. We
feel even more important to stress what are the limits of their validity. We will
restrict ourself to only three of the sum rules established by Carra et all® |
Thole et al '® or Ankudinov:!07

e At the Lj;_jrr edges and for nd electrons:

[ 18010, (B) + Bon,y (BN o = 5 (B (133)
[ 18011, (B~ 2005, (B) oo = 5o (2S04 7T (13)

where IV is the sum of the polarization-averaged white line resonances extracted
from the Lrr_ 17 near edge spectra:

dE
W= [ 3 o ) ron, N5 (135)

whereas T, = [£o—3F. (f.0')] would be the lowest order multipolar term mea-
suring the asphericity of the spin magnetization.!”5

e At the K edge and for p electrons:

_[AUK (E)dE _ 3
fO'K (E) dF - Thole

(L), (136)
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These magneto-optical sum rules have the very appealing feature to connect
separately the spin and orbital magnetic moments to the experimental XMCD
spectra but one should never forget that their derivation requires questionable
approximations which, in practice, seem to be acceptable for 3d, 4d and 5d tran-
sition metal compounds. It is well documented that the application of the sum
rules yields erroneous conclusions in the more difficult case of the Ly; 111 edges
of rare-earth compounds. The following approximations may be incriminated:

e the electric quadrupole contribution is neglected;
e the p — s transitions are neglected; ;
e the exchange splitting and the asphericity of the core levels are neglected;

o crystal field and spin-orbit splittings of the final d states are often ne-
glected;

o the energy dependence of the matrix elements is neglected.

Another interesting question which deserves attention is the possible exten-
sion of the sum rules into the MEXAFS regime. Recent works by Gotsis and
Strange,!?* Guo,'9%196 Ebert et al!%- 199 suggest that a better way to exploit
the data is to make use of the differential formulation of the sum rules which
could be rewritten:

2Ax (W], + [Bx (W)]y,, = S0 4sda O

2 Ok OFE (137)
RAx (8], —2[Ax(K)],,, = —(37— [2a§;)d + ?agi}d} -g—-g;,- (138)

Very preliminary analyses of high quality MEXAFS spectra recorded at the
ESRF on non-porphyrinic compounds suggest that the Fourier Transformed
spectra of the left handside of equations (137) and (138) could give us access
to the radial distribution of the spin and orbital components of the magnetic
moments for a given symmetry.?°C Further work is in progress in order to
evaluate whether or not this result is general.

7. Spin-Polarized, High Resolution Emission Spectra

In this section we are concerned with the splitting of fluorescence lines due to
exchange interactions. A typical example is precisely the splitting of the Kz line
of transition metals like iron or manganese: the outer 3p electrons involved in the
K g line emission have a very strong exchange interaction with the partly filled 3d
- shell and the splitting of the K line can be as large as 15 eV for high-spin iron.
Neglecting the exchange with the deeper core states (1s,2s,2p), the accepted
interpretation is to assign the whole splitting of the K3 line to the dominant
{3p, 3d} exchange that should be also associated with a significant degree of
spin polarization by the valence electrons. If the two split lines are well enough
resolved, they should correspond to the relaxation of a core hole that is spin-up
or spin-down relative to the spin state of the valence electrons of the absorbing
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atom. This implies that one might have indirectly the capability to discriminate
between the excitation processes creating photoelectrons with spin-up or spin-
down relative to the spin of the central atom. Since the exchange interaction
will make the energy of the {3p — up} electrons lower than the energy of the
{3p — down} ones, the line with lower energy should correspond to the emission
of photoelectrons with spin-up. This method has the considerable advantage
over XMCD that it is applicable to study the spin order in antiferromagnets
as well as in ferromagnets and does not require any (circularly) polarized light.
The only requirement for it to work is that the exchange splitting has to be
greater than its natural width or greater than the spin-orbit splitting if the
latter is not negligible. Otherwise, the whole theory detailed in the previous
sections for the calculation of spin dependent absorption cross sections should
perfectly hold true.!07

III. PRACTICE OF XAS
A. Standard Analyses of EXAFS

Numerous software packages have been developed to analyze EXAFS spec-
tra. Detailed information concerning a limited selection of well identified codes is
readily available through the WWW site of the International XAFS Society 20!
Many more programs do exist even though developers often feel reluctant to
make public software products which are not mature enough or which are con-
tinuously evolving with the nature of the projects of current interest. Nearly
all advanced data analysis packages are now systematically interfaced with ab
initio simulation programs such as FEFFx,!0® MSXAS% and GNXAS,!%0 or
EXCURVE9x.22 Our own “amateurish” package XN was initially developed
at the University of Nancy (France) and has been interfaced with MSXAS since
1989.293 Tt is still evolving to include new developments in XMCD, MEXAFS
and XNCD that are going on at the ESRF.

1. Data Preparation

Typically, this includes:2°4

e The correction of Fluorescence Detected spectro for self-absorption: such

a correction is mandatory for thick and concentrated samples because the
intensity of the fluorescence signal F'(E) is not proportional to the true

- absorption coefficient p (F).2°° Unfortunately, it is not realistic to look for
a fully rigorous correction which would rapidly turn out to be fairly com-
plicated. As a first approximation, Goulon et al. have proposed a so-called
homographic correction?°%2°7 which is briefly outlined below and is valid

only for very thick samples. The fluorescence signal F' (E) is first normal-
ized with respect to the edge jump Fp (E;) and the normalized spectrum

defined as: Y (E) = F(E) [Fo (E;)]”" is next transformed according to:

S () = 1280y (B) + arise (Bl 2w (B) (139
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where:

s o (E;)
%, 1y (Ej) + po (B;) + appp (Er) ; (140)

In the latter equations, F , E; and Ep refer to the excitation energy (E),
to the energy at which the edge jump is measured (E;) and to the energy
of the fluorescence photons (Er). Since one is concerned here only with
a correction, the absorption coefficients p;, (E), po (E) or pp (Ep) can be
reasonably well approximated by using tables for atomic cross sections
such as those published by McMaster et al?°® In equations (139) and ~
(140), ap is a geometrical factor which depends on the arrangement of
the fluorescence detectors and is unity only if the fluorescence emission
is detected at 90° from the direction of the incident photons. A differ-
ent renormalization algorithm has been developed by Waldo and Penner-
Hahn.?% Another strategy adopted by Tan et al?!? is to correct for self-
absorption the apparent EXAFS amplitudes and the Debye-Waller factors
derived from a standard analysis: this method is however not suitable for
FD-XANES nor for FD-XMCD studies.

The remouvel of the pre-edge background: this can be done, for instance,
by expanding the measured pre-edge signal 1, (£) on a low order set of
orthogonal Tchebycheff polynomials 7},(z) where z is a reduced variable
depending on the photon energy and n < 3.2%3

The pre-normalization of each spectrum with respect to the edge-jump:
this is a key step to access to a reliable number density of scattering
atoms in a given shell. One may exploit again a restricted set of orthogonal
Tchebycheff polynomials T, (z) to fit 42 (E) with an appropriate weighting
factor of the high energy data. The fitted background pg, (E) is then
extrapolated down to the edge region in order to define the edge jump
el ( E-),Z%
!Ljy Hop J

The self-consistent adjustment of the photoionization threshold Fy : this is
mandatory in order to define the photoelectron wavevector k = [(2m/h?) (E — Eo)]
One has also to select the energy Ensmbeyond which the EXAFS regime ‘
is reached. One should make clear that Fy may have to be modified in

an iterative way during the analysis in order to be fully consistent with a

given choice of scattering phase-shifts. : :

1/2

The linearization of the data sampling in the k-space: this is necessary
as far as Fast Fourier Transform algorithms are used.

The extraction of the EXAFES oscillations x (k) : for this rather delicate
operation, one may exploit the following approximation:

: 1 (k)
S (k) = x (k) +x, (k) 2 ———F—— 141
() =X (8) + X6 () = g oy dsl)
where the denominator is taken as a reasonable approximation for the
true atomic background p, (k) at least for k < 16471209211 Iy the past
decade, a number of algorithms have been implemented in XN in order to
extract X (k) from the low frequency background Xy, (k) but their careful
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evaluation has shown that none can be certified to be fully reliable under
any circumstances. A simple strategy is to decompose once again the
normalized signal S (k) on a restricted basis of orthogonal Tchebycheff
polynomials T, (z) :

n=6

8 (k) = x (k) + x5y (k) = D _Bix; (B) + 3T () (142)

n=0
This makes sense:

— if the EXAFS signal has no low frequency components ay,;

— if the background X,, (k) does not contain high frequency components
arising from Dirac or step like distortions such as normal or dispersive
“glitches”, multielectron excitations'®® or the edge singularity of
some contaminating element.

Even though such conditions are most often acceptable for EXAFS analyses,
they are usually not met for reliable AXAFS studies. Equation (142) can also be
solved as an iterative (self-consistent) linear problem once the dominant EXAFS
signatures have been identified and pre-fitted,?!? the zero-order approximation
being the direct fit of the data with all §; = 0. The iterative approach reduces
the amplitude of tiny artifactual polynomial wiggles that may arise near the
end point of the fitting interval. Alternative options are well documented in the
specialized EXAFS literature: they concern the use of segmented polynomials
(“splines”) with the constraint that these polynomials and their first derivative
have to be continuous at the “knots” where two consecutive polynomials meet.
The selection of the “knots” and of their number (3 to 5) was initially left
arbitrary but is now better codified. Cook and Sayers?'® and more recently
Bauchspiess?'? have constrained the fit in order to minimize the local curvature
of the splines. Bauchspiess?'* found even possible to incorporate in his algorithm
the capability to damp sudden jumps associated to unwanted “glitches”. A
number of examples have been produced which confirm that, very near the
absorption threshold, the atomic background is structured, especially for high
7 absorbers: this is where recent procedures elaborated by Li et al21521% or by
Newville et al.?!7?!® seem to be more appropriate, especially if one wishes to
extract reliable AXAFS signatures.

Even with the most sophisticated computer codes that are now available,
none can honestly argue that his recipe to prepare the data is rigorous. The pre-
processing of the data also affects the statistical and the spectral distribution
of the experimental errors. There-are hidden degrees of freedom associated
with the background subtraction procedure but the latter are systematically
obliterated when the authors come to a discussion of statistical tests used to
validate curve fitting techniques in the momentum k—space. Our recommended
eriteria to select a given procedure is the reproducibility which is essential to
minimize unwanted distortions in difference analyses described in section III.B
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2. Fourier Transformed Optical Spectra

‘Sayers et al*® were the first to recognize that Fourier Transforming (FT) the

XAFS oscillations x (k) was a convenient way to display the whole structural
content of an EXAFS experiment. Metalloporphyrins were rapidly identified as
good illustrations of such FT spectra.?!? However, the legibility of standard F'T-
EXAFS spectra can be severely degraded by the non-linear k—dependence of
the phase-shifts because of the linear character of Fourier integrals. Moreover,
the lineshapes are often highly distorted due to the convolution of the expected
Dirac peaks with the FT backsecattering amplitude. Following Lee and Beni,?%°
we found more efficient to display only corrected F'T spectra which are sometimes
referred to as FT optical spectra : ‘

kR% Zd'kz—Z'kR-" (&, R;
7 QXP[ J & sz( 3)} X(k) (143)

F; (k, B;) D* (B;,Ti; k) S2 (k)

% (0= [ aew )
where:

e W (k) is a Kaiser-Bessel window function aimed at minimizing the side
lobes of the observed signals??! ;

7 (k,}%’j) = 265 (k) + ¢>§ (}c,“}i‘j) is the phase-shift of any arbitrarily se-
lected scattering path j;

o F; (k,Ej) = (kR?) A:f (k,ﬁj) is the magnitﬁde of the backscattered am-
plitude for path 7;

e exp [—20?14:2] is the Debye-Waller factor associated with the scattering
path j;

o Dt (_Rj,?,;;k) is the damping function defined in equation (62);

o 52 (k) is a semi-empirical correction accounting for the k—dependent losses
briefly discussed in subsection I1.C.3 dealing with the many-body problem.

Since X; (R) is a complex function of R, it is a common practice to display ei-
ther fﬁﬁj (R) f or Im [')25- (R}} Regarding the applications of EXAFS to porphyrin
chemistry, we recommend to display systematically Im [525 (R)] because:

(i)  The resolution of the latter spectra is superior. This has, however, a
price: since the peaks are convolved with W (R), i.e. the Fourier Transformed
window function, the displayed signals usually exhibit two negative side lobes
which should be symmetrical if the phase-shifts are properly corrected.

(¢4) This representation preserves a valuable phase information that can be
exploited to discriminate between scatterers of different types: e.g. {C,N,0}
versus {P,Cl, S} i L

(¢11) As pointed out by Lee and Beni,??’ a simple criterion for adjusting
Ey for a specific shell j is to achieve the coincidence between the maxima of
;553- (R)I and Im [555 (R)} One may wonder why there is any need to adjust Eg.
To justify this procedure, one has simply to remember that the calculation of the
scattering phase-shifts requires the definition of the interstitial potential V;,,;
which, within the muffin-tin approximation, offers only a very poor description
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of chemical bonding. In the early days of the method, i.e. when tabulated
phase-shifts were used, one had to shift Fy well beyond the absorption threshold
(AEy > 12 eV ). This is not anymore necessary with phase-shifts calculated
with the new codes MSXAS or GNXAS since Fy is systematically located at
the onset of the absorption edge.

Obviously, a good reason for preferring corrected FT spectra as defined by
equation (143) is that, at least for shell j, Im[X; (R)] should peak at the true
interatomic distance B; if the phase-shifts %; (k) injected in equation(143) are
accurate enough. This appears to be the case when the phase-shifts ¥, (k) are
generated with MSXAS, FEFFx, EXCURVE9x ... which calculate the phase-
shifts and scattering amplitudes from first principles for each compound. On
the other hand, one would expect the amplitude of the peak to be directly pro-
portional to N; W (R;) if both the backscattering amplitudes F; (k,R;) and the
damping functions D¢ (R (— i Tt k) 52 (k) were properly evaluated: this condition
is, unfortunately, much harder to satisfy than for the phase correction. Note
that the peak amplitudes suffer from systematic distortions for 7 # j because
the implicit scaling factor (Rj/ R) is not taken into account. In principle,
the homogenezty of Eq. (143) would require to multiply the FT spectra not by
(R; ) but rather by R?: this was scarcely done so far because the noise level
was usually prohibitive at long distances and the current practice was rather to
plot the FT spectra with p = 0.

For metalloporphyrins, it is convenient to select arbitrarily as shell 7 the
characteristic contribution of the four pyrrolic nitrogen atoms. As an example,
we have reproduced in Figure 7 the corrected FT spectrum of the vanadyl
porphyrin (TPP)VO that was obtained when the raw data shown in Figure
3 were analyzed. Note that for low-Z scattering atoms (i.e. C,N,O.. ), the
phase-shifts are not very different: this has the practical consequence that the
various peaks which can be easily assigned to the vanadyl oxygen (O), to the
four pyrrolic nitrogens (4N), and to the various carbons of the macrocycle: 8C,
y4Cmess , 8Cp , are well in phase. In theory, the signals of shells ¢ # § should
not peak exactly at the true interatomic distances R; because, as discussed in
section I1.B.3, the phase-shifts do not depend simply on k but also on p = kR
in the curved-wave approximation, This argument looks at odds with the FT
spectrum displayed in Figure 7 which shows that neither the phase distortions
for shells 7 # j nor the differences between the observed peak positions and
the true interatomic distances are radical as long as multiple scattering paths
do not contribute. In reality, there is no contradiction with section I1.B.3:
one has simply to realize that equation (143) is more heavily weighting the
experimental data recorded at high k—values for which the PW approximation
is quite satisfactory.

Goulon et al.??? found desuable te:: evaluate more accurately the influence of
the curved-wave approximation on FT spectra. It has been shown,2°7:222 that,
under appropriate conditions (kR > 1), equation (143) could be replaced by a
truncated series expansion:

-2 . .
% (R) = /mdkw ® [kRpexp [202Kk2 — 2ikR — i)(k))] (144)

q—-'O F} (k) Dfy, (R;,Ts;k) S2 (k)
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Figure 7: Complex FT optical spectrum of (TPP)VO ;
Imaginary part: Im [ % ;5(R)] (full line) ; Modulus : | X §(R) (dorted line).
Th‘ese spectra were obtained by processing the data displayed in Figure 3 (kmax> 21 ;3[1).
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L KCy (k)
qf (kR)q ( )

where ?f)g(k) and FJO (k) are now phase-shifts and scattering amplitudes calcu-
lated under the PW approximation. This formulation was established by observ-
ing that, as a consequence of (64), the complex amplitude of the backscattered
signal could be expanded as:

— — 7 (™)
kF; (k, B;) exp [iv; (k, ;)] = kFD (k) exp [i02 (k)] Z e (Z mr ()
with: { . !
exp |28, (k)
(m) — : )
a = B el }:(zg +1)td, (=1)¢ ! (146)
and:
g =1
gg )=a +2

gé?) (20 +1) g8 —
o = 1) (o 442 e
g,gf) = 2{a — 2) {g(a) + 3g(2) A+ 3gm} —a(a—2) {gg,l )y (?) }

(147)
in which: a=¢({'+1)and m=a(f'+2) (' -1)

One may next expand [ch, (k,“R_j)] - exp [-—iz/) j (k,‘ﬁj )} in series and, again
by term identification, one is led to the final result:

cO =1
C(l) puscead -——ia(l)

c® — [__2 (a(w)? + a(?)]
0B —; [6 (@)’ — 6aMa® + a,(s)}
cW = [24 (@™)* = 36 () 2@ + 8aWa® + 6 (a?)* — aw}

(148)

In all examples which were investigated so far, it was found that the FT series
could be truncated for ¢.. = 4, the higher order terms having little effect on
the shape of the FT signals. The results?*? confirmed that the curved-wave
propagation induced significant phase distortions only for the shells located at
very short distances but had little or no effect when the explored Ak range was
large enough. These results contributed to establish the reliability of corrected
FT optical spectra which had been questioned in the past, especially when
tabulated phase-shifts and backscattering amplitudes were used. In practice, it
is much faster to use directly equation (143) rather than the FT series expansion
which has nevertheless the advantage that the amplitude and phase corrections
made for a given scatterer should remain valid for any R # R;.
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3. Autocorrelation Power Spectral Densities and Maximum Entropy
Method

To display the whole structural information contained in EXAFS spectra,
one may envisage another approach. EXAFS oscillations are most often ana-
lyzed as a deterministic signal buried in some random noise which is commonly
assumed to be stationary and ergodic. A priori, one cannot refer directly to the-
ories of adaptive filtering and signal processing because the deterministic signal
is not stationary. According to a theorem established by Wold in 1938222 any
deterministic signal can be transformed into a stationary random process by
convolving it with a white noise of unit power spectral density: then adaptive
filtering becomes possible, On the other hand, the primary goal of the spectro-
scopist is not to extract a clean EXAFS signal from noise: it is rather to extract
from the data the radial distribution of the scattering atoms. This becomes far
more challenging because one needs to transform the EXAFS oscillations into
a quasi stationary process in the momentum space. In other terms, one would
like the EXAFS autocorrelation function: K, (kg, ki) to be only a function of
the difference (k2 — k). This would be the case for any exponentially damped
periodic funetion but this is clearly wrong for a standard EXAFS signal because
the phase-shifts Y, (k,ﬁj) are nonlinear functions of & and because the scat-
tering amplitudes £ (k,'ﬁj) are not exponentially decaying functions. Phase
and amplitude corrected signals, as generated in the previous section, should
be more consistent with the latter definition of stationarity because one may
expect the corrected EXAFS signal to be reasonably well approrimated with
a sum of complex exponential functions in the momentum space. This is, by
construction, the case for shell 7 but one may question how far this approxi-
mation will hold true for the other shells. For metalloporphyrins, the spectra
are often dominated by the EXAFS contributions of low Z scattering atoms of
the macrocycle and therefore one may guess that the correction made for the
four nitrogen shell (j = 1) should, in a first approximation, be good enough
to warranfthe desired stationarity of the whole autocorrelation function. This
does not hold true for binuclear complexes for which the analysis described be-
low should fail. For a discrete, stationary stochastic signal, the autocorrelation
function may be calculated from the standard definition:??*

n=N i
€4 (m) = lim (N — o0) : > x(m)x; (n ~m) (149)
N

2N +1
N
where N is the total number of data points that are available in the momentum
space, n is the data point index and m characterizes a positive or negative
incremental lag mA; in the momentum space. Index j has been added to
remind the reader that the EXAFS signal is corrected in phase and amplitude
for shell j :

: ) 2
x; (nAy)= FT! { (’;%) ?%j (R}} (150)

where k = nly. Since the data sequence is defined in a restricted momentum
range (n > 0), one will immediately notice that one can never access experimen-
tally to the true autocorrelation function since N is finite.  This has further
implications if one is Fourier Transforming the experimental autocorrelation
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function because C’)jC (mAyg) is also defined over a limited range of incremental
lags in the momentum space and one needs again to introduce a Kaiser-Bessel
window function if one wants to minimize the side lobes in the R-space. The
corresponding F'T spectrum C (R) should not be confused with X; (R) because
the two functions have a different origin. The link between the two functions
is to be found in the Wiener-Kinchin theorem which, for a stationary process,
implies that: ’C'g; (R){ >~ [¥; (jz«z);2 if p=0. This is illustrated by Figure 8
which displays both the calculated autocorrelation power spectral density for
the vanadyl porphyrin (TPP)VO and the square of the modulus of the complex
FT spectrum already displayed in Figure 7. It clearly appears from Figure
8 that the Wiener-Khinchin theorem is well satisfied and this will hold true as
long as one is using corrected EXAFS spectra. Note that the autocorrelation
power spectral density C‘gc (R) has even a better resolution than the conven-
tional FT power spectrum: this is natural because the autocorrelation function
is defined over both positive and negative values of the phase lag md,. It
is then somewhat surprising that, hitherto, the autocorrelation power spectral
density of EXAFS signals has never been used nor displayed, even in the spe-
cialized literature. It is our guess that this may change in the future because the
comparison of C} (R) and X; (R) could yield valuable additional information:

e Any decomposition of the sample under the very intense beams of third
generation SR sources will result in a major distortion of the autocorrela-
tion power spectral density because stationarity is lost.

¢ The presence of heavy scatterers should be easily detected because, again,
the condition of quasi-stationarity cannot be satisfied.

Note that the definition of the autocorrelation function can be extended to
cross-correlation functions which we found very useful to analyze noisy MEX-
AFS signals. On the other hand, stationary signals can be analyzed with
the powerful resources of linear filtering by “Maximum Entropy Methods”
(MEM).2* For a stationary, gaussian random process, one would show that
the rate of creation of the Shannon-Jaynes entropy is given by:

Rz -~ )
PR | 7
bl [Cx (R)] dR (151)

where Ry = [A4]™! is the Nyquist radius of the random sequence. One may
now raise the following question: is there any formulation of a spectral density
Cf: (R) that would be consistent with a stationary rate of creation of entropy
with respect to both the known and unknown correlations 7 The answer is in
the affirmative and using the variational principle, it can be shown that the
corresponding spectral density CJ (R) can be formulated:??*

ArPurrir
2
L+ w1 Y exp (2644 R)

Ci (R) = (152)

where the coefficients -, define the response of a so-called prediction-error
filter. The vector T'ps (1,7y, .-y --Yas) i solution of the matrix equation:

TyTar =Pags (153)
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Figure 8: Self-consistent verification of the Wiener-Khinchin theorem:

(i) Power spectral density of the quasi-stationary autocorrelation function calculated for the corrected
EXAFS signal of (TPP)VO (full line).

(ii) Squared modulus (dotted lz'né) of the corrscted FT spectrum eélwlated according to Eq. (142).
Note the enhanced spectral resolution of the autocorrelation power spectral density.
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where the vector P asiy (Py+1,0,...0) has only its first component that is non-
zero. The Hermitian matrix T s is known as the Toeplitz matrix of correlation:

o gy GEm G(-M)

Cy (1) 3 (0) C,(1-m) C}(1-M) (154)
Ci(m) Cy(m-1)  C(0) Cy (m— M)

CiL(M) CL(M—1) Cj(M-m) Cj(0)

Ty =

In 1967, Burg has proposed an elegant algorithm??® to solve by recursion
the underdetermined linear equation (153): this method is now universally re-
ferred to as the Mazimum Entropy Spectral Analysis (MESA). What makes it
attractive is that it delivers extremely sharp peaks which are not anymore con-
taminated by side lobes as in the case of windowed FT spectra. There are,
however, well identified limitations with this method:

(z) there is a lack of a very general criterion for choosing the length M of the
prediction error filter even though tests based on the calculation of the Akaike
Final Prediction Error (FPE)*?® can be taken as reasonable starting points;

(#1) spontaneous line splitting or artifactual line shifting may be observed in
the case of noisy data if the length of the prediction filter is overdimensioned.
According to the specialized literature, the latter problem can be cured with
more sophisticated non-linear MESA codes which are still under test.??”

As a matter of illustration, we have reproduced in Figures 9A and 9B,
two MEM analyses of the vanadyl porphyrin (TPP)VO using strictly the same
experimental data as for the FT spectrum displayed in Figure 7. The only
difference between the two analyses is the R—space weighting exponent 2p which
was taken equal either to 0 (Figure 9A) or 2 (Figure 9B):

¢ Indeed, the first option has to be preferred if one is interested in a tentative
resolution of the signals originating from the coordination shells of the
metal, under the restriction that they should have similar phase-shifts. Let
us emphasize that the corrections for spherical wave propagation which
were discussed in the previous section would be most relevant here.

o On the other hand, Figure 9B also shows that much information is still
available at long path lengths using the MEM analysis: there is a fairly
spectacular resolution of the signatures of the carbon atoms of the macro-
cycle: Cy, Cpess and Cg. Indeed, multiple scattering paths induce signif-
icant distortions of the signals observed at large distances but new options
are being explored to exploit in a more quantitative way these signals that

. are very well above the noise level.

Recall that Maximum Entropy Spectral Analyses of EXAFS spectra were al-
ready pioneered by Labhardt and Yuen??®?2% in 1977. The method was revisited
in these recent years by Matsubayashi et al. 239 who played with the EXAFS
spectrum of a copper metal foil. Unfortunately, the experimental data used by
Labhardt and Yuen were rather noisy and this may have caused the unmerited
disqualification of the method. It should be also pointed out that these very
first analyses inherently suffered from a non-stationarity of the calculated corre-
lations because Labhardt and Yuen did not correct their EXAFS spectra for the
non-linearity of the phase-shifts and for the non-exponentially decaying scatter-
ing amplitudes: in our experience, this may be enough to invalidate the method.
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Figures 9: Maximum Entropy Spectral Analyses (MESA) of (TPP)VO obtained assuming a quasi-
stationary autocorrelation of the EXAFS signal:

Figure 9A : R-space weighting corresponding to 2p=0 (i.e. conditions consistent with the
usual FT spectra).

Figure 9B : R-space weighting corresponding to 2p=2 (i.e. favoring the long scattering
paths).
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For the same reason, Maximum Entropy Spectral Analyses should not be suit-
able to process the spectra of highly disordered or anharmonic systems because
the contribution of higher order moments should cause asymmetric lineshapes
but also induce a substantial non-stationarity of the calculated correlations.

4. Reconstruction of Multicomponent Radial Distributions

In this section, we wish to show that it is possible to reconstruct a multicom-
ponent radial distribution functions g;( R) without resorting to the restrictive as-
sumption that EXAFS oscillations x (k) should be stationary in the momentum
space. This is, unfortunately, a typical example of what is called in Mathemat-
ical Physics a ill-posed inverse problem because: (i) the information is spoiled
by the noise of the data; (ii) the oscillations are measured only on a restricted
k—range. The usual consequence is that the numerical solutions are unstable
and that the distribution function g;(R) are often not unique. Recall that g; (R)
is solution of the Fredholm operator equation:

(K.g) = s [ K () 05 (7) (155)

where j is indexing a given component in the multicomponent set of scatter-
ing atoms: this specific component is assigned a statistical weight w; and the
function Kj (k, R) can be made explicit as:

Kj (k,R) =Im {A; (k,R;) D (k,R;) S® (k) exp [2ikR + 1y, (k, R;)]}  (156)

Moreover, one can take full advantage of the normalization conditions:
4 o0 5
(W.g)=7- Zj:wj 9 (R)R7dR =1 (157)
with implicitly:
Y (Wig) =) w=1 (158)
j J

In the late sixties, Tikhonov and numerous Russian mathematicians have
introduced powerful reqularization algorithms which reduce considerably the
effects of numerical instabilities in “inverse problems”.?*! Regularized EXAFS
analyses were first pioneered by Babanov et al.?32-23% who proposed to minimize
an error function fen of the type:

2

[ st an] " e

+5 [ | e - ()| ar +a1(W.9) -1

fen(g, . 8y) = llx— (K, gl +a

(159)

where « is the Tikhonov regularization parameter that imposes a penalty func-
tion to spurious solutions, 3 is a parameter which penalizes g (R) solutions which
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are not smooth and v is a parameter restraining ¢ (R) to positive functions satis-
fying the normalization condition discussed above.. Note that the regularization
parameters «, (3, v are all positive and should, in principle, be very small if
high quality data are available. In the above equation, ¢’ (R) may be either
zero or some trial solution taking into account (unfortunately in a rather sub-
jective way...) any additional a priori information regarding the system under
investigation. There are three major steps towards a nwmerical solution of this
problem:

¢ One has first to reformulate the error function using discrete variables:
{Bn}7=Y and {k,}'=Y . Thus, the function to be minimized can be

rewritten:
N M Y
S S AuniGons = Zal| + 523 s [[Gons — G511
n=1lm=1 j m=1 j ;
Mo d 2
30 5 B s = G5l + 5 1085, ) =
ma=l

(160)

where X,, is a vector of dimension N, whereas G,; and W,,; are vectors
of dimensions M x j. Similarly, matrix A, n; refers to the elements:

B
A = Kj (kn, R)dR (161)

Lt

e Next, it can be shown that the vector G,,; which minimizes the latter
function is implicitly solution of & set of linear equations:

{E AL i An i+ oI + ﬁﬁ} Omj = A X, (162)

n+1

where 7 is the unit matrix and B is a tridiagonal matrix of the type:?%3

2n.-n 0 .. O
=2 0
B=| 0 =9 27 .. 0| (163)
G e 2 o
" 0. .0 .0 .. 29

with: 7 = AR.[Ak]™! ;7= [AR.AK]™. According to common notations,
Al denotes the transposed matrix of Ay ;. In the left handside, the
dimension is n+1 because the final result can be written in a more compact
form if one defines the additional matrix element:?3°

‘ Vins 1/2
Ant1mi = Wy |22 (164)

Ak

Ar;yhaw, what is most important is that one is left with the resolution of
a linear problem just as in the MEM approach described in the previous
section although the philosophy is quite different.
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o Finally, convergence to the true solution Gn; (o, 3,7) of the inverse prob-
lem can be obtained only for an optimal choice of regularization param-
eters. How to choose the optimal parameters in dependence of the noise
level is still a matter of debate between mathematicians.?*® The earlier
approaches were based on “a-posteriori-criteria”, i.e. on the minimization
of the residual norms:

llx — Ag (e, B, = 02,5 (Morozov’s discrepancy principle)
HX - Ag (C!, ﬁs 7)”2 = O"%w'i.sea“1 (Amnge&’s methOd)

A refined solution may also be obtained by a so-called iferated regulariza-
tion procedure where the solution at order v + 1 is given by:?%°

[AEA+ arT + BB] Gt = [AL i dn + Qi Gl + kmiWhs]  (165)

As reported by Ageev et al.,?3 typical values found for the regularization
parameters of EXAFS data were: o = 1077;8=5.10"7 and v = 0.1 , conver-
gence being assumed for v = 3. With third generation synchrotron radiation
sources, the quality of the data should allow us to decrease o and /5 down to
10719 and the regularization method should then converge without ambiguity
towards the true radial distribution functions, especially for amorphous quasi-
binary systems mixing high-Z and low-Z elements.

Although the regularization method was infroduced in the early eighties,
it has scarcely been used in western countries?®”?3® mainly because the corre-
sponding codes were not easily available and also because the calculations are
time-consuming compared to the MEM approach which was described in the
previous section. It has, however, the key advantage over the MEM approach
that:

e it is a priori consistent with the presence of scattering atoms of different
nature as underlined by Naumochkin and Kochubei?*® but only a discrim-
ination between low Z versus high 7 scatterers is realistic;

® the inclusion of spherical-wave effects is straightforward.

In its present version, the method cannot account for multiple scattering
effects. Forgetting about the classical definition of g; (R), one might envisage
to calculate a scattering path distribution function that would not be consistent
anymore with the normalization condition clarified by equations (156): this im-
plies that the algorithm should be deeply modified. As shown by Crozier,?%” the
method apparently converges to a solution very similar to the FT optical spec-
trum if no normalization constraint is used (v — 0): this points up the advantage
of constraining the inverse problem. There should be interesting perspectives
regarding specific applications of the regularization method in perphyrin chem-
istry because one could fully exploit additional structural constraints.

5. Non-Linear Curve Fitting

Non-linear curve fitting techniques are most widely used to refine the EXAFS
analyses. Looking at several papers published in high standard journals, it is,
however, quite unfortunate that a number of basic criteria are ignored which
are essential to make the conclusions fully reliable.
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R-space Fourier Filtering:  Since the pioneering work of Kincaid et al. 24°
it has been a common practice to filter out selected portions of the Fourier
Transformed spectrum X (R), e.g. usingasmooth Kaiser-Bessel filter function
KB(R) X;(R). It shouid be appreciated here that it is a major advantage of
using corrected FT optical spectra as defined by equation (143): since corrected
F'T spectra do not suffer from the non-linearity of the phase-shift function ¢, (%),
most of the structural information is really concentrated in the central peak and
the truncation imposed by the filter is much less dramatic than in the case of
uncorrected F'T spectra which usually exhibit long tails on the low energy side
of the peaks. The filtered spectra are next Fourier Transformed back into the
momentum space. It is indeed mandatory to restore “uncorrected spectra” in
the momentum space by removing all corrective factors introduced in equation
(143):

KB (k) x (k) = 22 i (k,B;) D (B;, T3 k) 5° (k)

W (k)] FT' {KBX; (R)}

(166)
One should be aware that the Fourier Filtering technique is modifying
the noise distribution and typically removes all high frequency noise. Even
though the filtered data may look completely free of noise, in reality, noise is
still there because the noise spectrum is (at best...) uniform. A now well
established practice consists in sampling the high frequency noise, e.g. for 15A
< R < 25A where no EXAFS signature is expected to survive to the Debye-
Waller damping, and then, assuming that this measured noise has a uniform
distribution, one may transform its power spectrum back into the momentum
space in order to obtain its autocorrelation function and its variance 02;,.: as
discussed below, the derivation of the latter parameter 02 . is important for
assessing the reliability of a fit.

The parametrized EXAFS equations (60) and (61) can now be used to refine
the scattering path Xength R;,, the number density N; ; of atoms in shell 7, and
‘the second moment 0J that characterizes the structural disorder of this shell.
Unfortunately, there are many more hidden parameters:

-—2n

kR;" exp [207k2 — i, (k)]

®» The secattering amplitudes F; (k R,) and the phase-shifts 7, (k R; ) are

most often calculated from ab initio methods which have their own degrees

of freedomy: e.g. the choice of the muffin-tin radii, the choice between over-

lapping or non-overlapping spheres; the choice of the density functionals

for the exchange-correlation energy and for the self-energy etc... More-

- over, the calculated functions F; (k,.ﬁj) and ¥; (k,ﬁj) are not the frue

functions and, for each data point in the momentum space, one has to

admit the reality of systematic errors ep (k) and € (k) which are quite
tedious to estimate.

o The evaluation of F; (k,R;) and ¢; (k,R;) is getting questionable in the
case of multiple scattering paths since we need to know the whole stereo-
geometry of the cluster. Furthermore, as discussed in section I11.B.4, the
caleulation of the configuration average also requires a detailed knowledge
of the vibrational density of states or, at least, a detailed identification of
the relevant normal modes.
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e The correlation function S? (k) and the damping function Dt (R-j,Tt; k)
suffer from the additional penalty that they are semi-empirical and cer-
tainly oversimplify the reality: this again increases the level of systematic
errors through €g2 (k) and ep (k).

e The distribution of the interatomic distances R; may not be Gaussian
with the consequence that higher order moments than 0*32- may be needed
to describe the system.

There is a price to be paid for freezing such hidden parameters even though
this is never discussed in quoting error bars. Anyhow, since parameters like
Ti}' or the second moments 0’? have not a linear dependence, one has to resort
to iterative fitting algorithms to minimize a “y-square” error function (or a
negative Log likelihood function) denoted hereafter fen (a,) where a, is a set
of p parameters which have to be adjusted by fitting.

Fitting Software Packages : One of the authors (JG) has intensively used
since 1976 the powerful and versatile minimization package MINUIT from
CERN.?4! Basically, MINUIT combines the robust SIMPLEX algorithm with
fast converging conjugated gradient techniques. Error analyses (MINOS option)
are included assuming that the function fcn (a,) has a proper statistical mean-
ing. The covariance (Hessian) matrix is available on printing request. MINUIT
also offers the useful option (CONTOUR option) to map in two dimensions the
lines of constant fen values. Reasonably good results were also obtained with
the STEPT package from the Quantum Chemistry Program Exchange (QCPE)
library.24? For well conditioned problems, convergence can be reached very fast
using the Levenberg-Marquardt algorithm that exploits not only the gradient
but also second derivatives with respect to the fitted parameters. In practice,
convergence speed is scarcely the key issue in EXAFS: what is more important
is that, in the iteration process, MINUIT offers the capability to constrain a
given parameter in a selected range of physically relevant values. It is also a
useful test to check whether or not different codes converge towards the same
“local minimum” of fen even though it cannot be taken for granted that this
will be the “true” global minimum. If the fitting problem is not well condi-
tioned, convergence may be obtained for various shallow local minima (or fine
structures of the function fen) and it is well known that the result may change
for a different set of initial guesses a,g. In order to avoid that situation, it is
mandatory to minimize the correlations between the parameters to be adjusted
and to reduce the noise level.

Number of Shells to be Fitted :~ A fundamental question in fitting EXAFS
spectra in the momentum space is to examine the physical significance of adding
the new scattering shell (j + 1) to the previous j shells. Generating a better fit
with too many parameters will be delusive because information will be lost in
correlations. The natural attitude is to try to justify the addition of a new shell
with statistical criteria. The first progress in this direction is to be credited to
Joyner et al.?** who proposed a so-called F-test, although they noted that such
a test is rigorously applicable only to a linear fitting problem which is obviously
not the case here. We propose below a slightly modified formulation of this test.
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Errors estimations are most often based on the following formula :

- \12 :
dpyeatatla MUl (167)
H v(4) Yiwio?
where w; is some appropriate weighting function of the data point x#** indexed

i, xt"¢ is the corresponding modellized signal and o7 is the standard deviation

of each data point due to statistical noise. It has already been suggested that
02 could be identified with 02 ;... Here v is defined as:

noise’

NI NP =1 ;
~ }‘7) >0 (168)

where N7 is the ﬁumber of degrees of freedom of the system, e.¢. the number of
independent variables for a given data sampling, and N? (j) is the total number

of adjusted parameters for j scattering shells. The difficulty is to define N7,
Information theory teaches us that, according to Brillouin:?44245

b’(j)::

N = %AR.AR (169)

Ak = Emax — kmin s the length of the data set and AR is the corresponding
filter bandwidth, If AR = 1A and Ak =~ 12A~1, one obtains NZ__ = 6 which
immediately shows that how delusive it is to fit more than j = 2 shells with
such a filtered signal since at least 3 parameters are required to define a single
scattering shell. Equation (169) also clearly points out the futility of trying
to fit filtered data with overcomplicated models when shadowing or multiple
scattering paths are involved. It does not mean yet, unfortunately, that fitting
the EXAFS signal with two shells is really sound. Ideally, N” (j) should include
all hidden parameters discussed above and which are arbitrarily frozen. It has to
be realized, for instance, that fitting a signal with two shells of different nature
(e.g. Fe...Neq + Fe...S,;) or identical nature (e.g. Fe...Ne, + Fe...N,.) should
not cost the same price in numbers of degrees of freedom because one needs
to introduce additional phase-shifts and amplitude parameters whenever the
two shells are not identical. In practice, several parameters have anyhow to be
frozen and the mathematical problem becomes that of minimizing a constrained
function, with the practical consequence that all usual statistical tests become
empirical. A simple trick is to forget about the frozen parameters in the
calculation of v (j) but, in compensation, to add to the statistical error o?
a non-statistical term o2 accounting for the fact that a frozen parameter is
assigned an approximate (incorrect) value. Anyone who will play scrupulously
this game with EXAFS spectra will get depressed when he (she) will discover
that o is increasing faster than the statistical term. A more rigorous theory
of the minimization of constrained functions is based on Lagrange multipliers
(as illustrated in the previous section or in general applications of Maximum
Entropy Methods) but the existence of the Lagrange multipliers is also subject to
constraint qualification tests which are quite complicate and will not be discussed
here.

In absence of any better option, it may be helpful to extend the significance
test proposed by Joyner et al?*? as:

{VEQ} G+1) {yez}(j)
{L,GQ}{J’H)

> d x AN; x F(e,d, AN;)
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where: d = v (j+1) N/ ; AN; is the number of parameters required to add
a new shell; F (c,d, AN;) are tabulated values of the statistical F-function for
a significance criterion ¢. As compared to the original formulation by Joyner et
al..?*3 we have simply replaced in the definition of d the total number of data
points W PT'S by the number of independent. degrees of freedom of the problem
N7 in order to be more consistent with the previous discussion.

Recently, the concept of multiple-edge fits has been introduced as a practical
way to increase the number of independent data points. This option is imple-
mented as a standard feature of the computing code GNXAS. For example, this
option makes it possible to fit simultaneously the correlated EXAFS spectra
recorded at the L;;- and Lyrs-edges, a pre-requisite being to subtract the resid-
ual wiggles which are associated with the Lrr-edge spectrum and contaminate
the Lij-edge spectrum. One should never forget, however, that: (i) the noise
level is fundamentally higher at the Lj;~edge due to the larger background ab-
sorption; (i¢) the number of hidden variables is doubled since the phase-shifts,
the backscattering amplitudes and the definition of Ey are fundamentally edge
dependent. It is not completely clear that the gain in accuracy is so high as
claimed by the promoters of this method.

Global Fitting, Global Mapping : In these recent years, the use of back-
transformed Fourier Filtered data has been more and more criticized using the
basic argument that statistical tests (which are essential in curve fitting tech-
niques) require independent data points: this condition is not anymore satisfied
whenever the data have been either “smoothed ”or Fourier Filtered. This is why
global fitting techniques (preferably including the atomic background!..) have
more and more “fans”, especially in U.K. Nevertheless, a practical limitation
still arises from equation (169) which still holds true even though AR is in-
creased by a factor of 10 or more. This calls still for a mandatory restriction of
the number of adjustable parameters. Current strategies are listed below:

¢ One should analyze first the experimental spectra x (k) of compounds for
which the crystal structure is well known in order to adjust a variety of
unknown parameters which are necessary to calculate the scattering am-
plitudes, the phase-shifts, the damping functions D¢ (R-j,f‘t; k,) or §% (k).
The corresponding parameters will then be kept frozen for the analysis
of unknown compounds. Note that the level of information has been im-
plicitly increased through the availability of the experimental spectra of
model compounds of known structure.

e Parameters may be restricted by assuming that all atoms of similar type at
similar distances have the same Debye-Waller factor and that the number
densities IV; should be given inleger values.

e Scattering paths which have a contribution lower than the statistical level
may be neglected. The F-test discussed above can also be employed to
discuss the statistical significance of an additional path.

¢ Groups of atoms comprising a well defined structural unit such as a pyrrole
or an imidazole ring are refined as a rigid unit with a single distance co-
ordinate and one or more angular parameters. Such a group-constrained
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refinement technique (also referred to as group fitting), was first intro-
duced by Hodgson et al?*® in order to analyze the EXAFS spectra of
biological samples. Simultaneously, it gives the means of including infor-
mation extracted from other techniques such as X-ray diffraction. There
are, however, several problems associated with this method:

(1) small but significant variations of the distances cannot be taken into
account;

(72) small angular changes can induce very significant changes in the am-
plitude of multiple scattering paths.

This led Binsted et al**” to introduce a group-restrained method in which
small deviations from ideal distances are allowed and contribute to a mod-
ified error function [fen],,,.; :

[fen]pope = wy [fon (EXAFS )}x +wry [f m]Rg + Wang [f Cﬂ]Ang (170)

Here [fen]p, and [fen) 4, , are functions that are independent of the EX-
AFS data bnt compare the refined distances and the refined angles with
“tdeal distances” and “ideal angles” obtained from a crystal structure data
base. Obviously, the parameters w; are introduced to weight the relative
significance of the contributions of the functions [fen] 5, and [fen] 4, s with
respect to the function [fen (EXAFS)], which compares the experimen-
tal EXAFS data with the simulated spectmm Obviously, this method
does not concur in this way to reduce the number of adjustable param-
eters which will remain most often strongly correlated but the choice is
definitely made to increase the number of constraints.

Whenever this is possible, one should try to orthogonalize the parameters
to be fitted in order to minimize their correlations. For instance, this
strategy is recommended if one wishes to include multiple scattering paths
associated with a nearly colinear sequence of atoms A, B and C. Referring
to equation (78), it has been pointed out by Filipponi '** that the new
variables (R; & Ry) are usually tmly very weakly correlated and should be
preferred to (R, Rp).

Contour maps should be systematically used, as underlined by Joyner et
al.,?*® in order to minimize the influence of the correlations between key
parameters like R; and Eo;. With the same concern, Chance et al.?*® are
advocating what they call a “global mapping ” of the error function with a
fine 2-dimensional grid when the problem is to resolve two distances which
are very close.

‘We like to point out that there is a possible alternative to Fourier Filtering:

it consists in fitting simultaneously the data in both the momentum space and
in the direct space with the important advantage that the information and the
noise are not weighted in the same way in different spaces. Even with modern
computers, this strategy remains very time-consuming but it stimulated Goulon
and coworkers to elaborate the Perturbed Difference method which is described
in section 111.B and can be viewed as a specific alternative approach to the group
fitting method discussed above,
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Resolution limits : A perennial challenge for EXAFS is to resolve two
distances M(etal)...L (igand), and M...L, which are very close. Whenever two
signals are not resolved in the F'T spectrum, there is, a priori, very little hope
to resolve them by direct curve-fitting in the momentum k-space especially if
the spectra are truncated and do not permit to measure accurately the beating
half period defined by the condition:

2kAR + Ay (k) = nx (171)

Thus, if the two scatterers are identical Ay = 0, the condition for observing
the first beating is knax > 7#/2AR. Conversely, the best resolution being given
by: ARumin = 7/2kmax, one will easily check that the prerequisite to decrease
AR in down to 0.1 A is to ensure that kmax > 16A~1. In practice, the ultimate
resolution will clearly depend upon the accuracy with which the beating mini-
mum can be localized and typical resolution limits of ARy, =~ 0.15-0.20 A are
probably more realistic. The situation is much worse for scatterers of different
nature since Az # 0. This is why considerable efforts are made at third gener-
ation synchrotron radiation source facilities in order to push %y« beyond 20-25
A~1. Even with the state-of-the-art instrumentation, this may turn out to be
impossible in a number of cases. For instance, the sample may contain trace
amounts of elements which have an absorption edge in the energy range over
which the EXAFS signal is measured: then any analysis (in the R-space or in
the momentum space) will be spoiled by the contaminating edge signal which is
usually more intense that the weak, heavily damped EXAFS oscillations which
one would like to extract from noise.

Below the ultimate resolution limit ARy, one is left with the possibility
to perform a single shell fit but with a structural disorder characterized by
successive moments:

NijolM =3 N (R - R;)" (172)
One may, for instance, use the approximate formulation:
Xe(k) = t & (&, R])] DYy, (B, T4 k) S (k) exp [-202K%]  (173)
x [As — iB,|Im {expi [2kR; + ¢; (k,R;)]}
where:

@ (3) (3) .2
Ay 1438 _op2o®  20e | Ao
R R; R;

J i

L e[ 30“”?
==

+ ..

B,

Notice that the phase correction due to a spread in distances is of the order of

a?)kg and so, for data collected over a limited range in k, a small distribution
o, produces only a very small effect on the phase.
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6. Phase-Shifts and Scattering Amplitudes

It has hitherto been implicitly assumed that scattering amplitudes F; (k,ﬁj)
and phase-shifts ¢; (k, ;) were obtained by running codes like FEFFx, MSXAS
/ GNXAS or EXCURVESx. As discussed in section II, there is a continuous
refinement of ab initio methods which grows obsolete to use tabulated phase-
shifts such as those compiled by Teo and Lee?4%2%0 or by McKale et al.?** which
were widely used in the eighties. Initially, we thought that the superiority of
FEFF, MSXAS or EXCURVE would rest essentially on the possibility to take
into account spherical wave corrections and to include multiple scattering paths.
Vaarkamp et al.?°? have compared several theoretical standards and went to the
conclusion that, even for single scattering paths, the quality of the experimental
EXAFS spectra is getting high enough to discriminate between different types
of potentials. The number density of scattering atoms predicted with FEFF6 is
significantly improved with respect to previous methods exploiting Teo and Lee
tables which were known to be incorrect.?®3

We wish to draw attention, however, onto some difficulties which are ignored
by those who trust too much theoretical calculations: the muffin-tin disconti-
nuities can cause very weak but still undesirable low frequency oscillations of
the calculated functions Fj (k, R, ;) and ¥; (k, Rj) Indeed such oscillations do
_not exist in the experimental data and their artifactual nature become sensi-

- ble when the calculated functions Fj (k, R;,) and 9, (%, R;) are tentatively used

.to display corrected FT spectra as dlscussed in section 1I1.A.2: instead of ob-
taining clean peaks, one may detect unphysical side lobes which do not exist
either in simulated FT spectra or in spectra corrected with parametrized am-
plitude & phase-shifts.24? This seems to be most sensible in organometallic
chemistry when the Scattermg atoms are low-Z elements with a weak scatter-
ing amplitude: a first illustration of this difficulty was reported Ruiz et al?%*
who investigated the weak multiple scattering signatures of ferrocene. Similar
effects were observed with various metalloporphyrins and imidazole complexes
for which MSXAS was used to generate F; (k,_ﬁj) and 9, (k,ﬁj). One way to
get rid of these undesirable effects is to resort to numerical filtering techniques.
Of course, “normal” FT spectra, i.e. uncorrected FT spectra, are inherently
insensitive to this problem. Weak low frequency oscillations of the calculated
functions F; (k,”R*j) and 9; (k,mﬁj) may not affect substantially the results of the
curve fitting technique but one should be aware that they would contribute to
increase the level of undesirable correlation between the parameters of different
shells.

B. Difference EXAFS Analyses
1. - Ill-Conditioned Problems

In practice, one is quite often facing complex structural problems where
standard analyses fail to give the desired information. This may happen:

e Whenever destructive interferences develop between two scattering paths
featuring nearly the same length but opposed phase-shifts: the practi-
cal consequence is a loss of information with the net result that fitting
techniques become ill-conditioned and unstable.
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e Whenever the radial distributions associated with two different ligands ex-
hibit a strong overlap, e.g. for the coordination shell. Porphyrin chemistry
offers a great deal of illustrations of that particular situation because the
axial M (etal)...Nyz,Ouz bond lengths can hardly be very different from
the equatorial M... N, interatomic distances. In the previous sections, we
strongly insisted that there was very little, or even no hope to resolve such
close lying signals using standard analyses.

e Whenever the system under investigation is evolving with time so that
a fraction of the initial compound is still coexisting with reacted species.
Due to the lack of site selectivity of EXAFS, there is again no hope to
resolve the contributions of each species.

Such ill-conditioned problems clearly suffer from a degeneracy of the struc-
tural information which can be partly lifted by difference analyses. To begin
with a simple example, we have reproduced in Figure 10A the F'T spectra of
(OEP)VO and (OEP)VS, i.e. the oxo- and the thio-vanadyl-2,3,7,8,12,13,17,18-
octaethylporphyrinato complexes considered in references?®>~%%7. Recall that the
corresponding EXAFS spectra were recorded at a first generation Synchrotron
Radiation source and neither the quality nor the resolution of the FT-spectra
are as good as for the FT spectrum of (OEP)VO displayed in Figure 7. Nev-
ertheless, the signatures of the carbons of the macrocycle, i.e. 8C, , 4C es0
, 8Cp , can still be easily identified and look perfectly superimposed for the
two compounds. Quite contrarily, there is a dramatic distortion of the signal
of the four nitrogen atoms of (OEP)VS . The latter distortion was explained
by a destructive interference of the EXAFS oscillations of the V...V and V...§
shells which are nearly equidistant while the phase-shifts of nitrogen and sulfur
differ by eca. . This interpretation can be supported by Fourier Transforming
the difference spectrum: Ay (k){(OEP)VS-(OEP)VO}. As illustrated by Fig-
ure 10B which reproduces the difference spectrum AY; (R), the characteristic
signatures of a porphyrin macrocyle, i.e. 8Cq,4Cneso ,8C3, cancel out in a
first approximation and one is left with the differential contribution of the ax-
ial ligands: (V...9) — (V...0). Note that the spectrum exhibits two negative
peaks at distances which match approximately the expected bond lengths for
V =0 and V = S. The negative sign of both signatures is indeed fully consis-
tent with the interpretation that the phase-shifts of nitrogen and sulfur differ
by ca w. A refinement of the corresponding bond lengths by curve fitting in
the momentum space led to the refined results: R(V...S) = 2.06 £0.02 A and
R(V..0)=1.62+0.02 A in good agreement with the crystal structure data of
relevant compounds.?5”

2. Difference Analyses with Structural Perturbation

Direct difference analyses of EXAFS spectra were first performed by Cramer
et al. 2% who tried to detect the contribution of the unbound oxygen in the oxy-
picket fence model of oxyhemoglobin by comparing the spectra of the oxy- and
deoxy- complexes. Cramer et al. perfectly identified the fatal limitation of di-
rect differences: if the axial displacement of the metal is neglected, it becomes
impossible to achieve a perfect cancellation of the signatures of the porphyrin
macrocycle and misleading residual signatures are generated. These difficul-
ties can be circumvented if the FT spectrum ¥; (R) of the reference compound
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Figure 10A: FT optical spectra Im {ii(R)} of the V; = (OEP)VO (dotted line) and V, =
(OEP)VS (full line). Note the strong distortion of the V...N signal in the spectrum of V3 as compared
to Vy.

Figure 10B: FT optical spectrum Im [ AY;(R) ] of the difference signal:

My(k) =y v, (k) = xv; (k) . Note the inverted phase of sulfur explaining the destructive interference

observed in Figure 10A.
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is artificially modified and backtransformed into the momentum space in or-
der to generate what will be called hereafter a “perturbed difference” spectrum
Ax' (k). For more clarity, a self explanatory block-diagram of “perturbed dif-
ference” analyses is reproduced in Figurel1.?®® The game consists in defining
analytical transformations R'' = f (R) which mimic the most basic structural
changes which are commonly observed in porphyrin chemistry. Indeed a nu-
mencal interpolation procedure will restore a linear sampling of the function
X; T (R') because this is desirable for backtransforming the modified spectrum in
the momentum space.

At this stage, elementary transformations cannot handle correctly the ex-
pected changes in multiple scattering paths. This led Goulon et al?*? to derive
a more general formulation of the effects induced in XAS spectra by topological
structural distortions. This theory which has been developed in the very general
frame of the multiple scattering theory is suitable to analyze either EXAFS or
XANES spectra. Its starting point is the observation made in sections II.A.2
and II.A.3 that the whole information on the stereogeometry of the cluster is
contained in the propagation matrix [H ]’g 1+ Using Lie’s group theory, it can
be shown that under finite displacements §R; of the atoms i, the following
substitution has to be made:

}le — E LL” {eXp 5(5R - 5R3) A.] L'"L! (174)
LN

where the three real antisymmetric components of A are defined by:

Al = V2r/3 it {_C}Ii’(n) + Cg'(b—l}}
NCLIER ) {Cﬁ'(m + C%’(l—l)}
EA];,L’ = ‘\/27T 3 Z(Z ¢ +1)(CL’(10)

S
faer=)
&

I

(175)

Then the gradient term that is affecting a given scattering path operator is
given by:

dr%

dRY

= k0 [[A]a , {T"]Wl] + & [A]* 7%680; — kT [A]” b0: (176)

with @ = z,y,2. This provides us with firm theoretical bases for a generaliza-
tion of the concept of “perfurbation” in the momentum k-space. Unfortunately,
there is still no code yet available to fully exploit this approach. Moreover, pre-
liminary tests carried out by Loos??7 have indicated that higher order corrections
than the gradient would be needed to reproduce the measured changes with an
accuracy of 0.0LA. It may then be faster to calculate the perturbation AT ()

from the basic definition: Ar(,) = {'rm]gn) — [r%] ) where {‘r%] En) would

refer to a “perturbed cluster”. This practical consideration is not modifying the
basic philosophy of the method.
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3. Metalloporphyrin Stereochemistry

A central question in metalloporphyrin chemistry is the following: is it pos-
sible to deduce unambiguously and quantitatively from a comparative EXAFS
study whether there is an axial shift of the metal and whether or not there is
a distortion of the tetrapyrrole macrocycle. This is quite essential for hemo-
proteins where the problem is to correlate the biclogical function with small
structural details. Whereas X-ray crystal structures map the individual loca-
tion of every atom of the metalloporphyrin, this is not the case for EXAFS
which is a local probe technique. FT-EXAFS spectra and curve fitting analyses
neither can resolve the mixed contributions of the various atoms which belong
to the coordination shell of the metal nor can tell us unambiguously what may
be the axial displacement of the metal. It does not mean, however, that EXAFS
is totally insensitive to such conformational distortions: we want to show that
the desired information can be extracted in a quite reliable way from perturbed
difference analyses. From the compilation of the enormous amount of crystal
structure data that are available on metalloporphyrin complexes, we have codi-
fied three classes of structural perturbations which definitely affect the EXAFS
spectra:

(1): An azial shift 5h of the metal with respect to the average plane (F;)
of the porphyrin macrocycle will modify the radial distribution of all atoms
of the porphyrin macrocycle. Neglecting in the first place the multiple scat-
tering paths, a simple transformation R’ = f(R) can be used to model the
perturbation of the whole FT-EXAFS spectrum:

R = [(Rcy + H)? +2H.6h+ (5n)2} i

2H.6n]Y*
o+ 222

R

(177)

where H is the absolute value of the axial displacement of the metal in the
reference compound whereas Rop would be the radial distribution of the atoms
of the porphyrin if the center of the macrocyclic cavity is selected as origin of
the coordinate system. If H is known from the crystal structure of the reference
compound, then careful difference EXAFS studies should allow us to determine
§h for the compound of interest.

(2): An apparent variation of the macrocyclic cavity radius A,,, is usually
associated with ruffled conformations of the porphyrin macrocycle. As pointed
out a long time ago by Hoard,?’® emall amplitude rotations ¢ of the pyrrole
subunits around the M (etal) ... N, axes are possible in accordance with the Sy
symmetry provided that the bond parameters are satisfying the condition:

a,N-%—bcosg——wcsin?/): (bsin%+ccos¢)cos¢ (178)
The notations are clarified in Figure 12A. The adjustments in bond pa-

rameters are most often taken into account by the M...N., bonds so that an
apparent contraction (expansion) of the macrocyclic cavity radius is observed.
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Figures 12: Geometrical distortions of the porphyrin macrocycle:
Figure 12A: Ruffled core distortion according to Hoard.
Figure 12B: Doming (A), anridoming (B) or saddle-shaped distortions (A, 3+B;.4)
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In the first approximation, we may assume that A.,, is uniform for all EX-
AFS signatures assigned to the porphyrin macrocycle and the transformation:
R' = R+ A_,, is a simple but efficient correction. In our experience, this works
reasonably well for the average distribution of the atoms contributing to the
Neg, C and Cg shells but this is much less satisfactory for the Ches, signa-
tures. In order to evaluate quantitatively the validity of this approximation, it is
attractive to consider the case of the 2,3,7,8,12,13,17,18-octaethylporphyrinato
complexes (OEP)Ni for which two different structures have been reported: in
the triclinic structure, the porphyrin macrocycle is perfectly planar?®! while in
the trigonal form the tetrapyrrole macrocycle is ruffled.?6? We have summarized
in table II the true average variations: AR; = R} —R; observed between the

two structures:%3

Shells j Ni...Neq Ni...ca Ni...cmeso N@Cﬁ
AR; (A) 0.026 0.024 0.0105 0.028

Table II: Core contraction in the ruffled porphyrin (OEP)Ni

Let us emphasize that such small variations of AR; are readily detectable
by EXAFS: this is clearly illustrated by Figure 13A in which we compare the
FT-EXAFS spectra Im[¥ y (R)] of the ruffled form of (OEP)Ni and of the planar
structure of the 2,3,7,8,12,13,17,18-octamethylporphyrinato complex (OMP)Ni.
That the latter structure is nearly planar can be inferred from Figure 13B
which compares the FT spectra of (OMP)Ni and (OMTBP)Ni : () there
is a nearly perfect superimposition of the two plots; (iz) the highly conjugated
structure of the 2,3,7,8,12,13,17,18-octamethyltetrabenzylporphyrinato complex
would definitely rule out a ruffled structure for the latter complex. The core
contraction observed in Figure 13A is fully consistent with the values quoted
in table II. On the other hand, one would expect the analysis of the multiple
scattering paths to be most sensitive to any change of the conformation of the
porphyrin core. This has been confirmed by Bohr and Ruiz-Lopez?®® who have
taken into account all multiple scattering paths of order 7 < 6 in a tentative
ab initio simulation of the EXAFS spectrum of the naked complex (TPP)Fe,
i.e. the meso-5,10,15,20-tetraphenylporphyrinato dianion iron complex. This
compound which was first isolated by Collman et al.?%* is known to exhibit a
ruffled macrocycle.

(8): Doming, antidoming and saddle shaped conformations®®® can be gen-
erated by tilting the pyrrole ring around axes which are perpendicular to the
Metal...N, bonds (Figure 12B). Such deformations are frequently observed in
dodecasubstituted porphyrins.?®® Doming conformations of the porphyrin core
make it possible to keep short Metal...N,, bond lengths while allowing a quite
substantial displacement of the metal above the average plane of the porphyrin.
The most convenient geometrical parameters that are needed to describe these
conformations are: (i) the distance d separating the four N,, plane from the
mean plane of the porphyrin skeleton and (i7) the tilt angle ¥ (See Figure
12B). Then, the transformation that is relevant for the EXAFS spectrum is
given by:

/2
H? _ H2? ;o 2 R
Rer|lyd ) 4 plan —an) (1— a )+(a"’ ax) (179)

R? R 2R? R?
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Fi@ res 13: Sensitivity of EXAFS spectra to a ruffling of the porphyrin macrocyélc:

Figure 13A : FT- EXAFS spectra Im [ %;(R) ] of a ruffled species: Ni;= (OEP)Ni and a
non-ruffled species: Ni; = (OMP)Ni .

Figure 13B : FT-EXAFS spectra Im [%1(R)] of two complexes with a nearly planar
macrocycle Niz; = (OMTBP)Nt and Ni; = (OMP)Ni .
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where:

ay an cos® + (H — d)sin¥
H' = (H-d)cos?—apsintd

I

Doming, antidoming conformations essentially differ by the sign of 4 and d.
A saddle-shaped conformation is obtained by combining doming and antidoming
distortions for the two orthogonal pairs of pyrrole subunits. As pointed out by
Loos,?®7 the problem with equation (179) is that the corresponding transforma-
tion is formally equivalent to the combination of a variation of the cavity radius
Agyy and an axial shift of the metal §h but with opposite signs. It becomes
then far more difficult to determine A.,, and 6k due to the strong correlation
existing between these two parameters.

An important question is to know whether or not difference EXAFS analyses
can discriminate between an axial shift of the metal §h and a variation of the
cavity radius A,y,. In our experience, the answer is again in the affirmative
because the two transformations exhibit a different R dependence as shown
below:

6 H? 6n)?
wemenf oo (i 2) O
This implies that, in difference spectra, it is not possible to achieve a good
cancellation of all single scattering signatures of the porphyrin core, i.e. the
signatures of the N¢g,Co, Cg shells, without taking into account both correc-
tions. Accuracies of the order of +0.04 A for §h and +0.015 A for A,, have
been obtained in rather conservative analyses of data collected at first gener-
ation synchrotron radiation sources and it would appear reasonable to expect
improved results at third generation sources like the ESRF. Unfortunately we
have already mentioned that doming and saddle-shaped conformations increase
the correlations between the two parameters and degrade the quality of the
structural information that is available. Let us emphasize that neglecting dom-
ing corrections when such conformations are real, results in difference spectra
that are impossible to analyze.

4. Strengths and Limitations of Difference Analyses
Strengths:

e In ideal analyses, the signatures that are characteristic of the porphyrin
macrocycle should cancel out in the difference and therefore, FT difference
EXAFS spectra of metalloporphyrins should be dominated by the contri-
bution of the azial ligand(s). The spectral resolution limits which hold
true for a single spectrum analysis can be transgressed in difference anal-
yses because additional, independent structural information is injected.
For the same reason, one may recover the structural information lost in
destructive interferences involving the porphyrin macrocycle. Some indi-
cation regarding the nature of the axial ligands may still be obtained by
considering the phase of the signatures which dominate the difference spec-
trum. Spherical wave corrections are fully transparent in the cancellation
procedure.
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e Cancellation tests are highly discriminent with the practical consequence
that minor structural distortions are easily detected. Note that cancella-
tion tests have a “concrete” physical content whereas curve fitting tech-
niques are essentially based on the minimization of statistical error func-
tions. Difference spectra can also be refined using iterative algorithms just
as in non linear curve fitting techniques with the practical advantages:

- to speed up the cancellation tests and make error assessments less
empirical;

- to fit separately the signatures of the axial ligands with the ben-
efit of a considerable reduction of the number of parameters and of the
correlations.

e In perturbed difference analyses, the axial shift 6h is not caleulated by
triangulation with respect to only the distance C;...Neq, but results from
an optimized geometrical transformation which affects all atoms of the
macrocycle: 4N.q,8C,4C e40,8C3... As discussed in section IV, this is
necessary to remove undesirable ambiguities.

e One would gain in exploiting both the sum and the difference of the in-
dividual spectra. In practice, the perturbed difference method should be
viewed as an attempt to define a new set of variables decoupling the two
problems which are of central interest in the chemistry of metallopor-
phyrins: (¢) the identification of the axial ligands; (i7) the detection of
significant structural distortions of the macrocyclic cluster. This is just
another strategy to minimize correlations in the EXAFS analyses.

Limitations:

e Difference analyses become attractive as soon as two compounds have at
least one identical component contributing to the ligand field. This hap-
pens in porphyrin or phthalocyanin chemistry but this is, unfortunately,
not general. For instance, difference analyses cannot be used in ez ni-
hilo studies of metalloproteins, i.e. when nothing is known regarding the
nature of the active site. At this stage, intuition combined with a deep
knowledge of structural organometallic chemistry are and will ever remain
most determinant to identify relevant model compounds.

o The synthesis, the purification or the chemical stability of the model com-
pounds used as reference, e.g. naked iron porphyrins such as (TPP)Fe ,
may cause additional troubles. Furthermore, the charge on the metal site
may be different and can explain subtle structural changes.

o Difference methods, like MEXAFS, are most demanding from the signal-
to-noise ratio of the experimental data. The reliability of the procedures
used to extract the background and to pre-normalize the spectra are also
very critical. There is finally a need to develop more sophisticated differ-
ence analyses taking into account the perturbation of the multiple secat-
tering paths. ;
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5. Selected Examples

Over the past decade, Goulon and coworkers reported several successful ap-
plications of difference analyses in porphyrin chemistry,?53:267-270,272-274 Gjpee
this method is still in infancy and has not benefitted from a wide diffusion, we
will try to illustrate briefly below the potentislity and the limitations of this
method with a few selected examples. All corresponding experimental spectra
were still recorded at a first generation synchrotron radiation source (LURE-
Orsay, France) in the mid-eighties and higher quality data could now be recorded
at the ESRF.

Dichlorocarbene: It has been shown by Mansuy et al.>’> 277 that the reac-
tion of iron(III) porphyrins with polyhalomethanes in the presence of a large
excess of reductant produces a wide variety of iron-bonded carbene porphyri-
nato species. A typical example is the dichlorocarbene 1 = (TPP)FeC(Cl)y
which can be prepared by reaction of the naked iron porphyrin 2 = (TPP)Fe
with carbon tetrachloride.?”” Obviously, species 2 was the most appropriate
choice as reference to carry out a perturbed difference analysis from which it
was rather easy to establish that, in the dichlorocarbene complex 1:

(i) the metal is unambiguously shifted out of the mean porphyrin plane
with: Ak = 0.30+0.03 A;

(22) there is a tiny increase of the macrocycle cavity radius: Ay, = +0.015

The resulting FT-Difference spectrum is reproduced in Figure 14. Since
the phase-shifts of the Fe...N pair were systematically used to display the un-
perturbed optical FT spectra of species 1 and 2 and the intermediary results
of our iterative cancellation procedure, we found more consistent to keep the
same corrections to display also the difference spectrum reproduced in Figure
14 even though we do not expect any Fe...N shell to contribute anymore to
it. The difference spectrum exhibits only two well resolved peaks which are
the signatures of the dichlorocarbene ligand: the first peak is to be assigned to
the Fe...C single scattering signal and the second to the dominant Fe...C...Cl
multiple scattering path. At this stage, curve fitting procedures combined with
ab initio simulations carried out with the MSXAS code led us to the refined
interatomic distances: R(Fe=C)=1.70+£0.02 A ; R(Fe..Cl) = 3.08+£0.03
A. The result of the fit is also displayed in Figurel4. By reference to known
crystal structure data, we constrained the C-CI bond length to remain within
the acceptable range: 1.81 4 0.03 A and by trial and error, we found that the
most probable [Fe-C-ClJ bond angle was 122° 4= 2°. It should be noticed that the
low frequency bending modes of the bent sequence [Fe...C...Cl] are expected to
result in a strong damping of the direct single scattering path Fe...Cl with the
practical consequence that the observed signature is largely dominated by the
multiple scattering contribution. It is quite noteworthy that in this pentacoordi-
nated complex, the Fe=C bond length deduced from the present EXAFS study
is much shorter than in the hexacoordinated species 3 = (TPP)FeC(Cl)3(H0)
for which the crystal structure is known:?"® this result is fully consistent with
the fact that complex 1 was carefully prepared in perfectly anhydrous, non
coordinating solvents.27%:271
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Figure 14: FT optical spectrum Im [AX;(R)]  (full line) of the difference signal:
Ax(k)le{k)—»[xg(k)}? where: y;(k) is the unperturbed EXAFS signal of the dichlorocarbene

coiilplex 1 = (TPP)FeC(Cl), whereas [xg(k)}? is the spectrum of the naked porphyrin 2 = (TPP)Fe
after perturbation (A., = +0.015 A ; 6h=0.30 £ 0.03 A). The two parameters characterizing the
pé;iurbation were iterated in order to minimize the residual signatures of the porphyrin macrocycle. A
simulated FT spectrum (dotted line) generated with MSXAS and including all multiple scattering
paths for the Fe=C(Cl), axial moiety is also displayed.
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Identification of I'midazole Axial Ligands: Tt is sometimes considered by
crystallographers that EXAFS cannot tell anything useful or reliable to iden-
tify the axial ligands. This is not true and we want to show that one can
transgress the standard resolution limits using difference analyses. To illus-
trate this point, we choose a model compound of known crystal structure: 4
= (TPP)Fe (N-methylimidazole)y while the naked porphyrin 2 was still used
as reference in the difference analysis. For such a hexacoordinated complex,
oné expects from symmetry the metal to sit in the mean porphyrin plane, i.e.
Ah =0. On the other hand, the cavity radius was again slightly increased as
in the previous example: Acyy = +0.015 A in order to compensate for the
ruffled structure of 2 = (TPP)Fe . The FT-difference spectrum reproduced in
Figure 15 would compare extremely well with the FT-spectra of model com-
pounds such as [Zn(imidazole)4(Cl0y4)o] or [Cu(imidazole)s(ClO4)s] which have
been extensively investigated in ab initio simulations including multiple scat-
tering paths." 9% L2 This gives strong evidence that the difference spectrum
reproduces all characteristic signatures of the five-membered ring imidazole and
a curve fitting refinement can now be safely used: the first peak is to be as-
signed to the Fe...N; bond (R; = 1.98 4 0.02 A); the second peak is to be
assigned to the single scattering path Fe...C, (Rg = 2.99 £0.02 A); the third
peak (R3 = 4.02+0.02 A) is well known to be enhanced by a focusing effect
resulting from several unresolved multiple scattering paths:

® {Fe...Nl...CB..,FB}, [Fe...N...Nﬂ...Fe},
e [Fe..N;..Ca...Ny...Fe], [Fe..Ny...Ng...Ny...Fe]

A tentative refinement of the multiple scattering paths gave an average dis-
tance Fe...{Cs, Ng} of 4.1 A. At this stage, it is worth emphasizing that the
difference spectrum shown in Figure 15 is notably different from the usual pat-
tern of a porphyrin macrocycle: the signature of the meso carbons has vanished
and the relative amplitude of the second and third peaks is well characteristic
of the imidazole ring.

Nitrosoalkane-Hemoglobin Complexes: The next problem to be consid-
ered here is one of the most difficult ones if one sticks to conventional curve
fitting analyses. We are concerned here with hexacoordinated iron-porphyrin
complexes in which the two axial ligands are non symmetrically bonded to iron.
The motivation behind the present study is to be found in the isoelectronic
character of the NO group of nitroscalkanes with respect to molecular oxygen
‘Og: this has the predictable consequence that nitrosoalkanes which may form
during the oxidative metabolism of. hydroxylamines and amines should inhibit
the normal function of Hemoglobin (Hb).?® The strategy employed to tackle
this problem was to record under the same experimental conditions the EXAFS
spectra of both the active complex : 5 = Hb(RNO) and a model compound: 6
= (TPP)Fe(N-methylimidazole)(RNO) the exact structure of which is unfortu-
nately not known. In the present study, R was the bulky isopropyl group (i-Pr).

The basic idea was to compare two difference spectra: Ay, [(5) - (2)4‘] VETSUS

Axy {(6) - (2)*} . We are indeed keen to prove that the difference method can
be extended to the analysis of dilute biological samples in aqueous solutions.
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Figure 15: FT optical spectrum Im[AX3(R)] of the difference signal: Ax(k)=yx3(K)-[x, (1"

whé:i'e: x3(k) is the unperturbed EXAFS signal of the complex 3 = (TPP)Fe(N-Melm), and x, {k)}'r
is deduced from the experimental spectrum of the naked porphyrin 2 = (TPP)Fe by taking into
account only a small change of the cavity radius: Ac.y = +0.015 A since, by symmetry, 5h=0. Note
that the difference spectrum is dominated by the characteristic single and multiple scattering

signatures of the five membered ring imidazole,
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By analogy with other hexacoordinated complexes of known structure,?’? we

expect the metal to stay in the mean porphyrin plane, i.e. Ah = 0. The only
parameter left free in the difference analysis is therefore the macrocycle cavity
radius: by trial and error, we found that the best cancellation of the signatures of
the porphyrin macrocycle was systematically obtained on increasing the cavity
radius of the reference compound 2 within reasonable limits: A, [5] = +0.04
A and A, [6] = +0.025 A. We have reproduced in Figure 16 the FT dif-
ference spectra AX; (R) and AX, (R) which exhibit a remarkable similarity:
this is a very straightforward confirmation of the initial assumption that the
local structure of iron should be identical in species 5 and 6. The observation
of two positive peaks at By ~ 1.80 A and Ry ~ 2.12 A is consistent with two
asymmetric Fe...N axial bonds:

(2) the shortest distance is expected to be characteristic of the strong in-
teraction of iron with the nitrosoalkane moiety and compares rather well with
the Fe...(RNQO) bond length found in the crystal structure of a known model
compound;27?

(%2) on the other hand, the chemical bonding with the N-methylimidazole
ligand becomes much weaker than in complex 4.

We are approaching the resolution limit of the two peaks with the practical
consequence that the distance R; may be slightly underestimated, Ry being,
on the contrary, slightly overestimated. A weak signal observed at 2.8 A was
tentatively assigned to the oxygen atom of the nitrosoalkane functional group.
Clearly, it would have been desirable to collect experimental data with a better
signal-to-noise ratio over a wider momentum range: this was impossible by the
time these experiments were performed at LURE.2"!

C. Analyses of XANES Spectra

In the past decades, XANES spectra recorded at high energy, e.g. at the K-
edges of transition metals, have most often been used as “fingerprints” of given
cluster geometries without any very deep analysis of the spectra. Some valuable
attempts were made to correlate in a more systematic way the observation or
simply the enhancement of a specific shape resonance with structural changes or
with the spin state of the absorbing atom.?8%-282 In the soft X-ray range where
EXAFS oscillations are of fairly limited interest due to the presence of many
overlapping edges, atomic & molecular physicists have invested much more
time and efforts in the identification and in the quantitative analysis of the pre-
edge and shape resonances.>® Today, the interests of the two communities are
merging together and concur to the development of more sophisticated analyses.

1. Deconvolution of XANES Spectra

One serious difficulty which refrained many people from refining the anal-
yses of pre-edge or XANES spectra arises from the discouraging fact that the
resonances have such a broad lineshape at high energy that all attempts to
identify the excited states are frustrated. The origin of the problem is well
understood: 253

e The ultra-short life-time of the deep core hole is resulting in a dramatic
broadening of the corresponding energy level which is smearing out all
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Figg’k re 16: Optical FT spectra Im [ A)X;(R)] of the difference signals Ay(k) = 1)54(1:)»-{9(,2(1;:}}i (full
line) and Ayx(k) =x5(k)-{x2 (k}]i (dotted line) where y4(k) and ys(k) are unperturbed
experimental spectra of species 4 = (Hb)RNO) and 5 = (TPP)Fe(N-Melm)(RNO) . {xz(k)}:£ is

deduced from the experimental spectrum 2 = (TPP)Fe with: Acav(4) = +0.04 A ; Acay(5) = +0.025 A .
The short Fe...N distance is assigned to the nitrosoalkane and the long one to imidazole.
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interesting details that could be extracted from the XANES spectra and
makes difficult to quantify the energy separation between excited bound
states.

e Even though technical solutions could be found to record ultra high reso-
lution XANES spectra, they are, in practice, never used because in most
synchrotron radiation facilities the existing spectrometers have been spec-
ified and designed to have an energy resolution AFE only slightly better
than the expected core hole life broadening I'y (E) in a relevant energy
range. This has the important consequence that the true lineshapes are
further convolved by some Gaussian broadening function Gexp (E) which
has a pure instrumental origin.

This can be summarized by writing that the structures contributing to the
XANES spectra have a so-called Voigt-Lineshape defined as the convolution:
VIL{E) = Ly (E)® Gexp (E) where Ly (E) and Gexp (E) are the normalized
Lorentzian and Gaussian lineshapes:

Ty
R T2z

1 E?
Gua®) = e[ ]

(181)

that are commonly characterized by their Full Width at Half Mazimum (FW HM):

wy, = 2Ty; we = (20 In4)"/%. This formalism can be extended to the description
of the absorption threshold by caleulating the primitive of the Voigt lineshape:

TV (B) = f "V Lwdu (182)

— o0

Recall that the primitive of the Lorentzian function is an arctangent function
whereas the primitive of the Gaussian function is the error function, which for
most programming languages is a built-in function. This implies that fitting
an absorption edge with a simple arctangent function should be restricted only
to a situation where the instrumental broadening is negligible: this is certainly
not the case if one wishes to analyze the K-edge XANES spectra of argon,
chlorine, sulfur... As regards numerical applications, the convolution product
that appears in the definition of the Voigt lineshape is a major handicap in
the development of efficient curve fitting procedures. Recently, Teodorescu et
al.?®3 have proposed an interesting humerical approximation for a Voigt profile
at resonance energy F;:

VL(E,E;) = 1 th{ In FE—F

— . =aF (v, 183
o2, | Vore \/50} ey (089

where the function F'(v,,e€) is of the type:

F () = coep [-*/2] + 575 (184)
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Co, €1, Cg, €3 being parametrized functions of the reduced quantity . For
some applications, it xmght be more apgmpriate to use a generalized Fano-
Voigt lineshape with: ¢ = o [1 4+ 6e/co]”. In the latter mathematical model,
the Lorentzian term (§ = 0) becomes a Fano function whenever § = 1.

An alternative approach which looks very attractive has recently been pio-
neered by Loeffen et al?®%: it consists in deconvolving numerically the exper-
imental XANES spectra in order to produce some artificial narrowing of the
resonance lines. One should stress immediately that, according to elementary
information theory, such a numerical procedure makes sense only if the quality
of the experimental data is very high because the initial signal-to-noise ratio
So/No will be spoiled by the numerical deconvolution:

'ESJ_ o [%} with: 7 —0 (185)
where 17 is the reduction factor of the actual spectral bandwidth. For example, if
we assume a pure Lorentzian lineshape: 77 = 6y, / I'n. This implies that one has
to pay for an increase in energy resolution with a reduction in the signal-to-noise
ratio: as a consequence, a deconvolution should never be pushed to the ultimate
limit, e.g. 6"y, — 0. As confirmed by several analyses performed at the ESRF,
this technique is becoming particularly attractive to analyze XANES spectra
recorded at third generation sources where signal-to-noise ratio in excess of 10®
can easily be obtained on concentrated species. In practice, the code which we
developed for industrial applications of XANES spectra®®®-2%¢ is slightly different
from the original procedure used by Loeffen et al.:?%4

e Starting from the second derivative XANES spectra which can be calcu-
lated with very efficient algorithms, the first derivative is readily obtained
by a straightforward numerical integration. It was found preferable to
perform the deconvolution as well as curve fitting procedures using sys-
tematically the first derivative XANES spectra because there is no step
function to be taken into account and because the structures to be fitted
are much better resolved. ‘

e The first derivative XANES spectrum can be Fourier Transformed in the
time space using standard FF'T algorithms and an optimum Kaiser-Bessel
window function. Partial deconvolution is performed in the time-space
in which the FT expression of the Voigt function VF(t} and of its first
derivative can be calculated without any approzimation using well known
properties of Fourier Transformed functions. The information entropy is
also evaluated. '

e 'The deconvolved spectrum is next transformed back into the energy do-
main and the window function is removed. The deeonvolved, first deriva-
tive XANES spectrum is integrated numerically to yield the displayed
XANES spectra after a suitable renormalization procedure.

e Under favorable circumstances, the deconvolved XANES spectrum can
be decomposed into a sum of resolved resonances plus a non-structured
absorption edge. It becomes then attractive to make the analysis more
quantitative by fitting the deconvelved spectrum with a sum of discrete
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Fano-Voigt lines described by equations (183) and (184) and which add
up to some absorption threshold described by equation (182). In practice,
it was found easier to perform such a curve fitting using directly the de-
convolved first derivative XANES spectrum: analytical derivatives of the
Fano-Voigt lineshapes can be easily obtained to approximate the discrete
resonances while a standard Voigt lineshape can be used to approximate
the derivative of the absorption threshold. A non-linear curve fitting pro-
cedure has been made possible via a specific interface to the code MINUIT
which is also used to refine the EXAFS analyses. The present analysis can
accommodate up to 4 discrete resonances. Following Outka and Stéhr,?87
this model has been extended to include an asymmetric Gaussian line-
shape as an option. The quality of the fits can be again estimated with
reference to standard statistical criteria.

What makes the deconvolution technique most attractive is the possibility
to enhance considerably the energy resolution of the pre-edge structures. This is
nicely illustrated by Figure 17A which reproduces the tin Ly;-edge XANES
spectrum of (OEP)SnCl; while Figure 17B displays the chlorine K-edge of
the same compound. The very sharp pre-edge resonances shown in Figures
17 are of obvious interest if one wishes to refine the energy diagram of the
empty molecular orbitals in this compound.®? Loeffen et al.?®* were the first to
use the deconvolution technique at the Lj;_yrr edges of rare-earth compounds
and noted that it was quite possible to resolve the contribution of the weak
electric quadrupole transitions (E2) associated with the transitions from the
2p3;2,2py1/2 inner levels to the strongly localized but partially empty 4f shell:
the investigation of such transitions proved to be particularly useful to simulate
the electronic and the magnetic properties of rare-earth oxides. We have repro-
duced respectively in Figure 18A and Figure 18B the deconvolved XANES
spectra of (DPA)[Gd(OH)]; at the gadolinium Lj;;- and L;;-edges measured in
the aligned paramagnetic phase. The weak prepeaks assigned to the quadrupolar
transitions (E2) are clearly apparent but, even more important, the ligand field
splitting of the 5d excited states (< 3 eV) is well resolved: spin-orbit coupling
in the final state is also shown to play an important role because the branching
ratios of the two split peaks are not identical as indicated by the comparison
of the spectra recorded at the gadolinium L;;;- and Ljs-edges. This is indeed
consistent with the observation of a strong XMCD signal for this compound.

2. Ab initio Simulations XANES Analyses

Trends: Much progresses have been made in ab initio simulations of XANES
spectra following the initial impulses-given by Natoli et al.?*® and by Durham 289
Several recent versions of “Full Multiple Scattering” computing codes are avail-
able and test examples of calculated XANES spectra have been reported in the
specialized literature.2%0?%1 As discussed in sections I1.C.3 and I1.C.4, there is
still a need for much more advanced ab initio calculations performed with up-
graded models of the self-energy and “Non-Muffin-Tin” local potentials: such
advanced codes are under development at several places.'%7:1%¢ Given the strong
spin-structure correlations well illustrated by the porphyrin chemistry, it would
be attractive to perform systematically spin-resolved ab initio calculations of the
XANES spectra as reported recently by Della Longa et al.3*". Indeed, it would
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Figure 17: Deconvolved XANES spectra of (OBP)SnCl, (full lines) versus original spectra (dotted
lines).

‘, Figure 17A: Deconvolved XANES spectrum recorded at the Sn Lir-edge with Cexp = 0.25 eV
and Iy = 0.9 eV.

, Figure 17B: Deconvolved XANES spectrum recorded at the Cl K-edge with Gexp = 0.21 eV
and Iy = 0.3 eV.
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Figure 18: Deconvolved XANES spectra of (DPA)GA(OH), (full lines) versus original spectra
(dotted lines).

Figure 18A: Deconvolved XANES spectrum recorded at the Gd Lyredge with 0cyp = 0.50
eV and Ty =20¢eV.

Figure 18B: Deconvolved XANES spectrum recorded at the Gd Ly-edge with Gexp = 0.56 eV
and I =20eV.
Note the well resolved prepeak assigned to quadrupolar (E2) transitions towards the 4f shell.
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be highly desirable to calculate as well spin-polarized potentials in order to be
able to simulate the XANES and XMCD spectra of spin polarized paramagnetic
complexes aligned in strong magnetic fields. In this section, we want essentially
to illustrate with a few selected examples how remarkably sensitive “Frtended
Continuum” calculations of XANES spectra can be to structural and electronic
properties of metalloporphyrins. As explained in section 11.B.1, one may speak
of “Extended Continuum” calculations whenever the final states with energies
greater than the interstitial potential V;,, are treated artificially as continuum
resonances although the V;,; < E < 0 levels typically correspond to bound
states. The spectra which are reproduced below were all obtained by running
the latest version of the code “CONTINUUM ” which has been upgraded over
several decades by Natoli and his collaborators.?%?

Linear Dichroism of XANES spectra: A number of applications of XANES
spectra in biology indirectly exploits the extreme sensitivity of XANES spectra
to linear dichroism effects.. This sensitivity is illustrated by Figures 19-21
which reproduce the polarization resolved “extended continuum” MSW sim-
ulations of the XANES spectra of (TPP)VO. The polarization vector e was
taken either parallel or perpendicular to the Cy axis of the porphyrin macrocycle
and therefore should have been associated with the irreducible representations
ay (eﬁ) and ef{e;) of the group Cy,. In reality, there are several examples
in the literature which indicate that the porphin macrocycle is scarcely planar
and can suffer distortions, such as the saddle-shape conformation, which will
lower the symmetry and lift the degeneracy of the (e, e’j_) representation. The
cluster used for these simulations consisted of 50 atoms but one is facing here
the commonplace difficulty that the ezact structure of (TPP)VO is unknown:
this implies that one has to probe different macrocycle geometries which are
inspired by known crystal structures: :

(2) For the calculations displayed in Figures 19, we have retained the model
of a strongly distorted macrocycle directly extrapolated from the structure of
(TPP)CrO in which a vanadyl group was substituted for the chromyl group.
The V...0 distance was deduced from the EXAFS spectrum. The displacement
of the metal with respect to the average plane of the pyrrole nitrogen was kept
unchanged Cy...MO 2= 0.47 A.

(47) For the calculations displayed in Figures 20 and Figures 21, we have
considered a less distorted, ruffied porphin structure but the vanadyl group was
shifted along the Cy axis so that C;...MO ~ 0.6 A in the simulations reproduced
in Figure 20 while C;... MO ~ 0.3 A in the simulations reproduced in Figure
21. :

The overlap. between the muffin-tin spheres of vanadium and oxygen is a
rather fuzzy parameter which has, nevertheless, a strong influence on the re-
spective intensities of the various shape resonances: it was finally frozen to 15%
by :trial and error. Let us insist that, at such an early stage of the XANES
analysis, the goal is not to match perfectly the shape of the experimental spectra
but merely {0 identify the main shape resonances contributing to the XANES
spectrum. This is why we found always quite instructive to start ab nitio
simulations with Xa calculations performed under the unrealistic assumption
that the core hole life-time could be made infinitely long: in such spectra, all
contributing resonances are ideally resolved and one may have more chance
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Figures 19: “Extended continuum™ MSW - XANES spectra of (TPP)VO simulated for a 50 atom
cluster assuming a saddle-shaped distorted macrocycle as observed in (TPPYCrO and 8h=0.47 A.

Figure 19A : MSW-Xa spectra simulated with the polarization vector either parallel: e,

(full line) or perpendicular: ei (dotted line), ei (dashed line) to the pseudo C, axis Oz. Note that

the degeneracy is lifted by the distortion of the macrocycle. An infinite core hole life-time is assumed
in order to enhance the resolution. :

Figure 19B : Deconvolved experimental XANES spectrum (full line); Polarization averaged
MSW-XANES spectra with Xo exchange correlation potential (dashed line) or Hedin Lundgvist
potential (dotted line).



127

4 L N { N L ¥ 1
1 A) ]
,,,,,,,,, o, (A)
3 0 e e, .
SE=1.15¢eV e e
-1 < 3 z ]
| 7 X
2r % 7
g; 1 ‘.,,"""”""'a.,.,/ -1
o
E ..
o e g
g0 e i —
< (B)
®3r i
N ;
T O :
i (c1)
ol | : .
pd (A)
1 R T NP7 .. St 1 S i
0 : ””” L , pe : I
5470 5480 5490 5500
Energy (eV)

Figure 20: “Extended continuum” MSW-XANES spectra of (TPP)VO simulated for a 50 atom cluster |
assuming a ruffled macrocycle and 8h=0.6 A.

Figure 20A: MSW-Xuo. spectra simulated with the polanzanon vector either parallel: ef, (full

line) or perpendicular: e ‘| (dotted line), et | (dashed line) to the pseudo C,; axis Oz . An infinite :

core hole life time is assumed in order to enhance the resolution.
Figure 20B : Deconvolved experimental XANES spectrum (full line); Polarization averagcd
MSW-XANES spectra with X¢ exchange correlation potenuai (dotted line).
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Figure 21: “Extended continuum” MSW-XANES spectra of (TPP)VO simulated for a 50 atom cluster
assuming a ruffled macrocycle and 8h=0.3 A.

Figure 21A: MSW-Xa. spectra simulated with the polarization vector either parallel: : e,

(full line) or perpendicular: eX (dotted line), e’ (dashed line) to the pseudo Cy axis Oz . An
k rpen i 1

infinite core hole life time is assumed in order to enhance the resolution.

Figure 21B : Deconvolved experimental XANES spectrum (full line); Polarization averaged

MSW-XANES spectra with Xo exchange correlation potential (dotted line).
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to correlate the intensity of a specific resonance with a structural property of
the unknown complex. Polarization resolved spectra are displayed in Figures
19A, 20A and 21 A whereas the polarization averaged spectra are compared in
Figures 19B, 20B and 21B with the experimental spectrum which was decon-
volved according to the prescription of the previous section with gexpy 22 0.36 eV
and T' =~ 0.45 eV. Recall that the experimental XANES spectrum of (TPP)VO
was recorded at low temperature (T=10 K) in the Fluorescence Detection mode
using a thick pellet diluted with boron nitride (BN), i.e. a material which has
a good thermal conductivity. The data were corrected for reabsorption losses
using the procedure described in section IILLA.1 and the signal-to-noise ratio
was better than 10%. It is worth noting that the spectrum was recorded with
incremental steps in energy §F much smaller than the true energy resolution
AE of the monochromator: §E < 5meV <« AE = 0.84 V.

Several interesting conclusions can be drawn from the various simulations
reproduced in Figures 19-21:

e All spectra reproduced in Figures 19B-21B reveal a characteristic split-
ting of the pre-edge “white line” in a polarization averaged XANES spec-
trum because the energies of the sharp pre-edge resonances differ by ca.
1.15 eV in the a3 {e;;) and e(e},e’ ) spectra. Simulations including the
finite life-time of the core hole (2I'; ~ 1.01 V) would show that there is
absolutely no chance to detect this splitting directly with the experimental
spectrum without the numerical deconvolution introduced in the previous
section. It is, however; quite remarkable that the sign of the dichroism
associated with the prepeak is reverted if one compares the polarization
resolved spectra displayed in Figure 19A and Figure 20A (or 21A):
this implies that the linear dichroism is indirectly probing the distortion
of the macrocycle. The energy splitting of the prepesk has a weak cor-
relation with the axial shift of the metal: this conclusion is at odds with
that of earlier XANES simulations on (OEP)VX molecules by Ruiz-Lopez
and Natoli®® but unfortunately restricted to small prototypical clusters
(4N)VO.

& As illustrated by Figures 19A,B, there is also a fairly characteristic spiit-
ting of the 1s — 4p resonances, and more specifically a splitting of the
e (e, e’ ) spectra, into three resonances which were labelled (4), (C1), (D)

- by analogy with the existing literature. It appears immediately that res-
onance (D) is strongly enhanced for a saddle-shape (or domed) porphin
macrocycle as compared to a ruffled macrocycle. This is consistent with
earlier studies by Bianconi et al. on hemes.?®® What is however notewor-
thy is that resonance (C) is predominantly polarized in the plare of the
porphyrin rather than along the pseudo Cy axis: this is again at odds with
earlier assignments based on calculations performed with too small size

clusters. This is a clear message that it may be very risky to assign some
weakly resolved resonance without detailed simulations, XANES spectra
‘are clearly shown to be very sensitive to the geometry of the macrocycle:
(z) a shift of the metal out of the porphyrin plane is enhancing resonance
(Cy); (#7) doming or saddle-shaped distortions are enhancing resonances
(D). In the specific case of (TPP)VO, a comparison of Figures 19B,
20B and 21B suggests that the porphyrin macrocycle is effectively dis-
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torted with a saddle-shape geometry and the metal is certainly shifted out
of the porphyrin plane. Note that nearly all small resonances found in the
deconvolved spectrum are present in the simulated XANES spectrum of
Figure 19B. For the sake of comparison, we have included in Figure
19B a simulation of the XANES spectrum performed with the Hedin-
Lundqvist potential but still without any core hole life-time broadening:
it clearly shows that the imaginary part of the potential already induces
a significant broadening of the various resonances so that the simulated
XANES spectrum bears a stronger resemblance to the experiment than in
the case of the Xa calculation.

Recall that the early calculations published by Penner-Hahn et al. ' for
(TpTP)CrO and (TpTP)CrN did not reveal any polarization dependent energy
splitting of the prepeak. In order to clarify this point, we found attractive to
reproduce in Figure 22-B a deconvolved experimental spectrum of (TPP)CrN
: the latter does not exhibit any line splitting of the prepeak comparable to what
was observed for (TPP)VO but only a weak satellite at low energy. This re-
sult is rather consistent with the polarization averaged ab initio simulations of
the XANES spectrum shown in Figure 22-A and which were obtained either
with the Xa or Hedin-Lundqvist exchange-correlation potentials. The stereoge-
ometry of the 50 atom cluster used for these ab initio simulations, was directly
inspired from the known crystal structure of this compound. One would discover
substantial differences if one compares the simulated XANES spectra shown in
Figure 22A with the earlier simulations reported by Penner-Hahn ef al. in
reference!! and which concerned only a 6 atom cluster: the degeneracy of the e
spectra is clearly lifted by the saddle-shaped distortion of macrocycle with the
important consequence that a significant contribution of the prepeak is recovered
for the e, polarization. The new simulations explain very well the presence of
a large residual signature for the latter polarization in the experimental spectra
reported by Penner-Hahn et al'l

Another lesson to be learned from the comparisons of Figures 19-22A
with the Figures 19-22B is that the polarized spectra a; (e)) and e (e¥,eY)
are so different that some of the resonances that are characteristic of a given
polarization can still be perfectly identified in the polarization everaged spec-
trum. In other terms, dichroism effects could be investigated without having to
resort to painful experiments with single crystals. This consideration was the
starting point of the extensive activity of Bianconi and his coworkers on various
hemoproteins like hemoglobins and carboxymyoglobins in the mid-eighties. Re-
cently, they developed a new application of the XANES studies : the procedure
called Temperature Derivative X-ray Absorption Spectroscopy (TDXAS) allowed
them to probe the conformational landscape of carboxymyoglobin in trehalose
or sucrose glassy media. Starting with a temperature quenched photodissoci-
ated sample of carboxymyoglobin, they used one characteristic resonance of the
XANES spectrum which is most sensitive to the Fe...CO bonding to monitor
the derivative with temperature of the intensity of this signal when the sample
is allowed to warm up. By analogy with similar experiments carried out with
other spectroscopies, the analysis of the derivative spectra is expected to give
access to the distribution function g (H) of activation enthalpy barriers Hy, rel-
ative to the recombination process.?’® This technique might develop as a very
promising extension of XANES spectroscopy.
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Figure 22: “Extended continuum” MSW-XANES spectra of (TPP)CrN  simulated for a 50 atom
cluster assuming a saddle-shaped distorted macrocycle and 5h=0.42 A. ‘

Figure 22A : MSW-Xa spectra sixmziatcd with the polarization vector either parallel: e,
(full line) or perpendicglar: e’ (dotted line),‘ e‘{ (dashed line) to the pseudo C, axis Oz Note that
the degeneracy is lifted by the distortion of the macrocycle. An infinite core hole life-time is assumed
in order to enhance the resolution. ‘ ;

Figure 22B : Deconvolved experimental XANES spectrum (full line); Polarization averaged
MSW-XANES spectra with Xo exchange correlation potexmal (dashed line) of Hedin Lundqvist
potential (dotted line)
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D. Challenges for Third Generation SR Sources

With the increasing cost and complexity of instrumentation, the design of
beamlines at third generation sources requires more and more professional ex-
pertise. Space and time limitations do not allow us to review here all technical
problems which need to be solved in order to optimize XAS experiments. Never-
theless, we still would like to concentrate in this section on important challenges
for the facilities equipped with third generation SR sources.

1. Polarization Dependent Studies

In section II, we have stressed the complementarity of X-ray linear and
circular dichroism studies with respect to conventional XANES and EXAFS
experiments and we have shown that exploiting the polarization of the incident
X-ray photon beam could yield very valuable additional information. At the
ESRF, two international beamlines were optimized for polarization dependent
XAS studies and are open to external users since 1995:

(1) Beamline ID-12B, which is equipped with a grating monochromator
and a so-called Dragon-type spectrometer, is covering the soft X-ray range (400
€V-1800 eV). A layout of the optical arrangement of beamline ID-12B is repro-
duced in Figure 23.52 This beamline gives access to the Ly 111-edges of all
3d transition metals and to the M ;v v-edges of rare-earth elements which are
particularly attractive for magnetic studies because the electric dipole allowed
transitions 2p — 3d and 3d — 4f are probing initial and final states with large
spin-orbit coupling and strong exchange interactions. As far as organometal-
lic chemistry is concerned, this beamline should be well suitable to perform
XMCD studies on molecular magnets?®* involving 3d transition metals under
the assumption that such systems remain stable long enough under the intense
X-ray beams of the ESRF. Unfortunately, there is strong evidence from recent
work carried out at the ESRF and elsewhere?’® that soft X-ray photochemistry
can induce substantial photoreduction, photoisomerization and spin-trapping
in organometallic complexes especially under irradiation by a focused undulator
beam.

(2) Beamline ID-12A which is equipped with a double crystal Bragg monochro-
mator has been designed to cover the higher energy range: 1.5-20 keV which
is of more direct interest for EXAFS. The corresponding layout is reproduced
in Figure 24. A detailed description of this beamline and of its performances
can be found elsewhere.”® High quality reflective optics is used to minimize the
contamination of the monochromatic X-ray beam by spurious harmonics and to
refocus it at the sample location with a spot size which can be made as small
as 25um (vertical) x 300um (horizontal). The stability of the rocking curve of
the cryogenically cooled monochromator was measured to be better than 0.14
arcsec over periods of several hours. Photodiodes which offer the advantages of
a better detection linearity over a very large dynamic range, a fast response, a
good efficiency and the desirable UHV compatibility are replacing the gas ion
chambers which are still very popular in many other facilities. The ultra-low
noise readout electronics has been designed to compensate automatically for the
dark current of the photodiodes down to 0.5 pA and is, under normal operating
conditions, coupled to a powerful digital lockin system which takes full benefit
of the modulation of the X-ray beam at some intermediary frequency (e.g. 68
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Figure 23:  Layout of the “Double-Head Dragon” spectrometer of the ESRF beamline ID-12B
dedicated to polarization dependent XAS studies in the soft X-ray range (400 eV - 1800 eV).
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Hz) by a mechanical chopper. The ESRF beamline ID12-A has demonstrated
its capability to measure tiny dichroism signals with a noise level lower than
1074

Both beamlines exploit rather unusual X-ray sources, i.e. helical undulators
of the Helios type.?%® In these exotic IDs, horizontal (B,) and vertical (B,)
magnetic fields with strictly the same spatial periodicity (\,) are generated by
two planar arrays of permanent magnet blocks assembled in two magnetic jaws
fixed to rigid girders. As illustrated by Figure 25, there are several important
degrees of freedom:

e An axial translation (7)) of the upper girder along the electron beam
direction produces a change of phase (¢) between the horizontal and the
vertical magnetic fields and allows the users to change the ellipticity of the
emitted radiation from purely linear (if ¢ = 0) to either circular right (if
¢ = +m/2) or circular left (if ¢ = —n/2). The corresponding amplitude
of the translation is simply 7, =0+ X, /4

e Vertical translations (T}) of each individual girder allow one not only to
shift the peak energy (as explained in section i.e. when we introduced
the gap-scan procedure) but also to vary the ratio p = B,/B, which is
essential to generate circular (p = 1) or elliptic (p < 1) polarization and
control the relative intensities of emitted odd harmonics.?%7

Alternative designs have also been proposed.?’® There is a noticeable pe-
culiarity associated with Helios-I which has been split into two segments:?%¢ a
“magnetic chicane” slightly perturbs the direction of injection of the electrons
in both segments with the practical consequence that the undulator emits two
slightly divergent X-ray beams deflected in a symmetric way with respect to the
direction of the incoming electron beam which also coincides with the direction
of emission of the second undulator Helios-I1. Since the two segments of Helios-
I have been designed to be out of phase, the first beam denoted Helios-IA is
left (right) circularly polarized while the second beam Helios-IB is right (left)
circularly polarized and vice-versa. One beam or the other can be alternatively
selected by a fast mechanical chopper which also delivers a time reference to a
phase sensitive readout electronics (digital lockin system): a fast modulation of
the polarization is particularly suitable to minimize the undesirable effects of
source instabilities. Although the deflection angle induced by the magnetic chi-
cane.is as small as 200 — 340 urad, this is enough to allow the three beams, i.e.
Helios-TIA, Helios-I1, Helios-IB to be fully separated at 26.5 m from the source,
i.e. at the frontend of the beamline. As illustrated by Figure 23, two mirrors
(DFM-1 + DFM-2) deflect the two beams Helios-IA + Helios-IB towards the
side branch beamline ID-12B whereas the central beam emitted by Helios-II is
used independently and simultaneously by the straight branch beamline ID-12A
which is operated in parallel.’® Note that the mirrors intercepting the direct
undulator beams are made of CVD-silicon carbide in order to accept a huge
heat load without suffering any significant deformation. The mirrors have been
polished to a microroughness of 3 A (RMS) and their measured slope errors
were below 1 arcsecond. Recently, a third helical undulator has been installed
on the same straight section of the storage ring and its direction of emission
strictly coincides with the axis of Helios-11. This new device has been designed
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Figure 24: Layout of the ESRF beamline ID-12A dedicated to polarization dependent XAS studies at
higher energies (1.5 keV - 15 ch).

Figure 25: Magnetic design of the helical undulator Helios-I1.. The shaded magnets make up the
magnetic chicane producing two slightly divergent X-ray beams of opposite polarization. UHG and
LHG refer to vertical translation modifying the upper and lower half-gaps respectively. PHASE is an

axial translation controlling the polarization state of the emitted radiation.
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with & new hybrid technology: since the vertical field B, is generated with elec-
tromagnetic coils replacing the permanent magnet blocks, the polarization can
be flipped very fast from right to left by inverting the current in the coils.”!
The performances of this new instrument look extremely promising and should
allow us to record in far better conditions tiny XMCD, MEXAFS and XNCD
signals on beamline ID12-A without long data acquisition times.

An important issue for polarization dependent studies is to fully characterize
the polarization state of the incident X-ray beam, i.e. one needs to define
its three Stokes-Poincaré components P;. This is commonly done at optical
wavelengths by combining a quarter-wave plate and a linear polarimeter. It
became possible only recently to extend the whole method in the X-ray domain
since Dmitrienko and Belyakov?®? and later Hirano et al.2093! gbserved that a
single crystal tuned very near a Bragg reflection but outside the angular range
of total reflection, could act as a perfect quarter wave-plate. This is because a
single crystal becomes birefringent under the conditions of Bragg diffraction with
the practical consequence that the forward-diffracted beam can experience a well

controlled phase-shift A¢p between the o an 7 components of the polarization
302

vector:
e AB(%
AdE=—37Rg cos ¥ (186)

In the latter equation, 6t is the crystal thickness; 1 is the angle between the in-
cident beam wavevector and the normal to the crystal; A¥ is the angular offset
(defined as the difference between the true angle of incidence ¥p and the Bragg
angle #% at the middle of the reflection profile) and Ap is a factor which de-
pends on energy and on the nature of the crystal. For A¢py = +7/2 a circularly
polarized beam is thus transformed into a linearly polarized beam just as with
a quarter-wave plate. Diamond crystals or ultra-thin silicon crystals featuring
a reasonably good transmissivity have been used as quarter-wave plates in the
energy range of beamline ID-12A.53:3% Coupled to various types of linear po-
larimeters, these devices made it possible to measure the circular polarization
rates P3 of both helical undulators Helios-I and Helios-11: typically, a circular
polarization rate in excess of 97% was measured for Helios-1.5%%

New applications of X-ray quarter wave plates are emerging which exploit
the conversion of a circularly polarized beam into a linearly polarized beam
with the advantage that the orientation of the polarization vector can now be
selected at will by rotating the diffraction planes arcund the X-ray beam di-
rection. Moreover, by reverting the sign of Ad, it becomes straightforward to
generate linearly polarized beams with orthogonal polarization vectors as pre-
cisely desired in XLD experiments. This is extremely interesting in practice
because one does not need any longer to rotate the sample, which often turns
out to be difficult if the latter is inserted in a vacuum chamber, a bulky cryostat
or between the poles of a heavy magnet. For instance, this technique made it
possible to detect very small signals of X-ray Magnetic Linear Dichroism with
an unsurpassed sensitivity in the range of 10~* using a magnetically oriented
sample located in a 7T superconducting magnet.’33% We expect further de-
velopments of this technique in the near future, especially for organometallic
complexes oriented in aligned liquid crystals®®® or for hemoproteins in oriented
membranes,306.307
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2. Time-Resolved Studies

What is to be measured ?  From a phenomenological point of view, there
are four distinet classes of systems evolving with time:

o The most common class (A) concerns systems which suffer some irre-
wversible transformation after a single shot excitation, a chemical reaction
...or time dependent radiation damages under the very intense X-ray beam.
For such systems, one is most often interested in catching any structural
information of a short living speciés.

o Another class (B) concerns systems for which eyclically repetitive exci-
tations can be carried out with the same sample which is supposed to
return reversibly into its initial state. Many types of excitations can be
used: photoexcitation, electrical or mechanical excitations, Temperature
jumps, Pressure jumps etc... The sampling time during which X-ray data
are accumulated has implicitly to be kept short with respect to the relax-
ation time of the system but the statistics is recovered by reproducing the
experiment as many times as possible. If two species have very different
time-response and coexist in a mixture, one may try to exploit such cyclic
excitation to create artificially the conditions of a dynamical discrimina-
tion, e.g. by properly delaying in time the data acquisition.

e It is sometimes possible to define experimental conditions which make it
possible to investigate a time evolving system in a quasi-stationary state.
Such systems define class (C). By extension, the investigation of quenched
meta-stable states are regrouped in this category. ‘

o The last category (D) concerns systems fluctuating with time: the prob-
lem is then to measure the time-correlation function of the corresponding
random process which can be connected with various dynamical properties
such as a diffusion rate or a chemical relaxation rate.

A priori, one may think of using XAS to characterize these various classes
of time-evolving systems. It is however essential to realize, as an important
preamble, that part of the structural information which one would like to find
in EXAFS spectra may unfortunately vanish in an excited or reactive state. This
is because the transformation of species I into a structurally different species
J can be modelled as a sort of diffusional process with random jumps along
a specific internal (or chemical path) coordinate, this process being typically
hindered by a weak enthalpy barrier. As discussed in section I11.B.4, the only
quantity that has a physical meaning is the configuration average of the absorp-
tion cross section: we have therefore to consider the potential surface associated
with the internal chemical coordinate with the practical result that there will
be an additional Debye-Waller damping factor 0%,,,. which may have a quite
dramatic effect on the EXAFS oscillations if the low frequency vibrational levels
are populated. In the worst cases, the EXAFS signal may vanish. A typical
illustration of that situation has been reported by Goulon et al?%® when they
tried to analyze the EXAFS spectra of the dinitrosyl-dicarbonyl iron complex
Fe(NO),(CO), dissolved in tetrahydrofuran (THF) or acetonitrile (MeCN) :
while the contribution of the dinitrosyl ligands was easily identified, it turned
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out to be impossible to detect any EXAFS signal from the carbonyl ligands.59308
The clue to this puzzling result was found later when it was discovered by la-
belling the carbonyl groups with '*C that there was a rapid exchange taking
place in solution between free and bound ligands. It has also been found that
this dynamical exchange process affected indirectly the multiple scattering paths
of the more rigidly bound dinitrosyl moiety Fe(NO)2.8Y A similar warning mes-
sage concerning a dynamical damping of the EXAFS oscillations in systems
which are subject to fast chemical exchanges had already been passed in the
early eighties by Sham et al3%°

Irreversible Processes: As far as class (4) is concerned, the most obvious
strategy is to shorten the data acquisition time. This can be done without a
too severe penalty in terms of signal-to-noise ratio with the intense undulator
sources available at third generation SR facilities. Again two complementary
technical options can be envisaged:

e Quick-scan Technique:

This method has been pioneered at HASYLAB (Hamburg-Germany) for sev-
eral years by Frahm®'%:3!! and also at LURE (Orsay-France) by Lagarde et al.3'2
It consists in scanning continuously the Bragg angle which selects the energy of a
double crystal monochromator. As underlined by Dobson et ol. from the SERC
(Daresbury-U.K.), this technique offers the major advantage that it is compati-
ble with a Fluorescence Detection scheme.3'3-315 At the ESRF beamline ID-26
which is dedicated to XAS studies on dilute samples, the continuous scan of the
double crystal monochromator can be synchronized with a continuous scan of
the magnetic gap(s) of either a single undulator or of two phased undulators.3!®
As illustrated by Figure 26, it turned out to be possible to record XANES and
EXAFS spectra of reasonably good quality for a solution of carboxy-myoglobin
at a concentration of 7. mM in very short times: Atx anvgps = 3sand Atpxars
= 10 s i.e with a data acquisition time of less than 10 ms per data point.
This result looks particularly promising because the probability for developing
severe radiation damages over such short data collection times is dramatically
reduced.

¢ Energy Dispersive Spectrometry

Energy Dispersive Monochromators (EDM) offer the decisive advantage for
time-resolved studies that the entire spectrum is recorded simultaneously. This
is a fairly old concept in the X-ray range: such an EDM was used by Cauchois et
al.®'7 to record on a photographic plate the very first X-ray absorption spectrum
measured in Europe with a Synchrotron Radiation source. Typically, the double
crystal monochromator is replaced with an energy dispersing crystal operated
either in Bragg or Laue geometry at a fixed angle of incidence and which refocus
the beam at the sample location. A position sensitive detector makes it possible
to recover the Intensity-Energy correlation which is necessary to yield the ab-
sorption spectrum. The EDM concept was resurrected in the early eighties by
Matsushita et al.®'83'% who replaced the photographic plate by a photodiode
array with modern readout electronics. Matsushita et al32° were also the first
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Figures 26: Quick Gap-scan at the ESRF beamline ID-26:

Figure 26A : XANES spectrum of an aqueous solution of MbCO (7mM) recorded in a total
integrated time At < 3s.

Figure 26B : Full EXAFS spectrum of the same solution recorded in a total integrated time
At<10s.
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to exploit an energy dispersive spectrometer to follow the kinetics of an oxydo-
reduction reaction by monitoring the XANES spectra as a function of time.
In Europe, a similar spectrometer was first developed in Orsay by Fontaine
et al®?' who invested time and effort in the design of an “aberration free dis-
persive optics”3*? and have considerably improved the quality of time-resolved
experiments.®?® The interest in this technique has grown steadily over the past
decade as reflected by the list of energy dispersive spectrometer installed in all
Synchrotron Radiation facilities.3?432® X ANES spectra were even recorded in
the energy dispersive mode at the phosphorus and sulfur K-edges.??® At the
ESRF, a high priority was given to the construction of an energy dispersive
spectrometer mainly dedicated to time-resolved and high pressure applications
of XAS.5* The originality of this instrument which is installed on beamline
ID-24 rests with the use of a powerful, tapered undulator source which delivers
an intense photon flux over an energy window which matches rather well the
energy range of interest for an EXAFS or a XANES spectrum.®?® As illustrated
by Figure 27, the angular divergence which is required by the dispersive optics
is artificially produced by a reflective Kirkpatrick-Baez coupling optics which
produces a secondary source that is substantially demagnified. The beam size
at the sample location can be made quite small: 30 pm (horizontal) x100 pm
(vertical) and recent feasibility tests have confirmed that a time resolution At
as short as 50 us between two consecutive spectra was quite realistic, at least for
concentrated samples. Such a short time-scale cannot be reached by the Quick-
scan technique. Unfortunately, energy dispersive spectrometry still suffers from
well identified limitations:329:330

(z) The method is hardly compatible with Fluorescence Detection as long
as a parallel detection of the whole spectrum is required. Some potentiality for
Fluorescence Detection can be recovered in the so-called Turbo-Scan technique
which consists in moving very fast a thin slit in the energy dispersed beam but
the price to be paid is the loss of detection parallelism, a loss of intensity by
three orders of magnitude and a much longer overall data acquisition. Never-
theless, there are experiments which can perfectly accommodate such degraded
experimental conditions.

(11) For powdered mixtures, the local inhomogeneities and the large scat-
tered intensity concur to spoil the space-energy correlation and to degrade the
quality of the spectra.

(¢44) The difficulty to design suitable spatially resolved Iy beam intensity
monitors let the experiments be more sensitive to the time-dependent source
instabilities.

- (tv) The spectral range of an energy dispersive EXAFS spectrum is some-
what restricted compared to a conventional EXAFS and the data reduction
requires a more delicate energy calibration procedure.

Nevertheless, in spite of these technical difficulties, energy dispersive spec-
trometry keeps an unequalled potentiality for time-resolved studies in the mil-
lisecond time scale, with numerous potential applications in electrochemistry.

Cyclically Repetitive Processes : The feasibility of time-resolved photolysis
XAS experiments with 100us time resolution was first demonstrated by Huang
in 1983.331-333 The flash photolysis of carbonmonoxy-myoglobin was selected
as a test example. The concept of the experiment looks rather simple: for every
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Figt_g‘n re 27: Schematic optical layout of the energy dispersive spectrometer of the ESRF beamline ID-
24 dedicated to time-resolved studies. Full XANES or EXAFS spectra can be recorded within a time-
scale At = 100 ps.
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energy of the EXAFS spectrum, the relaxation of the photolyzed system is in-
vestigated by monitoring the fluorescence intensity excited by the pulsed X-ray
beam the time strueture of which defines a time-resolved probe fully synchro-
nized with the excitation flash. The photolysis process had to be iterated up to
25 times in order to reach a suitable statistics before moving the monochromator
to the next energy of the step by step scan. Unfortunately, as pointed out by
Chance,*®* the efficiency of the beamtime utilization was only 0.001% relative
to a “normal” time integrated experiment and this approach was irremediably
condemned at first generation SR sources which, anyway could not offer the
desired long term stability. The case looks much better with third generation
sources where fluxes of the order of 5.10'% photons.s™! are currently available
after the monochromator while the X-ray beam can be refocused on a very small
spot size at the sample. It is also noteworthy that, with second or third genera-
tion sources operated in the multi-bunch mode, synchronization with the pulses
of the machine is not any longer a necessity for time-resolved experiments on
timescales larger than 10 us : this is because, with a pulse separation of a few
ns, the source can be viewed as gquasi-continuous.

The energy dispersive spectrometer of the ESRF beamline ID-24 has re-
cently been used to record the XMCD response function with nanosecond time
resolution of a ferromagnetic sample “pumped” with pulsed magnetic field (of
duration shorter than 23 ns) generated by a microcoil, while a time-delayed
X-ray single bunch (of duration shorter than 100 ps) is used to “probe” the
magnetic order in the system.?®® This experiment was performed in a single
bunch operation mode of the machine, i.e. with a repetition rate of ~355 kHz:
typically 6 x 107 X-ray pulses are needed to generate a full XMCD spectrum
with a decent statistics in ca. 3 minutes.

At the ESRF beamline ID-12A, a sub-nanosecond time-resolved experiment
directly related to porphyrin chemistry has been performed: it concerned the
detection of the decay curve of the Q-band luminescence (Amax = 690 nm) of a
powdered sample of (TPP)Zn under X-ray excitation.3*® The time-resolved X-
ray Excited Optical Luminescence (XEOL) signal was detected with a so-called
dissector tube®3” which was synchronized with the electron bunch repetition
rate and had an instrumental time resolution better than 10 ps. As illustrated
by Figure 28-A, the kinetics of the XEOL decay is characterized by two dif-
ferent relaxation times: 7y < 15 ps and 72 =~ 650 ps. By using an appropriate
time window, it was possible to isolate the contribution of the fast decaying
component for every X-ray excitation energy and to record a XANES spectrum
which is site selective of the fast decaying species. The latter XANES spec-
trum is reproduced in Figure 28-B. Recall that Goulon et al3*® had already
demonstrated in the past that the integrated XEOL emission could be used to
record the XANES and EXAFS spéctra of several regular porphyrins such as:
(TPP)Zn ; (TBP)Zn ; (OMP)GaOH or (OEP)SnCly. The interest in XEOL
excitation spectra was stimulated by the discovery that site selective EXAFS
spectra could be obtained in the case of macroscopic miztures of two samples
containing the same absorbing element: this was established by Goulon and
coworkers®*? who used a mixture of ZnO + (TPP)Zn to demonstrate this po-
tentiality. Time-resolved XEOL spectroscopy should be a powerful extension
of this technique and could help to discriminate between different excitation
processes or different species.
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Figures 28: Sub-nanosecond time-resolved X-ray Excited Optical Luminescence (XEOL) spectra of
(TPP)Zn recorded at the zinc K-edge at the ESRF beamline ID-12A:
T Figure 28A: Time resolved decay of the XEOL intensity revealing two fast relaxation
channels characterized with the respective decay times: 1; < 15 ps and 1, = 650 ps.

Figure 28B: Zn K-edge XANES spectra of (TPP)Zn recorded by monitoring:

1) the total X-ray fluorescence yield at 300 K ;

ii) only the fast decaying XEOL component that is characteristic of an ultra-short living
excited state.
(Note that the XEOL intensity was collected within a short time window: At < 1 ns).
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Stationary Processes and Quenched States : Stern and his collabora-
tors®*? have developed an interesting method to measure ps-resolved EXAFS
and XANES spectra of a platinum cluster in an exciled triplet state. The tech-
nique consists in circulating rapidly the solution containing the molecule to be
excited through a fine nozzle producing a flat, free standing vertical jet (similar
to that of a dye laser), the liquid being finally collected in a funnel and returned
to the main reservoir. Taking advantage of the fast flow rate (typically 10 m/s)
at the exit of the nozzle, the authors employed a stationary pump-probe tech-
nique with two different windows: (i) in the upper one, the flowing solution was
excited by a line-focused laser; (i) a second window located slightly below the
former one was used to probe the excited sample using a collimated X-ray beam
featuring a vertical size of 10 pm. The vertical displacement d of the excited
species from the line-focused laser trace down to the finely collimated X-ray spot
resulted in an adjustable time delay. Under such experimental conditions, up to
18% of the molecules could be probed in the excited state. A clear advantage
of this technique is that it is fully compatible with Fluorescence Detection. The
only restriction seems to be that photolysis has to be fast, the latter handicap
being compensated by the fact that a great deal of laser power can be used
without heating the sample by more than a fraction of a degree.

Reactive intermediates in fast enzymatic reactions could also be investigated
using Bray’s rapid freeze technique:*! after fast mixing, the solution is ejected
again very fast from a nozzle into a cold isopentane bath. The quenching time
is much longer, i.e. typically of the order of 5 ms. This method has been
used by Saigo et al.34?3%3 to record EXAFS and XANES of various reactive
intermediates formed with hemoproteins. The same technique was exploited by
George et al.*** for different applications.

Fluctuation Correlation Techniques : A new technique called X-ray
Fluorescence Correlation Spectroscopy (XFCS) has been proposed in 1991 by
Goulon et al®*’ to investigate systems fluctuating with time. It was suggested
that this technique might be appropriate to study very slow diffusional pro-
cesses such as the lateral diffusion of hemoproteins or ionophores in a biclogical
membrane. If the primary exciting X-ray beam can be focused on a very small
volume, the number density of dilute absorption centers will fluctuate with
time as a consequence of random diffusional processes and the autocorrelation
function of the radiated X-ray fluorescence intensity should give access to the
diffusion rates of the competing diffusion processes. In 1998, Shina and cowork-
ers have reported the first experience confirming the remarkable potentiality of
this technique in molecular dynamics.346
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Deuxieme partie

Etude des interactions entre gaz rares et
diverses especes moléculaires actives ou
complexantes.
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2.1 Etudes structurales des intermédiaires formés par
réaction de l’ozone avec des dérivés halogéno-
dodécaphénylporphyrinato-manganeése(IIl).

2.1.1 Introduction

Depuis des années, I'ozone est utilisée, en chimie organique, comme puissant agent
d’oxydation des oléfines, des hydrocarbures aromatiques et autres espéces riches en
électrons. La structure dipolaire de la molécule d’ozone et la formation d’un
intermédiaire de type ozonide lors cette attaque sont les deux caractéristiques
principales de cette réaction. Ce puissant agent d’oxydation remplace maintenant le
chlore dans le traitement des effluents puisque les sous-produits chlorés sont
extrémement toxiques et leur concentration dans 'eau est strictement réglementée. Les
dérivés organiques contenant des groupes €lectro-attracteurs ne sont pas oxydés de
manidre efficace par I'ozone seul; aussi un Advanced Oxidation Process (AOP)' a été
développé afin de permettre la dégradation de ce type de composé. Ce processus met
en oeuvre de 1'ozone sous irradiation UV ou de I'ozone et du peroxyde d’hydrogene.
Durant ce processus, ’ozone se décompose pour donner des radicaux hydroxylés.
Cette espéce hautement réactive mais non sélective permet d’obtenir une élimination
plus efficace des micro-polluants comme les dérivés chlorés ou les pesticides tels que le
DDT~

De nos jours, le traitement industriel des eaux usées met I’accent sur les processus
d’activation de l'ozone par des composés organométalliques ou inorganiques
permettant non seulement d’éliminer efficacement les hydrocarbures saturés et les
oléfines, mais aussi de réduire la consommation d’ozone. Les métalloporphyrines
synthétiques sont de bonnes candidates pour étre des catalyseurs de ces réactions
d’oxydation. Elles constituent de remarquables modeles de systémes biologiques,
d’enzymes tels que le cytochrome P-450 mono-oxygénase’, qui catalyse de
nombreuses réactions d’oxydation in vivo. En outre, les porphyrines présentent
Pavantage de pouvoir étre coordindes a de nombreux métaux et les diverses
substitutions pouvant intervenir sur le motif de base permettent d’en moduler les
propriétés. Ainsi, il est bien établi que les porphyrines de fer ou de manganése peuvent
activer le dioxygene et catalyser de nombreuses réactions d’oxydation sélectives dans
des conditions non extrémes.

'B. Meunier et ses collaborateurs* ont montré que de telles porphyrines de fer ou de
manganése pouvaient étre utilisées efficacement dans le traitement des eaux usées et
sont de bons catalyseurs de la dégradation de composés peu réactifs tels que les poly-
chlorophénols. Ces macrocycles porphyriniques doivent étre eux-mémes protégés
contre les agents d’oxydations tels que I'ozone. La substitution des carbones en
position fB-pyrroliques par des groupes €lectro-attracteurs, par exemple le brome ou

! Glaze,W.H.;Kang,J.W;Chopin, D H. Ozone:Sci. Eng 1987, 9, 335-352.
* Reynolds,G. Ozone:Sci. Eng. 1989, 11, 339-382.

? Ullrich, V. Topics in Current Chemistry 1979, 83, 67-104.

* Meunier B., Chem. Rev. (Washington D.C.) 1992, 92, 1411-1456
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des groupes phényles, permettent de prévenir une telle oxydation. La substitution des
sites PB-pyrroliques implique une distorsion non-plane de la conformation du
macrocycle comme lont montré Smith et coll’, et Takeda® La résistance 2
I'oxydation peut étre encore améliorée par la substitution des carbones en position
meso par des groupements pentafluorophényl. Cette substitution a, en outre,
I’avantage de minimiser la formation de complexe binucléaire [1-0x0 ne présentant pas
d’activité catalytique’.

C’est pourquoi, R. Guilard et son équipe du LIMSAG (UMR 5633 CNRS-AIR
LIQUIDE-Université de Dijon) ont été conduits & synthétiser une série de dérivés
dodécaphénylporphyrinato de manganese. Ces dérivés ont été caractérisés par des
analyses électrochimiques et spectrochimiques®. Une structure crystallographique a été
obtenue pour le chloro(meso - 5,10,15,20 - tetrakis - pentafluorophenyl -
2,3,7,8,12,13,17,18 - octakis - phenylporphyrinato) de manganése (III) dénommé dés a
présent DPPF,MnCL Elle montre que le macrocycle adopte une conformation hydride
saddle/ruffle’ 11 a aussi été démontré® que ce dérivé mis en présence d’ozone en
solution forme un complexe stable de manganése (IV) qui ne présente pas d’activité
catalytique. En revanche, I'action de 1’ozone sur DPPF,;MnCl en présence d’un large
exces de pyridine conduit 2 un complexe présentant une activité catalytique. Un
bullage de dioxygeéne dans la solution de complexe de manganése (IV) régénere le
dérivé de manganese (III) de départ. Ces deux complexes de manganese (IV) sont
stables en phase solide. Ce travail de synthése et de caractérisation a été accompli lors
de la these de K. Périé¢ au LIMSAG de Dijon.

Le but de notre travail a été de tenter de clarifier la nature et de proposer une structure
pour les espeéces qui se forment lors de la réaction d’ozonation des composés
halogéno-dodécaphénylporphyrinato de manganése, en combinant les études EXAFS
et XANES non seulement au seuil K du manganése mais aussi au seuil K du chlore.
Nous avons utilisé la méthode d’analyse de différence des spectres EXAFS avec
perturbations structurales décrite dans la premiere partie de ce manuscrit, qui permet
d’obtenir des informations structurales fiables quand on choisit des composés modeles
appropriés. Nous avons, en outre, effectué des simulations ab initio des spectres
XANES enregistrés au seuil K du chlore afin de proposer une structure pour les
complexes formés.

Les résultats, détaillés dans les deux publications reproduites dans les paragraphes
2.1.2 et 2.1.3, ont conduit aux conclusions suivantes:

Les spectres EXAFS au seuil K du manganése prouvent que la réaction de I'ozone
avec les dérivés chloro- ou bromo-porphyrinato Mn(IIT) méne strictement aux mémes
intermédiaires dans lequel I'atome de métal est dans un état formellement tétravalent.
Le schéma de coordination inclut les quatre atomes d’azote pyrroliques équatoriaux et
deux molécules d’ozone arrangées dans des configurations symétriques par rapport au
noyau porphyrinique. Cette géométrie implique que I’atome de métal soit déplacé vers
le plan moyen des azotes de la porphyrine. La coordination du manganése avec chaque
molécule d’ozone donne deux distances manganése-oxygéne non équivalentes :
R(Mn...0) =2.09 + 0.02A; R(Mn...0,) = 2.49 + 0.05A. La deuxiéme laison est plus

$ Medforth,C.J.; Smith, K.M. Tetrahedron Lett. 1990, 31, 5583-5586.

¢ Takeda,J.; Sato, M. Tetrahedron Lett. 1994, 35 , 3565-3568.

" Chank, C K.:Ebina, F. J.Chem.Soc. Chem. Commun. 1981, 778-779.

¥ Périé, K; These, Université de Bourgogne, Dijon (France),1996.

° Guilard R.;Périé K ;Barbe, J.-M.;Nurco, D.J.;Smith K.M.;Van Caemelbecke, E.;Kadish, K.M. Inorg
Chem 1998, 37, 973-981.
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faible avec une distribution asymétrique (anharmonique) des distances (Mn...O,).
Tandis que ces intermédiaires n’ont que peu ou pas d’activité catalytique dans
I'époxydation des oléfines, I'espéce présentant une activité catalytique est obtenue
quand I'ozone réagit avec le méme précurseur dans un large excés de pyridine. Dans
I'espece catalytiquement active, le signal (Mn...O;) n’est pas affecté par la présence de
la pyridine, tandis que le signal (Mn...O,) est diminué d’au moins un facteur deux. Il
n’y a pas de preuve que la pyridine soit coordinée & l'atome de manganése.
D’importantes informations ont été obtenues  partir des études XAS faites au seuil K
du chlore sur les especes chlorées traitées avec l'ozone. La formation d’anions
chlorates ou hypochlorites peut étre exclue tandis que I'interprétation des spectres
XANES et EXAFS supporte la formation de clusters moléculaires covalents comme
Cl-O-0-O ou le dimére O-0-O-Cl-O-O-O qui contribuent a deux distances
caractéristiques R(C...0;) = 1.70 + 0.02 A; R(Cl...0,) = 2.22 + 0.02 A. Les spectres
XANES montrent un doublet caractéristique dans la zone de pré-seuil qui semble &tre
la signature de ces clusters selon la terminologie usuelle des simulations dites
“Extended Continuum MSW”,

2.1.2 Publication
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Abstract:

Difference EXAFS and XANES studies at the Mn K-edge are reported which shed light on the
mechanisms of activation of the title compounds by ozone. The reaction of ozone with either
the chloro- or bromo- porphyrinato Mn(IIl) derivatives yields the same intermediate in which
the metal is in a formally tetravalent (IV) state. The coordination scheme includes the four
equatorial pyrrolic nitrogen atoms of the porphyrin plus two ozone molecules arranged in a
symmetrical configuration with respect to the porphyrin core. This geometry implies that the
metal is shifted back into the mean plane of the porphyrin nitrogens. The Mn coordination with
each ozone molecule results in two non equivalent Mn...O distances: R(Mn...O;) = 2.09 £
0.02 A; R(Mn...0,) =249 +0.05 A. The second signal is assigned to a much weaker bond
with an asymmetric (anharmonic) distribution of the (Mn...O,) distances. Whereas these
intermediates have little or no catalytic activity regarding the epoxidation of olefins,
- catalytically active species were obtained when ozone reacts with the same precursors in an
excess of pyridine. In the catalytically active species, the (Mn...O,) signal remains unaffected
by the presence of pyridine whereas the (Mn...0,) signal is decreased by a factor two. Since
there is no evidence of pyridine being coordinated to Mn, we suspect that pyridine is mediating
a partial decomposition of one bound ozone molecule to release an active radical species. From
Cl K-edge XAS studies performed on the chlorinated species treated with ozone and model
compounds, we can definitely rule out the formation of chlorates or hypochlorite anions but
both the XANES and EXAFS spectra show that Cl is oxidized during its substitution by ozone
at the Mn site and could yield with ozone a covalent moiety Cl-O-0-O similar to the one
which is presumed to form in the stratosphere by reaction of chlorine radicals with ozone.
Some more speculative would be the formation of dimeric species in which a single CI atom
could bridge two ozone molecules. The radial distribution around Cl would then consist of two
oxygen nearest neighbors at R(CI...0;) = 1.69 + 0.03 A and four oxygen atoms at R(CL...0,)
=2.20 + 0.02 A. This model is supported by ab initio MSW simulations of the XANES as
well as by the EXAFS spectra.
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Introduction

Ozone is a key component in industrial processes developed for recycling wastewater.
Due to its electrophilic character, molecular ozone oxidizes preferentially olefins, aromatic
hydrocarbons and other electron rich species'. Advanced oxidation processes (AOP’s) *°
combining ozone, hydrogen peroxide and (or) UV irradiation to produce highly reactive
hydroxyl radicals are currently used to eliminate organic pollutants containing electron-
withdrawing groups such as chlorinated hydrocarbons or pesticides like DDT . Today,
interest is concentrating on the catalytic activation of ozone by inorganic or organometallic
compounds *°: such catalytic processes are less sensitive to radical trapping and could be
optimized in order to minimize the ozone consumption. Moreover, it should be possible to
increase the efficiency of secondary reactions of degradation of organic pollutants and to
eliminate saturated hydrocarbons as well as olefins. In this perspective,  synthetic
metalloporphyrins are attractive compounds since it is well established that iron or manganese
porphyrins can activate dioxygen and catalyze a variety of selective oxidation reactions under
mild conditions '*2. Meunier e al. *'* have shown that supported manganese and iron
porphyrins could be used in the treatment of wastewater, more specifically for the degradation
of poorly reactive organic pollutants such as polychlorophenols . The substitution of the B-
pyrrole sites with electron-withdrawing bromine or phenyl groups 1316 is required to avoid the
electrophilic attack by ozone and prevent the oxidation of the porphyrin macrocycle itself.
Usually, such a substitution of the B-pyrrole sites with bulky groups result in distorted, non-
planar (ruffled and saddle-shaped) conformations of the macrocyclic ligand as investigated for
several years by Smith ez al. "% or others **. The resistance to the electrophilic attack can also
be further enhanced by replacing the four meso substitutents -which are phenyl groups in the
popular tetraphenylporphyrins (TPP)- by pentachlorophenyl (CsCls -) or pentafluorophenyl
(C¢Fs -) groups which act again as electron-withdrawing substitutents®* and were recognized
to minimize the formation of inactive |1-oxo binuclear complexes *"*.

These considerations led us to synthesize series of dodecaphenylporphyrinato
derivatives of iron (IIT) and manganese (III) which were first characterized by electrochemical
and spectrochemical methods®”. A crystal structure” was solved for the chloro- (meso-
5,10,15,20  tetrakis-pentafluorophenyl-  2,3,7,8,12,13,17,18  octakis-phenylporphyrinato)
Manganese (III) complex (hereafter denoted: 1 = (DPPFy )MnCl ) and confirmed the
expected saddle-shaped conformation of the porphyrin macrocycle. It was found that 1 was not
decomposed by ozone but formed in solution a well defined Mn (IV) compound 2, the structure
of which was unknown. Species 2 had itself no catalytic activity regarding the epoxidation of
olefins but it was found that the action of ozone on the same precursor 1 in presence of a large
excess of pyridine produced a different species 3 which presented a significant catalytic
activity.

It is the aim of the present paper to unravel structural information on these compounds
by combined EXAFS and XANES studies carried out at both the Mn and C1 K-edges. Our
strategy will be based mostly on difference EXAFS analyses 3031 which already allowed us to
rule out **the formation of an oxo-manganese compound with a short Metal...O bond as found,
for example, in the ferryl compounds which were identified as key intermediates in the catalytic
cycle of cytochrome P450 *'. On the other hand, the EXAFS and XANES spectra recorded at
the C1 K-edge will be used to show that ozone is not only reacting at the Mn sites but is also
oxidizing the former chlorine ligand.
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Materials and Methods

MATERIALS:

All complexes were synthesized, purified and characterized following already described
experimental procedures'®”. The X-ray absorption spectra of the following complexes were
mvestigated:

1 = (DPPF,)Mn™ C1 ; 2 = [(DPPF,)MnCl + O;]; 3 = [(DPPE,))MnCl + O; + Pyridine] ;
4= (DPPFm)Mnm Br; 5= [(DPPF,)MnBr + O;];

6 = (DPPF,)Mn™ N;; 7 = (DPPF,)Mn"'N.

Here, (DPPFy) refers to the (meso- 5,10,15,20 tetrakis-pentafluorophenyl- 2,3,7,8,12,13,17,18
octakis-phenylporphyrinato) macrocyclic dianion the structure of which is shown in Scheme 1.
In discussing the C1 K-edge EXAFS or XANES spectra, we will refer to additional reference
systems:

8 = [Mn (ClOy), , 6 H;O0]; 9 =KCIO;; 10 = [NaOCl1 / H,0].

Compounds 8 and 9 were purchased from Aldrich Chemical Company Inc. (purity grade:
99%) and were used without any purification. Regarding the aqueous solution 10, the
concentration in ClO™ anions was 12% by weight. With the exception of the latter solution
which required us to design vacuum tight liquid cells, all other samples were prepared and
investigated as thick powdered pellets (carefully mixed with dried BN or cellulose) suitable for
fluorescence yield (FY) detection.

- EXAFS & XANES SPECTRA:
¢ The EXAFS and XANES spectra were recorded at the European Synchrotron
~Radiation Facility (ESRF) beamline ID12-A which is a UHV, windowless beamline thus most
- suitable for EXAFS studies at the chlorine K-edge. Since a detailed description of this beamline
_ can be found elsewhere™ , we will retain here only a few points which are of direct relevance
 for the present study. It should be kept in mind that the X-ray source is an helical undulator
- and that the spectral bandwidth of an undulator peak is typically large enough to cover the
~ XANES region but is much too narrow to record a full EXAFS spectrum over 1000-1500 eV.
This led us to pioneer the so-called “gap-scan” technique® which consists in optimizing the
magnetic gap of the undulator so that the energy of the monochromator always matches the
peak intensity of the undulator spectrum. A pair of SiC mirrors were inserted upstream with
respect to the monochromator in order to keep the level of unwanted harmonics 5 orders of
magnitude below the fundamental. The monochromator was equipped with a pair of Si (111)
crystals cooled down to 152K and previous tests have established that the energy resolution
was very close to theoretical limits, i.e. AE = 1.0 eV at the Mn K-edge; AE = 0.5 eV at the Cl
K-edge with a reproducibility between two consecutive spectra better than 10 meV. All spectra
discussed in the present paper were recorded using the Fluorescence Yield (FY) detection
mode. The samples were inserted in a high vacuum fluorescence chamber which was equipped
with 4 large area, low noise photodiodes arranged in the backscattering geometry, each
photodiode bearing a 12 pm thick Cr filter for the experiments carried out at the Mn K-edge.
The incident beam was chopped at ca. 67 Hz and the a.c. modulated analog signal was
processed by a multichannel digital lock-in readout electronics =,

DATA ANALYSES

The basic EXAFS analyses followed standard procedures detailed elsewhere’ . Since
the spectra were recorded in FY detection mode, the data were carefully corrected for
saturation & self absorption ***’. Throughout the present paper, we never display the k"
weighted FT spectra but, follewmg a suggestion made by Lee and Beni *, we exploit phase
~and amphtude corrected “optical” FT spectra defined ™ by:
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i(®) = j ak W(K)
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where:

e W(k) is a Kaiser-Bessel window function aimed at minimizing the side lobes of the
observed signals;

e y j(k ‘R j) = 286 (k) + ¢‘§ (k ‘R j) is the phase-shift associated with the selected
scattering path indexed j with the, configuration averaged, path length 2R is

¢ F (k ‘R j) = (kﬁ?) Af (k ‘R j) is the magnitude of the backscattering amplitude for the
selected path j ;

] exp[—- 20?1{2} is the Debye-Waller factor of the scattering path j ;

e Df (ﬁ il k) is a damping function taking into account the finite energy resolution of the
monochromator as well as the core hole life-time ;

® Sg(k) is a semi-empirical correction accounting for the k-dependent losses in the general
many-body problem.

For applications concerning porphyrin chemistry, it is most convenient to display 3 [i j(R)]

spectra because: () the resolution is better; (if) a valuable phase information is preserved that
can be exploited to discriminate between scattering atoms of very different nature; (iii) as
pointed out by Lee and Beni **, a simple criterion for adjusting By, is to let coincide the maxima

of 3 {2 i (R)} and ’% j(R)[ for a well resolved shell j. Phase shifts and backscattering

amplitudes required to exploit equation (1) can now be generated with well established codes:
MSXAS®, EXCURVE®, FEFF7"... Throughout the present paper, the phase-shifts and
backscattering amplitudes injected into equation (1) were those of the most intense signature of
the FT-spectrum, i.e .the Mn.. N shell and were calculated with MSXAS.

Perturbed Difference EXAFS analyses play a central role in the present study. Such
analyses have already been successfully used to solve in a reliable way a number of ill-
conditioned problems in porphyrin chemistry ***"***% For the sake of brevity, we will only
refer here to a recent review in which the method is discussed and illustrated with specific
applications. Nevertheless, one should be aware that the method has practical implications
regarding the selection of the reference compounds:

e Comparison should be made between metalloporphyrins featuring the same
macrocyclic ligand in order to minimize the effects of structural distortions: this is why
compounds 1-7 were all prepared with the ligand DPPF;.

¢ [deally, the reference compound should have no axial ligand. This is clearly not
possible with Mn porphyrins in a high oxidation state but the pentacoordinated species 7 could
be retained as a suitable reference because the short distance Mn-N did not interfere with the
signatures of the axial ligands in the unknown species 2-5. Unfortunately, no crystal structure
of species 7 was available and it was therefore a prerequisite of the method to refine first the
relevant structural parameters of species 7 by comparison with species 2 for which we had a
crystal structure.

e As far as EXAFS studies are concerned, it is always a good idea, at least in our
opinion, to check for the self consistency of the results obtained over a whole series of model
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compounds. This is true for any type of data analysis but is particularly recommended for
difference analyses. This is why compound 6 was also included in the present study.

One limitation in XANES studies stems from the broad line shape of the pre-edge
resonances which result from the convoluted effects of a very short core hole lifetime and a
finite energy resolution of the monochromator. A very attractive approach to circumvent this
difficulty was proposed by Loeffen et al. * : it consists in deconvoluting numerically the
experimental XANES spectra in order to recover narrower resonance lines. We have
developed our own deconvolution algorithms following procedures detailed elsewhere®. The
key parameters characterizing the Lorentzian lineshape and Gaussian instrumental broadening
functions are their full widths at half maximum (fwhm):

wp =2Th: WG =20exp(nd) !/

‘Deconvoluted spectra are particularly useful to compare experimental spectra with ab

initio simulations of the XANES spectra. In the present study, full multiple scattering
‘simulations of the XANES spectra were performed with the code “CONTINUUM developed
by Natoli and co-workers™. Due to the finite mean free path of the photoelectron in the excited
state, it is reasonable in such calculations to restrict the radial distribution of the scattering
atoms around the photoabsorber to a single metalloporphyrin cluster of 121 atoms (R < 9A).
The Mattheiss prescription > was used to build up the cluster electronic density by
superposition of neutral atomic charge densities obtained from the Clementi-Roetti tables®
while the Coulomb part of the potential was obtained by a superposition of the atomic
potentials. The muffin-tin radii were chosen according to the Norman criterion* allowing a
15% overlap between contiguous spheres to simulate the axigl atomic bonds but only 5% for
the chemical bonds within the porphyrin macrocycle. For the exchange-correlation part of the
potential, we deliberately decided to stay with the standard Xo functional density in order to
preserve as narrow resonance lineshapes as possible. A better agreement with the experimental
spectra would have been obtained with the energy-dependent complex Hedin-Lundqvist self
‘energy which takes into account extrinsic losses of the photoelectron™. In the present study, we
were merely interested in reproducing the energy splitting of the various pre-edge resonances
(or shape resonances) contributing to a XANES spectrum and which are sensitive finger-prints
of a given stereo-geometrical conformation of a given cluster.

Results and discussion

DIFFERENCE EXAFS ANALYSES AT THE Mn K-EDGE

The optical FT spectra of species: 1 = (DPPFy, WM™ Cl and 2 = [(DPPF,)MnCl +
O; ] are compared respectively in Figures la and 2a with the “perturbed” FT spectrum of the
reference compound, i.e. the nitrido complex: 7 = (DPPF)MnN. It is noteworthy that the
most characteristic signatures of the porphyrin macrocycle: 4 Nogmore 5 8 Cop 4 Crneso 5 8 Cp 5
(see scheme 1b for notations) have nearly the same phase. This is not true for the signature of
the first carbons (Cy4 ) of the four meso-substituting phenyl groups which exhibit a nearly
“inverted” phase whereas their intensity is significantly enhanced: this is a clear indication that
the multiple scattering paths Mn — Cpeso = Ci¢ — Mn are dominant due to the nearly
colinear arrangement of the metal, of the methine carbons C,., and the carbons Cy4. Similarly,
the “in-phase” Cg signals are most often peaking at distances that are too short to be assigned
to a pure single scattering signal and exhibit amplitudes which vary significantly with the
planarity of the macrocycle.

A careful investigation of the FT spectra reproduced in Figures 1a and 2a would reveal
a small (but well reproducible) contraction of the distances Mn...C; that are characteristic of
the porphyrin core in both species 1 and 2 with respect to the unperturbed reference compound
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7. The amplitude of this contraction is much larger in the case of sample 2, i.e. the sample
treated with ozone. It is our interpretation that such a contraction is associated with a different
shift (H) of the metal with respect to the mean plane of the pyrrole nitrogens and with a
correlated change in the conformation of the macrocycle. These effects were taken into account
in the “perturbed” FT spectra of species 7 reproduced in Figures la /2a the criteria retained
being to achieve the most effective cancellation of the signatures of the porphyrin macrocycle in
the difference spectra which are shown in Figures 1b and 2b. Similar analyses were performed
with the various pairs of spectra obtained with samples 3-6. For the sake of comparison, we
have regrouped in Figures 4a and 4b the FT difference spectra obtained respectively for
compounds 4 and 6 using perturbed spectra of species 7 as reference. The assignment of the
signatures of the axial ligands is now getting straightforward:

¢ The method let us expect first a negative contribution of the nitrogen atom of the
nitrido species 7. This signal is rather well resolved. It should be kept in mind that
its peak position is slightly modified as a consequence of the perturbation method
but a straightforward analytical correction can be used to recover the exact Mn...N
distance.

s  Most characteristic are the inverted signatures of the chlorine and bromine atoms
which have opposite scattering phase shifts. Fitting techniques applied to the
difference spectra in the momentum space made it easy to correct for the different
phase shifts and scattering amplitudes in order to recover the exact interatomic
distances and determine the corresponding Debye-Waller factors.

o In the case of the azido derivative 6, only the assignment of the signature of the
first nitrogen atom is unambiguous and can yield an accurate Mn...N; distance.
Weaker signals associated with the Mn...N, and Mn...N; single scattering paths
are expected to contribute to the difference spectrum but their assignment remains
tentative although the signals look quite consistent with simulations including
multiple scattering paths.

We have regrouped in table 1 the characteristic interatomic distances and related
structural parameters deduced from the difference analyses after appropriate numerical
refinements. The nitrido complex 7 will play a key role in this study as the most suitable
reference for the structural investigation of the complexes treated with ozone. This is because
species 7 is contributing to a single negative peak (at ca. 1.51 A) in the FT difference spectra,
outside the range of interest to identify the axial ligands in species 2-5. Perturbed Difference
EXAFS Analyses per se cannot yield absolute values, neither for the axial shift H of the metal
nor for the radius of the macrocyclic cavity but the known crystal structure of species 1
allowed us to recover absolute structural parameters for species 7. As summarized in table 1,
we found that, in species 7, the metal is shifted away from the mean plane of the pyrrole
nitrogens by: H = 0.38 £ 0.02 A whereas this shift is 0.24 A in species 1. The difference AH
=0.14 A as well as the short distance Mn...N (1.51 £ 0.01 A) which were deduced from the
difference analysis are fully consistent with'the known crystal structure of another nitrido-Mn"
complexes **.  'We also noted a significant increase in the macrocyclic cavity radius: AR yy =

% Ay = + 0.02 A which is consistent with a non-planar structure of the macrocycle. On the
other hand, the saddle-shaped conformation would be more consistent with: 0.00 <d < +0.04
A whereas the crystal structure of species 1 gave: d =-0.04 A. The latter value has, however,
to be considered as a frend because Difference Analyses are insensitive to the first order to the
combined doming + antidoming distortions describing a porphyrin with a saddle-shaped
conformation. Regarding the Mn" species 4 and 6, we found a conformation of the porphyrin
macrocycle fairly similar to the conformation of compound 1: this is reflected by the refined
distances of the metal from the mean pyrrole nitrogen: H4) = 0.20 £ 0.02 A; H6) =026+
0.02 A. The axial distances: R Mn...Br ) =251+ 0.01A in species 4 and R (Mn.. N4 =
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205 + 0.01A in species 6, are in excellent agreement either with earlier EXAFS
measurements™ or with known crystal structures of other porphyrinic compounds ** . In the
case of the azido complex, a refined analysis taking into account multiple scattering paths
allowed us to refine the assignment of the three nitrogen atoms of the azido ligand and indicated
that the MnN; N, angle should be close to 130°.

Having collected reliable structural information concerning the reference species 7, we
can now turn to a discussion of the structure of the complexes formed with ozone. The
following remarks can be made immediately:

(1) Even though species 2 and 5 were prepared with fairly different precursors (i.e.
species 1 and 4), the Mn atoms have strictly the same structural environment. This becomes
obvious if one simply looks at Figures 4 which compare either the optical FT spectra of
species 2 and 5 (Fig. 4a) or their FT difference spectra (Fig. 4b) with respect to species 7: In
both cases, there is a striking similarity of the spectra that are compared. It will be shown in a
subsequent section that their XANES spectra also look pretty much identical. This result rules
totally out the presence of either chlorine or bromine atoms in the coordination sphere of the
metal, ‘

(i) The difference analyses tell us next that the Mn atom is, in both cases,
systematically shifted back into the average plane of the Nyyo. ligands : this is a priori
consistent with a model in which the Mn atom would be coordinated with two ozone molecules
arranged in a symmetric configuration with respect to the porphyrin core. Persevering with this
interpretation, we found that the FT difference spectra shown in Figure 4b can be analyzed
reasonably well in terms of a negative contribution of a single nitrogen atom assigned to the
m‘tﬁdo species 7, plus the positive contributions of two sets of oxygen atoms :

e two oxygen atoms O; located at a well defined distance: R (Mn...O; ) = 2.09 +

0.024;
e two oxygen atoms O, located at a somewhat longer distance: R (Mn...0, ) =249 £
0.05 A with a much bigger structural disorder and a fairly asymmetric distribution
implying the contribution of higher order correlations and a phase distortion.
We, have compared in Figure 5 the spectra obtained by Fourier-Transforming the perturbed

difference Ay(k)= {{ x(k)], - [x(k )]7} and a simulated difference spectrum Ay, (k)

generated as the best fit to our structural model. For more consistency, we also added the
contributions of the relevant multiple scattering paths: Mn — O; = O, - Mn ; Mn — 0, —
0Oy - Mn and Mn — O; — O, — O; > Mn assuming that the Mn 0,0, angle could be of
the order of 100° (cf. scheme 2). As shown by Fig. 5, the agreement between the simulated and
experimental data is good enough to establish the credibility of our interpretation.
Unfortunately, the problem with such a fit is that the level of correlations between the
parameters used to describe the second oxygen shell is quite high so that the proposed structure
cannot be given as unique and remains tentative. That one cannot detect any signal associated
with the third oxygen Os is not really surprising since we expect the ozone molecule (0;-0,-O;)
bound to Mn to be bent, the 0,0,0; angle being typically of the order 116°. In such a bent
geometry, any rotation of the fragment O,0; around the 0,0, axis would induce a broad
distribution of the long Mn...O; distances with the consequence that no EXAFS signal could
survive to such a structural disorder. Recall that EXAFS cannot discriminate a priori between
two structural models in which the Mn atom would be bound either to two ozone molecules or
two oxygen molecules unless the distances R (Mn...O; ) and R (Mn...0, ) are different in these
two options.

We have compared in Figure 6 the FT difference spectra obtained respectively with
sample 3 and sample 2 using species 7 as a common reference with strictly the same
perturbation in both analyses. Let us recall that species 2 = [(DPPF,)MnCl + O; ] has no
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catalytic activity regarding the epoxidation of olefins whereas species 3 = [(DPPF)MnClI + O,

+ Pyridine] has a catalytic activity. Clearly, the structural environment of Mn is not identical

in samples 2 and 3: whereas the first signal assigned to two oxygen atoms at R (Mn...O, ) =

2.09 £ 0.02 A is fairly similar in both compounds, the second signal tentatively assigned to

two oxygen atoms at R (Mn...0, ) = 2.49 + 0.05 A has a much lower intensity in species 3,

the reduction factor being >2. This means that, for a large number of absorbing sites, either

oxygen O, is not there anymore or the distribution of the distances R (Mn...O, ) is becoming
so broad that the EXAFS signal can no longer be detected. One would expect this situation to

happen, for instance, if part of the ozone molecules bound to Mn was decomposed to release a

single oxygen radical O;. still bound to Mn. An important point which may support this

interpretation is that the difference spectrum of species 3 does not reveal any subtle evidence
that pyridine would replace ozone as axial ligand:

e Let us start with the experimental result that we observe a decrease of only the second
signal Mn...O,. Thus, if pyridine was exchanged with one ozone molecule bound to Mn,
then, our spectra would imply that the Mn...Npgane distance should also be as short as
2.09 A. This is, however, extremely unlikely, especially for hexa (or hepta) coordinated
porphyrinic complexes. As far as metalloporphyrin chemistry is concerned, the interaction
with pyridine solvent molecules is usually found very weak and contributes to only fairly
long metal.. nitrogen distances: illustrating this argument is the long distance
R(Mn.. . Nygrigine) ~ 2.45 A found in hexacoordinated Mn (III) compounds such as
(TPP)MnCl(Pyridine) 5 Jorgensen” has considered the case of the interaction of pyridine
with oxo derivatives such as (Porphyrin):Mn=0 and concluded that this interaction involved
antibonding orbitals weakening the chemical bond with pyridine.

e Nevertheless, if one would accept that the Mn.. . Pyridine interaction could be as strong as
with an imidazole ligand, then, we should have been able to detect in the difference EXAFS
spectrum the characteristic pattern of the carbons of the pyridine ring: 2Cy + 2Cp + 1C, all
enhanced by multiple scattering. It is our experience that the relevant contributions from a
bound imidazole ring are well detectable due to the high sensitivity of difference analyses. In
contrast, in the present study, there is no evidence of any residual signature which could be
assigned, for example, to the ortho- carbons (C,) of the pyridine ring.

The absence of pyridine in the immediate environment of the Mn site implies that the
activation of species 3 is only indirectly mediated by pyridine.

Mn K-EDGE XANES SPECTRA

In comparative studies where small details are becoming essential, it is more
convenient to display the first derivative of the XANES spectra with respect to the energy of
the incident photons (the original spectra being available as supplementary materials). This led
us to compare the first derivative XANES spectrum of species 2 = [(DPPF,()MnCl + Os] with
successively the first derivative XANES spectra of samples 1 = (DPPF,)MnCl (Fig. 7a), 5=
[(DPPF,)MnBr + Os ] (Fig. 7b) and 3 = [(DPPF,)MnCl + O, + Pyridine] (Fig. 7c). Figure
Ta confirms that the local environment of the Mn atom is different in species 1 and 2 as
reflected by the modified morphology of the distribution of the shape resonances at high energy.
Particularly noteworthy is the low amplitude of the pre-edge structure in species 2 as compared
with sample 1: this can be well understood if one remembers that electric dipole transitions 1s
— (A, E) are allowed in a ligand field with approximatively C,, symmetry whereas there is no
dipole allowed transition to 3d orbitals in a ligand field with symmetry D, or Dy, . This result
supports our interpretation that, in species 2, the metal is shifted back to the mean plane of the
porphyrin as a consequence of its coordination with two ozone molecules arranged in a
symmetric way with respect to the equatorial porphyrin plane. On the other hand, we learned
from other spectroscopies (e.g. EPR) that, in solution, the oxidation state of Mn is formally
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(IV) in species 2 but only (III) in species 1. The XANES spectra recorded from powdered
samples in the solid state are fully consistent with this conclusion. However, Figure 7a
illustrates very well the point that interpretations based solely on XANES studies can be
misleading since, in the case of species 2, the pre-edge resonance is shifted down to lower
energies whereas the edge and the most intense shape resonances are shifted up to higher
energies. On the other hand, figures 7b,7¢ show that species 2, 3, and § should share the
same local environment of the metal since all pre-edge or shape resonances exhibit the same
peak energy with nearly the same relative intensity. The only significant difference concerns
the relative intensity of a weak shoulder in the edge (marked with an arrow in Fig. 7b,7¢c).
Recall that such a shoulder is most often found in the first derivative XANES spectra of many
iron porphyrins or hemoproteins and that it was recognized to be sensitive to the spin state of
the metal ****. The small difference that we observe in the XANES spectra of species 2 and 3
“could thus be correlated with the results of EPR studies'® carried out on the same compounds
and which revealed that the EPR spectra were also different. Although species 2 is
paramagnetic with a large magnetic moment (4.34 up), we failed to detect any XMCD signal
even when the sample was cooled down to 12 K and inserted in a high magnetic field (6T): this
negative result is supporting the conclusion that the spins are ordering antiferromagnetically at
low temperature'®,

We found attractive to check whether or not the structural model proposed in the
previous section (i.e. scheme 2) could be supported further by ab initio MSW simulations of
the XANES spectra. The XANES spectrum of species 1 was first simulated using a cluster
containing 118 atoms and a stereo-geometrical arrangement directly deduced from the known
crystal structure”. In Figure 8a, a polarization averaged, simulated XANES spectrum is
compared with a nmnericaﬂy deconvoluted experimental spectrum for which the core hole life-
time broadening was not fully compensated. Even though the shape resonances are still
severely damped in the experimental spectrum (as a consequence of the residual core hole life-
time broadening + the inelastic losses of the photoelectron...), we found rather encouraging that
nearly all resonances predicted by the calculation were basically detectable in the deconvoluted
experimental spectrum even though neither the relative amplitudes nor the exact resonance
energy can yet be perfectly reproduced. The same sort of simulation was also attempted for
species 7 = (DPPF,0))Mn N : we used a cluster containing again 118 atoms but with a stereo-
geometry now postulated from our perturbed difference analysis of the EXAFS spectra. Again,
all the resonances predicted by the calculation could be identified in the deconvoluted
experimental spectrum. It was qualitatively confirmed that the intensity ‘of the prepeak was
correlated with the shift of the metal out of the plane of the porphyrin and that the most intense
shape resonance was a good finger print for the saddle-shape distortion of the macrocycle.

Finally, we tried to simulate the XANES spectra of sample 2 = [(DPPF;)MnCl + Os]
using a cluster containing 121 atoms in a stereo-geometrical arrangement largely inspired by
the known structure of species 1, the latter.structure being however modified in order to make
it consistent with the coordination scheme 2. As illustrated by Figure 8b, the results are
encouraging regarding the consistency of our interpretation. Unfortunately, the quality of the
experimental data did not allowed us to push the deconvolution technique to its limit and the
experimental spectrum reproduced in Figure 8b still suffers from a severe broadening.
Nevertheless, it is already remarkable that the low intensity, splitted structure of the pre-edge
resonances look consistent with our calculation. The calculation also suggested that the
intensity of the strongest resonance found near 6570 eV should be particularly sensitive to the
saddle-shaped configuration of the porphyrin macrocycle.
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CL K-EDGE XANES:

In the previous sections, we have produced strong arguments supporting the lack of
coordination of chlorine (in species 2 and 3) and bromine (in species §) to manganese. It was
attractive to check independently this conclusion by investigating directly the C1 K-edge XAS
spectra of samples 1, 2 and 3. On the other hand, it is well documented that Br~ anions are
oxidized by molecular ozone to yield BrO™ ; BrO,” and BrO, anions *®, the formation of
carcinogen bromates® being precisely an undesirable by-product in the desinfection of water by
ozone. Since nothing as clear was ever reported regarding the eventual formation of
hypochlorite C10” and/or chlorate ClO;™ anions, this prompted us to record the XANES
spectra of the following references: 8 = [Mn (ClOy), , 6 HO]; 9 = KCIO; and the aqueous
solution 10 = [NaOC1/ H,0]. The corresponding XANES spectra are compared in Figure 9a.
The latter spectra were deconvoluted numerically using the following parameters: w; =0.6

eV; wg = 0.5 eV and the corresponding spectra are also displayed in Figure 9b. The energy

resolution of the experimental spectra reproduced in Fig. 9a compares very favourably with the
previous Cl K-edge XANES of chlorates or perchlorates ®*° whereas additional details are
revealed by Figure 9b. No XANES spectrum has yet been reported for NaOCl aqueous
solutions. All spectra exhibit resonant structures which peak at energies increasing with the
oxidation state of the chlorine: Ep(8) = 28339 eV for ClO4 in 8 ; Ep(9) = 2829.9 eV for
ClO5 in 9. It is noteworthy that the XANES spectrum of the aqueous hypochlorite solution 10
looks like the superposition of a sharp contribution due to chlorate anions at Ep;(10) = 2829.9
eV plus two non-identified resonances (or edge ?) at much lower energies: Ep(10) = 2821.3
eV and Ep(10) = 2823.7 ¢V. This result may explain why anhydrous hypochlorite anions
have never been isolated in the solid state: hydrated OCI” anions may are obviously partially
oxidized into Cl1O;™ anions whereas the existence of solvated CI” anions cannot be completely
ruled out. The present result certainly calls for a more systematic study of such aqueous
solutions at various pHs.

On the other hand, the XANES spectra of samples 1, 2, 3 are compared in Figure 10a
whereas deconvoluted spectra of species 1 and 2 are also displayed in Figure 10b. For the sake
of consistency, we kept the same broadening parameters as for the analysis of the reference
systems 8-10. It is obvious from Figure 10a that the XANES spectra of samples 2 and 3 are
different from the XANES spectrum of the precursor 1. Most characteristic in the XANES
spectra of samples 2 and 3 is the pre-edge doublet which is observed at fairly low energies:
Epi(2) = 2818.6 eV and Epy(3) = 2820.5 eV whereas the edge of sample 2 is unambiguously
shifted towards higher energy by more than 1eV and is overlapping with the range where the
characteristic resonances / edge of solution 10 were observed. Indeed, as far as species 2 and 3
are concerned, the chlorine atoms are certainly not in a high oxidation state and the direct
formation of chlorate or perchlorate anions can be definitely ruled out. We are, however, in the
ambiguous (but frequent) situation where the edge and the pre-edge resonances shift in opposite
directions with the practical consequence that the information regarding the charge carried by
the absorbing atom is getting confused. The reason for this is to be found in the so-called
Natoli’s rule: AE.R = Cst. This rule, which is extensively used in the soft X-ray range,
reminds us that, whenever the energy separation AE between the pre-edge resonances and the
edge is increased, then the interatomic distance R with the nearest neighbor should decrease. If
we apply very tentatively this rule to the XANES spectra of species 1 and 2, then we are led
to the conclusion that the nearest neighbor distance in species 2 should be 1.65 + 0.05 A.
Interestingly, this is precisely the order of magnitude of the short CI...O bond lengths
predicted either for Cl1O™ or for Cl-Ozone molecular clusters. This consideration is therefore
consistent with the admitted view that chlorine should be oxidized by ozone. By the way, the
Natoli’s rule would also definitely rule out the formation of chloride ions interacting with ozone
or “somewhere” with the porphyrin because the bulky chloride anion with its electronic



181

structure close to Ar could only be compatible with large CI'...X ionic distances, typically in
excess of 3.1 A,

CL K-EDGE EXAFS:
We have also recorded the Cl K-edge EXAFS spectra of species 1 and 2 and we have
reproduced in Figures 11a and 11b the corresponding optical FT EXAFS spectra. The quality
of the spectra K (k) (available as supplementary material) is very similar for both
compounds: the signal-to-noise ratio is certainly not as good as in the case of the spectra
recorded at the Mn K-edge but it is well compatible with FT analyses over a fairly reasonable
momentum range [2-15 A']. The optical FT spectrum of species 1 was corrected for the
dominant shell, i.e. for the Cl...Mn scattering path, the additional signatures of the Cl...N and
Cl...C, being not properly resolved. The refined distance R(Cl...Mn)= 2.35 + 0.02 A which
was obtained by fitting the latter data was found in reasonable agreement with the (slightly
better) distance R(Mn...Cl) = 2.37 + 0.01 A deduced from the difference EXAFS analyses
performed at the Mn K-edge. The optical FT spectrum of species 2 shown in Figure 11b was
tentatively corrected for Cl...O scattering paths: it seems to be dominated by two signals
provisionally assigned to oxygen scatterers and which are peaking at R(C1...0 4)) = 1.69 £
0.03 A and R(CL..O ) = 2.20 £ 0.02 A respectively. The FT spectrum is thus nicely
supporting the indication given by the Natoli's rule regarding the first neighbor distance
R(CI...O (1)). On the other hand, the FT spectrum of species 2 is ruling out the formation of a
simple ClO" anion because we have a well defined structural order beyond the first neighbor. Of
particular interest is the second shell peaking at 2.20 A which is more intense than the first one
and would be compatible with a model containing twice more oxygens as second neighbors.
Interestingly, the two distances R(Cl...O ;) and R(C1...O (»)) would then match perfectly the
postulated chemical structure of the molecular species Sz= [C1-O-0-O ] which is presumed to
form in the stratosphere® as a result of the interaction of ozone with CI. radicals. Since such
hypothetical molecular species were never isolated, their geometries have been tentatively
optimized from ab initio calculations which also made it possible to evaluate the heat of
formation of such species %, In this perspective, Rathmann and Schindler® have compared
the ground state geometry of three isomers:

S1(Csy) = Sym [C1Os] ; S, =[0-CI-0-0 ]; S5= [C1-0-0-0 ]
and have shown that S; (48 kecal/mel) and S; (41 kcal/mol) had the Iowest heats of formation.
In our case, the formation of a species like S; can certainly be ruled out by the EXAFS
spectrum because symmetry would require all Cl...O bond lengths to be identical and much
shorter than what we observe (R = 1.48 A). Regarding species Ss, the radial dxsmbutmn of
the nearest neighbors deduced from the geometry optimized by Rathman and Shindler®” would
give one oxygen at 1.71 A and 2 oxygen atoms at 2.20 A with bond angles Cl-O)-Oyz) and
01)-0Op)-Ogs) respectively equal to 109.5° and 109.3°. It is our tentative interpretation that a
similar cluster (or molecular moiety) could form during the substitution of one chlorine atom by
ozone at the Mn site. At this stage, one could perfectly envisage that the ozone molecule
mteractmg with chlorine could be the same as the one bound to the Mn site as discussed in the
previous section of this paper. This could perhaps explain why the FT EXAFS spectrum
exhibits some long range order beyond 3.2 A even though any interpretation of the
corresponding signatures would be, at this stage, very speculative. Another problem which we
left behind in the present discussion concerns the rather large amplitude of the EXAFS
spectrum of species 2: from the optical FT spectra displayed in Fig. 11a,11b for species 1 and
species 2 (which are compensated for different scattering amplitude), and also from more
accurate fits, it appears most probable that the environment of chlorine should rather consist of
two oxygens at short distance R(CL...O (;;) and four oxygens at long distance R(CL...O ().
One is led therefore to formulate the hypothesis that in species 2, a single chlorine atom could
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perhaps bridge two ozone molecules. We will produce below an additional argument supporting
this hypothesis.

TENTATIVE AB INITIO SIMULATIONS OF THE CL XANES SPECTRA:

Inspired by the consideration that a XANES spectrum is a characteristic finger print of
the stereo-geometrical arrangement of the atoms in a molecular cluster, we found very
attractive to investigate how close one would be able to reproduce the XANES spectrum of
species 2 using ab initio MSW calculations and the structural information deduced from the
EXAFS spectrum. As far as the interpretation developed in the previous section is correct,
then one should be able to reproduce the XANES spectrum with only a small cluster of oxygen
atoms in the immediate vicinity of the absorbing chlorine atom and we could use as a
reasonable starting point the stereo-geometry of the molecular species S;= [C1-O-O-O ] which
was optimized by Rathman and Shindler 7 Of course, in our simulation, the charge localized
on the chlorine is one parameter and there is absolutely no chance that such calculation can tell
us (directly) anything about the oxidation state of chlorine compared to other compounds like
the chlorate anions. Nevertheless, if the model is correct, we should be able to reproduce more
or less accurately the splitting of the pre-edge resonances and the profile of the shape
resonances near the edge. A simulation of the XANES spectrum of species S;= [C1-O-0-O ] is
reproduced in Figure 12a and is compared with the deconvoluted spectrum of sample 2. It is
fairly encouraging that the “extended confinuum” spectrum reproduces nearly perfectly the
characteristic splitting of the pre-edge resonances in the experimental spectrum: we tried to
simulate in the same way many other clusters such as Cl1O’; §; (Cs,) = Sym [CIOs] ; S, =[0-
C1-0-0 J; etc... but none of the simulated spectra did ever exhibit any splitting. Unfortunately,
with the cluster S;, the shape resonances in the edge and beyond the edge do not agree at all
with the experimental spectrum. This led us to re-envisage once again the dimeric model (S¢)
in which a single chlorine would now bridge two ozone molecules. The simulated XANES
spectrum of this somewhat artificial cluster is displayed in Figure 12b: whereas a splitting of
the pre-edge structures is still apparent, the profile of the edge clearly reproduces much more
closely the measured spectrum. It is not in our intention to argue yet that cluster Sg is truly
existing: its geometry and its stability are not supported by any ab initio optimization, as
opposed to cluster S3 . We simply wish to produce this result as an indication that this model
should be a better approximation of the local geometrical arrangement of the atomic potentials
around chlorine in species 2, independently of the true charge distribution. It is indeed much
more compatible with the large intensity of the EXAFS spectrum.

Conclusion

Complementary X-ray Absorption Spectroscopy studies have been reported which shed
light on the complex mechanisms of activation of dodecaphenylporphyrinato- halogeno-
Manganese (I} derivatives by ozone. Combining difference EXAFS analyses and XANES
spectra at the Mn K-edge, we have established first that the reaction of ozone with the chloro-
or the bromo- precursors 1 or 4 resulted in the formation of strictly the same intermediate in
which the Mn atom was in a formally tetravalent (IV) state. In species 2 or 5, the metal
ligand field should include the four equatorial pyrrolic nitrogen atoms of the porphyrin plus two
ozone molecules arranged in a rather symmetrical configuration with respect to the macrocycle.
We found that the interaction of Mn with each ozone molecule resulted in two asymmetric
Mn...oxygen distances: R(Mn...0;) = 2.09 +0.02 A; R(Mn...0,) =249 +0.05 A. The
second signal was given as characteristic of a much weaker bonding with an asymmetric
(anharmonic) distribution of the (Mn...O,) distances. This geometry would be consistent with
several arguments suggesting that the metal was shifted back into the mean plane of the
pyrrolic nitrogen atoms. The chlorine or bromine atoms do not contribute to any detectable
signal in the Mn K-edge EXAFS spectra of species 2 or 5. MSW simulations of the XANES
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spectra have been performed which confirmed that the porphyrin core was clearly non-planar in
whole series. For what concerns species 2, such ab initio calculations offered an additional test
regarding the consistency of the geometry deduced from difference EXAFS analyses.

Species 2 and 5 do not exhibit any catalytic activity in the epoxidation of olefins. In
contrast, species 3 which was obtained by reaction of ozone with the same precursor 1 but in
presence of a large excess of pyridine has a remarkable catalytic activity. Difference EXAFS
analyses as well as the comparison of their XANES spectra have confirmed that the structures
of species 2 and 3 should be slightly (but unambiguously) different:

(i) the signal of the short Mn...Oxygen distances: R(Mn...0,) remains more or less
unaffected by the presence of pyridine whereas the long distance signal at R(Mn...O,) is
decreased by at least a factor 2 or more. There is however no indication that pyridine could be
coordinated to manganese.

(ii) the Mn K-edge X ANES spectra of species 2 and 3 suggest that the spin state of the
metal may not be strictly the same in these two compounds as also indicated by a comparison
of their EPR spectra.

A simple picture compatible with these results would be that pyridine is mediating a
partial disruption of the ozone molecules bound to Mn with the formation of active radical

species.

Valuable additional information was also extracted from the XANES and EXAFS
studies carried out at the Cl K-edge on samples 1, 2 and 3. The comparison of the XANES
spectra of the latter species and of the model systems 8, 9 and 10 definitively ruled out the
formaﬁen of chlorates or unstable CIO™ anions. From a simple comparison of the XANES
spectra of species 2 and its precursor 1, we pointed out, by resorting to the well known
Natoli’s rule, that the chlorine atom was most probably oxidized with a nearest oxygen
neighbor at ca. 1.65 + 0.05 A. This result was confirmed by the analysis of the CI K-edge
EXAFS spectrum of species 2 which exhibits two characteristic Cl...oxygen distances:
R(CL..O ) = 1.69+0.03 A; R(CL...O () =2.20 +0.02 A with a probable site population:
Ney/ Ny ~2. The EXAFS spectrum thus definitely ruled out the formation of C10™ anions but
suggested that, during the substitution of the chlorine atom by one ozone molecule, chlorine
could interact with ozone to produce a species similar to the molecular species S3 = [C1-Opy—
Op~O] that is presumed to form in the stratosphere as a result of the interaction of ozone
with Cl. radicals. The EXAFS spectrum would agree remarkably well with the postulated
geometry of S;. Persevering with this interpretation, we have used extended continuum MSW
calculations to simulate the XANES spectrum of species S;3 and we found that this cluster was
also the only one which was reproducing the characteristic splitting of the pre-edge resonances
in the XANES spectrum of species 2. Moving to a somewhat more speculative model in which
a chlorine atom would bridge two ozone molecules, we found possible to generate a XANES
spectrum reproducing even more closely the main features of the deconvoluted experimental
XANES spectrum of species 2. This model would also be much more consistent with the
amplitude of the EXAFS spectrum of species 2.

At this stage, we would like to emphasize that the present study is producing the very
first evidence of a coordination of ozone to manganese. The structures which we propose for
species 2, 3 or 5 are different from what was initially guessed: the present study rules out
definitely the formation in the solid state of a high valent manganese oxo compound as the one
which was first isolated and characterized using EXAFS by Schappacher and Weiss® and
others” at very low temperature. It is also quite remarkable that the Mn...Oxygen distances:
R(Mn...0,) = 2.09 A which we report for species 2, 3 and 5 are much longer than the
Mn...Oxygen distance R(Mn...0,) = 1.8 A found by Bortolini er al.** for their “oxo-like” Mn
(IV) species obtained by direct oxidation of (TMP)MnCl with NaOCl in aqueous solution.



184

Such a difference is not really surprising if one accepts that two ozone molecules, and more
precisely two oxygen atoms per ozone molecule, are coordinated symmetrically to the metal in
species 2, 3 or 5 whereas the metal had only two axial oxygen ligands in the high valent
complex of Bortolini ef al.*.
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Figures 1:
Figure la: Comparison of the optical FT spectrum of species 1 = (DPPF,, YMn Cl

(dashed line) with a modified (*) optical FT spectrum of species 7 = (DPPE,o)Mn" N (full
line) taking into account a small structural perturbation: AH(7) = -0.14 A ; AR.(7) = -0.020

A; Ad(7) =-0.06 A.

Figure 1b: Optical FT spectrum of the difference: Ay(k)= {{ 20 -1 ;((k)]: }
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Figures 2:

Figure 2a: Comparison of the optical FT spectrum of the unknown species 2 =
[(DPPE,)MnCl + Os] (dashed line) with a modified optical FT spectrum of species 7 =

(DPPF)Mn’ N (full line) taking into account the optimized structural perturbation: AH(7) =
~0.38A ; AR(7) = -0.025 A ; Ad() =-0.06 A

Figure 2b: Optical FT spectrum of the difference Ax(k ) = {[Z (k )}2 - {Z (k )]: } :

Note the overlapping contributions of two oxygen shells, i.e. (Mn...0;) and Mn...Oy).
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Figures 3: Difference EXAFS analyses of model compounds: 4 = (DPPF,, )Mn Br and 6 =
(DPPF,, )Mn (N3) using a spectrum of species 7 = (DPPF,)Mn" N modified according to the
structural data of table 1.

Figure 3a: Optical FT of the difference: Ay (k)= {{ x(k)] 4 { x(k)r; }

Figure 3b: Optical FT of the difference spectrum: Ay(k)= {{ ;g(k)] - [ ,’g(k)r; } :
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Figures 4:
‘ Figure 4a: Comparison of the optical FT spectra of species 2 = [(DPPF,0)MnCl +
051 (dashed line) and 5§ = [(DPPF,)MnBr + O3] (full line)

Figure 4b:  Comparison of the optical FT spectra calculated from the differences:

8100 = {0 ~[x®), } and a2 ={[x(w], - [x @) }

Note the remarkable superposition of the two plots.
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ES
perturbed difference Ax(k}:{[ ;g(k}]z = [x(x)] , }(dashed line) or a simulated difference

Ay, sim(k) (full line) based on the proposed structural scheme 2 and including the relevant

multiple scattering paths.
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Figures 7: lrst derivatives of the Mn - K-edge XANES spectra:

Figure 7a:

(DPPFx)MnCl (full line)

Figure 7b;

[(DPPF,0)MnBr + Os] (full line)

Figure 7c:

Sample 2 = [(DPPF,)MnCl + Os]
[(DPPF,)MnCl + O, + Pyridine]

Sample 2 = [(DPPF,))MnCl + O;] (dashed line) versus sample 1 =

Sample 2 = [(DPPF,0))MnCl + Os] (dashed line) versus sample 5 =

(dashed line) versus sample 3 =

Arrows point to the small differences that are detectable in Figures 7b and 7c.
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Figures 8: MSW simulations of the Mn K-edge XANES spectra:

Figure 8a: Polarization averaged simulated XANES spectrum (dashed line) of species
1 = (DPPFx)MnCl calculated for a molecular cluster containing 118 atoms in a stereo-
geometrical arrangement deduced from the known crystal structure. * For the sake of
comparison we have reproduced on the same plot a partially deconvoluted experimental
spectrum (full line).

Figure 8b: Polarization averaged simulated XANES spectrum (dashed line) of species
2 = [(DPPF,o)MnC1 + O] calculated for a molecular cluster containing 121 atoms in a stereo-
geometrical arrangement deduced from the crystal structure of species 1 but modified in order
to be consistent with the conclusions of the difference EXAFS study. For the sake of
comparison we have again reproduced on the same plot a partially deconvoluted éxperimental
spectrum (full line).
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Figures 9: Cl K-edge XANES spectra of | sample 8 = [Mn (ClOy),, 6 H,O] (full line); 9=
KCl10; (dotted line) and solution 10 = [NaOCl / H,0] (dashed line):

Figure 9a: Comparison of their XANES spectra

Figure 9b: Comparison of numerically deconvoluted XANES spectra

Figure 9¢; Comparison of the first derivative spectra.
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Figures 10: Cl K-edge XANES spectra.of species 1 = (DPPF,,)MnCl (dashed line); 2 =
[(DPPF,()MnCl1 + O] (full line) and the active sample 3 = [(DPPFy)MnCl + Os + Pyridine]
(dotted ling) : '

Figure 10a: Comparison of the rough XANES spectra;

Figure 10b:  Comparison of numerically deconvoluted spectra;
Figure 10c: Comparison of the first derivatives.
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Figures 11:
Figure 11a: FT spectra 3 { X (R)} (full line) and l 71(R) [ (dotted line) of species 1

= (DPPF,, )Mn Cl1 corrected for the scattering phase shifts and amplitude of the shortest single
scattering path: Cl...Mn .

Figure 11b: FT spectra § [ X (R)] (full line) and l 71(R) l (dotted line) of species
2 = [(DPPF;,)MnCl + Os] corrected for the scattering phase shifts and amplitude of the
shortest Cl...O single scattering path.
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Figure 12a: Simulated C1 K-edge XANES spectrum of S; = [Cl-O1~0)~0a)]
(dotted line) compared to the numerically deconvoluted experimental spectrum of species 2.
Note the remarkable splitting of the pre;edge structures.

Figure 12b: Simulated C1 K-edge XANES spectrum of an hypothetical cluster in
which a chlorine atom would bridge two ozone molecules (dotted line) compared again to the
numerically deconvoluted experimental spectrum of species 2. Note the improved agreement in

the near edge region.
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1 = (DPPF,)MnClI
2 = (DPPF,0)MnCl + Og

3 = (DPPF,0)MnCl + Oj + pyridine
4 = (DPPF50)MnBr

5 = (DPPF,0)MnBr + Oy

6 = (DPPF,0)MnN,

7 = (DPPF,q)Mn'N

Scheme 1: Developed chemical formula of the (DPPF,, ) porphyrinato dianion

Scheme 2: Proposed coordination of Mn in species 2 and §
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Table 1: Interatomic distances (in A) and relevant structural parameters deduced from

Difference EXAFS analyses .
1 = (DPPF,p )Mn Cl1
RMn..Cl)  R(Mn...Neg) AR, H d
2371001 2.00+0.01 (0.00 £ 0.00) (0.24) (-0.02)

4= (DPPFzg )Mn Br

R(Mn...Br) R(Mn...Neg) AR, H d
2.51£0.01 2.00+0.01  -0.005#£0.005 0.20 = 0.02 -0.02 £0.02

6 = (DPPF,p )Mn N3

R(Mn...N;)  R(Mn...Ngg) AR gy H d
2.05+0.01 200+£0.01  0000+£0.005 024+002  -0.02x0.02

R(Mn...N3)?  RMn...N3)?  Mn-N;-Np ?
3.15+£0.02 4.05+£0.05 134+1°

7= (DPPFZQ )Mn N

R(Mn...Ny)  R(Mn...Ngg) ARy, H d
1.5140.01 201+001 -0.025+0.005 038+002  +0.04+0.02

2 = [(DPPFyo)MnCl + O3] or § = [(DPPF;0)MnBr + Os]:

RMn...0;)  R(Mn...Nyg) AR gy H d
2.09 +0.02 200+£0.01  0.000£0.005 000£0.02  -0.02=+0.02

i e i s S sn S i i o S i, T S o S i i S St o i s oo S G i i, o i S, o ot . Yo S, o S, G S S s it o, S e, s e S o, e s S o 8

Negative reference signal of 7:  R(Mn...Nyy) Gz(m*“Nax}

(Perturbed distance) 1.49 £0.01 0.0025+0.0004

: AR, differences or absolute values for H and d refer to the known crystal structure of species 1 .

Errors bars are deduced from the cancellation test in difference analyses.
Question marks (7) are for tentative assignments of weak signals.
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Figures SM-1: Mn - K edge XANES spectra

Figure SM-1a: Sample 2 = [(DPPF,)MnCl + O] (dashed line)
versus sample 1= (DPPF,()MnCl (full line)

Figure SM-1b: Sample 2 = [(DPPF,0)MnCl + Os] (dashed line)
versus sample § = [(DPPF,))MnBr + O,] (full line)

Figure SM-1c: Sample 2 = [(DPPF,()MnCl + O;]  (dashed line)
versus sample 3 = [(DPPF,))MnCl + Os + Pyridine]
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Figures SM-2:  Cl - K edge EXAFS data k’.y(k)
Figure SM-2a: Sample 2 = [(DPPF,)MnCl + O3] : Single scan 39 ( 10-06-96)

Figure SM-2b:  Sample 1= (DPPF,))MnCl © Single scan 12 ( 10-06-96)
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Figures SM-3: Mn - K edge EXAFS data k’.y(k)

Figure SM-3a:

Sample 2 = [(DPPF,;)MnCl + O} : Averaged data (08-10-96)

Figure SM-3b: Sample 1 = (DPPF,,)MnCl : Averaged data (08-10-96)
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2.1.3 Acte de congres

J. PHYS. IV FRANCE 7 (1997)
Colloque C2, Supplément au Journal de Physique III d’avril 1997 C2-663

XAFS Studies of High-Valent Porphyrinato Manganese Complexes with
Ozone

V. Gotte*, J. Goulon*, A. Rogalev*, C. Goulon—(}met*‘" K. Perié***, J.M. Barbe***, R. Guilard***
and P. Cocolios****

* ESRF, BP. 220, 38043 Grenoble, France

** Université Joseph-Fourier, Faculté de Pharmacie, 38706 La Tronche, France

*+% L IMSAG (UMR 9953), Université de Bourgogne, 6 boulevard Gabriel, 21100 Dijon, France
**%% Centre de Recherche Air Liquide, BP. 126, Les Loges-en-Josas, 78350 Jouy-en-Josas, France

Abstract. We produce strong evidence of the interaction of ozone with a serics of Manganese (IH) porphyrinato
complexes to form a well defined reactive intermediate. In the latter species, the Manganese atom which is formally in a
tetravalent (IV) state, is (at least) hexacoordinated with the metal unambiguously lying in the basal plane of the four
pyrrolic nitrogens of the porphyrin macrocycle. Substitution of Bromine or Chlorine axial ligands by ozonids is most
likely to happen. This conclusion is also supported by XANES and EXAFS spectra recorded at the Chlorine K-edge which
suggest that ozone may even form with chlorine a complex anion.

1. MOTIVATIONS

Reactions involving ozone are well known in organic chemistry, especially with olefines and dienes. There are, in contrast,
very few applications of ozone in organometallic chemistry and catalysis. Meunier et al. [1] have reported the epoxidation of
olefines by ozone in presence of a Mn (III) porphyrinato complex. It was never proved experimentally that the reactive
intermediate could be a high valent Mn (V) oxo complex [2]. It'is the aim of this project to investigate whether or not
molecular ozone can form well defined reactive intermediates with metalloporphyrins.

2. EXPERIMENTAL SECTION

Ozone is a very powerful oxidizing agent and all common metalloporphyrins are destroyed by reaction with ozone. Such a
destruction can be prevented by using B-substituted pyrrol rings [1] and a varicty of ozone resistant ligands has been
synthesized at the LIMSAG in Dijon. It was agreed to concentrate the present XAFS study on a new family of Mn (III}
dodecaphenyl-porphyrinato complexes with perfluorinated protective groups on the meso bridging carbons : {[DPP-Fog] : Mn -
(30(Y) where X and Y are axial ligands. The following reactive intermediates were isolated : 1: {[DPP-Fag] : Mn - Cl+ O3} ;
2: {[DPP-Fyg] : Mn - (Cl)(Pyridine) + O3} ; 3: {[DPP-Fyg] : Mn - Br + O3}, Additional reference compounds used for
difference analyses included : 4: [DPP-Fpg] : Mn = N ; §: [DPP-Fy0] : Mn ~CI ; 6; [DPP-Fag] : Mn ~ Br

All data were collected at the windowless ESRF beamline ID12A. The "undulator gap scan” technique was required to
record Cl K-edge EXAFS spectra whereas the natural bandwidth of the second harmonics proved to be wide enough to colfect
excellent EXAFS spectra at the Mn K-edge over 1500 ¢V or more. Reflective optics allowed us to keep the level of unwanted
harmonics at least 5 orders of magnitude below the fundamental. X-ray fluorescence excitation spectra carefully corrected for
fluorescence re-absorption [3] were systematically used.

- DIFFERENCE [ (1}~ (4 )]
e DIFFERENCE [ {3 ) - (4]

—-—-mesﬁmﬁEnn 47}

4 I e DIFFERENCE { (2} - {4 ']
3 g MoN | :
80 PR i " 3 i " b i £ &5 i i i . " i i
[ t 2 3 4 5 & 7 ¢ 1 z 3 4 5 .8 7
R (angstroem) R (angstroem )
Figure 1. Mn K-edge FT-EXAFS spectra of species 3 and Figure 2 "Perturbed” Difference Analyses used to identify
of the nitrido complex 4. Phase shifts and amplitude the axial ligands. Complex 4 of known structure was used

corrections refer to the Mn*...N shell of the porphyrin. as reference to cancel out the porphyrin signatures.
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3. RESULTS

The quality of the EXAFS spectra recorded at the Mn K-edge stimulated us to perform the FT over a wide k range, ie. k<19
A1 in order to benefit of a high resolution in the R space. As illustrated by Fig. | which compares the FT spectra of the
unknown species 3 and of the nitrido complex 4, we found that the complexes activated with ozone all exhibit the same
additional signature at ca. R = 2.4 A which we assigned intuitively to

ozonid ligands. More detailed structural information on these axial s

ligands were extracted from Perturbed Difference Analyses pioneered a 134
long time ago by Goulon et al. [2,3-5]. We simply tried to “perturb” ;?x
the experimental EXAFS spectrum of the nitrido complex 4 until we o
obtained a reasonably good cancellation of all characteristic signatures \ Jaok
of the porphyrin macrocyle in difference spectra. Special algorithms 1A\
were developed to mimic an axial shift of the metal and secondary ¢—N 5y Mn N— ¢
changes in the shape of the macrocycle: ruffling, doming etc... All H \
difference spectra reproduced in Fig. 2 exhibit the same pattern : 2 i o
negative signal associated with the Mn = N short distance in 4 and poel
positive signatures which may consist of two Mn*...0 shells at ca.

2.1 and 2.4 A for the ozonids. Note that we had essentially to shift o

the metal back to the basal plane of the four pyrrolic nitrogen of the

porphyrin macrocycle (Ah = -0.4 + 0.05 A). Thisis a very strong  Figure 3 Tentative model consistent with the
indication that two ozonid ligands should be coordinated to each Mn ~ coordination of two ozonid ligands to the
atom (See Fig.3). manganese atom.

The Mn K-edge XANES spectra of the reactive species formed with ozone do not exhibit any intense preedge structure : this is
clearly another argument supporting the hexacoordination of the Mn atom. On the other hand, the very high similarity of the
difference spectra obtained for species 1 and species 3 is implicitely ruling out any residual coordination of chlorine or
bromine ligands to the metal since their contributions should show up in Fig. 2 and should be quite different. This prompted
us to record the XANES and EXAFS spectra of samples 1 and 2 at the CI* K-edge. As illustrated by Fig. 4, the interaction
with ozone induces a dramatic change in the C1* XANES spectrum which, however, looks fairly different from the
characteristic spectra of ClO3”, ClO3" or ClO4" anions [6]. It is our interpretation that a complex anion [C1-O3]" has been
formed. We have reproduced in Fig. 5 the FT EXAFS spectra of the unknown complex 1 and its precursor 5. For the sake of
comparison, we applied strictly the same phase shift & amplitude corrections to both spectra. For species §, the CI*... Mn
signature is peaking at the expected distance (2.34 A) but the CI*...N signature shows an unusual phase. The FT spectrum of
the unknown species 1 is clearly different : the most intense signature peaking at 2.24 A was tentatively assigned to a short
CI*...0 distance which looks consistent with the result of a calculation carried out with the MSI molecular simulation

package [7].

o c Mn/',\\ Cr..N 1

o
5.,
—

Complex (1)
- AAAAAAAAAAAA Complex (5)
0 "“_‘—‘:EJ 4 i i . s’“ .
2800 2820 2840 2860 2880 2800 0 1 2 3 4 5 6 7
Energy (eV) R ( angstroem )
Figure 4 Comparison of the CI* K-edge XANES spectra Figure § CI* K-edge FT EXAFS spectra of the unknown
of the unknown species 1 and of its precursor species §. species 1 and of its precursor 5. Phase-shift & scattering

amplitude corrections were identical for comparison.
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2.2 Etude des complexes d’inclusion de I’argon dans
les solvants organiques.

Nous présentons ici les résultats obtenus lors de 1’étude des complexes d’inclusion de
I'argon dans les solvants organiques. Cette étude n’a pas fait 'objet d’une publication
dans la presse spécialisée mais seulement d’un rapport interne 2 ESRF.

Motivations

Les gaz rares sont connus pour se lier aux protéines ( par exemple la myoglobine )
avec une certaine sélectivité de site: le krypton ou le xénon sont souvent utilisés
comme sonde pour la détermination de la phase en cristallographie des protéines par
rayons X. Des interactions spécifiques existent aussi avec des molécules organiques de
type cage ( éthers-couronnes, cyclodextrines...)" et le but de ce projet était d’étudier Ia
nature de cette interaction “host-guest’. Pour le xénon, des informations exploitables
ont pu étre extraites de spectres RMN du '*Xe. De telles informations manquent dans
le cas de I'argon. Celui-ci pourrait avoir un domaine d’application plus large. Ceci
nous a conduit & vérifier si les spectres XAFS enregistrés au seuil K de }argon
pouvaient tre sensibles aux interactions “host-guest’.

Experience

Une série de molécules cages a été synthétisée au LIMSAG de Dijon. Le critére de
sélection a été le suivant : (i) une augmentation de la solubilité¢ de I'argon dans un
solvant donné, (ii) I'existence d’intéractions avec le xénon prouvée par la RMN du
12%Xe. Ce dernier argument peut se révéler fallacieux étant donné les différences de
taille et de polarisabilité de Xe et de Ar. Finalement, nous avons commencé nos tests
avec les solutions suivantes : (1) une solution d’argon dans le pentane qui a été utilisée
comme témoin; (2) une solution Argon/[Kryptofix (222):MeOH]; (3) une solution
Argon/[cryptophane A : dioxanne]. La concentration de I’argon est de I'ordre de 50 a
200 ppm. Toute 1’étude a été faite & température ambiante.

Les spectres XANES ont été enregistrés au seuil K de I'argon dans le mode
fluorescence. Les expériences furent difficiles a cause de : (i) la haute dilution de
I'élément absorbant, (ii) le faible rendement de fluorescence de 'argon (5%), (iii) la
forte réabsorption du solvant, (iv) le manque de filtres pour discriminer la fluorescence
du diffusé. La ligne ID12A est une ligne sans fenétre et fonctionne sous ultra-haut-
vide; ainsi la premiére difficulté fut de concevoir une cellule résistant au vide, pouvant
contenir une solution, avec une fenétre de kapton de 12 pm d’épaisseur, et ayant un
grand angle solide pour pouvoir détecter la fluorescence. Cette cellule a été utilisée
pour enregistrer le spectre de 1’argon gazeux qui nous a servi a calibrer I'énergie.

! Branda, N.; Grotzfield, R.; Valdes, C.; Rebek, J.; Control of self-assembly and reversible
encapsulation of Xenon in a self-assembling dimer by acid-base chemistry”, J.Am.Chem.Soc, 1995,
111, 85-88.
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Résultats

Comme illustré par les Fig.1 et 2, des spectres d’une qualité sans précédent ont été
enregistrés pour I'argon gaz. Les excitations multiélectroniques bien résolues prennent
place dans un domaine de 15 a 30 eV apres le seuil de photoionisation. Ces structures
sont en accord avec les calculs théoriques de Deslattes et coll”.. L’échantillonnage en
énergie de 10 meV et la bonne statistique ont permis de déconvoluer le spectre avec un
profil de Voigt. Grice a cette déconvolution, nous avons ét€ en mesure d’assigner sans
ambiguité les résonnances atomiques 1s4p, 1s5p, 1s6p et d’assigner I'énergie du seuil &
3206.35 eV, c’est-a-dire 0.8 eV au dessus de la résonnance 1s6p comme prévu par la
théorie’. Avec une résolution du monochromateur proche de la limite théorique de
0.46 eV, la largeur & mi-hauteur de la résonnance 1s4p montre un élargissement dii a la
durée de vie du trou profond de 0.68+0.01 eV, en parfait accord avec la théorie.

Les spectres XANES des solutions (1) a (3) sont présentés sur la Fig.3. Les larges
résonnances apparaissant au-deld du pic 1sdp ont été assignées i la polarisabilité
induite par la matrice. Puisqu’elles apparaissent déjad dans le spectre de la solution
Ar/pentane, elles ne peuvent pas étre utilisées pour discriminer les interactions “host-
guest” des effets de solvant. Les oscillations EXAFS, si elles existent, sont plus faibles
que les excitations multiélectroniques KM. Un tel amortissement des oscillations
EXAFS pourrait indiquer que I’argon n’est pas emprisonné dans la cage du macrocycle
du kryptofix ou du cryptophane A: la durée de vie de ces espéces complexées est trop
courte et les modes vibrationnels “basse fréquence” sont aisément excités.

- Ll t ¥ > - T — I A— by T
1s4p ; 188045t
| O e
20 Profil de VOIGT : : { Harres-Fooi rms caloulations )
de la résonnance 1s4p : °
@ 4 2 1es 405p
@ C FWHM (gaussian ) H g Tﬂm
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Fig 1 Spectre XANES de largon gaz au seuil K, avec les excitations

multiélectroniques KM .

? Deslattes, R.D.; Lavilla, R.E.; Cowan, P.L.; Henins, A.; Phys. Rev, 1983, A27, 923-33.
* Teodorescu, C.M.; Karnatak, R.C.; Esteva, J.M.; El Alif, A.; Connerade, J.P.; J. Phys. B: Ar. Mol.
Opt. Phys. , 1993, 26, 4019.
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Fig. 3 : Spectres XANES des solutions (1), (2) et (3).
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Troisieme partie

Le dichroisme circulaire
“naturel” dans le domaine des
rayons X
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3.1 Introduction

Dans cette troisiéme partie, nous rapportons les premiers résultats qui ont ét€ obtenus dans un
projet de recherche propre a I'équipe ID-12A et consacré 2 la mise en évidence du dichroisme
circulaire “naturel” dans le domaine des rayons X (XNCD).Nous avons, bien entendu, participé
a ce projet. Bien que les mesures de dichroisme circulaire soient couramment utilisées, dans le
domaine UV-visible, en particulier par les biologistes, pour caractériser des especes chirales ce
phénomene n’avait encore jamais €t€ détecté dans le domaine des rayons X.

La premiére raison est qu’il fallait disposer d’une source de lumiére polarisée circulairement
dont on puisse modifier facilement I'état de polarisation circulaire droite ou gauche. II a fallu
attendre la construction des sources de rayonnement de 3i¢me génération avec la mise en
oeuvre des onduleurs hélicoidaux, tels HELIOS-II implanté sur ID-12A, qui sont capablas de
délivrer un grand flux de photons & polarisation variable.

La deuxigme raison est que I’origine du dichroisme circulaire n’est pas la méme dans la gamme
des rayons X ou dans le domaine UV-visible. Dans les publications reproduites dans les
paragraphes suivants, il a été démontré que, dans le domaine des rayons X, les signaux de
dichroisme circulaire résultaient de termes d’interférence E1.E2 entre les €léments de matrice
de transition dipdle électrique-quadrupdle électrique, alors que dans le domaine UV-visible, le
dichroisme circulaire est di essentiellement au couplage E1.M1 (force rotatoire de Rosenfeld-
Condon) des éléments de matrice de transition dipdle électrique-dipOle magnétique.
Malheureusement, cette origine du XNCD implique qu’il ne peut étre détecté que 1a ol des
termes d’interférences dipdle électrique-quadrupdle électrique existent ¢’est-a-dire dans les
monocristaux gyrotropes ou tout au moins dans des systémes qui présentent un ordre
orientationnel partiel. Quand on peut Pobserver, le spectre XNCD est sensible a Ia
configuration absolue du site absorbeur chiral et contient aussi une information sur le mélange
des orbitales de parité pair ou impair  ce site.

Parmi les 21 classes de cristaux non-centrosymétriques, il a été montré que seulement 13

classes vont présenter du dichroisme circulaire X. Ainsi, pour nos études, nous avons

sélectionnés :

- le cristal uniaxe d’iodate de lithium (o-LiOs) qui cristallise avec 2 molécules par cellule
dans le groupe énantiomorphe P6; et qui est doué d’une rotativité spécifique importante,

- lecristal biaxial de KTiOPO4 (KTP) qui appartient a la classe non enantiomorphe mm?2.

Ces deux cristaux ont en commun de présenter une susceptibilité non linéaire trés grande dans

le domaine UV-visible.

Le probleme de la mesure du dichroisme circulaire X reste le méme que dans les autres
domaines optiques ou il faut éviter les effets simultanés de la biréfringence ou du dichroisme
linaire qui masquent les signaux de dichroisme circulaire plus faibles .

Pour les cristaux uniaxes, les mesures sont relativement plus simples lorsque le faisceau
incident est paralléle & I’axe optique du cristal comme le montrent les résultats des mesures
effectuées aux seuils Ly, L, et L3 de I'iode sur le cristal d’iodate de lithium reproduits dans la
publication du paragraphe 3.2.
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Les mesures sur les cristaux biaxes sont beaucoup plus difficiles en raison de la superposition
des effets de dichroisme linéaire. En effet, méme si la source de lumiere Helios-II a été
optimisée pour émettre un faisceau incident ayant un taux de polarisation circulaire élevé
(92% 4 97 %) dont I'hélicité peut étre inversée aisément, il faut également connaitre la fonction
de transfert du monochromateur a deux cristaux qui va dégrader ce taux de polarisation, au
voisinage de 45°. Le faisceau & la sortie du monochromateur est donc un faisceau polarisé dont
le taux résiduel de polarisation circulaire dépend de Pangle de Bragg du faisceau sur le
monochromateur. Ainsi, quand on inverse le signe de I’hélicité, les composantes de polarisation
circulaire (P3) et linéaire (P2) du faisceau peuvent étre modifi€es de manieére non négligeable
pour des valeurs élevées de I'angle de Bragg. Ainsi s’explique le fort signal de dichroisme
linéaire obtenu pour KTP quand on calcule la différence entre les spectres d’absorption
enregistrés au seuil K du titane avec des hélicités inversées (Publication 3.3). Une étude de la
dépendance angulaire du signal quand on fait tourner le cristal autour I’axe du faisceau permet
de séparer les contributions respectives du dichroisme linéaire dont la valeur moyenne s’annule
au cours d’une rotation de 180 degrés et du dichroisme circulaire qui lui, reste invariant quel
que soit 'angle. _ ‘

Tous les spectres XNCD ont été enregistrés dans le mode fluorescence en raison de la trop
grande absorption des cristaux en transmission. Dans la publication 3.4 qui étudie comment
varient les caractéristiques de polarisation d’un faisceau X polarisé a I'intérieur d’un cristal
gyrotrope, il est montré que, dans le cas d’un cristal uniaxe, les spectres XNCD enregistrés
dans le mode transmission ou dans le mode fluorescence sont strictement proportionnels. Dans
le cas des cristaux biaxes, cette proportionnalité n’est valable qu’au premier ordre, des effets
du second ordre devant €tre pris en considération.

Enfin, il est essentiel de noter que, comme dans les études d’absorption des rayons X
classiques, les résultats que nous avons obtenus en dichroisme circulaire naturel ont pu étre
expliqués grice a un effort parallele sur le plan théorique qui n’aurait pu €tre mené & bien sans
la collaboration amicale de C.R. Natoli et de Ch. Brouder.

3.2 Publication
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We produce the first experimental evidence of x-ray natural circular dichroism (XNCD) in a
uniaxial gyrotropic crystal of a-LilO; that is known to crystallize with space group P65 and to
exhibit a very strong nonlinear susceptibility. For the sake of simplicity, the optical axis was set
colinear to the direction of the exciting x-ray beam in order to get rid of undesirable birefringence
and linear dichroism effects. The nicely structured XNCD spectra recorded at the Ly, Ly, and Ly
edges of iodine are assigned to the electric dipole—electric quadrupole (E1.E2) interference terms
which do not vanish in gyrotropic crystals but contribute to a second order polarizability. Our
interpretation is consistent with a band structure calculation and is fully supported by ab initio
multiple scattering simulations. The signatures recorded at the Ly and Ly edges are similar and
have the same sign. This is in contrast to x-ray magnetic circular dichroism (XMCD) spectra which
usually exhibit opposite signs at the Ly and Ly edges: while the exchange and spin-orbit
interactions are the driving terms in XMCD, this is not the case in XNCD. The XNCD signal
detected at the L edge is found to be relatively more intense and has the opposite sign. These results
leave very little space for a contribution of the electric dipole~magnetic dipole (E1.M1) interference
terms which are usually dominant at optical wavelengths but should be barely detectable in the x-ray

range. © 1998 American Institute of Physics. [S0021-9606(98)03715-5]

I. INTRODUCTION

The natural optical activity of crystals has fascinated
successive generations of physicists since the discovery by
Aragoin 1811 that crystalline quartz had a remarkable opti-
cal activity on natural light.! More than one century later, the
first theory of crystal gyrotropy was introduced, in the early
thirties, by Hylleraas.” It took, however, another 30 years of
development to refine macroscopic theories derived from the
Constitutive Equations which include spatial dispersion in
classical electrodynamics.>~!" These theories are currently
used for modeling optical acnv;ty in crystals and for ray
tracing in anisotropic media.'! Indeed, the crystal symmetry
has to be taken into account in the representation of the op-
tical activity by a rank-3 tensor:'>"!* among the 21 noncen-
trosymmetric crystal classes, only a subset of 18 classes (ex-
cluding: T;, Ds,, Cs;) are optically active.”® Moreover,
Tooking for Cartesian representations that are invariant under
all operations of the O group, it can be shown that the optical
activity tensor can be decomposed into three irreducible
representations:' > (i) a pseudoscalar, (ii) a vector, and (iii)
a rank-2 pseudodeviator. Since only the pseudoscalar and the

¥ Authot to whom correspondence should be addressed. Electronic mail:
gaulen@esrf fr
Y Also at: The Université de Grenable I-Faculté de Pharmacie, F-38706 La
Tronche, France.

0021-9606/98/108(15)/6394/10/$15.00 6394

pseudodeviator parts contribute to:the gyration tensor re-
sponsible for the rotatory power and natural circular dichro-
ism, we are left with the usual 15 gyrotropic crystal classes.
Only crystal classes compatible with chiral enantiomorphism
have a nonzero pseudoscalar part. On the other hand, gyro-
tropic crystals featuring a large pseudodeviator part are most
often showing a large nonlinear susceptibility at optical
wavelengths. More important for the present study is the link
between the macroscopic gyration tensor and the micro-
scopic multipolar polarizability tensors; Buckingham and
Barron'5~'® were the first to point out that the electric dipole
(El)-electric quadrupole (E2) interference terms were con-
tributing to the pseudodeviator part of the optical activity
tensor but not to the pseudoscalar part which could be iden-
tified with the pure electric dip()lc (E1)—magnetic dipole
(M1) coupling.

There are very few gyrotropic crystals for which the op-
tical activity tensor is fully characterized at optical wave-
lengths. In biaxial crystals, optical activity and birefringence
occur together and the optical effects of birefringence usually
swamp completely those of gyrotropy so that sophisticated
techniques are required to unravel what is really due to gy-
rotropy. There is also a wide variety of mechanisms contrib-
uting to optical activity'?® and their identification is not a
trivial task. A natural trend is to extend such experimental
studies into different energy ranges in order to have access to

© 1998 American Institute of Physics
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complementary information. Inner shell x-ray absorption or
emission spectroscopies are particularly attractive because
they are element specific.?’ At present, there are clearly re-
newed perspectives for x-ray polarimetry boosted by the tre-
mendous development of third generation synchrotron radia-
tion sources? and the recent availability of undulators that
offer a full control of the polarization state of the emitted
x-ray photons.? Unfortunately, all previous attempts to ob-
serve x-ray natural circular dichroism (XNCD) on various
chiral organometallic complexes were inconclusive or at best
ambiguous.?* In contrast, x-ray ellipsometry was performed
at the cobalt K-edge on powdered samples of the enantio-
meric complexes of [tris (1,2-diaminoethane) Co™] Br;H,0
and revealed a subtle rotation of the plane of polarization of
the incident x-rays at an energy characteristic of a weak
prepeak.zs Since optical rotatory dispersion and circular di-
chroism are related via a Kramers—Kronig transformation,
the latter experiment implies that XNCD should also be de-
tectable experimentally. For a nonoriented powder, optical
activity should stem essentially from the Rosenfeld—~Condon
rotatory strength (Ry), i.e., from the pseudoscalar term:

RoxIm{(i|E1|f) .(fIM1]0)}. 6]

The problem with the transposition of Eq. (1) to the x-ray
range is triplex. For transitions from core states, the initial
state sum over all the spin-orbital projections of the core
electron gives rise to a sort of Rosenfeld—Condon sum rule
(i.e., the equivalent of the optical sum rule!) so that the total
net dichroism would be systematically zero. Second, even
for oriented crystals, the magnetic dipole transition matrix
element (TME) would be zero at zeroth order approximation
due to the radial orthogonality of the core and valence orbit-
als (An=0 selection rule). Even though correlation and
many-body effects can make this selection rule less restric-
tive, there is still the problem that no magnetic dipole tran-
sition is allowed from a pure 1s (or 25) atomic state and that
the energy separation between deep core levels makes the
{1s,2p} hybridization highly improbable, except (perhaps) in
the very soft energy range, i.e., for K or Ly edges of low Z
elements. 2 Since the experiment of Siddons er al.” was
performed at the cobalt K-edge, one is led to the conclusion
that the observed optical activity can hardly be explained by
the pseudoscalar rotatory strength R .

For oriented single crystals, the difference is that one
may now expect a substantial contribution of the E1.E2
pseudodeviator part of the optical activity tensor. The corre-
sponding absorption cross section should be given by:

gﬁl~m=4w2aﬁ.[hw/27r].l’3k2 2 eaﬁhék£7
j ey

X(i{ra[j).(jfrgryii).5(Ej~Ei+[hw/217]),

@
where ay is the fine structure constant, P is the circular
polarization rate, and k, are the components of the unit wave
vector. We also made use in Eq. (2) of the usual notation of
the Levi-Civita alternating tensor €,p,. Let us underline

that (UEx E2) will vanish for a nonoriented powdered sample
since: (k,lk,,)—— 138y,
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Only 13 crystal classes out of the 15 gyrotropic crystal
classes will contribute to a nonzero E1.E2 interference term:
Ci. Ciny €y, Cyyy Dy, Dy, Cs3, Dy, Cy4, Dy, Sy, Cg,
Dy¢. This is because the crystal classes for which the optical
activity tensor is only a pseudoscalar have to be excluded.
The o2 cross term has not yet been observed experimen-
tally in the x-ray range. It is, however, well documented that
electric quadrupole transitions contribute to x-ray absorption
spectra,zg”:” to x-ray magnetic circular dichroism
(XMCD),**3* and also to diffraction processes.’5~¢
Templeton and Templeton®” pointed out recently that the
E1.E2 interference terms could explain the tetrahedral an-
isotropy of x-ray anomalous scattering in noncentrosymmet-
ric crystals for weak or forbidden Bragg reflections. This
situation prompted us to initiate two parallel projects concen-
trating on the experimental detection of XNCD in oriented
single crystals:

(i)  The first project dealt with stereogenic organometallic
complexes in which the absorbing metal center (e.g., a
rare earth element) is ifself in a chiral ligand field. The
strategy was to grow single crystals in which the (+)
or (—) enantiomers are perfectly resolved. The first
results were recently reported elsewhere.*®*

(i)  The second project was concerned with inorganic gy-
rotropic crystals which may or may not belong to
crystal classes compatible with enantiomorphism but
which all exhibit very strong nonlinear effects at op-
tical wavelengths.

The present paper is the first report concerning the sec-
ond subject. For simplicity, we choose a uniaxial crystal of
a-LilO; which is known to exhibit a large specific
rotaiivity,”"‘o together with a very strong nonlinear suscep-
tibility in the visible range:*'~** Lithium iodate crystals are
commonly used to frequency double various lasers such as
the [Ti: sapphire], the alexandrite, or the [Cr:LiSrAlF] la-
sers. As pointed out by Machavariani,® experiments with
biaxial crystals are far more difficult to interpret because the
anisotropy of the permittivity tensor can give rise to other
effects in crystal optics which are not related to gyrotropy.

With intense x-ray sources and high resolution crystal
analyzers, one may try to detect optical asymmetry in x-ray
emission spectra. A molecular field theory has recently been
proposed for XNCD in the soft x-ray resonant raman
rf::gime:“’6 Surprisingly, circular dichroism (CD) was pre-
dicted to exist for achiral molecules in a pure electric dipole
El approximation under the restriction that, again, a strong
delocalization of the core orbitals may be envisaged. The
existence of such CD has still to be confirmed experimen-
tally. In the resonant inelastic x-ray scattering (RIXS) re-
gime, the parity conserving selection rule is A1=0, £2 (Ref.
47) and the problem is different. Nevertheless, in another
experiment to be reported elsewhere,”® we have already con-
firmed that optical asymmetry can be detected in high reso-
lution x-ray emission spectra: in fact, this independent ex-
periment gave us an indirect proof of the results discussed
below.
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FIG. 1. Projections on (001} of a lefr-handed helical structure {a) and a
right-handed helical structure (b) for a-LilO; reproduced from Ref. 55.
Small circles: Li; medium-sized circles; I; large circles: O.

il. EXPERIMENT
A. a-LilO, single crystal

We ordered from CASIX Inc. a 1-mm thick slice (5X5
mm) of a-LilO; single crystal cut normal to the optical axis.
This crystal (reference FUJIAN CX LilO3: 551), which was
of very high optical quality, was kept carefully either in a
sealed bag under argon or in a vacuum vessel. From previous
crystal structure studies,*~% it is known that a-LilOj crys-
tallizes with two molecules per cell in space group P63. As
already noted by Templeton and Templeton,* this is a suit-
able material for observation of dichroism because the three-
fold axes of the two achiral iodate ions are parallel: this is the
relative disposition of the IO; groups that generates a chiral
helical structure in which iodine and oxygen atoms alternate
(Fig. 1). Since the space group P6; is compatible with enan-
tiomorphism, it should be possible to grow crystals with op-
posite chirality. Furthermore, a-LilO; crystals are polar,
i.e., the morphology of each crystal and the sign of the piezo-
and pyroelectric coefficients change with the orientation of
the helical axis ¢ that is characterized by the orientation of

the apices of the IO; groups. As discussed by Stadnicka
etal.>* the absolute configuration of the crystal can be re-
solved using anomalous scattering effects on a number of
Bijvoet pairs: 001 reflections can be used to determine the
direction of +¢ and those with &,k #0 can be used to deter-
mine the crystal handedness. At the present stage of the
project, the determination of the absolute configuration of
our crystal was not essential and was not undertaken.

B. Instrumental aspects

The experiments reported in this paper were carried out
at the ESRF beamline ID12A. The performances of the
beamline are described elsewhere.>’ In the present experi-
ment, the source was the helical undulator ‘‘Helios-II,””

Goulon et al.

which is best suited to cover the energy range of interest. The
first optical component intercepting the undulator beam was
a pair of CVD-SiC mirrors located upstream with respect to
the monochromator and acting essentially as low pass filters
to reduce the heat load on the most critical component,
which is the monochromator itself. Since these mirrors are
deflecting the beam horizontally they do not affect the en-
ergy resolution. The fixed exit, two crystal monochromator
was equipped with a pair of (111) Si crystals cryogenically
cooled down to 133 K. Given the extremely low emittance of

_ the source, the energy resolution was found to agree quite

well with theoretical predictions for perfect Si crystals: 0.66

‘at the iodine Ly; edge; 0.70 at the iodine Ly edge; 0.75 eV at

the iodine L; edge. In all cases the instrumental resolution
was far better than the respective atomic natural widths:*®
3.08; 3.25; 3.46 eV. Since the stability of the rocking curve
between two consecutive scans is better than 0.65 urad, the
residual drift in the energy scale is <8.5 meV: the quality of
XNCD spectra is then entirely limited by the source insta-
bilities. ,

Unfortunately, we cannot make a full use of the high
circular polarization rate of the source because the polariza-
tion transfer function of the monochromator is getting more
and more unfavorable at the energy of the iodine Ly or Ly
absorption edges. This point is illustrated by Table I, in
which we have summarized the estimated values of the
Stokes—Poincaré components Py, P,, P; of the monochro-
matic beam. Note that throughout the paper, we use the same
convention as Barron in Ref. 18: P4 is taken positive for an
excess intensity-of right circularly polarized photons (i.e., for
an excess of photons with negative helicity!). From earlier
polarimetry e:q)erimentsf7 we found it reasonable to assume
that the x-ray beam emitted by the undulator Helios-II could
be characterized with a circular polarization component
P;=+0925 Let us underline that reversing the phase of
the undulator and therefore the helicity of the emitted pho-
tons does not imply that the helicity of the monochromatic

x-ray photons has been exactly reversed, especially whenever

there is a residual P, component in the incident beam.
Since the «-LilO; single crystal was much too thick to
be used in the transmission mode, all spectra discussed in the
present paper were collected in the integrated x-ray fluores-
cence mode. At the time of the experiment, the fluorescence
chamber was equipped with four photodiodes in a symmetric
arrangement with respect to the vertical plane. The *‘back-
scattering’”” detector geometry is particularly attractive since
it makes it possible to keep the optical axis of the crystal

TABLE I. Estimated polarization state components of the monochromatic beam at the Ly, Ly, and L; absorp-
tion edges of iodine. The polarization state of the undulator beam itself was estimated to be Py, = +0.92 and
Py_=~-092. In Eq. (2), P, follows the standard convention: it is positive for an excess intensity of right

circularly polarized light (i.c., photons with negative helicity).

Todine Ly edge:

Iodine L; edge:

Todine Ln ﬁdgﬁf
E=4562¢eV E=485T¢cV E=5193¢V
Bragg angle: 25.56 deg Bragg angle: 23.86 deg Bragg angle: 22.38 deg
Po=060 P,.=060 P,.=055 P;_=055 P.=051 P,_=051

Py,=0.09 P, =027
Py,=0.63 Py_=-058

Py, =011
Py, =068 Py_=—0.63

P, =028 Py, =013 P, =029

P3, =073 Py_=—070
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colinear with the incident x-ray beam. The a-LilO; single
crystal was mounted on a linear translator (7,) which was
itself fixed onto a differentially pumped ‘‘high’ precision
rotary drive {DRF-55 from VG Instruments): this allowed us
to rotate the crystal around its optical axis. Since we had also
the possibility to translate the crystal along the beam direc-
tion, we were able to optimize the solid angle in which the
detectors were collecting the fluorescence photons and to
minimize the crystal diffraction peaks in the energy range of
interest.

Due to well known saturation/self-absorption effects,
fluorescence yield (FY) spectra are not related in a linear
way to x-ray absorption spectra.”® A rather simple homo-
graphic transform of the fluorescence data®® was systemati-
cally used to restore spectra proportional to the absorption
coefficient. This correction is essential to measure reliable
intensities for white lines. All dichroism spectra were pro-
cessed with an ““in-house’” FORTRAN code (“‘dichro’’) which
has been carefully debugged and evaluated by processing a
number of x-ray magnetic circular dichroism (XMCD) data.
A great deal of attention has been paid to detect {derivative-
like) artifacts which may be caused by very small angular
drifts of the source: we found it possible to minimize such
undesirable effects by correlating carefully optimized se-
quences of scans. Under the conditions of the present experi-
ment, the level of reproducibility of an independent series of
XNCD spectra was in the range of 2.107% or 3.10™4.

Hi. RESULTS AND DISCUSSION
A. XANES and EXAFS spectra

We have compared in Figs. 2(a) and 2(b) the XANES
spectra recorded at the various L-edges with the same crystal
orientation, i.e., with the ¢ axis parallel to the beam direction.
For the sake of comparison, the XANES spectra were sys-
tematically renormalized with respect to the edge jump and
relative energy scales were used. The choice of consistent
energy offsets [ie., AE (Ly)=4560.7eV; AE
(Lp)=4855.6 eV] was a trivial exercise for the Ly_jy edge
XANES spectra which look very similar [see Fig. 2(a)]: the
spectra were simply-shifted so as to let the inflexion point of
the pre-edge signatures coincide. Even though there are
subtle differences in the relative intensities of some reso-
nances, globally speaking, we are approaching the 2:1 statis-
tical limit for the Ly /Ly branching ratio. This is not too
surprising since, as discussed by de Groot,m we are looking
here at a system where the 2p core-hole spin-orbit splitting
is large (295 eV) and the 54 band is empty so that there are
no G,, Slater integrals to be taken into account.

The Ly edge XANES spectrum reproduced in Fig. 2(b) is
dominated by a huge white line with a peak-to-
(atomic)background ratio of ~5:1. A slightly less intense
white line (with a peak-to-background ratio of only 4:1) had
already been reported for the L; edge absorption spectrum of
KIOj; in a powdered sample.®? In the K-edge XANES spectra
reported by Templeton and Templeton for their «-LilOs
single crystal,*® there appears clearly to be also a white line
but, as emphasized by the authors in their paper, the convo-
lution with the fairly large spectral width of the core hole
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FIG. 2. Comparative display of the FY-XANES spectra of -aLilO; recorded
at the Ly y_iy edges of iodine with an elliptically polarized incident beam.
The crystal ¢ axis was aligned with the direction of the incident beam. All
spectra are corrected for self-absorption and renormalized with respect to
the edge jump. (a): comparison of the Ly_y, edges: (b): comparison of the
L.y edges. Note the strong white line at the L; edge and the large intensity
of the next two ‘‘shape’” resonances at higher energy.

(10.6 eV>®) and the poor instrumental resolution (2.8 V)
results in a broader peak with a lower intensity. The spectra
displayed in Fig. 2(b) were tentatively rescaled in energy by
phase-matching the EXAFS oscillations. For this purpose,
we have compared in Figs. 3(a) and 3(b) the Fourier trans-
formed (FT) EXAFS spectra recorded, respectively, at the L;
andBLH edges and corrected for the first I-O shell according
to:

Lithium lodate crystal
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FIG. 3. (a): Corrected FT-EXAFS spectrum using data collected at the L,
edge. (b): Corrected FT-EXAFS spectrum using data collected at the Ly
edge. Note that the EXAFS spectrum had to be truncated only 290 eV above
the edge due to the discontinuity associated with the L, edge. Following the
criterion of Lee-~Beni, E, was adjusted in both cases so as to make the
maxima of | Y(R)| and Im{{AR)} coincide.
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Tio(R)= f:df«w(k)-x(k}

k-R} - exp{+20% ok? — 2ikR —ith_o(k)}
[f5(m.k,Ri_o)|- Dy(k.T',Ry_o) - S*(k)

where: x(k) is the standard notation for the EXAFS modu-
lation; w(k) is a Kaiser—Bessel window function minimizing
the truncation side lobes; |f3(7,k,R1_o)] is the backscatter-
ing amplitude - of the nearest oxygen shell; ¢y (k)
-—2(5}’, mm(k'%‘ ¢>2, scatierer k) 18 the total scattering phase-
shift; D3(k,I',R;_g) and S%(k) are damping functions ac-
counting for inelastic losses; a7 , is the usual Debye—Waller
factor.

Both FT spectra reproduced in Figs. 3(a) and 3(b) are
dominated by the signature of the three oxygen atoms di-
rectly bound to iodine to form the IO anion: the two spectra
yield exactly the same interatomic distance R; (I=0)=1.82
+0.01 A. From the crystal structure, one would expect the
coordination polyhedron of iodine to consist of six oxygens
with two unequal I-O interatomic distances:>2 R,=1.806
and R,=2.91 A. That there is only a very weak, poorly re-
solved second shell is not too surprising, since x-ray diffrac-
tion data® also revealed that the distance R, had a fairly
large temperature dependence implying a large Debye—
Waller factor. A perennial question in EXAFS is how to
refine the E, value: here we made use of the Lee and Beni
criterion®® which (inherently) depends on the theoretical
model used to calculate the phase shifts. This was, however,
a rather marginal problem here because we were mostly in-
terested in a crude evaluation of the energy difference AE,
needed to display on the same plot the Ly and the L; edge
XANES spectra with: consistent energy scales: the relative
energy shifts used to plot the spectra reproduced in Fig. 2(b)
were thus, respectively, AE (Lp)=5187.6¢eV; AE (Lp)
=4855.6 eV.

The outcome of this useful exercise is that the intense
white line observed at the Ly edge has a poor overlap with
the shape resonances of the Ly edge. This observation will
be of direct interest in the discussion of the XNCD spectra in
the next section. It is also very apparent from Fig. 2(b) that
the multiple scattering resonances contributing to the L; edge
XANES spectrum are systematically more intense than those
contributing to the Ly edge XANES spectrum. Since both
spectra were recorded in the FY mode, one could argue that
either the fluorescence yields or the branching ratios between
radiative, Auger, and Coster—Kronig channels are fairly
different.*> However, similar trends also exist in a number of
Ly and L; edge spectra recorded in the transmission mode
(see, for instance, Ref. 66 or 67). :

. (3)

B. XNCD spectra

We have reproduced in Figs. 4(a) and 4(b) the difference
spectra [0~ 0] obtained, respectively, at the Ly and Ly
edges. For the sake of comparison, the spectral differences
were renormalized with respect to the relevant edge jump
and we decided to keep the same relative energy scales as in
Fig. 2. Note that the signal-to-noise ratio cannot be as good
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at the Ly edge as at the Ly; edge since there is a large back-
ground level resulting from all fluorescence channels opened
by the Lpy; edge photoionization. There is nevertheless a
striking similarity between the two difference spectra which
have the same spectral ‘“‘morphology’’ and the same nega-
tive sign. The most intense signatures are found in an energy
range of ~60 eV above the edges with a peak amplitude of
~0.6% at the Ly_yy edges. On correcting these figures for the
circular polarization transfer of the monochromator {see Sec.
11 B), the order of magnitude of the measured effect slightly
exceeds 1%. We found it useful to check that a rotation of
the crystal around the beam direction did not change signifi-
cantly the shape nor the intensity of the Ly XNCD spectra:
This is illustrated by Fig. 5, in which we display for five
different - crystal = orientations the difference spectra
[o¥—0oR]. We should underline here that the spectra shown
in Fig. 5 are direct difference between only two consecutive
scans. The observed invariance of the XNCD spectra is fully
consistent with Eq. (2) if we identify [o"—o"]=~0"'"® It
would be straightforward to show that o®'®? remains un-
changed in.a rotation by 90 or 180° around the direction of
the incident beam. This is indeed fully consistent with the
general result established by Barron in Ref. 18 regarding
natoral CD in uniaxial crystals.

We have reproduced in Fig. 6 the spectral difference
[o"—0R] measured at the iodine L; edge. This experiment
was much more demanding because: (i) the absolute differ-
ences in the fluorescence intensity were smaller (0.3%) than

XNCD signal
5
wnnoeds =y

e
tn

XNCD signal

AE (eV)

FIG. 4. Normalized XNCD spectral differences [o'~0™] at the Ly and Ly
edges. The spectra are not corrected for the polarization transfer function of
the monochromator. The relative energy scale is the same as in Fig. 2(a).
The polarization averaged XANES spectra are also displayed for the sake of
comparison. Note the striking similarity in the morphology of the two
XNCD spectra which both have the same negative sign. (a): Ly edge
XNCD spectrum; (b): Ly, edge XNCD spectrum.
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-0.008 f—t—t—r—p—+—}+—+———+—1

XNCD signai

AE (aV)

FIG. 5. Comparison of XNCD spectra recorded at the Ly; edge for discrete
crystal orientations which differ by a rotation around the ¢ axis (i.e., around
the beam direction): A®=95; 120; 140; 160; 185. Note that each plot is a
direct difference between only two consecutive scans recorded with opposite
circolar polarization.

the differences measured at the Ly_gy edges (0.6%); (ii} there
was an intense pre-edge background (~ one order of magni-
- tude more intense than the edge jump). The difference spec-
trum shown in Fig. 6 was obtained by combining a sequence
of 40 scans, the XNCD signal being systematically found in
all differences between consecutive scans recorded with op-
posite circular polarization. The major difficulty experienced
in the data reduction was to minimize the base line distor-
tions. What seems to be most remarkable is that:

0] The largest XNCD signal is not found in the white
line but for the next resonance peaking from 12 eV

XNCD signal

wnaoeds M

AE (a8V)

FIG. 6. Normalized XNCD spectral differences [ o'~ "} measured at the
L, edge. The relative energy scale is the same as in Fig. 2b. The polarization
averaged XANES spectrum is also displayed for the sake of comparison,
Observe the absence of any strong signature at the energy of the white line,
Note the positive sign of the main peak.
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toward higher energy; the latter peak also coincides
with a maximum in the Ly iy edge XANES spectra
[see Fig. 2(b)];

(ii)  The sign of the most intense signals is positive as
opposed to the spectral differences measvred at the
LH—HI Cdges;

{(iti) The L-XNCD spectrum has a remarkably flat base
line;

{(iv}  The pre-edge subtraction and the renormalization with
respect to a small edge jump result in a relative am-
plitude of the main peak which is unexpectedly large:
~4.0% if we refer to the raw data and ~5.5% if we
take into account the polarization transfer of the
monochromator,

IV. SIMULATIONS OF XNCD SPECTRA
A. Selection rules and symmetry of the final states

This seems to be an appropriate point at which to recall
first what the relevant selection rules are that are agsociated
with Eq. (2). In full conformity with ‘‘atomiclike’’ selection
rules we have: Al=+1 for El transitions; Al=0, +2 for E2
transitions with: Al#0 if /,=0. This has very clear implica-
tions: at the Ly edge, the final states |7) should mix atomic
orbitals (AO’s) with p and d-type symmetry for the E1 and
E2 transitions; at the Ly_j; edges, the final states should mix
AO’s with d- or s-symmetry for the E1 transitions and either
p- or f-symmetry for the E2 transitions. Note that the crystal
geometry may restrict the choice of m values. Typically, our
experimental configuration is only consistent with final states
which mix {p,d} and {d,f} AO’s. We cannot yet rule out
final states mixing {s,f} and {s,p} AOQ’s in the XNCD spec-
tra recorded at the Ly_jy edges. For sure, the key difference
between the L; and Ly_p edges XNCD spectra arises from
the absence at the Ly edge of any contribution mixing {d,f}
AO’s.

B. Band structure calculations

In a first attempt to support our interpretation, we have
performed a band structure calculation relying on a tight
binding (TB} version of the linear muffin-tin orbital (LMTQ)
method in the atomic sphere approximation (ASA). We used
the TB-LMTO-ASA code developed by Andersen and
Jepsen®® and the crystal stencture of a- LilQ; reported in Ref.
52. We found that the gap between the filled valence band
and the empty conduction band was ~5 &V, in good agree-
ment with the known optical absorption spectrum of a-LilO4
crystals. We have reproduced in Figs. 7(a) and 7(b) the local
density of states (DOS—per unit cell and eV) of projected p,
d, and f symmetries in the iodine Wigner—Seitz sphere. A
prerequisite for XNCD to be detected at the Ly_yy edges is
that in the conduction band, d-projected DOS should overlap
with either p- or f-projected DOS. We see from Fig. 7(a)
that there is a clear overlap {d,p} DOS at energies ranging
from 5 up to 20 eV above the Fermi level set as the origin of
the energy scale. Similarly, Fig. 7(b) makes us expect an
even stronger overlap of {d,f} DOS at energies ranging from
20 up to 40 eV above the Fermi level (and at higher energy).
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lodine DOS (states/eV/cell)

AE (sV)

FIG. 7. Local DOS {(per unit cell and &V) for p, 4, and f symmetries in the
iodine Wigner—Seitz- sphere caleylated with the Andersen-Jepsen TB-
LMTO-ASA code of Ref. 68. {a): Overlap of the {p,d} DOS; (b): Overlap
of the {f,d} DOS.

For iodine, we found only a minor contribution of s-DOS
very near the bottom of the conduction band but no signifi-
cant overlap with the f-projected DOS.

Focusing again on the XNCD spectra recorded at the
Ly m edges, an interesting point brought out by the band
structure calculations is that the small peaks found near the
edge (marked A,, A, in Fig. 4; AE<12.5 €V) might well
refer to final states mixing {d,p} AO’s, whereas the intense
peaks found at higher energy (marked B,, B,, B3; AE
=17.5 eV) should involve final states mixing {d.f} AO’s.
Indeed, it does not make sense to correlate directly the peaks
observed in the XNCD spectra with characteristic maxima of
. the overlapping DOS. On the other hand, we wish to draw
attention to the fact that the intense white line observedin
the L; XANES spectrum cannot be explained by considering
only the p-projected DOS at the iodine site. As illustrated by
Fig. 8, we found that the p-projected DOS is quite large very
near the bottom of the conduction band at the sites of the
three tightly bound oxygen atoms: this may well cause a
strong resonance characteristic of the 10, anion, possibly
with the creation of an excitonlike state. Since the 103 anion
is not itself chiral, there is no reason to expect a very strong
contribution of o®E2 jn the L; white line since XNCD is
mostly due to the overlap in the iodine Wigner—Seitz sphere
of {d,p} DOS [see Fig. 7(a)], which also explains the weak
XNCD at Ly_y; edges. Further inspection of the projected
p-type DOS of the oxygen atoms in the valence band also
confirmed the expected hybridization of {p,d} AQ’s of io-
dine with 2p AO’s of oxygen: this could be a favorable
circumstance for an efficient screening of the core hole.%
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Lithlum lodate crystal
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FIG. 8. Comparison of partial DOS: continuous line: local DOS (per unit
cell and eV) of p symmetry &t the bound oxygen sites; dashed line: local
DOS (per unit cell and eV) of p symmetry at the iodine site; dotted line:
local DOS {per unit cell and V) of 4 symmetry at the iodine site,

C. Multiple scattering simulations

There are well known limitations in the use of band
structure calculations in x-ray absorption spectroscopy: (i)
the perturbation induced by the core hole cannot be easily
taken into account even with the definition of supercelis, and
most calculations implicitly assume that the multielectron
system is relaxed; {ii) the LMTO method can hardly yield a
reliable picture of the electronic structure at high energy,
e.g., for E=40eV. It is indeed preferable to carry out mul-
tiple scattering (MS) calculations in the direct space as op-
posed to the previous calculations performed in the recipro-
cal space. As another consequence of the *‘optical theorem”’
generalized by Natoli ef al.,” the cross section for natural
dichroism oF2 can be shown to be proportional to the
imaginary part of the scattering path operator [7;,]%
weighted by the produet of the atomic electric dipole matrix
element { E1], for creating a photoelectron with angular mo-
mentum L at the photoabsorbing site 0 multiplied by the
electric quadrupole matrix element [E2]};. to annihilate it
after propagating through the system and returning to the
same site with angular momentum L’+#L. In the framework
of MS theory, L and L' should satisfy conditions which rule
out the contribution of final states mixing {s.f} and {s.p}
AO’s.” Since a detailed presentation of the whole MS theory
of XNCD will be given elsewhere,”’ we will concentrate
here only on the simulations of the XNCD spectra for
a-Lil0,.

From a technical point of view, the. simulations have
been carried out independently with two different codes: (i)
the first code is a well established code (“*Continuum’’)
which was developed over the past decade by Natoli and
co-workers’? and which was upgraded to include the calcu-
lation of oF1E?; (ii) the second code was written by Brouder
initially for XMCD but could be transformed to simulate also
XNCD spectra.” ““Continuum’’ generates energy dependent
complex potentials according to the Hedin—-Lundqvist
prescription’® and takes into account the presence of the core
hole at the absorbing site. The second code is running essen-
tially with real potentials but offered us the additional possi-
bility to reinject in the MS calculations the self-consistent
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FIG. 9. Comparison of the experimental and the simulated XANES and
XNCD spectra at the L; absorption edge. MS calculations were performed
according to the theory of Ref. 71, using the self-consistent Andersen-—
Jepsen potentials and the code of Ref. 73. (a): XANES spectra; (b): XNCD
spectra; the experimental XNCD spectrum was corrected for the polarization
transfer function of the monochromator.

potentials extracted from the previous LMTO calculations
carried out in the reciprocal space.®’ In practice, the second
code turned out to be better at reproducing the relative inten-
sity and shapes of the edge resonances, while ‘‘Continuum’’
is better at reproducing the damping of the XANES and
XNCD spectra due to inelastic effects. Both calculations
were performed with the same cluster: we used a cluster of
40 atoms matching in a sphere of diameter 10 A, the radius
of the latter sphere being of the same order of magnitude as
the photoelectron mean free path. A detailed comparison of
the results obtained with the two codes will be discussed
elsewhere:”! we produce here only the spectra simulated with
the self-consistent ‘‘Andersen—Jepsen’’ local potentials.

As illustrated by Fig. 9, there is a quite remarkable
agreement between the theory and the experiment for the
XANES and XNCD spectra recorded at the L; edge. Even
though the experimental XNCD spectrum was corrected for
the polarization transfer of the monochromator, the theory
still predicts a slightly more intense XNCD signal than what
was measured experimentally: this is not too surprising since
the inelastic and the vibrational effects are not properly taken
into account in the present MS calculation. Neither the ex-
perimental XNCD spectrum nor the simulated one exhibit
any strong signature in the energy range of the white line:
this agrees very well with the discussion of the previous
section. A careful examination of Fig. 9 would reveal some
significant discrepancies at ~12 eV from the Fermi level: we
will come back later to this point.

We also compare in Fig. 10 the XANES and XNCD
spectra recorded at the Ly edge and the corresponding MS
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FIG. 10. Comparison of the experimental and the simulated XANES and
XNCD spectra at the Ly,; absorption edge. MS calculations were performed
according to the theory of Ref. 71, using the self-consistent Andersen—
Jepsen potentials and the code of Ref. 73. (a): XANES spectra; the arrow
indicates where the multiexcitation channels should contribute, (b): XNCD
spectra; the experimental spectrum (“‘raw data’’) was corrected for the po-
larization transfer function of the monochromator; also displayed in Fig.
10(b) is a filtered spectrum (*‘filtered data’’) in which the base line distor-
tion has been removed by a numerical procedure.

simulations. Even though the most intense signatures are still
rather well reproduced by the theory, the general agreement
is not as good as for the L edge:

(i)  The experimental XNCD spectrum exhibits some sort
of low frequency ‘‘base line distortion’” which does
not exist at the L; edge and which is not predicted by
the theory: this led us to generate numerically a ‘‘fil-
tered’” spectrum and to display it also in Fig. 10 in
order to refine the comparison with theory;

The amplitude of the experimental XNCD spectrum is
not as large as in the simulated spectrum;

At ~12 eV from the Fermi level, there is again some
discrepancy between experiment and theory not only
in the XNCD spectrum but clearly also in the
XANES: there seems to be some contribution missing
in the theory and there was no improvement found in
running ‘‘Continuum.”’

(ii)
(iii)

Regarding the latter point (iii), it is our interpretation
that the origin of the observed discrepancies is to be found in
multielectron excitations which are not included in our MS
simulations. Typically, multielectron excitations involving
[255p]—{6p*,5d?} hybridized AO’s and [2p5p]
—[6p5d] transitions can be predicted to occur precisely at
~12 eV above the relevant absorption edges. The systematic
investigation and identification of multielectron excitations
(e.g., shake-up processes) in L-edge XANES spectra is now
a fairly well documented subject.”~"° It should be also borne
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in mind that intense multielectron excitations were recently
discovered in the L-edge XMCD spectra of several rare earth
compounds.**®" There is no doubt that the extension of the
existing codes in order to calculate XANES and XNCD in
the framework of a multichannel MS theory would be highly
desirable: this may, unfortunately, require more time and ef-
fort.

That the experimental XNCD spectrum seems to be sys-
tematically less intense at the Ly; edge than the MS simula-
tions is puzzling: A similar observation was already made in
the case of the chiral organometallic complex reported in
Ref. 39. It is also noteworthy that the MS codes do not
reproduce correctly the amplitude of the resonances in the
XANES spectrum. Therefore one cannot conclude that the
incorrect amplitude of the simulated XNCD is a specific fail-
ure of the one-electron theory of XNCD:’! Even with
Hedin-Lundqvist potentials, we are clearly not yet able to
give a correct representation of all inelastic effects at the Ly
edge of iodine. A further complication with the interpretation
of XNCD spectra at the Ly; edge is that the theory predicts
destructive interferences at low energy between oscillating
XNCD structures, respectively, associated with {d,f} and
{d,p} final states:"' There is no hope to reproduce correctly
this sort of interference if we have not a very accurate model
for the amplitude of each component.

Quite ambiguous is the origin of the base line distortion
(i) which is systematically observed at the Ly_g; edges for
any orientation of the crystal. Since there is anyhow a large
discrepancy between theory and experience regarding the
amplitude of the XNCD spectrum, we cannot yet rule out
that this base line distortion might have a true spectroscopic
‘origin. It is our view that (i) could have more to do with the
experiment itself. An imperfect renormalization of two con-
secutive scans could well generate this sort of base line prob-
lem: this might be the case if the fluorescence signal is con-
taminated by energy dispersive  diffraction = peaks
(“glitches”’) or by any intense elastic scattering background.
Note that the base line distortion is observed when the po-
larization transfer of the monochromator is poor: one might
then also suspect a contamination by some residual linear
dichroism, especially if there is a small misalignment of the
crystal off axis.

V. CONCLUSION

The present paper produces the first experimental evi-
dence of x-ray natural circular dichroism in a gyrotropic
crystal of a-LilO; commonly used for second harmonic gen-
eration (SHG) at optical wavelengths. Once the data are cor-
rected for the polarization transfer of the monochromator, we
are left with large effects since, at the Ly_p; edge [o“—0®]
=~ 1% whereas [ o"—0X]~5.5% at the L; edge. The origin of
XNCD is ascribed to the electric dipole (E1)—electric quad-
rupole (E2) interference terms which are much larger in the
x-ray range than in the visible range. This interpretation is
supported by band structure and MS calculations. It is re-
markable that the signatures recorded at the Ly and Ly edges
are identical and have the same sign, whereas the signal mea-
sured at the L edge has the opposite sign and is, relatively,
far more intense. This is in contrast with x-ray magnetic
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circular dichroism (XMCD): while the exchange and spin-
orbit interactions are the driving terms in XMCD, this is
clearly not the case in XNCD. The present study also leaves
very little space for a contribution of the electric dipole—
magnetic dipole (E1.M1) interference terms which are usu-

ally dominant at optical wavelengths but should hardly be

detectable in the x-ray range. Given the various restrictions
discussed earlier in the paper, one expects in any case the M1
transition matrix element to be at least one order of magni-
tude smaller than the E2 matrix element. Another factor de-
pressing the importance of the E1.M1 interference term with
respect to the ELE2 contribution discussed in the present
paper is to be found in the fact that the E1.E2 term is pro-
portional to the magnitude of the photon wave vector (hence
to the transition energy): the E1.E2 contribution thus benefits
from a quite substantial multiplicative factor in the x-ray
range. ;

Finally, there is another key difference between XNCD
and XMCD: whereas XMCD spectra may still be reproduced
with some suceess near the absorption edge using the atomic
model, this would fail for XNCD spectra which are entirely
due to molecular or crystal field effects and call for much
more refined ‘descriptions of the hybridization of atomic or-
bitals. From the present study, one inay anticipate that
XNCD could become a useful tool to study the electronic
structure of a variety of crystals which are of interest for
nonlinear optics or as ferroelectrics. Indeed, experiments will
be restricted to situations where: {(oF1E2) 0. Applications
concerning chiral - surfaces could. be envisaged if good
enough signal-to-noise ratio can be obtained. Given the
rather convincing agreement found between our MS simula-
tions and the experiments, one may really think of using
XNCD to determine the absolute configuration of a chiral
center in enantiomorphous crystal classes.
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We review the conditions under which Natural Circular
Dichroism can be observed in the X-ray range for either uniaxial
or biaxial gyrotropic single crystals.
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4. Introduction

Over one century after the discovery of X-rays (Rontgen, 1895)
and the discovery of circular dichroism (CD) in absorption bands
(Cotton, 1895), we have produced the first experimental evidence
of Natural CD in the X-ray range (Goulon ez al., 1998; Alagna et
al., 1998). Such experiments became possible with the third
generation Synchrotron Radiation sources and, more specifically,
with the development of powerful helical undulators which can
produce intense fluxes of X-rays with a full control of their
polarization state (Elleaume, 1994). Whereas X-ray Magnetic
Circular Dichroism (XMCD) spectra are most easily recorded by
reversing the direction of the applied magnetic field (Schiitz et
al., 1987), it is essential in X-ray Natural Circular Dichroism
{(XNCD) expcnments to reverse the sign of the Stokes-Poincaré
component P, : this is where our helical undulator Helios-II is
particularly appropriate.. The recent development of X-ray
quarter-wave plates made it also possible to measure accurately
the polarization rates of the incident X-ray beam (Goulon et al,,
1996) whereas the polarization transfer function of Bragg
monochromators can now be predicted very accurately. On the
other hand, 'there was rather little motivation to look for natural
optical activity in the X-ray range because the Rosenfeld rotatory
strength is expected to vanish in inner shell spectroscopies. There
are several reasons for that : (i) Magnetic Dipole (M) transitions
are forbidden due to the orthogonality of the core and valence
orbitals (An = 0 selection rule); this is even more restrictive for
spectra recorded at K (or L,) edges because no magnetic dipole
transition is allowed from a pure 1s (or 2s) atomic state while the
energy separation between. deep core levels makes 1s2p
hybridization quite improbable; (ii) the sum over all spin orbital
projections of the core electrons results in a kind of internal
optical sum rule so that the measured dichroism should
systematically yield zero. We realized that natural circular
dichroism could nevertheless be observed with gyrotropic single

(© 1999 International Union of Crystaliography
Printed in Great Britain — all rights reserved
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crystals due to the substantial contribution in the X-ray range of
the Electric Dipole-Electric Quadrupole (E1.E2) interference
terms first investigated by Barron at optical wavelengths (Barron,
1971). We will discuss first which erystal class is appropriate to
detect XNCD and we will give a general formulation of the
XNCD cross sections o (E1.E2).

2. X-ray gyrotropy in non-centrosymmetrical crystals

Looking for the rotational invariants in O, of the rank-3 optical
activity tensor j; , one is led to a decomposition including a
scalar, a vector and a rank-2 pseudodeviator parts.

Table 1
Rotational invariants of p for the 21 non-centrosymmetrical crystal
classes.

Crystal Point Enantio- XNCD
classes groups _ morphism

' Pseudo- Vector -~ Pseudo-

scalar deviator
43m 6m 6 1,0, Cy, no no no
432 23 orT yes no no
62232422 D,D; D, yes no yes
6mm3mémm . Cy,C,,C,, no yes no
634 C,C,C, yes yes yes
A2m Dy, no no yes
4 S, no no yes
mm2 Cs, no yes yes
222 D, yes no yes
2 C, yes yes yes
C, no yes yes
1 C, yes . yes yes

At optical wavelengths, both the scalar and the pseudodeviator
parts coniribute to detectable optical activity whereas, in the X-
ray range, only the pseudodeviator part induces natural optical

_ activity. Following Jerphagnon and Chemla (1976), we have

summarized  in table 1 which ones of the 21 non-
centrosymmetrical crystal classes are compatible with XNCD.
Note that there are only two crystal classes (432 ; 23) which have
a non zero pseudoscalar part but no pseudodeviator term: such
crystals are optically active in the visible but will not exhibit any
XNCD. Thus, only 13 crystal classes will exhibit XNCD.
Hereafter, we will consider two crystals which both exhibit a
large non-linear susceptibility at optical wavelengths: a-LilO; is
uniaxial (class 3) and belongs to an. enantiomorphous crystal
class whereas KTiOPO, (KTP) belongs to the biaxial non-
enantiomorphous crystal class mm2.

The X-ray absorption cross section associated with the E1.E2
interference term can be written :

onep =(4m) aghaor k ”3}3%82‘1"‘7(3 Fal XS rsrrle)

xé{E’f Eg~ho)
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Figure 1
a) Comparison of the experimental and simulated L; edge XANES
spectra of o-LilOs.

b) Comparison of the experimental and simulated L edge XNCD spectra
of o-LilOs.

where oy is the fine structure constant, gqg; is the Levi-Civita
alternating tensor and the x; are the components of the unit
wavevector. For a powder or a solution, the orientational
average: < O ycp >= 0 and there is no XNCD. This is due to the
fact that the Wigner rotation matrices respectively associated with
El and E2 are orthogonal.

3. Resuits

The Fluorescence Detected X-ray absorption near edge spectrum
(XANES) of o-LilO; measured at the L, edge of iodine-is
reproduced in Fig.la whereas the corresponding XNCD signal
[og —~opg] is displayed in Fig.1b. The largest XNCD signal is
not found in the white line but for the next resonance peaking
from 12 eV toward higher energy. The amplitude of the XNCD
signal is rather large: up to 5.5 % after proper correction for the
polarization transfer of the monochromator. Note that there is a
fairly encouraging agreement between the experimental XANES
or XNCD data and the spectra simulated using ab initio
calculations performed within the framework of the Multiple
Scattering theory. On the other hand, the XNCD spectra recorded
at the L, and L, edges have the same sign and are looking
very similar

226

Conference Proceedings

0,015
6,010
0,005

g; 0,000

-0,005

-0,010

-0,015

i 135 deg, | -

i i i
*

L5 v ¥

b
oo

0,002 ®

4960 4980 5000 5020 5040
Energy (eV)

Figure 2

a) Linear dichroism contaminating the measured CD spectra of KTP
<1,2,0>.

b) Extracted XNCD signal.

(Goulon et al., 1998): this is in contrast with XMCD spectra
which, most often, exhibit opposite sign. While the exchange and
spin-orbit interactions are the driving terms in XMCD, this is not
the case in XNCD and our data leave very little or no hope to
detect any contribution of the scalar E1. M1 interference term.

As illustrated by Fig.2a, the case of biaxial crystals is far more
complicate because the tiny effects of X-ray gyrotropy are
swamped by large linear dichroism signals (XNLD) mostly due to
the ‘imperfect polarization transfer of Bragg monochromators
(Goulon et al., 1999). Since the contribution of gyrotropy is
invariant in a rotation around the wavevector of the incident
beam, the true XNCD signal can be extracted from the angular
dependence of the spectra (Fig.2b). There is another
complication: light propagating inside a biaxial crystal does not
keep a constant polarization state. This can be taken into account
using the differential equation (Goulon et al., 1999):

t w -V w
J . W o —w
=IS)=aMls) win M=| © ;’ Z

w —-v —-u

where fS) is the Stokes vector for a penetration depth z whereas

M is a 4x4 differential Miiller matrix in which the coefficients u,
u’, v, v, wand w’ can be related to the anisotropic components
of the multipolar polarizability tensors at the absorbing site
(Goulon er al., 1999). It should be underlined that {w,w’} are the
only terms that contain any information on the time-even,
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antisymmetric part of the microscopic gyrotropy tensor, whereas
{uu’} and {v,v’} describe the anisotropy of the electric dipole
(E1.E1) and electric quadrupole (E2.E2) terms in non-magnetic
crystals. One is led to the following expression of the
Fluorescence-Detected XNCD spectra :

§3 = ~2BP SOl @) wit + vty — v a0l + ()

where: S;’ :Pfsg is the circular Stokes component of the

incident X-ray beam, Fol't;{cp) is the quantum yield of X-ray
fluorescence emitted in a direction characterized by the
wavevector k g that can be deduced from the wavevector k of
the incident beam by a rotation ¢ in the scattering plane. On the

other hand, p refers to the usual correction for reabsorption with :

1/ y=—(t'+'p Ywhere at’ and at’p stand for the isotropic
absorption cross sections at the energies of the incident photons
and fluorescence photons respectively. We wish to emphasize
that there are certainly biaxial crystals for which w'=vi/20 ie
the anisotropy of the dipolar electric polarizability may contribute
to a second order circular dichroism that is not related to
gyrotropy. We found, however, that this additional dichroism,
first predicted by Born and Huang (1954), should be small in
Fluorescence-Detected XNCD experiments.
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Abstract. The differential absorption and the differential change in the polarization state of an X-ray beam
propagating inside a gyrotropic crystal are described using a 4 x 4 Miiller matrix, the 16 elements of which
are related to the anisotropic components of the multipolar polarizability tensors at the absorbing site.
Analytical expressions are given up to third order for X-ray linear and circular dichroism, X-ray optical
rotation and X-ray circular polarimetry in transmission. The same formalism is extended to discuss Fluo-
rescence detected dichroism spectra with or without polarization analysis of the fluorescence. Fluorescence
detected dichroism is strictly proportional to dichroism measured in the transmission geometry only for
uniaxial crystals. In biaxial crystals, the tiny effects of X-ray gyrotropy are swamped by large linear dichro-
ism signals due to the imperfect polarization transfer function of Bragg monochromators. Second order
effects should also be taken into consideration. Our general formulation of linear and circular dichroism
includes terms of odd parity with respect to the action of the time reversal operator: such terms cannot
contribute to natural dichroism but can be activated by a magnetic field. The terms responsible for X-ray
magnetic circular dichroism are well known but non-reciprocal X-ray gyrotropy effects are also predicted
in magnetic crystals of appropriate symmetry.

PACS. 33.55.Ad Optical activity, optical rotation; circular dichroism — 41.50.+h X-ray beams and X-ray

optics - 78.70.Dm X-ray absorption spectra

1 Introduction

We have produced recently the very first unambiguous
experimental evidence [1] of Fluorescence detected X-ray
Natural Circular Dichroism (Fd-XNCD) in a uniaxial gy-
rotropic crystal of lithium iodate (o — LilO3), i.e. a crys-
tal known to exhibit a large specific rotativity together
with a very strong non-linear susceptibility in the visi-
ble range. With such thick and heavily absorbing erystals,
dichroism experiments can hardly be performed in trans-
mission and it is much simpler to record differential X-
ray fluorescence excitation spectra using an incident X-ray
beam which is either right - or left - circularly polarized. Of
course, in the case of a uniaxial crystal such as o — LilO3,
it is preferable to keep the direction of the incident X-ray
beam colinear with the optical axis of the crystal. The
same geometry was retained to detect Fd-XNCD in a pair
of enantiomeric crystals of a stereogenic organometallic
complex in which the absorbing metal center was sitting in

* e-mail: goulonQesrf.fr

b also: Université de Grenoble-I, Faculté de Pharmacie,
38706 La Tronche, France

¢ CNRS URAS

a chiral ligand field [2]. In both experiments, the origin of
XNCD was assigned to electric dipole - electric quadrupole
(Ey.E3) interference terms which contribute to the pseu-
dodeviator part of the optical activity tensor. A theory of
XNCD has been developed in the framework of multiple
scattering (MS) and has been published in a previous issue
of the same journal [3].

Unfortunately, one is running into serious complica-
tions as soon as the isotropy is lost in a plane perpendic-
ular to the direction of propagation of the incident X-ray
beam. It is well documented from classical optics that op-
tical activity, linear dichroism and birefringence may oc-
cur all together in biaxial crystals and that the last two
effects usually swamp completely those of gyrotropy: very
sophisticated experimental techniques are then required
to disentangle what is truly due to gyrotropy in a CD
experiment. On the other hand, light propagating inside
a biaxial crystal does not keep a constant polarization
state [4]. Since this point was systematically neglected
in all previous X-ray studies on oriented crystals [5,6],
we found attractive to analyze carefully what is really
measured when a polarized X-ray beam propagates in-
side a biaxial, gyrotropic crystal. Recall that a somewhat
mysterious “X-ray crystal optics effect” was predicted to
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occur in all biaxial crystals [7]: the origin of this second
order effect will become fully transparent from our analy-
sis. It has also the practical consequence that fluorescence
detected dichroism spectra cannot be anymore rigorously
equivalent to dichroism spectra recorded in a transmission
geometry. Nevertheless, we like to point out that comple-
mentary information could be extracted from a detailed
analysis of the polarization components of the X-ray flu-
orescence photons emitted in a given direction.

The organization of the paper is the following: in
Section 2, the differential absorption and the differential
change in the polarization state of the X-ray beam are
described using a 4 x 4 Miiller matrix, the 16 elements
of which are related to the anisotropic components of the
multipolar polarizability tensors at the absorbing site. We
propose analytical expressions of the Stokes components
at any point along the propagation axis of the X-ray beam
inside the crystal. In Section 3, we derive general formula
for X-ray Cireular Dichroism (XCD}, X-ray Linear Dichro-
ism (XLD), X-ray Optical Rotation (XOR), X-ray Circu-
lar Polarimetry (XCP) for a transmission geometry. In
Section 4, the same formalism is extended to calculate
Fd-XCD spectra with (or without) polarization analysis.
Finally, we discuss in:Section 5 the consistency of all our
results with respect to symmetry, rotational invariance
and time reversality properties and we briefly review what
are the implications regarding magnetic crystals.

2 Stokes vector in amsotrop:c absorbmg
media

Let us consider a quasi monochromatic X-ray beam prop-
agating along the z direction through a crystal plate of
finite thickness d and which is infinitely wide in the {z,y}
plane. As a first step, we wish to describe the differen-
tial absorption and the differential change of polarization
induced by a thin layer of infinitesimal thickness dz.

2.1 Differential Miiller equation

We found most convenient to extend into the X-ray range
the theory of refringent scattering which was elaborated
by Buckingham et al. [8-10] for optical spectroscopy. Re-
call that an important implication of this theory is that
all modes propagating inside the erystal should be parallel
to the wave vector of the incident beam: this requirement
is quite acceptable in the X-ray range where the real part
of the refractive index n = 1 — § is very close to unity
(6 < 107°) with the practical consequence that critical an-
gles for X-ray reflection 6, = /26 are in the range of a few
mrad. Thus, for a transverse polarized wave propagating
along the direction n, the complex scattering fensor a} g,
can reasonably be expanded as:

a;ﬁ+<;ﬁvnV+Q;ﬁ"yﬁ {nz} +. (1)

where: «,f # v. In equation (1), o, and meﬁ are re-
spectively the aomplex electric dzpo e polarizability ten-
sor and the complex electric quadrupole polarizability

*
aa,’}“
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tensor, the detailed expressions of which are given in
Appendix Al. There have been ample experimental ev-
idence produced in these recent years [5,11-15] that X-
ray absorption spectroscopy is sensitive to the electric
quadrupole (F,.FEy) cross sections: this implies that the
last term of equation {1) should not be neglected in the
X-ray range. It is precisely the aim of this paper to show
that the complex Gyrotropy tensor ()4 , which is written
in full detail in Appendix Al, can also play a significant
role in X-ray absorption or excitation spectroscopies.

For biaxial erystals which are anisotropic i a plane
perpendicular to the direction of propagation (0,0,1), it
is most appropriate to introduce the following complex
tensors:

tf =t — it/

= [af,+ay, | +[Gea+ Gy ] +(Q0.0+ Q50 ) (2)
uwt = u —iu’

= {a;x"a;y}+{€;x2 gy'gz] [szzx Qyzzy] (3)

.7
v o= U—1v

(ony+ 0]+ (¢t Cne) + Qg + Qi) (4)

i

= [a;ywa;z]+[§;yz yxz] {szzy yzzx] (5)
and by direct identification, one obtains:

= + [z (f) + oy (N + [Coaz () + Cyy(S)]
+[Qezza(f) + Quezzy ()] (6)

[axﬂ?{g + nyy(g)} - {Ca:xz(g) + gyyZ(g)}
{szzx ) + Qyzzy(g}} (7)

=+ {a:c:c(f) ayy(f)} + {C:m:z(f) - nyz(f)}
+ [szzx f) Qyzzy(f)}‘ (8)

u' Eaxm {g ayy{g)} - Kﬁnxz(g) - nyz(g)}
—[Qzz20(9) — Qyzzy(9)] (9)
v = +2 [aa:y(f) + gmyz(f) -+ szzy(f)} (10)
v =2 [Ofccy(g) + nyz(g} + szzy(gﬂ (11)
w=+2 a7, (9) + Cy(0) + Qury (9)] (12)
W' = =2 ol () 4 Gl + Quay (D] (19)

As detailed in Appendix Al, f and g refer to the dispersive
and absorptive lineshapes respectively. It will appear in the
following sections that, for biaxial crystals, the quantity
[uv' —vu'] will play an important role. [t could be easily
checked on starting from the various definitions found in
Appendix Al that, due to the summation over all excited
states, we have a priors [uv/—vu'] # 0.

Barron [4] has clearly established that the variation of
the Stokes vector |S (z)) of any incident beam as a function
of its penetration depth z is given by a linear differential
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equation of the type:

D18 (2)) = a[M] . |S(2)

dz (14)

in which: a = (1/2)wNpuge, ue being the permeability of
free space and N the number density of absorbing centers
[4]. The matrix [M] can be identified with a differential
Miiller matrix to be written:

ot ow — w
£ tf

s
u —w' v
M| = ‘
[M] - w ot w
w —v —u b

(15)

This is the point at which we deviate from the earlier anal-
ysis by Barron [4] since he converted immediately the four
Stokes parameters into physically relevant quantities, i.e.
the beam intensity I, the azimuth ¢, the ellipticity n and
the degree of polarization Py using classical definitions:

1/2
r=1 [ﬂ} So (16)
2 | pro
1 S
19::5 arctan [E—ﬂ (17)
1 Ss
=—arctan | ———=— 18
2 {m} "
S2 4+ 5%+ 53)'?
PELEL AL | (19)
So
The problem with the latter transformation is that the

set of coupled differential equations replacing equation
(14) is not anymore linear and the integration becomes
intractable except for uniaxial crystals. Our own strategy
was to integrate first equation (14).

2.2 Integrated Miiller matrix [& (z)]
2.2.1 Uniaxial gyrotropic crystals

For a uniaxial gyrotropic crystal aligned in such a way that
the optical axis coincides with the direction of propagation

of the X-ray beam, the differential Miller matrix (15)
simplifies a lot since uw = v/=v = v'= 0:
0 0 w
0 ¢ —w' 0 .
(M] = 0w ¢ 0 (20)
w0 0

The secular equation has the following roots:

M=t —w A=t 4w dg=t —iw =t +u

375
and admits the following eigenvectors:
| 1/v2 [ 1/v2
0 0
pr = 0 P2 = 0
-1/V2 [ +1/V2
0 F 0
_ | /V2 _|i/v2 f
=13 | SN (21)
0] 0
A general solution to the differential equation (14) is:
IS (2)) = [R.] [Da] [R; '] [S%) (22)

with the following definitions:

Rol=[pr1rapsps]; [8°)=[S(z=0));

{D:‘\}ij = (Sij exp (&)&iz)

&;; being the Kronecker symbol. Finally, the Stokes vector
[S(2); =[2?(2)] fSO> can be written:

So (2)
S
S; Ejg = exp(at'z)
Sg (Z)
cosh (awz) 0 0 sinh (awz)7 [SY
y 0 cos (aw'z) — sin (aw'z) 0 S
0 sin (aw'z) cos (aw'z) 0 S9
sinh (awz) 0 0 cosh (awz) ] |.S3

(23)

2.2.2 Biaxial gyrotropic crystals

The first step is to solve a biquadratic secular equation of
matrix [M]:

A=t]*+PA =t -Q%*=0 (24)
with:
P= [uz - u’z] 4 [112

/ # /
Q = uwu'+vv —ww'.

- U’z} - [?1)2 - ’?,(},2}

The eigenvalues of equation (24) can again be written:
M=t'—B: d=t'+B" Ag=t —14"; \y=t' +iA

but analytical expressions for A" and B’ are getting rather
cumbersome. A solution to the differential equation (14)
can still be given by equation (22) provided that one is
able to develop analytically the eigenvector matrix [R,]
and its inverse [R;‘}A Note that the final result can still
be written:

1S (2))=[@(2)]|S°) (25)
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with matrix elements ¢;;(z) that have all the same func-
tional form:

¢ij (z) =exp (a,t’z)
[36: + B8] cos (ad'z) — |vi; + 75| sin (adz)
|+ (485 — Bl;] cosh (aB'z)+ |v;; — ;| sinh (aB'z)
(26)
For practical applications, we need analytical expressions

of the individual functions ¢;; (2). As detailed in Ap-
pendix A2, one can save much algebra by defining complex

matrices: [M%] = {M'} +i [M"] where {M'} and [M']
are traceless matrices. Matrix [®] can then be easily ex-
panded as a series of successive powers in 2.

3 X-ray dichroism and polarimetry
in transmission

3.1 Circular dichroism
3.1.1 Formulation

Circular dichroism is the difference in the absorption cross
sections measured during two consecutive experiments
carried out with an ‘incident light that is respectively
left- and right-handed circularly polarized. For each ex-
periment, the polarization state is characterized by the
Stokes-Poincaré’s ratios defined according to the follow-
ing convention [4]:

oL S I s et
TR TR T
TS+

Of course, one would like to have two monochromatic
beamns of strictly opposite polarization state, i.e. Ip
{PY = P§ =0; P§ =1} and therefore:

L oR) = (IRIETN (oo (2) + dos (2)
Lo }“i“(ifﬁ/fé‘]) e (qu (2) — ¢o3 (z))

. 2603 (2) N
=In (I + 1ot e (z>) = 203

where: £oj (2) = ¢o0;(2) /éoo(2). Unfortunately, such
“ideal conditions” are never met in the X-ray range: even
with a nearly perfect helical undulator source [16], one has
still to worry about the polarization transfer function of
the two-crystal monochromator which is getting very poor
when the Bragg angle approaches 45° with the practical
consequence that P # 0 and is rapidly increasing [17].
Furthermore, flipping the helicity of the photons emitted
by the source does not imply that the circular polarization

(27)
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rate of the monochromatic X-ray beam is reversed since
what is monitored downstream with respect to a two crys-
tal monochromator is a complicated change of polarization
state [1]:

{Plhwpzhv +P3h == {P?’Pg’mpék}Source

{ [Monochromator]
(P, P}, +PJ} «={P}, P} (1 -&3),—P§ (1 —e3)}

} Seurce

where 3 3 become significant as soon as P§ # 0 (which
is most often the case...). Neglecting again the non linear
terms with respect to £u3, the apparent circular dichroism
has, in practice, to be reformulated as:

[o" — o] » %oaPy (1—e5) | o262 P .
I+€01P?+€{)2P§ 1 +€Dlp{)+§g2P§
(28)

Thus, in biaxial crystals, the measured circular dichroism
is most often contaminated with unwanted linear dichro-
ism due to the second term in equation (28). The latter is
usually large enough to swamp completely the tiny contri-
bution of gyrotropy. Note that the denominator may also
induce a second order correction if the experiments are
carried out with elliptically polarized photons.

3.1.2 Uniaxial crystals with the beam propagating along
the optical axis

Since: ¢o1 (2) = ¢oz (2) = 0, we have £o1 (2) = Lo (2) = 0.
As a consequence, there cannot be any contamination by
linear dichroism. Furthermore, one directly obtains from

(23): &o3 (2) = tanh (awz) and, in full agreement with ref-

erence [4], the XCD signal is given by:

[o" — o®] ~ 2 (awd) P§ (1 — €3/2) (29)

where d is the crystal thickness.

3.1.3 Biaxial erystals

Let us first restrict our analysis to the simplest case of ex-
periments performed under ideal conditions (P = PJ =
0; PY = +£1). Direct substitution of equation (27) with the
series expansion detailed in Appendix A2 yields up to the
third order:

[oF —of] ~
. 2 (awd) ~ (ad)? [uv/ — vu')
-3 (ad)® [w(u? + v? + 2u"? + 20?) + ' (w + vv')] | ,
(30)

The first order term of equation {30) is the same as for
uniaxial crystals and characterizes the crystal gyrotropy.
However, even under ideal conditions, i.e. in the absence
of unwanted linear dichroism, there is a second order term
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_.—;-ad (v ') + % (ad)? [u' (v' - ) —u(v — w)]

AP (2) =

1 3
+ﬁ(ad) { -’ (uz—u

12

proportional to [uv’ — vu'] which can generate XCD even
in the case of non-gyrotropic crystals: we may identify
this term with the “crystal optics effect’ predicted by
Machavariani [7] using a different formalism. It is also
noteworthy that the “absorptive’ (w) and “dispersive”
(w') parts of the gyrotropy tensor start to mix up in the
third order term. What is however most striking in equa-
tion (30) is the decomposition into terms of odd parity
related to gyrotropy, and terms of even parity which are
independent of gyrotropy. One could envisage to separate
experimentally the two contributions with a piezoelectric,
gyrotropic crystal: let one assume that the crystal is elec-
trically excited at some modulation frequency wyy; then
the linear and quadratic terms could be discriminated by
analyzing the dichroism response either at wy or 2wpm.
This is unfortunately unrealistic in the X-ray range.

3.2 Linear Dichroism in biaxial crystals

As already emphasized in the previous section, linear
dichroism is expected to contaminate all XCD exper-
iments performed on biaxial crystals as soon as the
Poincaré component Py of the source is not strictly equal
to zero. We want to point out here that standard XLD
spectra also contain hidden information on gyrotropy. Let
us first transpose equation (27) for linear dichroism:

°_ o° (2) + ¢01 (2)
{090 — o0 } =In (gﬁg &) f %i (z))

—n (1_+ 2601 (2) )

1 —&o1 (2) (D)

(3228
2602 (2)
zm<1+T§%%2)

where: [€o;] < 1. To the same order of approximation as
in the previous section, one obtains:

(32)

{aggo -GOO} ~
2au'd—(ad)? pw+v'w']
{ ——% (ad)® [/ (v? +w"? + 2024+ 2w?) —u (v’ +ww')] }
(33)

377
v (W=t =024 — w? + w'?) + 2v(un —v —ww') (36)
—~2v% 4+ 20%) — 2w (uu'—20v)
[61350 _ 0450} ~
—2av'd— (ad)? [uw + u'w'] ~
! .
+3 (ad)® [V (u? +w? 4+ 20" +2w?) —v (vt +ww'))

(34)

It would be erroneous to believe that Linear Dichroism
is totally insensitive to erystal gyrotropy: the second or-
der terms in equations (33, 34) are involving both w and
w'. It is quite noteworthy that, exactly as in the case of
XCD, the second order term involves the product of a dis-
persive lineshape (f) by an absorptive lineshape (g). As
regards the third order term, let us observe that the terms
in {w?,w'?, ww'} are small in comparison with the terms
of same order referring to the anisotropy of dipolar polar-
izability {u?,u"2,uw'} or {v?,v?, v’} so that the former
can be neglected. Anyhow, no reliable information on gy-
rotropy can be extracted from XLD experiments unless
the anisotropy in the first order polarizability is known
with a very high accuracy.

3.3 Rotatory power

Optical rotation is a very weak effect in the X-ray
range [18,19], at least for uniaxial crystals. It is therefore
desirable to carry out such a delicate experiment with an
X-ray beam featuring a “pure’ polarization state such as
{PY=1; P} = PJ =0}. Typically, in the experiment re-
ported by Siddons et al. [20], the polarization state of the
incident beam was: P) = 1 —¢ with ¢ of the order of
1078, It results from equation (17) that the optical rota-
tion AY (z) is given by:

1 $20 (2) + pa1 (2) PP
A9 (z) = 5 arctan (ffnﬁ )+ o1 (z)P?)

(35)

To the same level of approximation as before, one obtains:
see equation (36) above

The latter expression simplifies a lot in the case a uniaxial
crystal with the beam propagating along the direction of
the optical axis because u = v'=v = v'=0:

AP (z) =~ %aw'd.

(37)
The latter result is perfectly consistent with equation (23).
Note that it is also fully consistent with a well known re-
sult of classical optics in the visible range: linear dichroism
will induce a significant optical rotation in non-gyrotropic
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crystals (w = w’ = 0) as soon as the absorption is not
isotropic in the plane perpendicular to the direction of
propagation of the incident beam. In view of the complex-
ity of (36), it appears practically hopeless to sort out the
contribution of gyrotropy in the case of biaxial crystals
and CD experiments look preferable.

3.4 Circular polarimetry

It may be tempting to analyze directly the polarization
state of a transmitted beam in order to access to the indi-
vidual components S;(d). With the recent availability of
X-ray quarter-wave plates [21-25], circularly polarized X-
ray photons can be converted with a good efficiency into
linearly polarized ones with a polarization vector oriented
in any desired direction: the latter component can then be
selected with a linear polarimeter exploiting either coher-
ent (i.e. Bragg diffraction at 45°) or incoherent scattering
at 90°. As discussed elsewhere, circular polarimetry can be
performed either upstream or downstream with respect to
the monochromator: in the former case, one may get rid of
the poor polarization transfer of the monochromator and
fully exploit the high circular polarization rate of helical
undulator sources [25]. As far as X-ray gyrotropy is con-
cerned, the quantity of interest turns out to be the inverse
of the circular asymmetry ratio denoted hereafter ps (2):

1 SHe)+8k(2)
p3(z)  SF(2)—S%(2)
_ 30 (2) + a1 (2) PP + @30 (2) P (1~ €2)

38
o @ P (- +om @ eal] )
or to some degree of approximation:

11 k P?

& a0 (1463 — e PO 4 £ =L

o (2) Pglfao ( 3 — 2Py €32) + €3y P

Py

+§3z-1;§,~ (1 —e2). (39)

Thus, under ideal conditions (P = P = 0; Py = 1), one
obtains:

-_.._.I__— P
p3(2)
awd— 1 (ad)?[u'v — uv/] '
+1(ad)[w(2u? +2v? +u? +0"?) —w' (un' +vv') — 2w

(40)

Up to the second order, the information content of circular
polarimetry is then, within a factor 1/2, strictly equivalent
to the information currently available from XCD experi-
ments and there is no valuable additional information to
be extracted from the third order term.

4 Fluorescence detected dichroism

The backscattering geometry of the experiment reported
in [1] is illustrated with Figure 1. The wavevector of the
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incident X-ray beam k [0,0, 1] is defined with respect to
the laboratory coordinate axes {z,y,2}() whereas the
wavevector of the emitted X-ray fluorescence photons kp
[0,0,1] is defined with respect to another coordinate sys-
tem {z’,y’,2'}?). The two coordinate systems transform
into one another by a rotation R (¢) around the normal
to the scattering plane {k,kr}. This is the appropriate
point at which to recall that a tensor component T,g,
will transform in rotation R as:

T (@', y',2') = Laa(R) Lyup(R) Loy (R)Tapy (2, v, z{)m

where the factors L, (R) are the direction cosines which
specify the orientation of the new set of axes with respect
to the old ones. We will use extensively equation (41) be-
low.

4.1 Formulation of the fluorescence signal

We will restriet our analysis to the case of a spontaneous
X-ray fluorescence emission associated with a radiative
decay of the core hole created by the primary absorption
of a polarized incident X-ray photon. Anisotropic Reso-
nant Inelastic X-ray Scattering (RIXS) processes would
require a specific theoretical framework and will be con-
sidered elsewhere. Thus, the fluorescence emitted by an
ultrathin slice of crystal of thickness Az and correspond-
ing to a penetration depth z will be characterized by a
Stokes vector |Sg) satisfying the differential equation:

L Ise (' = 0) = [I7] 5 [s0 (=)
= a[IF] [MW} s (z)> (42)

where, the superscripts (V) or @ refer to the coordinate
systems {z,y,2}() or {',y',2/}(?). Here [I'F] is a diago-
nal 4 x 4 matrix describing the quantum yield of polarized
fluorescence emission and will be defined in more detail
in the next section and in Appendix A3. We need to de-
scribe the reabsorption of the fluorescence photons inside
the erystal: this requires us to introduce another Miiller
matrix [#(?)] so that:

2180 () = 7o [ ()] 2 IS (' = 0)
=72 29 0] (] M©] [s )
) (43)
or:
5% I1Sk; (2)) =

3
a g n i
7= 3¢ () Thmel) (=) [PESE)Y . (44)
2’z g
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Fig. 1. Geometry for Fluorescence detected X-ray Natural Circular Dichroism (Fd-XNCD) experiments. Note that the optical
axis of the crystal is colinear with the wavevector k[0, 0, 1] of the incident beam defined with respect to the laboratory coordinate

system {z,y, z}m, whereas the wavevector kg [0, 0, 1] relative to the X-ray fluorescence photons is defined with respect to the

secondary coordinate system{z,y, z}(z) .

As long as the polarization of the fluorescence emission is
not analyzed, only the 7 = 0 component is retained and
the fluorescence signal is given by:

fpz

(1)
/ Zas<2> (=) TEym$) 8 (=) [PA)D).
(45)

The main difficulty is thus to calculate 16 integrals of the
type:

vopr= [[a: [ @e20] ao)

Fortunately, in most practical cases, the reabsorption pre-
cess can be taken as isotropic a.nd matrix [M®)] reduces to

the scalar term £(2) whereas ¢07 = Soyexp (azt'®): this
is because a strongly anisotropic absorption can hardly
be observed outside the typical energy range of X-ray Ab-
sorption Near Edge (XANES) spectra whereas the energy
Er of all fluorescence emission lines is systematically lower
than the energy of the corresponding excitation edge. One
might certainly find examples where a fluorescence line is
interfering with another absorption edge at lower energy
but such a complicated situation will not be considered
here. Let us also keep in mind that isotropic reabsorption
may not hold true in the case of RIXS.

4.2 Polarization of the emitted fluorescence photons

The emitted fluorescence photons may have a significant
degree of polarization: this implies that [I'F] is not a
scalar but is a tensor property of the crystal. As shown
by equation {45), we are mterested here only in the four
diagonal matrix elements: F which are proportional to
the four components of a conerence vector as defined by
Born and Wolf [26,27]:

Id =0 (EEEE + ELEE") = vofr (~th (a)V (47)

rf = yi (EEEE* — EEEE) Iy =1 Br (—up (9)) (48)

* * 1
Il = v (~ [EE B+ EE EE*]) Ty = —72r (—vp (9)))
(49)

Ih = s (=i [ELEE* — BEEE*]) I8 = vaBr (wr (9)))

(50)

where the brackets remind us that a configuration aver-
age has to be taken over all emitting sites. Equivalently,
the matrix elements [ fj can be expressed in terms of the
absorptive components tf; (g), u (9), vi (g) and wg (g) of
the complex tensors {tg, up, vp, wk, } characterizing now
the emission process itself. Detailed expressions of ¢4 (g),
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Table 1. Extended Stokes components in emission geometry without polarization analysis

Fluorescence detected XCD

'3 Liw 7Y ., :
Sg:ﬁ*g:cpgrg wy w4+ v —ur] p ’ 5]
COS¢’ = {5: (u:v - m};} $w (ufz - u2~ + ‘3}12 - U2 +w2) — wz (uu’ + m}l}} i»"3 -
Fluorescence detected XLD
sl 206 PP IEy u'p+ [ty — (vw + v'w')] w? (58)
1 2071 Too ,
cosd | [t (vw+v'w) o (v = 0? + 07 +w? - w?) —u(vr —ww')] pP
oI POLE —v' = [t +uw + ] p?
§2~ —2t0f2000 : (59)
cos ¢ — [t (v + w'w’) + v’ (0%~ 07 +w? — w?) b (w —ww')] P
uf (g), vp (g) and wr (g) are given in Appendix A3. Note the three components:
that equation (50) would predict the existence of X-ray i i
gyrotropic emission in addition to X-ray gyrotropic ab- S3 = Sé(gjo} ) _ Séf:(%)) (51)
sorption. Such a gyrotropic emission is still unknown in
the X-ray range: it would be the X-ray analog of the so- S2 1(135°) 1(45°)
called Circularly Polarized Luminescence (CPL) which is 0= SF{B) T R0) (52)
a well established chiroptical spectroscopy in the visible
range [28-30]. Unfortunately, the only terms which might S3 SIF((I(‘))) — S§£§~ (53)

contribute to a gyrotropic emission in the X-ray range
are again electric dipole-electric quadrupole interference
terms { Fy.Ey) which vanish in powder or solutions. More-
over, since the {Fy.E3) interference terms probe the over-
lap in energy of states of different parity [3], there is very
little or no hepe to detect any gyrotropic emission for
fluorescence lines involving only transitions between deep
atomic core levels (e.g. the K, lines). Gyrotropic emission
could then be detectable only in very few cases: (1) for flu-
orescence lines associated with transitions in which a deep
core hole is filled: by valence electrons; (44) for RIXS pro-
cesses which fall out of the scope of the present paper. Let
us recall that a quite significant degree of circular polariza-
tion has already been measured in X-ray Ezcited Optical
Luminescence (XEOL) spectra [31]. -

4.3 Fluorescence detected dichroism spectra

In this section, we will concentrate first on fluorescence
detected dichroism spectra recorded without polarization
analysis because such experiments have already been per-
formed. For the sake of clarity, it is most convenient to
define “extended” Stokes components Sgg) with two in-
dices: the lower index would characterize the emitted flu-
orescence beam and the upper one would refer to the inci-
dent beam. As long as we do not analyze the polarization
states of the emitted photons, we are concerned only with

For infinitely thick samples, one would show that:

2aloPPTE,
Lz'z

i

0= =

[ dsexp (casi el (50

where we have introduced the simplifying notation: 1 /u =
— [ +¢/®)] . Combining the following identities:

/0 dzexp(—az/p) cos(azX) = ;;(?fr——-% (55)
* . Ap?
A dzexp (—az/p)sin (az)) = m (56)

with the series expansion of [®(z)] developed in Ap-
pendix A2, one is led to the final results listed in Table 1

(Egs. (57-59)).

By comparing equation (57) with equation (30), it will
immediately appear that Fd-CD is strictly proportional
to transmission circular dichroism in the case of uniaxial
crystals when the incident beam propagates along the di-
rection of the optical axis. In the case of biaxial crystals,
this proportionality still holds true for the first order term
with respect to p. Regarding the second and third order
terms, it appears again that non-gyrotropic erystals with
w = w' = 0 should exhibit non-zero Fd-XCD spectra if
(u'v — v'u) 5 0: this was precisely the condition discussed
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earlier in Section 3 to observe the so-called “crystal optics
effect” of Machavariani [7]. It is however quite remarkable
that in the case of gyrotropic crystals, the leading second
order term of S} should be wt’u? (which is proportional
to the isotropic absorption t') rather than (u'v — v'u)p?.
This additional term wt’? does not exist in transmission
CD experiments but it makes the analyses far more com-
fortable if one is interested in sorting out clean gyretropy
spectra: in other terms, Fd-XCD offers the significant ad-
vantage over XCD to depress the relative contribution of
the unwanted “crystal opties effects”. Of course, one could
draw symmetrical conclusions if one compares the ana-
lytical expressions derived for Fd-XLD and transmission
linear dichroism experiments.

The previous discussion concerned “ideal experimental
conditions” | e.g. P = P = 0; P) = 41. Indeed, Fd-XCD
spectra of biaxial crystals are, under real experimental
conditions, also systematically contaminated by unwanted
linear dichroism signatures:

1 —€3/2)S3 + €582 (60)

[gg] apparent (

4.4 Polarization analysis of emission spectra

We may investigate next whether new information could
be extracted from a careful analysis of the polarization
state of the fluorescence photons. The following integrals
have now to be calculated:
. 2aloPPTE
S; = —--———-———-—*—-———/ dzexp (—az/p) [ MP]..  (61)
Lz' z [s] J

and, to the same level of approximation as before, one
would derive the following results:

4.4.1 Incident X-ray beam circularly polarized

0 rF
SHES w—%{%gg——lli {vp+[t'v+v'w —u/]p?}  (62)
20 POTE
3~ 322 [ n,,2
> p— {up+ [t'uv—vw+vwp’}  (63)
SO L Lt N ST I SR
cos
4.4.2 Incident X-ray beam linearly polarized (90°-0°)
2 PYIE
1 081241 gy .2, 2,2
Si = g {t'p+ [u? - v? —w?] i} (65)
2 PO T,
gl ~ 1222 ’ [ S 2 8
2 P {w'p+ ' —u'v — w4} (66)
ZIQP rk
sl LlofyLa3 _ 2y -
5 P {~vp~ [t'v —vw+uw|p?}.  (67)

381

Table 2. Electric polarizability tensors contributing to the
first order iny in the absorption and emission processes. Let
us recall that ¢',u',v" and w refer to absorptive parts and u, v
and w’ to dispersive parts. Do not confuse t'‘? and tp which
refer to different matrix elements: the former is describing the
reabsorption of the fluorescence photons at energy Er whereas
the latter describes the spontaneous emission process.

N odi=1 i=2 i=3 I}
j=0 o -’ w —~tp
j=1 t w -y —up
j=2 —w t —u —vp
=3 v u t' wp

4.4.3 Incident X-ray beam linearly polarized (135°—45°)

§? - g{%gng_l_l_ {~w'p— ' +u'v +ur) p?}  (68)
ZIOP sy

S% CO: 22 {tl [ 2 ’LE2 _ wi?} [LZ} (69)
21, PITE

S2x— 02 2B Ly [ty v'w — o]t}

cos¢

Indeed, the 12 extended Stokes components Sj; listed
above will again simplify a lot in the case of uniaxial crys-
tals since only the first order terms with respect to u will
survive. We have regrouped in Table 2 the polarizability
tensors contributing to the first order terms for the various
combinations of indices ¢ and j.

Note that in the case of uniaxial crystals, u = v/ = 0
and v =o' =0 for what concerns the primary absorption
process but I'f; # 0, I'\, s 0 since, in a gyrotropic crystal,
the components of the polarizability tensor are different
in directions respectively parallel or perpendicular to the
optical axis. One could use a linearly polarized incident
beam (selecting for instance: 1 = 2) and analyze the rele-
vant linearly polarized components of the emitted photons
(e.g- 7 =11if i = 2): this experiment should give access
to w'(f), i.e. the dispersive part of the gyrotropy tensor.
The information available from the latter experiment is
then strictly equivalent to what can be learned from opti-
cal rotation measurements in transmission. A considerable
advantage of such “Fluorescence detected X-ray Optical
Rotation” (Fd-XOR) experiments is indeed the possibil-
ity to exploit this technique even with thick crystals for
which conventional XOR measurements are impossible.
Actually, what would be measured in Fd-XOR is not w/(f)
but the product I'fjw'(f) which may also depend on the
anisotropy of the emission process. One could circumvent
the latter complication by performing the same polariza-
tion analysis with both ¢ = 1 and 7 = 2 since the ra-
tio: [S?/S1] = w' (f) /¢’ (g9) would be independent of the
anisotropy of the emission process.

Even though the case of biaxial crystals looks inher-
ently far more complicated, it might still be attractive
to try to measure the three components S§. The last
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one, (i.e. 1 = 3) would give us a unique, unambigu-
ous access to gyrotropy in the emission channel. On the

other hand, one might envisage to disentangle the con-

tribution of the so-called “erystal optics effect” because:
[sisd +8283] /83 =~ — [u'v —v'u] [ /t'. Unfortunately,
at the present stage of the technique, X-ray fluorescence
emission with polarization analysis looks like an experi-
mental tour de force, especially in terms of signal-to-noise
ratio, and it remains to be proved that one can really mea-
sure this second order contribution.

5 Discussion

It is well known from general quantum mechanics that
absorption processes are truly measurable only if they are
associated with anti-hermitian, time-even tensor proper-
ties. Since this condition has to be satisfied by all tensor
properties contributing to linear or circular dichroism, we
feel essential to cross-check the consistency of our results.

5.1 Antisymmetric character of dichroism tensors

As illustrated by equation (30), the tensor property re-
sponsible for circular dichroism is to the first order w(g)
which, according to equation (12), is the sum of 3 an-
tisymmetric tensors. One may easily establish the anti-
symmetric character of all higher order terms: typically
the quantity [u(g)v'(f) — v(g)u/(f)] will change its sign
on exchanging z and y because this term is, by defini-
tion, the cross product of symmetric tensors {v,v'} by
antisymmetric ones {u,u’}. The same sort of considera-
tion can be extended to the various terms contributing to
linear dichroism: e.g. {u,u'} reverse their sign on exchang-
ing = and y and are thus antisymmetric. On the contrary,
{v,v'} which are symmetrical tensors cannot contribute
to any measurable linear dichroism unless the polariza-
tion vector is rotated by £45° so that the roles of {u,u'}
and {v,v'} are finally exchanged.

5.2 Rotational invariance of circular dichroism around
the incident beam direction

This is a well known property and a common argument
used to reject possible instrumental artifacts. Using equa-
tion (41), it is straightforward to show that w(g), w/(f)
and [u(g)v'(f) — v(g)u'(f)] are invariant in any rotation
around the direction of the wavevector k. Thus, there
is absolutely no hope to discriminate between w(g) and
[ulg)'(f) — v(g)uw/(f)] by simply rotating the crystal
around the direction of the incident beam. This result is
indeed comforting our interpretation that the cross term
[ulg/(f) — v(g)u'(f)] is to be identified with the disper-
sion term derived by Born and Huang in a dielectric crys-
tal [32]: as pointed out only very recently by Nelson [33],
this second order term was the only one found by Bern
and Huang because they neglected in their theory the in-
teraction of electric dipoles with either magnetic dipoles
or electric quadrupoles.
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5.3 Time-reversality

As emphasized by Barron [4] and others [35,36], the ten-
sors {@ap; opyi Qavvp} have time even parity with re-
spect to the action of the time-reversal operator: {a,g;
Qayvp} are then responsible for natural linear dichroism
whereas {(, 5, } contributing to w is responsible for nat-
ural circular dichroism. In contrast, {as; Capyi Q. .}
have time odd parity with respect to the action of the time-
reversal operator and cannot contribute to any dichroism
unless another time-odd perturbation is present: this may
be the case of an external magnetic field or of an inter-
nal exchange field. In other words, { ag; Capy; @ gt
will induce magnetic linear (or magnetic circular) dichro-
isms provided that there is a magnetic field oriented along
the direction of propagation of the incident beam. It is
precisely well documented that /5 and Q. are con-
tributing to X-ray magnetic circular dichroism. It has
also been suggested ‘a long time ago by Brown et al
[34] and by other groups [4,35,36] that the symmetrical
part of the gyrotropy tensor {,g could be responsible for
“non-reciprocal” birefringence in antiferromagnetic crys-
tals which have a non-zero magnetoelectric tensor. The
reality of this effect was confirmed only quite recently at
optical wavelengths [37]. Since (g, contributes to the def-
inition of the anisotropy tensor u’ in equation (9), our
analysis would predict that the “non-reciprocal’ gyrotropy
should generate a non-reciprocal X-ray magnetic linear
dichroism. Even though the “non-reciprocal’ gyrotropy
tensor cannot contribute to any first order X-ray circular
dichroism, we think that circular dichroism could still arise
through the second order cross term [uv’—vu'] which com-
bines products of the type: Coy(f)oma(9); Coyslf) ayy(9);
(z22(9) azy(f)§ sz(g) awy(f); C:cvz(g) azz(f); f:xyz(g)

oyy(f); Coaa(f) cay(9); Cyyz(f) czy(g) and in which the
dipolar contribution associated with aqp (g) may be large.

6 Conclusion

For the first time, we have proposed a unified formulation
of the differential absorption and differential change of
polarization state of a polarized X-ray beam propagating
inside a biaxial gyrotropic crystal. The starting point of
this analysis is a 4 x4 differential Miiller matrix, the 16 ele-
ments of which are related to the anisotropic components
of the multipolar polarizability tensors at the absorbing
site. Our primary goal was to derive analytical expressions
for X-ray linear and circular dichroism, optical rotation
and circular polarimetry in a transmission configuration.
The same formalism has been extended to encompass the
case of Fluorescence detected X-ray dichroism, which is
a technique of much more practical interest. Analytical
expressions have been obtained for the “eztended” Stokes
components S of the emitted photons: our results confirm
that more information could be obtained if one could an-
alyze —at least- the linear polarization components of the
X-ray fluorescence emitted in a specific direction.
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In the case of biaxial crystals, we face serious prob-
lems since the tiny effects of X-ray gyrotropy in circular
dichroism may be completely swamped out by large linear
dichroism signals mostly due to the imperfect polariza-
tion transfer of X-ray monochromators. It is shown that
Fd-XCD spectra are not anymore strictly proportional to
transmission XCD spectra. As far as circular dichroism
is concerned, one has also to take into account a possible
contribution of second order terms: even in the case of non-
gyrotropic crystals, one should record non-zero XCD spec-
tra whenever the condition: [u(g)v'(f) —v(g)u'(f)] # 0 is
satisfied. Since this contribution is also invariant in any
rotation around the direction of the incident beam, it ap-
pears a priori fairly difficult to discriminate normal gy-
rotropy effects from the latter “crystal optics effect” the
existence of which was predicted by Machavariani [7]. In-
terestingly, the relative importance of this contribution
has been found to be depressed in Fd-XCD spectra.

Last but not least, we checked the consistency of our
results with respect to antisymmetry and time reversal
properties. Our formulation of linear and circular dichro-
ism in gyrotropic crystals includes terms of odd parity
with respect to the action of the time reversal operator:
the terms respousible for X-ray magnetic circular dichro-
ism in anisotropic crystals are well identified but we obtain
additional terms which cannot contribute to any natural
X-ray linear nor circular dichroism but may well cause
non-reciprocal X-ray gyrotropy effects in antiferromag-
netic crystals. :

Appendix Al

Following Buckingham [10], one may define at the absorb-
ing site a variety of multipolar polarizability tensor com-
ponents:

s (f) = +apa (f7)
= 25 iy Re (i 1Bial) G [Bigl)) - (71)
g (f*) = ~apq ()
= —%Zf‘wim{@wm;j) (4|Br| )} (72)
J
Aapy (f*) = +Aavs (f*)
= 2 iy Re (G| ) (5|} (73)
Aupy (f*) = +A0 5 ()
S S wIm ({5 1Bial ) 5B 9 (74)

Il

Gag (1) = 3 3 1"}y Re (i [Bral 3} (G Mgl i)} (75)
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G (") = —3 3 7wl {5 Bral ) (G [Magl }(76)
J

Capys (*) = +Chsap (f7)
= 25 i Re ({6 Baasl ) G ol i)} (77
J

Cz;ﬁ'y& (f*) = ;6a,8 (f*)
= o Y P (6  Baegl3) (sl ) (78)
J

where E1, M1 and E; refer to the electric dipole, magnetic
dipole and electric quadrupole operators. In the case of
mixed multipole eomponents (73, 74; 75, 76}, there is no
direct separation into symmetric / antisymmetric parts
with respect to the exchange of the first two indices and
it is therefore much convenient to generate two additional
tensors which are symmetric or antisymmetric with re-
spect to the exchange of these indices:

Capy = +Cpay
rw l ’
== {5 [Aupy+ Ay | +esvaGas+esspGas } (79)
Capy = —Cpay
1l rw

i

T { 3 [Aapy = Apon] +€5'YC¥G)36 - 55*/EGQ5} (80)
where ¢ is the velocity of light and e,py is the Levi-
Civita alternating tensor. The tensor (80) is to be identi-
fied with a microscopic gyrotropy tensor whereas the ten-
sor (79) may be called “non-reciprocal gyrotropy tensor”
for reasons which are discussed in Section 5. In equations
(71-80), the complex function f* is defined by:

ff=r+ig
(wiz)’ ~w?

ol
-] +por?

" [(w)?~?] o3P

(81)

where f and g are the well known dispersive and absorp-
tive lineshapes. One may also define the complex transi-
tion energy: wj; = wi; —il’;/2, where I'; is the full width
at half maximum (fwhm) of a Lorentzian lineshape and,
as far as X-ray absorption spectroscopy is concerned, the
latter parameter refers to the life time of the deep core
hole in the excited state. As discussed elsewhere [1,5], the
magnetic dipole (M) transition matrix elements (TME)
are expected to be very small in the X-ray range but we
decided to maintain the terms (75, 76) for the sake of
completeness of the final results which may then be more
easily extrapolated into other energy ranges. On the other
hand, there is ample experimental evidence [5,11-15]
that X-ray absorption spectroscopy is sensitive to the pure
electric quadrupole (Fy.E) cross sections: this implies
that the terms (77, 78) cannot be neglected in the X-ray
range.

In the theory of refringent scattering developed by
Buckingham [10] or Barron [4], it is finally most con-
venient to introduce the following compler multipolar
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polarexzabihty tensors a5, G’;ﬁ% and (g, respectively
defined as:

atp = |aap(f) + aug(0)] +i [aanle) = ans(h)]  (82)
Cipns = [Camrs(N)+Ciprs(9)] +1 [Caprs(9)~Clpra(F)]
(83)

Gy = [Capr(D+Capnl9)] i [Capla)=C)] - (B0)

For the sake of simplifying the notations, it was found
preferable to replace C7__ 5 in equation (1) with:

@)?

Qa”{"rﬁ 3.2

a‘ﬂﬁ :

Appendix A2

Let us define the matrix [M’], which is the differential
Miiller matrix [M] of equation (15) but without the diag-
onal elements, and its associated matrix [M”] such as:

0 v v w
u 0 —w v
—v' w0 u
w —v —u 0

0 —u v w

—u 0w

v —w 0

w o= = 0
(85)

We may next define two conjugated ecomplex matrices such
as: [M*] = [M/]+i[M”] and [M~}= [M/]-i[M"]. It is
then easy to check that the latter two matrices have the
remarkable properties:

M= -A?[1] M) =-a"[y

where: A? = (u+in')? + (v+iv')? — (w+iw’)? and where
A* is the complex conjugate of A. Therefore; any expo-
nential matrix of X [M*] can be decomposed as the sum
of a term proportional to the identity matrix [I], plus a
term proportional to [M*]. More preciseiy, we have:

M) = [M] =

(86)

xp (A [M*]) = cos (M) [La)+— Sm (a)[M*t] (87)
exp (A[M™]) = cos(A4") §14}+ ~1(88)

Since [M*] and [M™] commute, it is straightforward to
show that a more convenient analytical formulation of
the integrated Miiller matrix (¢’ (2)] = exp(az[M']) =
exip(2az M* +M™]) is: .

—sin(AA%) [M

[# (2)] = {‘cos (azA/2) zid}+3~« sin (az4/2) [MT] }
{cos (azA*/2) {I,g]«i— v sin (azA*/2) [M“]} . (89)

Indeed, the diagonal element of [M] can be reintroduced
in the final result by simply multiplying (@’ (2)] by the
exponential factor exp (azt’):

[®(2)] = exp (azt’) [@' (2)]. (90)

The analytical formula derived in this paper are then
based on the fairly usual series expansions of the com-
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plex functions: cos(azA/2); cos(azA*/2); sin(az4/2)
and sin (azA%/2).

Appendix A3

Our goal in this appendix is to make explicit the matrix
elements I J{‘; Starting with the definition of the coherence
vector by Born and Wolf [26,27], the four diagonal matrix
elements can be expressed in the crystal coordinate system
as:

IE = ([EFEE* + EFEF*] - [EFEF* — EFEF*] sin ¢
+ [EFEF* + EFEF*] singcos ) (91)
rf = v ([EFEE* — EFEE"] + [EFEF* — EFEE*]sin¢
+ {E’g EFs - EF Ef *] sin pcos ¢y (92)
rf =y (- [EEES* + EFEE*) cos¢
— [EFEF* + EFEF*] sin ¢) (93)
Iy =ys (-1 [E‘ng* - EfE‘g*] cos ¢
~ i [EFEE* — EFEF*] sing) (94)

where the scalar factors y; (642/47) are the quantum yields
of anisotropic fluorescence in a solid angle 6£2/4n: The lat-
ter solid angle is defined either by the angular acceptance
of the detector or by the acceptance of the crystal analyzer

when energy resolved emission spectra are recorded. Since
the coherent fluorescence intensities EF*> are propor-

tional to the anisotropic transition probabilities; one may
write:

I =B (~th () (95)
I = 718 (~ufp (o) (96)
I = —yaBr (~vp ()" (o7)
I = y36r (wr (9))V (98)

where fp & wi is a conversion factor which is proportional
to the square of the fluorescence energy. By analogy with
equations (7-13), one may then write:.

—tl =
o, +of ] —of —of ]sin ¢+ [of, +of, | singcos ¢
< + [+, nacos? o [¢F, —CE, Jn. cos® ¢sin® ¢ >
+ way +nyy1 ny sin ¢ Kyyy zzy]ny sin* ¢
+2 Kyu sin ¢ cos d)} T, COS? p+2 { , Sitt ¢ cos gﬁ Ty sin? &
(99)
=
ol —aly] + oy, —al]sin’ g~ [ay, +afJsing cos ¢
< + KEM -§§yz]nz cos? ¢+ {ngz ~(¢E In. cos? ¢sin? ¢ >
+ Krfmy - gfyy} Ty sin® ¢+ gfyy - 43233 Ty sin® ¢
-2 K’gg‘zz sin ¢ cos ¢{n, cos? ¢~2K§Zy sin ¢ cos g ny sin® ¢
(100)
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2a§y cos ¢ + 2cz§;5 sin¢
~vp= < +2 (5, cos ¢+ (F,_ sing] n, cos? ¢ > (101)
+2 [{fyy cos ¢ + {fw sin 43] Ty sin? ¢

2a§‘; cos ¢ + 2a/F sin ¢

wp = < +2 [¢F, cosp + ¢E, sing] n, cos2¢> - (102)

+2 [¢F cos¢ + (E sing] nysin® ¢

For simplicity, the “pure” electric quadrupole (Fq.E3)
transition matrix elements have been deliberately omitted
in the latter equations. The brackets imply that one has

to

take a configuration average over all emitting atoms:

anisotropic emission can thus only be observed in oriented
single erystals but certainly not in powders nor in solution.
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4.1 Introduction

Dans cette partie, nous présentons les quatre publications qui se rapportent aux
développements méthodologiques sur la ligne ID-12A auxquels nous avons participé.

4.1.1 Enregistrement de spectres EXAFS et M-EXAFS avec la technique dite
“undulator gap-scan”

La technique “undulator gap-scan” a été développée car il est difficile d’enregistrer un
spectre EXAFS sur un domaine de 1000 2 1500 eV avec un onduleur. En effet, le
spectre d’émission d’un onduleur est caractérisé par une série de pics discrets, d’une
faible bande passante en énergie. La largeur 3 mi-hauteur du premier harmonique
spectral impair de I'onduleur Helios-II est de 90 eV, tandis que celle du second
harmonique spectral pair est de 500 eV. L’utilisation de I’harmonique pair large est
limitée par le fait que I'intensité du pic est plus faible. Une meilleure solution consiste a
corréler la variation de I'entrefer de I'onduleur avec la rotation du cristal du
monochromateur afin de garder constant le flux de photons transmis par celui-ci ainsi
que le taux de polarisation circulaire. Il devient alors possible d’enregistrer les spectres
EXAFS sur un large domaine d’énergie.

C’est grace 2 cette technique que nous avons pu enregistrer les spectres EXAFS aux
seuils K du manganeése et du chlore, présentés dans la deuxiéme partie de ce mémoire.

4.1.2 Spectroscopie d’ absorption X au seuil K du soufre

La technique “gap-scan” a été aussi utilisée pour deux projets industriels concernant
divers échantillons soufrés pour lesquels les spectres au seuil K du soufre ont pu étre
enregistrés sur 1300 eV.

La premiére de ces études, effectuée en collaboration avec le centre de recherche
HUTCHINSON, avait pour but d’estimer la quantité de composés polysulfurés
contenus dans des vulcanisats. En effet, les caractéristiques mécaniques des
caoutchoucs sont directement corrélées 2 la stabilité des liaisons soufre-soufre.

Les spectres XANES déconvolués ont permis d’assigner sans ambiguité les résonances
de pré-seuil caractéristiques des liaisons ¢°(S-S), ©'(S-S) et o'(S-C) des divers
échantillons. L’analyse des spectres EXAFS a montré que les différents vulcanisats
contenaient un taux variable de liaisons pontantes soufre-soufre et de sulfure de zinc.
La seconde étude a été réalisée en collaboration avec le LIMSAG (UMR 5633) de
Dijon et le centre de recherche ELF-Solaize. Il s’agissait de déterminer le taux de
groupes fonctionnels sulfone ou sulfoxyde formés par oxydation thermique de sulfures
aliphatiques dans les bitumes artificiels. La méthode d’analyse retenue est ’analyse
différentielle des spectres XANES, utilisée par Huggins et coll.', que nous avons
étendue aux spectres de dérivés premieres. Par comparaison des spectres de différence
de dérivées premilres des espéces oxydées et non-oxydées avec ceux de composés
modeles, il est possible d’estimer, d’une part, la composition relative en poids des
espéces sulfidiques par rapport a la somme des especes sulfidiques et thiophéniques, et

! Huggins, F.E.;Vaidya S.V.; Huffman, G.; Mill, T.; Youtcheft, J.; Proc. Am. Chem. Soc. Meeting -
Division of fuel chemistry, 1992, 1376-1382.
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d’autre part, le taux de groupes fonctionnels sulfone et/ou sulfoxyde formés par
oxydation des sulfures aliphatiques. La faible concentration en sulfoxydes dans les
espéces oxydées est corroborée par I'étude des spectres EXAFS ou la signature
typique de la liaison soufre-oxygeéne n’est pas observée.

4.1.3 Spectres XMCD et spectres EXAFS polarisés en spin

En utilisant le second harmonique spectral de I'onduleur Helios-II, nous avons
enregistré les spectres XMCD aux seuils Ly et Ly de 'europium, ainsi que les spectres
EXAFS polarisés en spin, pour les deux phases ferromagnétique (T=50 K, B=6,5 T) et
paramagnétique (T=2 K, B=1,5 T) d’un échantillon de sulfure d’europium. Seule
I'intensité des spectres XMCD est modifiée lorsque le sulfure d’europium passe d’une
phase 2 I'autre. La comparaison entre les distributions radiales des spectres EXAFS
classiques et des spectres EXAFS polarisés en spin suggere que les soufres portent un
moment magnétique induit par interaction d’échange avec les europiums voisins. Notre
contribution 2 cette étude s’est limitée a la mise en oeuvre des logiciels pour analyser
les spectres.
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4.2 Acte de congres

Spectroscopy
J. Synchrotron Rad. (1998). 5, 989-991

XAFS and X-MCD spectroscopies with
undulator gap scan

Andrei Rogalev,* Vincent Gotte, José Goulon,
Christophe Gauthier, Joel Chavanne and Pascal
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The first experimental applications of the undulator gap-scan
technique in X-ray absorption spectroscopy are reported. The
key advantage of this method is that during EXAFS scans the
undulator is permanently tuned to the maximum of its emission
peak in order to maximize the photon statistics. In X-MCD or
spin-polarized EXAFS studies with a helical undulator of the
Helios type, the polarization rate can also be kept almost
constant over a wide energy range.

Keywords: EXAFS; X-MCD; spin-polarized EXAFS; undulator
sources.

1. Introduction

Undulator sources are very attractive for X-ray absorption
spectroscopy because they offer an unprecedented spectral
brilliance together with the possibility to minimize the heat
load on the optics. Unfortunately, the spectral bandwidth of
odd harmonics, which are most intense, may be large enough
to cover the XANES region but is much too narrow to record
a full EXAFS spectrum which extends over 1000-1500eV.
Moreover, since the photon flux varies dramatically when the
monochromator is scanned across the undulator peak, the
dynamic - range of the detection system has to be large.
Tapering the undulator gap results in a broadening of the
spectral distribution but at the expense of a reduced source
brilliance and a lower peak intensity: this was the strategy
retained for the ESRF beamline 1D24 (Hagelstein et al, 1997).
Alternatively, one may exploit even harmonics which exhibit a
much wider bandwidth but again a lower peak intensity. A far
better option is to move the undulator gap (or the half-gaps of
a helical undulator) so that the energy of the X-ray mono-
chromator always matches the maximum of the undulator
peak. This technique, hereafter called ‘undulator gap scan’, is
most attractive since it preserves the undulator brightness and
keeps the intensity of the incoming beam almost constant over
the whole EXAFS scan. Whenever a helical undulator is used,
this technique offers the valuable advantage of also keeping
the polarization state of the X-ray beam constant over a wide
energy range.

The aim of this paper is to establish the practicability of the
undulator gap-scan technique which is now routinely used at
the ESRF IDI12A beamline. Two examples were selected fto
illustrate the merits of this technique in X-ray absorption
spectroscopies: the first concerns an EXAFS study of [d,/]
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cystine at the sulfur K-edge; the second concerns spin-polarized
XAFS spectra of EuS recorded at the Eu Lyyp-edges in the
ferromagnetic phase. A major concern in these experiments is
the stability of the electron beam in the machine: the case of
high-energy machines, such as ESRF, APS or SPring-8, is most

favourable since the sensitivity of a machine to external

perturbations scales as E %, where E is the electron beam
energy. Considerable efforts have been made (e.g. with proper
magnetic shimming of all insertion devices) to minimize such
instabilities. Another difficulty is to design detectors that are
fully insensitive to tiny beam displacements.

2. Experimental
Since a complete layout of the ESRF beamline IDI2A is

_ presented elsewhere in the same issue (Goulon er al, 1998),
- together with a discussion of the performances of the optical

components of the beamline, we will concentrate here only on the
characteristics of the source and on the gap-scan procedure. Note
that all spectra reproduced in the following section were recorded
by monitoring the fluorescence (FY) of the sample as a function
of the energy of the incident photons. All fluorescence detectors,
intensity monitors or position monitors installed at beamline
ID12A are (single- or multi-anode) silicon photodiodes asso-
ciated with digital lock-ins exploiting a square-wave-modulated
X-ray beam (Gauthier er al., 1995),

2.1. Helios-ll undulator source

The source most commonly used at the ESRF beamline
ID12A is the helical undulator Helios-II which has 31 magnetic
periods (Elleaume, 1994). Horizontal (B,) and vertical (B,)
magnetic field distributions featuring the same spatial periodi-
city (A, = 52mm) are generated by two planar arrays of
permanent magnets assembled in two magnetic jaws fixed to
rigid girders. The users have access to three independent
translations: an axial translation (7,) of the wupper girder
induces a variation of the ‘phase’ (¢) between the horizontal
and vertical fields and is commonly used to select right-handed
(¢ = nf2; T, = 2,/4), left-handed (p = —n/2; T, = —A,/4) or
linear (¢ = 0; T, = 0) polarizations; vertical translations (7,) of
each individual girder are used not only to shift the undulator
peak energy but also to vary the ratio p = BJB,, which is
critical to maximize the circular polarization rate (p = 1). Note
that for elliptical polarizations (p # 1), varying p will rotate
the long axis, change the ellipticity and modify the relative
intensities of high-order harmonics (Elleaume et al, 1991). A
critical adjustment of the two half-gaps is thus quite essential.
For any undulator setting, the field integral can be kept below
30 uTm thanks to a very efficient multipole shimming tech-
nique (Chavanne er al, 1992).

2.2. Undulator gap-scan procedure

One needs first to build up a lock-up table which correlates
(for any desired polarization state) the displacements T,(B,) and
T,(B,), or the corresponding ‘half-gaps’ values, with the energy of
the maximum of the undulator peak. Let us start with the
simplest case where only one half-gap is varied during an energy
scan. We use a second-order polynomial fit of the data stored in
the lock-up table to calculate the optimized values of the trans-
lation T,(B,) or T,(B,) for any energy (or Bragg angle) of the
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monochromator. A flow chart (Fig. 1) summarizes the whole
procedure programmed under SPEC (Certified Scientific Soft-
ware, Cambridge, MA, USA): the input parameters include the
values of A, B and C (fitted from the data stored in the lock-up
table), the starting (E,,;,) and final (E,,.) energies of the scan
and the number of data points (Npts). For every energy, the
optimized gap is calculated and is compared with the previous
setting. If the difference exceeds 2.5 pm {(minimum step size
authorized) then the gap is moved to its optimum value,
Depending on the absolute half-gap settings, the undulator peak
may shift by 2-5eV.

Movirnig only one single half-gap is not acceptable for circular
dichroism experiments since the ellipticity of the X-ray beam
would change during the scan. A modified procedure (hereafter
called ‘double’ gap-scan) has thus been elaborated where both
half-gaps are changed simultaneously in a correlated way
according to the equation

[half-gap B,] = 1.7641 + 1.2489"[half-gap B,], 1)

so that the horizontal and vertical magnetic fields are kept strictly
equal (p = 1).

3. Results
3.1. Sulfur K-edge EXAFS of [d]] cystine

In the perspective of further EXAFS studies on low-Z
elements, we tried first to evaluate the performances of the ‘gap-
scan’ technique by recording the EXAFS spectrum of a pellet of
[dJ] cystine at the sulfur K-edge. This was a rather demanding
test because (i) the EXAFS signal is expected to be very weak
(especially at room temperature) since this compound has a very
low symmetry, and (ii) high-quality data over a large energy
range are required to have a chance of resolving the close-lying
§-.-C and 8.--§ signatures expected at 1.8 and 2.03 A, respec-
tively. For this experiment, the half-gap B, was completely open
so that the undulator radiation was linearly polarized with the
polarization vector in the horizontal plane. The only chance to

Fit
Gap = A+BxE+CxE |

i
Input data

Eine Emax

A.B.C

——

E Move E l

¥

[ Calculate Gap value l

¥

New Cap - old Gap
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Yes l

l Move Gap }

'

t Get counts

Figure 1

Flow chart of the gap-scan procedure.

Npts

No

record an EXAFS spectrum over a wide energy range (i.e. 2400-
3800 €V) was therefore by scanning the half-gap B, As illu-
strated by Fig. 2(a), the EXAFS oscillations k x(k) clearly extend
over more than 18 A~ with still a very high signal-to-noise ratio,
while the experimental cut-off of earlier data recorded at the
sulfur K-edge hardly exceeded 10 or 12 A™". We have reproduced
in Fig. 2(b) the Fourier-transformed spectrum corrected for the
phase shifts and the backscattering amplitude of the [8;---C;,]
absorber-scatterer pair. Note that the signatures of the first two
shells are well resolved and that the first few interatomic
distances {R; (SI“—Cl},) =18, R, (S}**-Sz) =2.03, Ry (S1*-—'Cz§)
= 2.84 and Ry (8,*—C,,) = 3.03 A] agree perfectly with the
crystal structure data (Chaney & Steinrauf, 1974).

3.2. Spin-polarized EXAFS spectra of EuS at the Eu L-edges

The ‘double’ gap-scan technique was used to record spin-
polarized EXAFS spectra over a wide energy range encom-
passing both the Ly~ and Lyg-edges of rare-earth absorbers: here
the key advantage is that the polarization rate of the X-ray
photons can be kept almost constant over the whole energy range
so that the signatures measured at both edges can be directly
compared without correction. Ferromagnetic EuS (T¢ = 16.3K)
was selected as a test compound since it was known to exhibit a
quite intense X-ray magnetic circular dichroism (X-MCD) signal
at the Bu L-edges (Rogalev et al., 1997). The sample (i.e. a pellet
of EuS diluted in BN) was mounted onto the cold finger of a
liquid-helium cryostat (T = 2 K located between the poles of a
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(a) Normalized kx(k) EXAFS spectrum of [d,/] cystine recorded at the
sulfur K-edge. The dotted line at 12 A~ refers to the typical cut-off of
earlier data at the sulfur K-edge. (b) FT-EXAFS spectrum of [d,]] cystine
corrected for the phase shifts and backscattering amplitude of the
Sy« -Cy, pair.
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Figure 3

Spin-averaged and spin-polarized X AFS spectra of EuS at the Eu Ly -
edges in the ferromagnetic phase. The SP-XAFS spectrum is a direct
difference of two consecutive scans recorded with opposite photon
helicity.

superconducting electromagnet (B = 1.5 T). We have reproduced
in Fig. 3 the spin-polarized differential EXAFS spectrum, i.e. the
difference between  two  consecutive ' spectra recorded with
opposite helicities of the incident X-ray photons, and the spin-
averaged EXAFS spectrum. The data were collected over more
than 1000 eV on readjusting simultaneously the half-gaps B, and
B,. A detailed analysis of these experiments is to be published
elsewhere (Rogalev et al, 1998). In the latter spin-polarized
difference spectrum, there is no perceptible discontinuity that
might be correlated to a gap change, even on the scale of tiny
spin-polarized EXAFS signatures. We would also like to mention
that strictly the same gap scan has been repeated on replacing the
sample by a beam-position monitor (Gauthier er al, 1995). we
failed to detect any displacement greater than 5 pm of the bari-
centric location of the monochromatic X-ray beam during a
change of gap.

4. Conclusions

Two ‘gap-scan’ procedures are available: (i) the standard
procedure keeps the undulator permanently tuned to its peak
intensity during an EXAFS scan and may be used either with
planar or helical undulators; (ii) in the case of helical undu-
lators of the Helios type, the ‘double gap-scan’ technique also
keeps the polarization rate almost constant over a wide energy
range. As reflected by the excellent quality of the spectra
produced in Fig. 2 and Fig. 3, both techniques were found to
be perfectly reliable.

We are grateful to A. Gétz, J. Klora and V. Rey Bakaikoa
for their help in developing and debugging the gap-scan soft-
ware.
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Abstract This feasibility study allowed us to establish three main results : (i) With high quality XANES spectra, it
becomes quite possible to resolve the characteristic 6*(5-8), n*(8-8) and o*(S8-C) resonances; (ii) The "undulator gap
scan” technique can yield excellent EXAFS spectra at the sulfur K-edge over more than 1300 eV; (i) S K-edge EXAFS
made it possible to discriminate between vulcanizates with variable amounts of sulfur crosslinks and zinc sulfide.

¥

1. MOTIVATIONS

Quantifying the polysulfidic content in vulcanizates is of direct interest to rubber industry because strength and fatigue
properties of rubber are directly related to the stability of the sulfur crosslinks. Recent XANES studies carried out at the sulfur
K-edge by Chauvistré et al. [1-2] pointed out that valuable information could be obtained by fitting the 6*(S-8) and 0#(S-C)
resonances. It will be shown below that it is even more attractive to try to correlate the information that can be extracted from
both XANES & EXAFS spectra.

2. EXPERIMENTAL

The ESRF windowless beamline ID12A (formerly BL6) was found most appropriate to carry out these experiments at low
excitation energy even though the fwhm energy bandwidth of the undulator peak is only 95 eV for Helios-I : this is good
enough to scan XANES but not EXAFS spectra. We produce here the first EXAFS spectra recorded at the ESRF using the
“undulator gap scan” technique. .

The so-called 4-Mirror device located upstream with respect to the monochromator was initially designed to steer the two
beams of Helios-I [3]. We used only one channel (i.e. mirrors 1B + 2A) and, for more simplicity, we did not try to refocus the
X-ray beam in the horizontal plane. At 8 mrad incidence, each mirror had a reflectivity of ca. 83%.and we have checked that the
level of residual harmonics in the reflected beam was at least 5 orders of magnitude below the fundamental. The fixed exit
monochromator was equipped with a pair of Si [111] crystals cooled down to 140 K in order to minimize the
thermomechanical deformation of the first crystal under heat load.

For such highly absorbing samples, we found preferable to record X-ray fluorescence excitation spectra . The detectors
were PNN* photodiodes operated in the photovoltaic mode. A digital lock-in exploiting a square wave modulation of the X-
ray beam was used to get rid of residual dark currents and pessxbic drifts in the readout electronics [4] All spectra were
carefully corrected for fluorescence re-absorption [5].
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3. RESULTS

{d.1] cystine was selected as reference compound. The XANES spectrum shown in Fig.1 has been recorded with a step size of
44 meV. The high quality of the data allowed us to deconvolve numerically the experimental spectrum with a Vo;gt 1
lineshape (21 = 0.6 eV [6] ; 2.3506 = 0.8 eV) as pioneered at the ESRF by Loeffen ef al. [7]. Most spectacular is the
resolution of the o* (§-8) + n*(S-8), and 0*(8-C) resonances. Ab initio molecular simulations are undcrway to identify the
exact nature of the lowest excited states which are of direct interest for the present problem, .

By correlating the changes of the undulator gap with the rotation of the double ¢rystal monochromator, we have recorded
the EXAFS spectrum over 1300 eV. With EXAFS oscillations extending over 18 A- 1 the close lying S*-C and S*-§
signatures are well resolved in the FT spectrum reproduced in Fig.2. : the first distances R;(S; *Ciy) =180 A RSy
$2)=2.03 A ; R3(S1*-Cap) =2.84 A. ; Rg(S2*-C1y) = 3.03 A. are in perfect agreement with the crystal structure [9].

We compare in Fig. 3 the XANES spectra of two vulcanizates (samples A & C). Although the quality of the data is not
as good as for the [d,1] cystine, the numerical deconvolution again improved the resolution of the o* ($-S) and o*(5-C)
resonances at the expense of enhanced noise. As opposed to sample A, sample C shows a substantial contribution of sulfur
crosslinks, as reflected by the large amplitude of the 0*(S-S) pre-edge resonance. The presence of trace amounts of chlorine
revealed by a small edge jump at ca. 2826 eV made the reduction of the EXAFS data far more delicate than for [d,1] cystine.
We had to develop a specific algorithm to minimize the perturbation induced by the chlorine fluorescence : this allowed us to
analyze our data over 15 Al we compare in Fig. 4 the FT EXAFS spectra of samples A and C both corrected tentatively
with the phase-shifts and scattering amplitudes of a 5*-C pair. One may again identif unambxguws}y in the spectrum of
species C the characteristic pattern of the polysulfidic crosslinks : Rj(S1*-C1)=1.79A ; Ry(51*-52)=2.03 A ; R3(S1*-
Cy) =2.79 A.. The FT spectrum of species A shows a much smaller contribution of polysnif' dic crosslinks but exh;bxts an
intense signature at a larger R distance : this signal was tentatively msigncd to the presence of larger amounts of ZnS which
are produced during the vulcanization process [2]. This interpretation is supported by the lower trace of Fig.4 which reproduces
the same FT spectrum of species A but now corrected for a $*-Zn pair : this spectrum contains all characteristic signatures of
the FT spectmm of ZaS as published in ref. [10]. Characteristic distances are : R{(S3*-Zn) = 2.31 A R3(S1*%S2) = 3.0 A.

13 ¥ T Y 3 T

SAMPLE H41100368 - C

SAMPLE H4110C368 - A

2470 T 2485 2450 o 2R (angstroam ) 4 8

Figure 3. S K-edge XANES spectra of two vulcanizates Figure 4. FT EXAFS spectra 6! samples A & C.

{A & C) produced at Hutchinson Research Center. Traces a & b were corrected for a $*...C shell.

Raw data (-—) . Deconvolved spectrum (- - --}. ‘ Trace ¢ was corrected for a $*...Zn shell.
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Abstract High resolution Sulfur K-edge XANES spectra have been recorded at the ESRF on "test" samples of bitumen,
asphaltene and maltene fractions and various model compounds. All these fractions were found to have a low content of
sulfidic species as opposed to thiophenic species and it is therefore not surprising that thermally oxidized samples
{RTFOT) had also a low content (1%) of sulfoxides. This is indeed i with the absence of any detectable S=0O
signature in the EXAFS spectra which were recorded over more than 1300 eV using the "undulator gap scan" technique.

I. MOTIVATIONS

Oxidative aging of bitumens is a problem of high economic value. This is why we got interested in quantifying the amount of
sulfoxide or sulfone functional groups formed on thermal oxidation of aliphatic sulfides in artificial bitumens conditioned for
research purpose. Sulfur K- & L-edge XANES spectra have already been intensively exploited for quantitative analyses of the
sulfur functional groups in asphalts or coals [1-6]. At the ESRF, our strategy has developed along the following lines :

(i) We extended the concept of Difference Xanes Spectra already used by Huggins er al. [4] to the lrst derivative spectra .

(ii) Before fitting the preedge resonances, we found helpful to deconvolve numerically the spectra for a Voigt-I lineshape
following an approach recently pioneered at the ESRF by Loeffen et al. [7].

(iii) We tried to corroborate the conclusions of the XANES studies with the analyses of EXAFS spectra.

2. EXPERIMENTAL SECTION

Bitumens are extracted from heavy crude oils by distillation at 400°C under vacuum. According to the standard procedure of
Corbett [8], asphaltenes are the residua obtained by precipitation from n-pentane whereas maltenes refer to the soluble fraction
extracted in n-pentane. Typical sulfur concentrations in the non-oxidized ("AAA") samples ranged from 4.3% for the maltenes
up to 7.5% (wt.) for the asphaltenes. Thermal oxidation was conducted according to the "Rolling Thin Film Oven Test"
("RTFOT") procedure, all samples being kept for 150 minutes under an hot air flow at 163°C. Commercially available
reference compounds used without further purification included : I: [d,]] cystine ; 2: Benzylsulfide ; 3: Benzodiphenylene ;
4: Benzylsulfoxide ; 5: Benzylsulfone ; 6: Diphenylsulfone.

All spectra were recorded at the ESRF windowless beamline ID12A (formerly BL6). The fwhm energy bandwidth of the
undulator peak being only 95 eV for Helios-II, the "undulator gap scan” technique had to be used to record EXAFS spectra
over 1300 eV. Reflective optics are used to keep the level of unwanted harmonics at least 5 orders of magnitude below the
fundamental. For such highly absorbing samples, we found preferable to record X-ray fluorescence excitation spectra which
were carefully corrected for fluorescence re-absorption \{9}.
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Figure 1. S K-edge lIrst Derivative Difference Spectra Figure 2. S K-edge lrst Derivative Difference Spectra for

{[RTFOT] - [AAA]} calculated for the various fractions. the following couples : {5 - 3}, {4 - 3}, {2- 3}
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3. RESULTS

A convenient way to display the tiny differences between oxidized [RTEQT] and non-oxidized [AAA] fractions is to plot the
corresponding. Irst Derivative Difference Spectra reproduced in Fig.1. A comparison with the difference spectra of model
compounds also shown in Fig. 2 immediately confirmed that the thermal oxidation resulted in the formation of sulfoxide
functional groups at the expense of the sulfidic species. However, edge differences are much smaﬂer than in reference [5] and
~suggest that only 6% of the sulfidic species may be oxidized.

The next step concerned the evaluation of the msp@cuve : thiophenic

proportions of sulfidic and thiophenic specms in the various : ;
[AAA] fractions. We improved quite significantly the oSt sultidicylt 4
reliability of the fits by pre-deconvolving numerically the ; .
raw spectra with an optimized Voigt - I lineshape 2I'=0.6 :
eV [6] ; 2.350 = 0.5 eV). A typical illustration of the g

quality of the fits which were generated is given with Fig.3 00+ J 7 ~
which concerns the bitumen [AAA] fraction. From similar
analyses carried out on normalized spectra, we were led to
the following estimation of the relative wt percentage of

¥

sulfidic species vs the sum of sulfidic + thiophenic species: R predeconvolved spectrum -
- Bitumen fraction [AAA] : %% bl e fit
- Asphaltene fraction [AAA] : 17%
- Maltene fraction [AAA] : 22% : . " . .
0 10 20
. % Energy shift (aV}
1t is a straigthforward consequence of the latter figures that ) iy
the amount of sulfoxide formed during thermal oxidation Figure 3 Fit of the first derivative of the predeconvolved
(RTFOT) should not exceed 1.3% of the total sulfur spectrum of the bitumen [AAA] fraction. Notice that the
typical splitting due to sulfidic and thiophenic species is

content : this is extremely low... well reproduced.

This interpretation is well supported by the EXAFS study. As illustrated by Fig. 4 which reproduces the FT EXAFS spectrum
of species 6, sulfones and sulfoxides have a typical FT pattern associated with the imperfectly resolved $*..0 and §*...C;
signatures. Such a signature cannot be detected in the FT spectra of species 3 and of the RTFOT maltene fraction.
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Figure 4. FT EXAFS spectrum of 6 corrected for the Figure 5. FT EXAFS spectra of the maliene RTFOT
phase shifts & scattering amplitude of a $*...C pair. fraction and of species 3 with the same corrections.

Ri(§*=0)=143 A; Ry(S*C) =176 4 ;
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Spin Polarised XAFS of EuS in Ferromagnetic and Paramagnetic Phases
A. Rogalev, J.B. Goedkoop, M. Rogaleva, V. Gotte and J. Goulon

European Synchrotron Radiation Facility, BP. 220, 38043 Grenoble cedex, France

Abstract. Near edge X-MCD and spin polarised EXAFS spectra have been recorded at the 1, 5-edges of Eu in EuS. Only the
intensity but not the shape of the X-MCD spectrum is altered when EuS evolves from the ferromagnetic to the paramagnetic
phase, i.e. above 20 K. Spin polarised EXAFS spectra confirm that the sulfur 3p valence band electrons are the mediators of the
antiferromagnetic coupling between next-nearest Eu neighbours.

1. INTRODUCTION

Europium sulfide is a ferromagnetic semiconductor with a Curie temperature of 16.7 K. It is a representative example of
isotropic Heisenberg ferromagnet [1]. Most interesting, there are two types of magnetic interactions in EuS: ferromagnetic
between the nearest Eu® ions and antiferromagnetic between the Eu ions separated by sulfur atom [2]. This antiferromagnetic
coupling has been interpreted as resulting from an indirect exchange mediated by sulfur 3p valence band electrons which are
magnetically polarised by the quasi-localised Eu 4f electrons [3].

2. EXPERIMENTAL

The experiments were carried out at the ESRF beamline ID12A which is dedicated to polarisation dependent XAFS studies
[4]. The second harmonic of HELIOS-II undulator spectrum (FWHM = 500 eV) was selected to cover the energy range from
6.9 keV 10 8.1 keV. The fixed-exit double-crystal monochromator was equipped with a pair of Si <111> crystals cooled down
to -140°C. All spectra were recorded in the fluorescence detection mode using a Si photodiode associated with a digital lock-in
exploiting the modulation of the X-ray beam [5]. The sample (a pellet of the EuS diluted in BN) was mounted on the cold
finger of the liquid He cryostat located between the poles of a superconducting electro-magnet (By < 7T). Spin-polarised
XAFS signals discussed below are defined as u* - y°, where " (") are consecutively measured absorption spectra
corresponding to the parallel (antiparallel) orientation of the magnetic field with respect to the photon spin. The inflection
point of the white line was taken as the origin of the energy scale.

3. X-MCD STUDIES

Two types of the exchange interactions are usually considered to describe X-MCD signal at the Ly medges of rare-earth atoms:
intra atomic 4f - 5d exchange and inter atomic interaction between the 5d electrons and outer shells electrons of neighbouring
atoms.

Figure 1 reproduces the XANES spectra recorded with reversed polarisation and the corresponding dichroic signals at the
L, and L, edges of Eu in the ferromagnetic phase (T=2K and B=1.5T). The X-MCD spectra have nearly the same dispersive
shape but opposite signs. The amplitude ratio of the dichroic signals at the Ly and L, edges is equal to -4, which is twice larger
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Figurel: XANES and X-MCD spectra at the L3 (left panel) and L2 (right panel) edges of Eu.
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than for Gd* ijons [6] which have the same atomic
configuration (Xe™ with - a  half-filled 4f shell;
spectroscopic ground state %S;,). A strong deviation of the
branching ratio of the X-MCD signals at the Ly and Ly
edges from the statistical value is expected due to the
presence of an orbital magnetic moment carried by the 5d
electrons of Eu.

Due to its relatively low Curie temperature EuS appears
to be a good system to compare X-MCD in ferromagnetic
and paramagnetic states. X-MCD spectra at the L, edge of
Eu in ferromagnetic ( T=2K, Bg=1.5 T ) and paramagnetic
{ T=50K, Bo=6.5 T ) states are shown in fig. 2. One may
observe that the shape of the signal does not change
although its amplitude decreases dramatically. This
suggests that the X-MCD signal is mainly due to the intra
atomic 4f - 5d exchange interaction and is practically not
affected by the inter atomic interactions.

4. SPIN-POLARISED EXAFS STUDIES

FT Ampihtuds
-3
-

FT Amplitude

R {angstroem)

Figure 3: FT spectra of “classical” (panel a) and spin-polarised
EXAFS (panel b) recorded at the Eu L;- edge (T=2K, Be=1.5T).
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Figure 2: X-MCD spectra at the Eu Ly-edge in ferromagnetic
and paramagnetic phases of EuS.

The spin-polarised EXAFS spectra of EuS in a
ferromagnetic state { T = 2K, By = 1.5T ) have been
recorded at the Ly and Ly edges of Eu. The amplitude of
the spin-polarised EXAFS oscillations at the L,-edge is
twice larger compared to the signal at the Ly-edge which
has an opposite sign. It corresponds to the difference in
the effective photoelectron polarisation ( -0.5 for the Ly-
edge and +0.25 for the Ly edge) despite of the strong
deviation observed for the X-MCD spectra. It implies that
the effect of the orbital polarisation 'is practically
negligible in the EXAFS region at least for EuS. We did
not observe in the spectra the multiple excitations
expected ca. 130 eV above the absorption edge. The
analysis of the spin-polarised EXAFS spectra has been
performed using the standard procedure. We compare in
Fig. 3 the Fourier transform spectra of the “classical”
EXAFS and its spin-polarised counterpart recorded at the
L edge. Both FT spectra are corrected with the phase-
shifts and scattering amplitudes of a BEu’- §; pair
calculated with the FEFF6 code [7]. Assignment of the
peaks in both spectra is indicated in fig. 3. As expected the
most intense peak in the spin-polarised FT spectrum is due
to the Eu'- Eu; signature which has a distorted phase.
Surprisingly the signal cormesponding to the first
coordination shell formed by 6 sulfur atoms does not
vanish in the spin-polarised EXAFS spectrum although its
amplitude is significantly reduced. This suggests that
sulfur ions are carrying a magnetic moment induced by
exchange interaction with Eu neighbours.

We thank Dr. O.Leupold (Hamburg University, Germany) for providing us with the polycrystalline europium sulfide.
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Un résultat important de ce travail aura ét€ de tenter de clarifier la nature des especes
qui se forment lors de I’ozonation de composés halogénés de manganése(IIl) dans
lesquels le métal est complex€ par divers macrocycles porphyriniques dodéca-substitué
en position B. Pour cela nous avons tenté de combiner des études EXAFS et XANES,
voire XMCD. La méthode d’analyse différentielle avec perturbation structurale,
appliquée aux spectres EXAFS enregistrés au seuil K du manganése, s’est révélée étre
un outil puissant, car elle permet d’obtenir des informations structurales fiables,
inaccessibles par I’analyse directe des spectres. L’étude des spectres XANES,
enregistrés au seuil K du chlore, combinées aux simulations ab initio, nous a aidé a
proposer une structure pour les clusters moléculaires covalents formés par 1’action de
I’ozone sur le chlore.

Ce travail constitue, 2 notre connaissance, la premiére mise en évidence de I’existence
d’une chimie de coordination entre le manganése et ’ozone.

En particulier nous avons participé aux projets de recherche de I'équipe en charge de la
ligne ID-12A, qui était consacré a la mise en évidence du dichroisme circulaire naturel
dans le domaine de rayons X. Il a été démontré que ces signaux résultaient des termes
d’interférence E1.E2 entre les éléments de matrice de transition dipdle électrique-
quadrup0le €lectrique. L’origine méme du XNCD implique qu’il ne peut étre détecté
que dans les cristaux gyrotropes ou des systémes présentant un ordre orientationnel
partiel. Son intérét est que le spectre XNCD est sensible 2 la configuration absolue du
site absorbeur chiral et contient aussi une information sur le mélange des orbitales de
parité pair ou impair de ce site. Des spectres ont été enregistrés sur des cristaux
uniaxes (0-LilOs), au seuils L; L, et L; de 'iode, et sur des cristaux biaxes (KTiOPO,)
au seuil K du titane, pour lequel les mesures ont été beaucoup plus difficiles, en raison
de la superposition du signal de dichrofsme linéaire et de la biréfringeance.

L’analyse des spectres a été une part importante de notre travail. De ce point
de vue nous avons participé a I'écriture de plusieurs logiciels spécialisés dans 1’analyse
de spectres XANES et EXAFS. IIs ont été écrits de facon évolutive, afin de pouvoir
mieux les adapter aux nécessités expérimentales. L’une d’elle était d’avoir la possibilité
d’analyser des spectres deés que le dernier point a été enregistré, afin de pouvoir juger
de la qualité des données.

Enfin, I'une des tiches qui m’avait été assignée a été de concevoir une cellule
liquide utilisée pour 'enregistrement d’espéces en solution et utilisable dans un
environnement ultra-haut-vide. Ce fut une tache longue et minutieuse, bien que cela ne
transparesse pas dans ce mémoire. '

Il est important de souligner que ce travail a été réalis€é & 'ESRF qui dispose
d’un anneau de stockage fonctionnant 2 une haute énergie (6 GeV) et constitue une
source de rayonnement synchrotron de troisieme génération douée d’une brillance
spectrale exceptionnelle. Toutes les expériences décrites dans ce travail ont été
réalisées en utilisant le rayonnement d’un onduleur hélicoidal qui n’a pas, pour
I'instant, d’équivalent dans aucun autre centre de rayonnement synchrotron existant.
Avec cette source, les spectroscopistes ont, non seulement une source de trés haute
brillance spectrale, mais aussi un contrfle presque parfait de 1’état de polarisation du
rayonnement émis. C’est cet outil qui nous a permis de résoudre un probléme vieux de
plus d’une centaine d’années: la mise en évidence de I’activité optique naturelle dans le
domaine spectral des rayons X. Nous avons pu apprécier, cependant, qu’il faut une
instrumentation de trés haute qualité et de trés haute fiabilit€ pour pouvoir vraiment
tirer parti des qualités d’une telle source: les instruments mis au point dans le groupe
de spectroscopie d’absorption X de ’ESRF sont clairement 2 la hauteur de ces enjeux.
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Le prix & payer est cependant dans la complexité des réglages qui requierent une
expertise qui ne s’improvise pas. A ce stade, nous avons eu la chance de bénéficier de
P'aide des scientifiques en charge de la ligne de lumiére ID-12A. Un autre probleme
dont nous avons pris conscience au cours de ce travail de These est celui des
dommages causés aux échantillons soumis & des flux aussi intenses: ces problémes
constituent, & I’évidence une limite incontournable pour les applications futures.
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Un objectif majeur de ce travail aura ét¢ de démontrer que la
spectroscopie d’absorption X permettait d’accéder a des informations
structurales précieuses sur les complexes qui se forment lors de
I’activation de I’ozone par divers composés halogénés du manganése (III)
dans lesquels le métal est complexé par des macrocycles porphyriniques
dodécaphénylsubstitués. L’analyse des spectres EXAFS et XANES,
enregistrés au seuil K du manganése montre que, dans les intermédiaires
formés en présence d’ozone, le métal est formellement tétravalent et son
schéma de coordination inclut les 4 atomes d’azote pyrrolique du noyau
porphyrinique dans le plan équatorial, plus, sur I’axe, deux molécules
d’ozone disposées symétriquement par rapport au noyau macrocyclique.
L’étude des spectres EXAFS et XANES, enregistrés au seuil K du chlore,
et leurs simulations par des méthodes ab initio, mettent en évidence
Iexistence d’entités moléculaires CI-O-O-O voire 0-0-0-CI-0-0-O.
Nous avons été beaucoup moins heureux dans notre tentative de
caractérisation des complexes d’inclusion de I’argon par le cryptophane A
et le kryptofix(222) dans les solvants organiques. Nous précisons les
difficultés expérimentales rencontrées dans ce dernier projet.Nous avons
par ailleurs contribué & mettre en évidence pour la premiere fois, le
dichroisme circulaire naturel (XNCD) dans le domaine des rayons X.
L’origine de ce phénoméne est lié aux termes tensoriels d’interférences
dipdle électrique-quadrupdle électrique (E1.E2) qui existent uniquement
dans les cristaux gyrotropes uniaxiaux et biaxiaux. Les premiers resultats
obtenus concernaient les seuils L de 1’iode dans un monocristal de iodate
de lithium appartenant a une classe de cristaux énantiomorphes. Enfin,
notre contribution a divers développements méthodologiques sur la ligne
de lumigre ID-12A est attestée par le fait que nous avons été associé aux
publications correspondantes.

Mots clés :
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