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Chapter 1

Introduction

1.1 Physical ageing

Physical ageing of a material means very broadly that its physical properties change with
time. For instance, everybody will probably know the phenomenon that a rubber band
looses more and more of its elasticity when it gets older. Effects of this kind can oc-
cur in out-of-equilibrium systems in which slow modes exist which prevent the system
from relaxing exponentially towards its equilibrium (or stationary) statdl] They have
been observed in many systems, a classical example being glass-forming materials which
are quenched from a high-temperature molten state to a low temperature below the so-
called ’glass-transition temperature’ 7,. Early experiments on the mechanical properties
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Figure 1.1: Small-strain tensile creep curves of PVC quenched from 90°C' to 20°C. The
arrow indicates the almost horizontal shift performed to obtain the data collapse. The
crosses were found when, after 1000 days of ageing, the sample was reheated to the original
temperature, requenched and then remeasured for ¢, = 1 day. The image is taken from
[224].

of polymeric glasses (and similar materials) identified several important features of ageing
as described in [224]. Various materials were prepared above T, and then quenched below

! This is not the only mechanism which can prevent a system from reaching its equilibrium state. This
can for example also happen if external driving forces are present. In this thesis however we will focus
on the case of slow relaxation.



8 Chapter 1. Introduction

the glass transition temperature. After a certain waiting time t, the sample was subjected
to a constant stress and the tensile creep compliance J;_(t) was measured. In figure
the creep curves for PVC are shown as a function of the creep time for several ageing
times t.. Now, several important observations can be made. First, the mechanical state
of the polymer, as measured through the compliance, slowly changes over time-scales of
10° seconds or over several weeks. This is much larger than the usual microscopic time
scales. Second, for different waiting times ¢, different curves are obtained, hence the state
of the system does not only depend on the time since the quench, but also on the waiting
time t,. Therefore, time-translation invariance is broken. Third, the shape of the curves
is similar and one can collapse all curves onto one common master curve by (almost)
horizontal shifts. This implies that for a constant rescaling factor a, one has the dynami-
cal scaling behaviour Ju (t) = Ji_(at). These three properties are the basic properties of
ageing systems.

Furthermore, the same kind of experiment has been performed for various kinds of mate-

rials. As shown in figure the master curves for materials as different as PVC, PMMA,
shellac and lead can even be collapsed onto one universal master curve. This experimental
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Figure 1.2: Master creep curve for various materials. The curve can be described by
J(t) = Jyexp(t/to)'/? for constants Jy and to. The image is taken from [224]

observation - dynamical scaling behaviour and universality - strongly suggests that there
might be underlying very general properties connecting physical systems, which are at
the first glance very different. We shall suggest in this work, that one of these general
features might be a "hidden’ non-trivial local scale-invariance, which is at least partially
responsible for the observed universal behaviour.

Another important aspect of physical ageing is its reversibility. Reconsider figure for
PVC and take t. equal to one day. After 1000 days of ageing, the sample was reheated to
the molten phase, allowed to equilibrate there and then quenched again. After waiting for
te = 1 day, the same stress as before was applied and the compliance measured (crosses
in figure . As one can see, the results are identical to the first run.
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1.1.1 Phase-ordering kinetics

In order to gain a better theoretical insight into the observed concepts of scaling and uni-
versality, we look at somewhat simpler systems. Appropriate examples are for instance
the ordering kinetics of systems which undergo a disorder-order phase transition. Con-
ceptually simple examples are magnetic systems which are prepared in an unmagnetised
(disordered) high-temperature state and then quenched to below the critical temperature
T.. Magnetic domains will start forming and for larger times, coarse-graining occurs: For

Figure 1.3: Snap-shot of a Monte-Carlo simulation of the Ising model quenched to below
the critical point. In white areas spins point upwards, in black areas downwards. The
left picture shows the system a relative short time after the quench, the right picture at
a later stage. Both pictures courtesy of M. Pleimling.

a spatially infinite system, ordered domains form and grow, their size being characterised
by a time-dependent length scale L = L(t). This is illustrated in figure by snapshots
of a Monte Carlo simulation in the 2D Ising model quenched to below the critical temper-
ature. The typical form of the free energy in this kind of system in shown in figure [1.4]

T>T, Ir<T,
S
k
0r 0r
(a) (b)
0 0
M

Figure 1.4: Typical form of the free energy F(M) of a magnetic system undergoing
phase-ordering. Whereas above the critical temperature only one, unique minimum exists
(a), there are two local minima below the critical temperature (b).

Before the quench the system ’sits’ in the unique global minimum of the free energy. After
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the quench however, there are two equivalent local minima, which reflects the up-down
symmetry of the model. Due to the existence of these two competing stationary states
the system evolves slowly and depends non-exponentially on time.

Suppose the system is described by an order parameter ¢ and that we want to look at
the correlation function C'(t,7) := (¢(t,0)¢(t, 7)) (where the angular brackets indicate
an average over initial conditions and over the noise, see section for an exact defini-
tion). One possibility to proceed would be to use a stochastic Langevin equation for the
description of the temporal evolution of the order parameter [226]. This is a mesoscopic
description of the system, which assumes that some sort of coarse-graining has already
taken place. Another essential assumption for this approach is that there is a separation
of time scales between the slow dynamics of the order parameter and the fast degrees
of freedom, which can be modelled by a stochastic term. The ansatz for the temporal
evolution of the order parameter ¢ = ¢(t, r) isE|

Op(t,r) = Flolt, ) +n(t,r) (1.1)

where F|¢| is some functional of ¢ and represents the deterministic part of the equation.
We concentrate on the simplest case of purely relazational dynamics [45, 226], in which
case

Flol(t.r) = ~Dloe ) T, (12)

Here the functional D[¢] will either be a constant or proportional to the Laplace operator.
H[¢] is the effective Hamiltonian governing the phase-transition, which has typically a
form as depicted in [I.4]

On the other hand 7(¢,r) is a random variable, which is supposed to be Gaussian with
the two first moments [226]

(n(t,r)) =0, n(t,P)nt', "))y =2L0(r —r")o(t —t'). (1.3)

Here £ is an operator, which will in practise typically be equal to the identity operator
times the temperature or the Laplace operator (again with the temperature as a prefac-
tor). It is justified to assume a Gaussian distribution if we suppose that the underlying
microscopic processes for the fast degrees of freedom can be described by stochastic pro-
cesses, whose first two moments exist. In this case the central limit theorem applies and
leads to a Gaussian distribution of the noise term, which is uniquely characterised by its
first two moments.

In general, the functional F[¢] has a rather involved form [37, [176], 146] and even with
the further simplification of a quench to zero temperature, this approach can only be
treated perturbatively and leads very quickly to complicated calculations [176, 146]. We
will come back to this approach in section [1.2] Instead of using the temporal evolution
of the order parameter as a starting point, one can use the so-called scaling hypothesis in
order to learn more about the behaviour of C(¢,r) [37].

The scaling hypothesis has been brought forward (see [37] and references therein) in
order to analyse the dynamics of a system undergoing phase-ordering. It states that at

2The treatment can also be done for an order parameter with several components. As we deal almost
always with a one-component order parameter this simple treatment suffices.
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late times, there is only one single characteristic length scale L(t) such that the domain
structure is (in a statistical sense) independent of time when lengths are scaled by L(t).
This hypothesis has been proven in some exactly solvable models [33], 55, [3] and there is
very strong numerical and experimental evidence [I31) R7, 164, 28, 218] in favour of it.
We stress however, that it has not yet been proven in complete generality. The scaling
hypothesis asserts for C'(¢,7) and its Fourier transform S(t, k) (the so-called dynamical
structure factor)

Clt,r) = f (%) . S(t.k) = Lig(kL) (1.4)

with k& = |k|, r = |r| and two scaling functions f(u) and g(u). For systems with sharp
interfaces between the domains, one generally expects [37] the so-called Porod law to hold,
which states that for a n-component order parameter with O(n)-symmetry

1

S(t, k‘) ~ W’

for kL >1 (1.5)
Combining dynamical scaling and ([1.5)) a consideration of energy conservation of the
stochastic equations of motion (|1.1)) [3§] allows to derive the time-dependent form of
L(t). In most cases one indeed finds that for late times

L(t) ~ t'/? (1.6)

Here z is the so-called dynamical exponent, which is a characteristic number for the system
under consideration. It depends on the kind of dynamics and the number of components
n of the order parameter [3§].

L
2 R )
X ™0 1[0 Gaussian :T=365'86

20 X oot || f 2600sec |

T

i?‘“.m‘l‘f.‘.ll...‘ 1] . 18
°[750 2250 — ]
n [tlme (sec) Gaussian fit ]
§ 4 L Lorentzian? ﬁt- 1 4
2 40 T ]
S |

20.125 0 0.125  -0.125 0 0.125
Position (A™)

Figure 1.5: Change in the line shape after a quench of CuzAu below the critical tempera-
ture. Solid (dotted) line is a Lorentzian-squared (Gaussian) convolution least-squares fit.
Image taken from [218]

As an example for the experimental observation of these phenomena, let us mention the
systems treated in [2I8]. The binary alloy CugzAu has an order-disorder transition at a
critical temperature of about 7. = 390°C'. We do not enter into the microscopic details
of this phase-transition, for which we defer the reader to [218], where they have been
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discussed thoroughly. We only state that the order parameter ¢ is linearly related to
the concentrations of atoms [I53] and that the structure factor S(t, k) can be measured
directly by x-ray scattering. One has therefore the possibility to verify experimentally the
predictions inferred from the scaling hypothesis as described above. One of the results of
the measurements of S(t, k) is shown in figure [L.5} For relatively short times after the
quench the data is fitted best by a Gaussian curve, whereas for latter times a squared

Lorentzian »
S(t, k) = S, (1 + ("’A_(t')"o) ) (1.7)

becomes more appropriate and the time dependence enters through the function A(t).
Here Sy and k( are parameters. This late-time form is clearly compatible with the Porod
law and figure demonstrates nicely the crossover into the coarse-graining regime.
Also the scaling hypothesis and the growth law (1.6)) with 2 = 2 are confirmed in

1 T T T T
L ‘\'\"- e d=1
NN --d=2[ |
08 . 923
L ~
o~ \\
2060 AN -
2
= Y
204 N .
o] .
02+ Tl
0 | | | | |
0 05 1 15 2 25 3

Figure 1.6: Form of the one-time correlator in direct space, if the structure factor is
given by a squared Lorentzian (1.7)) with A(¢) = 1. The picture shows the dependence on
r=|r

the experiments [218]. It is also instructive to consider the form of the correlator in direct
space, if the structure factor is given by ((1.7). For ko = 0 one finds [127]

e MO +rA®t) d=1
c(t,r) _ _
Co) - TA(t)ef—(;lA((?;)A(t)) 2 - g (1.8)

where r = |r| and K;(z) is a modified Bessel-function. Figure [1.6]illustrates the depen-
dence on r for A(t) = 1.

As we stated before, in systems undergoing ageing time translation-invariance is broken.
This fact cannot be captured by simple one-time quantities. This is the reason why it is
necessary to look at two-time quantities for the theoretical description of ageing phenom-
ena. One typically considers the autoresponse function R(t,s) and the autocorrelation
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function C'(¢, s), which are defined by

Clts) = (6(t)d(s, ), R(t,s) ::M | (1.9)

h(s,x) |,_,

Here h(s, ) is an external perturbation (magnetic field) and spatial translation invariance
was assumed, so that both quantities do not depend on x. R(t,s) measures the response
of the system to small external perturbation. Generally we assume ¢ > s and call s the
waiting time and t the observation time. With the help of these two quantities, we can
now say more precisely what we mean by ageing. By definition, the system undergoes
ageing if at least one of the quantities C(¢,s) or R(t,s) does not merely depend on the
difference t—s. In other words, the system undergoes ageing, if time-translation invariance
is broken. Dynamical scaling behaviour occurs typically in the scaling regime where

t, s, and t — 8> thicro (1.10)

for some microscopic time-scale t,,;.r.. One expects the following scaling behaviour in this
regime [123] [45], 60, O4]

t

Clt,s) = 57fo (t) R(ts) =5 () (1.11)

S

which defines the ageing exponents a and b. The scaling functions fo(y) and fr(y) behave
for large arguments as

foly) "0 ymAelz fa(y) VRS ynl (1.12)

so that we have altogether the exponents z,a,b, A\c, A\g which characterise the out-of-
equilibrium dynamics. For phase-ordering kinetics, one has found b = 0 in all concrete
examples. The value for a depends on the behaviour of the equilibrium correlator [112]
117]. If it behaves as Cey(r) ~ exp(—|r|/§) for a finite ¢, it is said to be in class S, but
if it behaves as Cy,(r) ~ |r|~@=2" (with the standard equilibrium critical exponent 7),
it is said to be in class class L. Then

_ 1/z for class S
“= { (d—2+mn)/z for class L (1.13)

Furthermore, one can show for decorrelated initial correlations [192, 37] that A\g = A,
but this does not need to hold for long-range initial correlations [I91] or when some
randomness is present [214), [121), 125].

1.1.2 Critical dynamics

A physically completely different example, in which ageing can also be observed, are
systems undergoing critical dynamics. Consider for instance the Ising magnet described
above, but this time the quench is performed onto the critical point. Also in this case,
there is a diverging length scale, but this time it is the correlation length £(¢) which
behaves as

E(t) ~ t2. (1.14)
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Figure 1.7: Snap-shot of a Monte-Carlo simulation of the Ising model quenched onto the
critical point. White areas have spin up, black areas spin down. The left picture shows
the system a relative short time after the quench, the right picture at a later stage. Both
pictures courtesy of M. Pleimling

This defines the (critical) dynamical exponent z. We stress that the value of z for the case
of critical quenches is in general different from the value of z for quenches below the critical
temperature. In picture we shown again snapshots from a Monte-Carlo simulation to
illustrate this. The fact, that also in this situation, one has one relevant length scale (£(t)
instead of L(t)) entails, that the formal description of scaling behaviour is very similar
to the case of phase-ordering kinetics described above, although the physical situation
is very different. In fact, it is possible by using the dynamical renormalisation group
[45] to prove, at least for a very large class of magnetic systems, that scaling behaviour
occurs and that also for this case the scaling forms and hold for the two-time
quantities (L.9). One still has Ap = A\ [192, [45] (for decorrelated initial correlations) but
as opposed to the case of phase-ordering, one has for the magnetic systems discussed up
until here the equality [137, 45]

28 d—2+7
_VZ_ z

a=>b (1.15)
where 3, and 7 are the usual static critical exponents (and d the dimensionality). For

critical dynamics, there is another important quantity, the so-called fluctuation-dissipation
ratio X (t,s) which is defined as

X(t,s) := TR(t,)/(0,C(t, 5)) (1.16)

For equilibrium critical dynamics, where time-translation invariance holds, this quantity
would be equal to one X (t,s) = 1. This statement is the famous fluctuation-dissipation
theorem. For non-equilibrium dynamics, where time-translation invariance is broken, this
is not true any more. On the one hand, one expects to recover an asymptotic value of
one for X (t, s), when fixing t — s and taking the limit s — oo [93]. On the other hand, in
the ageing regime , one defines the limit fluctuation dissipation ratio

Xoo := lim (hm X(t, s)> (1.17)

§—00 \l—00

which will, in general, not be equal to one. This quantity is essentially an amplitude ratio
and is universal [45], that is it characterises the universality class of the system together
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with the ageing exponents and the scaling functions. Let us make already at this point an
important remark: If one requires, that X, should be a nontrivial value (nonvanishing
and finite) it follows [80] that necessarily @ = b and Ac = Ag, which can be verified by
using the scaling forms and .

However, the phenomenon of critical dynamics is not restricted to magnetic systems.
Reaction-diffusion systems, which will be introduced in section [1.3| and treated in detail
in chapter [ can also display critical behaviour. In these systems a # b may happen
and this makes a modification of the definition of X (¢, s) necessary. As an example for a

X

Figure 1.8: Cluster dissolution in the critical 2D contact process for two different initial
conditions. The picture is taken from [203]

system of this kind, let us mention the two-dimensional fermionic contact process, which
will be treated in detail in section [£.1] One has a two-dimensional lattice and particles
A which occupy the lattice sites with the restriction, that at most one particle per site
is allowed. Particles undergo diffusion and in addition particle creation and annihilation
processes can occur. If the annihilation rate is strong enough compared to the creation
rate, the particle density will drop to zero exponentially for ¢ — co. In the opposite case
when particle creation is stronger than particle annihilation, the particle density will have
a nonvanishing value for all times ¢. There is a critical point in between these two regimes,
where the particle density also vanishes for ¢ — oo, but algebraically. The microscopic
evolution taking place in this system is illustrated in figure [I.8] where snapshots from
a Monte-Carlo simulation are shown. Omne can see that the particle clusters dissolve
gradually with time, which is markedly different from what is happening in the critical
magnetic systems shown in [1.7]

1.2 Formal description of non-equilibrium dynamics

1.2.1 Field-theoretical formalism

In order to formally describe the phenomena presented in the last subsection, we shall
use a field theoretical formalism, introduced in [165, [134] 24] 64, 65, 66], which has by
now become standard. In what follows we briefly sketch a standard derivation of the
formalism, which can be found in many books and reviews [45] 226]. We use the so-called
Ito prescription, which amounts to assuming ©(0) = 0 for the Heaviside step function. In
this case, it is justified [226] to drop the functional determinants, which would actually
crop up during the following derivation.
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The formalism starts with the stochastic Langevin equation ([1.1) and considers the aver-
age of an observable O. It is defined as an average over the noise n and over all ¢(¢, )
satisfying ((1.1]) for a given realisation of the noise [45]:

:/D[ UD (0 — Flo] - )W[n]} (1.18)

where WIn| denotes the Gaussian functional probability distribution of the noise [220]

WIn] o< exp <_}l /]Rd dr /000 dt n(t,r) [(2)117(15,7')]) : (1.19)

(£)7tis the inverse of the operator £ introduced in ((1.3)). One may express the (functional)
delta function in ([1.18)) as an integral

(00— Flo /D exp(/Rdd'r/ dt 31006 — Flo] — ]) (1.20)

for a complex field qg In the resulting expression the integral over the noise can be
performed and one obtains

/D $]O exp ( [gb,gz?]) (1.21)

with the Janssen- De Dominics response functional

o= [ ar ["at[d(00 - Flo) - 623] (1.22)
R4 0
The noisy initial state is taken into account by the term
~ 1 ~ ~
Tinit|@] = —5/ dr dr'¢(0, 7)a(r,r")p(0, r"). (1.23)
Rd xR

which is added to J[¢, . Here a(r,7') := (¢(0,7)¢(0,7')) is the initial correlator. The
form was introduced in [I70], but Janssen had already introduced it earlier [I37] in
a slightly different form. The latter can be shown to be equivalent to , as Janssen
proved [I37] that at ¢ = 0 the order parameter field is proportional to ¢(0, ).

The functional is the starting point for the field-theoretical description of the dy-
namics of a physical system. Although the response field 5, introduced as an auxiliary field
to simplify the calculations, has no direct physical interpretation, its usefulness becomes
apparent when considering the response function, which we define as

o{o(t, x))
It describes the linear response of the system to the external perturbation. On the level

of the Langevin equation (|1.1)), an external perturbation can be introduced by adding the
term h(t,x) to the righthand side of (1.1). On the field-theoretical level, this amounts

R(t,s;x,y) := (1.24)
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to adding the term — [, dr [ dth(t,7)¢(t,7) to the functional J[¢, ¢], as can be seen
directly from ([1.22)). Then it follows from the definition ((1.24]) that

R(t,s;@,y) = (9(t, 2)¢(s, y)) (1.25)

For & = y this reduces to the autoresponse function, which was already introduced above.
The correlation function is defined as

C(t,s;2,y) = (o1, 2)¢(s,y)) (1.26)

which also reduces for € = y to the autocorrelation function defined above. The two
quantities C(t, s;x,y) and R(t,s;x,y) will be the principal objects of interest for us.

1.2.2 Schrédinger invariance and local-scale invariance (LST)

In general, the functional F[¢] is rather complicated and besides a few exactly solvable
models, one usually has to resort to perturbative methods in order to compute response
and correlation function. However in this thesis we shall present a different approach

which uses the local symmetries of J[, ¢| and Jinit[¢]. The essential idea, which will be
explained in more detail in chapter , is the following: As the full functional J[¢, ¢] does
not have nontrivial symmetry properties, we split it up in the following way [192]

T¢, 0] = Jolo, ¢] + Tinl¢, 4] (1.27)

where

Fiiodl = [ ar [ ar[o 00— Fio) (1.29)
is the ’deterministic’ part and

Tnldl = — /R drd a(t,r) (2 a(t, r)) (1.29)

together with \th[a] are the 'noise’ parts. One proceeds now in the following way

1. Treatment of the deterministic theory: One considers the dynamical symmetries of

the functional Jo[¢, ¢] only. This theory we will also call noiseless or deterministic
theory. For the simple case of F[¢] = (2M)"1VZ2¢ the equation of motion for ¢
deduced from Jo[¢] is the well-known diffusion equation

¢ = (2M) V2. (1.30)

where the 'mass’ M is related to the diffusion constant. The symmetries of this
equation are well understood [I58, 177, 106, 223]. The largest group of space-
time transformations (¢,7) — (¢/,7') = g(¢t,r) transforming solutions of into
other solutions is called the Schrodinger group Sch(d). An element of g € Sch(d)
transforms the spacetime coordinates as (¢t,7) — (¢, ') = g(t,r) with

_at+ T,_Rr+vt+a

t/
yt+4’ yt+ 6

, o —yf =1 (1.31)
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A solution ¢(t,r) of is transformed as
ot ) — (T,0)(t,7) = fylg™ (. m)lo(g™ (¢, 7)) (1.32)
where the factor f,(t,7) is given by [177]

MAr? + 2Rr - (ya — 6v) + va? — tév? + 2va - v
2 vt +0

foltr) = (vt +0)" " exp |-

A scaling operator transforming like (1.32)) is called quasiprimary. In one space
dimension d = 1 the Lie algebra sch, corresponding to Sch(1) is spanned by set of
operators X_1, Xo, X1,Y_1/2,Y1/2 and My, the explicit form of which is given in the
fixed mass representation by [106]

X 1 =-0 time translation
Xo = —t0;, — %r@r -3 scale dilatation
Xy = —t*0, — tr0, — &r? — at special Schrodinger transformation (133
Y_ i1/ =—0, space translation

Yo = —t0, — Mr Galilei transformation
My=-M phase shift

which satisfy the nonvanishing commutation relations [106] (with n € {—1,0, 1} and
m e {—1/2,1/2}).
[XTLJ Xn’] - (n_n/)Xn-i-n’J [Xn7Ym] - (n/2_m>Yn+m7 [}/1/27}/—1/2] - MO (134)

A quasiprimary field ¢, that is a field transforming as ([1.32)), transforms under
infinitesimal transformations as

5X¢ - _EXnd)a 5Y¢ - _GYm¢7 (135)

(where € is a small parameter) and it is characterised by its 'mass’ M and its
'scaling dimension” x. An important assumption at this point is to assume the
order parameter ¢ of the system and also the corresponding response field ¢ to
be quasiprimary. Looking at the equations of motion for ¢ and ¢, which can be
obtained from the action Jy[¢, ¢|, one finds

o = (2M)'V2¢, and 8o = —(2M) V3¢ (1.36)

This suggests that if we assign the mass M to the field ¢, we should assign the mass
—M to ¢. For a n-point function built from quasiprimary fields one can show that

S Xldn(ti 1) Gultnrr))o =0 (1.37)

where X is one of the generators (|1.33)) acting on the coordinates of the i-th field.

By (...)o we mean that the average is computed with respect to Jy[¢, ¢] only. This
equation provides a set of partial differential equations which allow to fix (at least
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partially) the n-point function of the deterministic theory. For instance the two-
point function is given by [106]

M, (""1 - 7‘2)2
2 (t;1 —ta)

From this one can see, that the critical exponent in this case is z = 2. One can
even extend these considerations further by considering the dimensionful constant
M as a variable [I11], but we shall not enter into the details of this. We defer the
interested reader to [126].

(D1(t1, m1)P2(t2,72))0 = Ouy an0ny,— Mo (T — t2) " exp (—

) . (1.38)

2. Reduction of the noisy theory: From the operator M, and the condition one
can deduce that an n-point function built of quasiprimary fields is zero, unless the
sum of the masses of the fields is zero. This is the so-called Bargmann superselection
rule [I1), T06]. From this it follows that

{

G...00...Po=0 unless n=m (1.39)
S~

n m
Notice, that it is only necessary to assume invariance under Y_;/, and Y7, (transla-
tion invariance and Galilei invariance) in order to obtain this rule. This fact allows
to reduce the full theory to quantities, which can be determined in the deterministic
theory. More precisely one has [192]

Rit.sizy) = (0(t@)ds.y) (140
= {olt.@)5(s y) exp (— Tld]) exp ( ~ Tuuld])) .

Each exponential is now developed into a series. Taking into account the explicit

form of Jn[¢] and Jinie[¢] and the Bargmann superselection rule (1.39) one realises
that only the first term of the series survives and therefore [192]

R(t,52,y) = (0(t,2)d(s,9)) (141)

R
The quantity on the righthand side is computed with respect to the deterministic
part of the theory. Similar considerations yield for the correlation function [192]

Ct,s;x,y) = /Rd dR /000 du <¢(t,m)¢(s,y)£ (52(U,R)>O (1.42)

1 ~ ~
w5 [ araR(o(t@)o(s w)o0. RS0, B)) o R R)
2 Jraxgd 0

We have therefore expressed the two quantities of interest through two-, three- and
fourpoint functions of the deterministic theory, which can be (at least partially)

fixed by symmetries with the help of (1.37]).

For the above considerations a comparatively simply form of the functional F[¢p| =
(2M)~1V2¢ was used (which leads to the value z = 2), which amounts to a linear equa-
tion of motion for ¢. There have been however extensive comparisons with numerical
results from nonlinear models [112] 110}, 114], which yielded an excellent agreement. For
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this reason the predictions coming from Schrodinger invariance are expected to hold for
a much larger range of models with z = 2, but we stress that this has not been proven
yet. A natural question is how the approach can be extended to include also more general
forms of F[¢]. To do this for the case z = 2, one has to consider nonlinear Schrédinger
equations and their symmetries. One goal of this thesis is to use recent work of Stoimenov
[222, 223] to make progress into this direction.

Another question is, how one can generalise this approach to values of z different from
2. A first step has been done in [109], which allowed for a prediction of the autoresponse
function also for values z # 2. Several tests for z # 2 have been performed (see [126], 124]
for recent reviews), but a complete generalisation of the above ideas to systems with z # 2
is still lacking and it will be another goal of this thesis to provide such a generalisation.

1.3 Objectives of this thesis

The first objective of this thesis is to generalise the considerations of the last section to an
arbitrary value of z. The idea how to generalise the treatment of the deterministic part
of the theory has already been proposed in [109]. It is a purely algebraic construction
generalising the generators , which is based on special cases known from the past
like Schrodinger invariance and conformal invariance. This theory, which plays a crucial
role in this work is called theory of local scale invariance and we will refer to it with the
shorthand LSI from now on. The construction of the generators is based on the following
axioms, which will be introduced in more detail in chapter [2]

1. Mobius transformations of the time coordinate occur, i. e.

/\t - o .
2 O with a3 F=1 (1.43)
yt+ 9

t—t =

where @, B, gﬁ are real parameters. The infinitesimal generators of these trans-
formations are denoted by X,, (with n € {—1,0,1}) and the commutator between
these generators is given by

(X0, Xon) = (n —m) X (1.44)

Scaling operators which transform covariantly under ((1.43)) are called quasiprimary
in analogy to the notion of conformal quasiprimary operators [26].

2. The generator of scale transformations X is given by

1
Xo=—td — —r-0, — —. (1.45)
z z

Here, x is the scaling dimension of the quasiprimary field on which X acts.
3. Spatial translation invariance is required.

4. When acting on quasiprimary fields ¢, extra terms coming from the scaling dimen-
sion of ¢ must be present in the generators and be compatible with ((1.45]).
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5. By analogy with Schrodinger invariance, mass terms should be present.

6. Application of the generators yields a finite number of independent conditions for
the two-point functions built from quasiprimary fields. This will usually be achieved
by the requirement that the generators form a finite-dimensional Lie algebra.

These axioms have allowed for a systematic construction of infinitesimal generators, which
we will recall in chapter [2]

Although this theory has been successfully applied to the autoresponse function of systems
with z # 2 (see [124] [126] for reviews), it is at present plagued with several problems:

e The generalisation of the Bargmann superselection rule (1.39)) has only been given
for two-point functions. Therefore the treatment of noisy systems was not possible
yet and the predictions for the autoresponse function lack an important justification.

e The computation of three- or fourpoint functions has not been possible yet. They
are however needed for the computation of correlation functions by LSI.

e We have realised [21], 20], that for long-range spherical model the LSI- prediction
of the response function is incorrect. The question is whether the theory can be
modified as to yield a correct prediction.

In this thesis, we will provide an answer to all these questions by proposing a new version
of LSI. We will modify the construction of the mass terms, which should be present
according to fifth axiom of LSI. This new version of LSI is formulated in chapter [2, where
we also compute the new LSI-predictions for response and correlation functions.

These predictions will be thoroughly compared to concrete models in chapter [3] These
will be for example certain magnetic models such as the long-range spherical model, the
spherical model with conserved order parameter or the diluted Ising model. For the long-
range spherical model we shall also address the question whether the composite fields are
quasiprimary or not.

We shall see in the same chapter that the magnetic systems considered up until now
are not the only physical systems which display dynamical scaling. A completely differ-
ent type of system occurs during surface growth processes or interface fluctuations [208].
These phenomena can be observed in many experimental situations, for instance in bio-
logical systems [78] or atomic deposition processes [6]. As an experimental example for a
one-dimensional fluctuation surface, we show in the left panel of figure a STM-picture
of a gold sample, which has been cut nearly parallel to the (110)-surface. The surface
then has steps with the height of a monolayer, one of which is shown in the picture. The
microscopic processes which can take place at this step are depicted in the right panel
of figure (1) New particles can attach to or detach from the step by evaporation
or eondensation, (2) particles can undergo diffusion on the surface or (3) particles can
undergo diffusion along the step. When looking at the STM-picture, one can clearly see
that the step gets rougher when the temperature is increased. These type of system can
be described on a mesoscopic level by Langevin equations [I50] similar to the ones en-
countered for the description of magnetic systems. The order parameter is simply the
height field A(t,x) which describes the height of the surface over the substrate at time
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(1) Evaporation/Condensation
(2) Terrace diffusion
(3) Step diffusion

Figure 1.9: Left panel: STM-picture of a Au(110)-surface with a step and two kinks
at temperature 374K (top) and 556K (bottom). One can observe the roughening of the
step. Right panel: Microscopic processes which can occur during the kinetic roughening.
(1) Evaporation or condensation of particles, (2) terrace diffusion of particles and (3)
step diffusion along the step. Pictures are taken from [216]

t and place . The most famous Langevin equation describing these phenomena is the
KPZ-equation [141](after Kardar, Parisi and Zhang) or its modified version for a con-
served order parameter [226]. These equations are fairly difficult to treat, but as a first
step we look at linearised versions of them: The Edward-Wilkinson equation [79] and the
Mullins-Herring equation [175] 231] which turn out to display ageing behaviour and to be
suitable for the treatment with LSI. This is described in section [3.1l

Still another type of system is provided by so-called reaction-diffusion systems, which
will be considered in chapter dl These systems can be considered as simple examples
for chemical reactions, but are also used to model traffic problems or the propagation of
diseases or fires. Their investigation is the second objective of this thesis.

Reaction-diffusion systems, as opposed to magnetic systems, in general do not satisfy
the detailed balance condition, that is there is no local time-reversal symmetry. This
entails that these systems never tend to an equilibrium state. The general setup we
shall consider in chapter {4 is the following: On a d-dimensional cubic lattice particles A
undergo diffusion ﬁ and at the same time, particle creation or annihilation processes can
occur. The system can be either fermionic, which means, that only one particle per site
is allowed, or bosonic, which means that there is no restriction on the number of particles
on one side.

The most prominent reaction-diffusion system is the fermionic contact process (CP), which
allows (apart from particle diffusion) for spontaneous particle desintegration (A — ) and
the particle creation process A — 2A, where the offspring particle is placed randomly at
an empty nearest neighbour site (if there is any). The universality class of this system
is the directed percolation universality class (DP), which is arguably the most important
universality class in theoretical studies of out-of-equilibrium systems [139] 227, 228, 102,
178]. The importance of this universality class is also due to its robustness with respect

3We shall restrict ourselves to one type of particles only, although systems with several sorts of particles
have also been considered, see for instance [227, [228] and references therein
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to the microscopic details of the underlying physical process.

chapter [4]
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As a matter of fact, a
very long list of examples could be given for systems belonging to this universality class.
The Janssen-Grassberger conjecture [I35] O8] states that a model should belong to the
DP universality class provided it (i) has a scalar, positive order parameter, (ii) displays
a continuous phase transition from a fluctuating active phase into a unique absorbing
state, (iii) the dynamic rules are short-ranged and (iv) there are no further attributes
like additional symmetries or randomness involved. Therefore the directed percolation
process is central to the understanding of non-equilibrium phenomena. In this sense, the
DP universality class plays a somewhat analogous role to the Ising model for equilibrium
dynamics. We will look closer at the ageing behaviour of this system in section of
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Figure 1.10: Illustration of the phase transition occurring in the bosonic pair contact
process (BPCPD). The system is a cube of 20 x 20 x 20 sites (with periodic boundary
conditions). Initially each site was occupied by ten particles. The pictures show the
number of particles on the sites of one layer of the cube at different times (in Monte
Carlo steps). The situation for dominant reactions (« > «.., upper line) and for dominant
diffusion (o < a., lower line) are compared. For the former situation, the pile-up of
particles on few lattice sites is nicely observed, whereas for the latter case, the system

stays essentially homogeneous.

In spite of its simple microscopic rules, the fermionic contact process can not be solved
exactly. One can however consider the bosonic version of this process, the bosonic contact
process with diffusion(BCPD) [129, [184] [15], which is exactly solvable. It has been used
in [129] to study clustering phenomena in biological systems. Particles undergo diffusion
(with constant D) and the processes A — () and A — 2A take place on one site with
rates A\ and p respectively. Offspring particles are placed on the same site as the original
particle. The system can be solved exactly and one realises [129, [184] that for u = A,
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i.e. if creation and annihilation processes balance each other, the particle density remains
constant, provided a homogeneous initial particle distribution was chosen. In this case
it turns out [129, [184], that for d < 2 the system shows a clustering transition, which
means that particles start piling up on very few lattice sites. For d > 2 this is not the
case and the system stays homogeneous. Another example for a system of this type is the
bosonic pair-contact process with diffusion (BPCPD) [184] [185, [15]. Here the reactions
2A — A and 2A — 3A can take place with rates A and p respectively. As outlined in
section this model is also exactly solvable if creation and annihilation processes occur
with the same rate u = A\, which entails that the particles density remains constant for
a homogeneous initial distribution. For d < 2 clustering occurs, whereas for d > 2, the
control parameter a = /D plays a crucial role (with the diffusion constant D). For small
a (i.e. if diffusion dominates reactions) the system remains homogeneous, whereas for «
larger than a certain critical value a, a clustering transition occurs. In picture |1.10| we
show for illustrational purposes a Monte-Carlo simulation of this system, at which we will
look more closely in section We shall derive the two-time quantities and show in
that the exact results thus obtained can be understood by an extension of LSI to nonlin-
ear situations. However it will also be shown that in other systems like in the fermionic
contact process new problems arise which can not yet be tackled by LSI in a satisfying way.

Up until now, only systems were considered, in which spatial translation invariance holds.
All real systems will of course have surfaces, edges and corners, which can change the
physical behaviour. As a first step towards a more realistic situation one can consider
semi-infinite magnetic systems with a surface. It is for instance known that in such a
system at the critical temperature, the static universality class of the system splits up
into different surface universality classes. Much less is known about the ageing dynamics
of such systems, even though some works have been done in the past [195, 45]. In [195] 45]
it was shown that one can reasonably define a surface autoresponse function and a surface
autocorrelation function by considering the quantities close to the surface. This in
turn allows for the definition of a surface ageing exponents, surface scaling functions and
a surface fluctuation-dissipation ratio in a similar way as done in , and
for a bulk system. These surface quantities do not necessarily need to agree with the
corresponding bulk quantities, as was already shown in [195, [45]. A third objective of
this thesis is to address this situation and provide additional results to what was already
stated in [195], 45].

To sum up, the aim of this thesis is threefold

1. We want to generalise, starting from earlier works [109], the existing theory of local
scale invariance (LSI) to the case of arbitrary dynamical exponent z. This will
include a generalisation of the Bargmann superselection rule which allows for an
reduction of the noisy theory to expressions computed in the noiseless theory. The
formulation of this theory will be given in chapter [2| before it will be compared
to concrete examples in chapter In section [3.1] we will consider surface-growth
models, whereas in the spherical model with conserved order parameter will
be looked at. In section [3.3] we will then consider the spherical model with long
range interaction and shall also address the question whether composite fields are
quasiprimary or not.
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2.

We want to extend the investigation of ageing phenomena in reaction-diffusion sys-
tem. The results of this will be presented in chapter |4, In section we will add
some results obtained from renormalisation group techniques, before we look at two
exactly solvable models in section [4.2] Finally, in section [4.3|we show how the exist-
ing theory for z = 2 can be extended to nonlinear theories and be used to describe
the reaction-diffusion systems considered in [4.2]

. Lastly, we wish to extend the study of non-equilibrium phenomena at surfaces of

semi-infinite systems, which will be done in chapter First we will provide an
exactly solvable case in section In section we will then provide some more
exact result but also simulational results, which help to provide a fairly complete
picture about ageing in semi-infinite geometries.

To a very large extend the results presented in what follows have already been published in
scientific journals. Others have already appeared as preprints. For space considerations,
some of these articles have been included in a slightly shortened form. In particular many
appendices have been dropped. They can be found in the original papers, a complete list
of which is given below.
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Chapter 2

Theory of local scale-invariance (LSI)

2.1 Introduction

We have outlined in chapter [I| that we are interested in the long-time dynamics of systems
undergoing ageing behaviour, that is, systems with (i) a slow, non-exponential dynamics,
(ii) dynamical scaling and (iii) breaking of time-translation invariance. They are conve-
niently described by the two-time response and correlation functions of its time-dependent
order-parameter ¢ = ¢(t,r) for which one usually assumes the scaling forms and
(1.12) in the scaling regime. We quote a slightly more general form, which also includes
the space-dependence [37,, 94] 60, 145, 122]

1) y—o0o
R(tv S;T) = % . ~ S_a_lfR (27 #) 3 fR(ya 0) ~ Y Ar/z (21)
’ =0
Ol = {otemots. 0) =0 (L) el 0) 'y 02)

where h is the magnetic field conjugate to ¢ and the initial conditions are assumed to
be such that (¢(t,r)) = 0 for all times. Space-translation invariance will be assumed
throughout this chapter and we recall that in writing these scaling forms, one assumes
the existence of a single time-dependent length scale L = L(t) ~ t'/* which defines the
dynamical exponent z.

Present attempts to calculate the exponents and the corresponding scaling functions usu-
ally [128] start from a master equation for the probability distribution or else from a
stochastic Langevin equation for the order-parameter

96(t,7) Vg
ot 3o(t,T)

where V is a Ginzbourg-Landau potential, the ‘mass’ M plays the role of the kinetic
coefficient and 7 is a Gaussian noise with zero average and variance (n(t,r)n(t',r’)) =
2T6(t —t')o(r — r’) where T is the temperature of the heat bath. In the classification of
Hohenberg and Halperin [128], the above Langevin equation with a non-conserved order-
parameter is called ‘model A’; the conserved case (‘model B’) is obtained by applying
an extra —V? operator to the right-hand-side of . We consider n-point observables
(n-point functions)

F(n)(t17 R S ST ’l"n> = <¢1(t1, 'rl) R ¢n(tn> 'f‘n)> (24)

2M

= A¢(t,r)

+n(t,r) (2.3)

27
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where 1 can stand either for an order-parameter field ¢ or else for the associate response
field ¢ of non-equilibrium field-theory [66], 137, 226]. This equation is to be completed
by stochastic initial conditions representing the disordered initial state. In the context
of non-equilibrium field-theory correlation functions C(t,s) = (¢(t)¢(s)) and response
functions R(t,s) = (¢(t)d(s)) can be treated simultaneously. Dynamical scaling is then
expressed through the relation

F(”)(bztl, Dt bry, L bry) = b @ p e ) (2.5)

where b is a constant rescaling factor and z; the scaling dimension of the fields ;. Mo-
tivated by an analogy with conformal invariance [20], it has been suggested to generalise
dynamical scaling to a local scaling where b = b(t,7) may depend on time and on space
[106, 109]. Indeed, the best known examples of such local scale-transformations are for
z = 1 conformal transformations and for z = 2 the elements of the Schrodinger group
[177,199, 142]. Starting from those, it was shown earlier [I09] that infinitesimal local scale
transformations can be constructed for any given value of z and that these are indeed
dynamical symmetries of certain linear partial differential equations. Assuming that the
response functions R(t, s;r) transform covariantly under local scale-transformations, its
form is fixed through certain linear (fractional) differential equations whereas the expo-
nents a, Ar/z have to be determined independently. In particular, the form of the resulting
autoresponse function R(t,s) := R(t, s;0) has been confirmed for a large class of models,
both with z = 2 and z # 2, including simple and disordered magnets [125] and kinetics of
models without detailed balance [125]. Conceptually, however, the agreement of the pre-
diction of a dynamical symmetry of a deterministic equation and the results of stochastic
models is surprising, since it is easy to see that the noise terms in the stochastic Langevin
equation destroy almost all dynamical symmetries the ‘deterministic part’ alone might
have. For the special case z = 2, this problem was solved [192] in realising that because
of the Bargmann superselection rules which follow form the assumed Galilei-invariance
of the deterministic part an exact reduction formula for the average of any observable
to an average within the deterministic part alone can be derived. In particular, this not
only explains why R(t,s) could be successfully tested but is also enough to explain the
available results for the space-time response function R(t, s;r) in several exactly solvable
models as well as in non-integrable models such as 2D /3D Ising models and 2D ¢-states
Potts models quenched to T' < T, as reviewed in detail in [I25] 124]. On the other hand,
a quantitative prediction for the autocorrelation function C(¢,s) := C(t, s;0) can only be
obtained for z = 2 if one further assumes that the Schrodinger-invariance of the deter-
ministic part may be extended to a new type of conformal invariance in d + 2 dimensions
[111, 192]. This extension could be tested and confirmed in the 2D Ising [114] and Potts
models [I61] quenched to 7' < T, and is compatible with the results in several exactly
solvable models, see [126] for a recent review.

In this chapter, we present the extension of LSI to stochastic Langevin equation satisfying
dynamical scaling with a dynamical exponent z # 2. In section [2.2] we recall first some
standard facts about conformal invariance (z = 1), Schrodinger-invariance (z = 2) and
a further non-trivial dynamical symmetry, again with z = 1. We then recall the basic
axioms of local scale-invariance (LSI) [I09] and recall the main features of it. However,
motivated by specific model results with z < 2 on the space-time response R(t,s;r) [19],
we reconsider the details of the construction of so-called ‘mass terms’ in the infinitesimal
generators of LSI which requires the construction of a new type of fractional derivative the
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properties of which are derived in appendix [A] We then write down linear deterministic
equations on which the new generators of LSI acts as dynamical symmetries and then
derive, for the first time, generalised Bargmann superselection rules valid for z # 2.
Remarkably, these imply a factorisation property for the n-point function F which
looks quite analogous to requirements seen in integrable systems, see e.g. [235] 2306].
In section [2.3] we combine local scale-transformations with non-equilibrium field-theory,
split the action J ¢, ¢] = Jo[p, ¢] + Jp[¢] into a ‘deterministic part’ Jp and a ‘noise part’
Jy and derive exact reduction formula for the average (O) = (Oe~7), to the ‘noiseless’
average implying only the action Jp, for any observable O. In section[2.4] we calculate the
two- and four-point functions for the ‘deterministic’ theory and use the results in section
to derive the LSI-predictions for the two-time response function R(t,s;r) and the
two-time correlation function C(¢,s; 7). In particular, it will be shown that the predicted
autoresponse function R(t,s) is identical to the form found from our earlier formulation
[T09]. This means that all tests performed on LSI using R(t, s), see [125] [124], do remain
valid, with the bonus that we now understand how to treat stochastic problems which
was not possible before. The tests of these predictions are deferred to chapter [3] The
conclusions of this chapter are given in section and some technical points of the
calculations can be found in the appendices of [20].

2.2 Local scale-invariance

In this section, we recall first some background material on local scale-invariance (LSI),
namely two kinds of conformal invariance as well as Schrodinger-invariance, before recall-
ing the basic axioms of LSI. The LSI-construction of infinitesimal generators without mass
terms [109] is repeated and for reference we briefly review the main results of the older
formulation of local scaling. We then introduce our new generators and derive some ba-
sic consequences, notably the invariant linear deterministic equations and the generalised
Bargmann superselection rules.

2.2.1 Background on local scale-transformations

We briefly recall some known groups of local scale-transformations, either with z = 1
(usual conformal invariance as well as a variant more appropriate for dynamics) or with
z = 2 (Schrodinger-invariance).

Conformal invariance

Let us recall some basic aspects of conformal invariance, for later convenience in (1+1)D,
with directions labelled as ‘time’ ¢ and ‘space’ r. We shall be brief and refer to the
literature e.g. [51} 72} [107] for further information. In terms of the complex variables

z=t+ir, zZ=t—ir (2.6)

conformal transformation include the projective transformations (which have analogues
in (1 + d) dimensions)

z— 2 = (iz—i_g, ao— =1 (2.7)
Nz +0
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for z and similarly for z. Writing 2’ = z + €(z), the infinitesimal generators of this
transformations read for (n € {—1,0, 1} [

b, =—2""0,, 0,=—z""0.. (2.8)
and satisfy
[ns ] = (0 =) b, [y ] = 0, [l ln] = (0 = 1) L (2.9)
Now consider the 2D Laplace equation
So(z,2) =0, with §:=0.0; (2.10)
where one has the following commutation relations
(S, 0,] = —(n+1)2"S, [S,0,)=—(n+1)z"S. (2.11)

Hence we recover the well-known facts that (i) the finite transformations send a
solution of into another solution and (ii) that any analytic function 2z’ = f(2)
generates a dynamical symmetry of the 2D Laplace equation.

The generators have to be modified when acting on so-called (quasi-)primary scaling
operators ¢; E| By definition, these transform in the simplest possible way [213] 26]

00i(z,2) = (A€’ (2) + €(2)0. + A& (2) + £(2)0:) ¢z, Z) (2.12)

where A; and A; are called the conformal weights of the operator ¢;. If (z) can stand for
any infinitesimal function, then ¢; is called primary, but if £(z) is merely an infinitesimal
projective transformation, ¢; is merely quasiprimary [20]. If ¢; is a scalar under (space-
time) rotations (we shall always assume this to be the case), A; = A; = 2;/2, where
is the scaling dimension of ¢;. If £(z) = 2"+, one has §¢;(z,2) = —c(l, + ,)di(z, 2)
where the generators /,,, ¢,, now read

by =—2"10, — Ai(n+1)2" | 0, =—2""0; — Aj(n+1)z" (2.13)

and again satisfy . The scaling dimension z; can be considered as quantum number
characterising the field ¢;. If one would consider for instance the two-point correlator
FO(ty,ty,m1,75) = {(¢1(t1,71)d2(t2,72)), each field would be characterised by its own
scaling dimension z; so that x; and x5 appear as parameters in the two-point function.

In view of the intended generalisations to dynamics, we prefer to work with the generators

Xp=ly+ 10y, Y,=i(l,—10,) (2.14)
which satisfy the commutation relations
(X0, Xon) = (n—m) Xpim,  [Xo, Yl = (n—m)Yoim, [Yo, Y] = —(n—m)X,1, (2.15)

The well-known two-point function F®) (¢, ty;71,75) of quasiprimary scaling operators
reads

FO(ty ty;r1,m9) = fio Oeyag ((21 — 22) (21 — Z2)) ™
= f120mm (1 —t2)® + (11 —12)*) " (2.16)

with a normalisation constant fio [201].

In principle one can write down the generators for all n € Z. The existence of this infinite-dimensional
Lie algebra, known as the Virasoro algebra without central charge, is peculiar to two dimensions
2We follow here the terminology proposed by Cardy [51].
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Schrodinger-invariance

The Schrodinger group [177, [09) 142)] is the largest group of space-time transformations
(t,r) — (t',7r") = g(t,r) which send a solution of the free Schrédinger/diffusion equation
(the ‘mass’ M plays the role of a diffusion constant)

Sy =0, where S = (2M0, + V2) (2.17)

into another solution through ¥ (¢, 7) — Ty with (T,0)(t,7) = f, (¢ (¢, 7)Y (g (L, 7).
The function f,(¢,r) can be computed explicitly [I77] and the space-time transformations

are
, Rr+ovt+a

46

at+p5 o~
r—r ,t—>t’:/\—+§;a5—ﬁvzl (2.18)
vt 49
where @, B\ 7, 25\, v, a are real parameters and R is a rotation matrix in d spatial dimensions.
In d = 1 space dimensions, to which we restrict ourselves here for simplicity (then R = 1),

the infinitesimal generators read [106]

1 1
X, = —tlg, - " il t"rd, — MMW‘W — Zln+ 1)t
2 4 2
1
Y, = —t"tY%9, — (m + 5) M1y (2.19)

and satisfy the commutation relations

[XnaXn’] =(n— n/)Xn—i-n’v [XnaYm] - <g B m) Yoim, [Xnan’] = _n/Mn+n’
[Ym7 Ym/] = (m - m')Mm+m/, [Yn, Mm] = [Mn, Mn/] =0 (220)

The infinitesimal generators of the finite transformations form the Schrodinger
Lie algebra sch; := (X110, Y412, Mo) but there also exists the infinite-dimensional Lie
algebra sv := (X, Y,,, Mn>nez,mez+§ [106]. Extensions to d > 1 are straightforward [109].
Central extensions and deformations of sv have recently been studied in detail [209]. From
the commutators

S, X,] = —(n+1)t"S — %n(n +1)(2z — 1)M,—1 + %(n?’ — n)t" 2 M?

S,Y,] = 2(m2—i) =32 M2 (2.21)
S, M,] = 2nt" 'M?

it is clear that sch; is a dynamical symmetry of Si» = 0 while sv is not. By analogy
with conformal invariance, we call those scaling operators quasiprimary, which transform
covariantly in the simplest possible way as d¢ = —eX ¢, with X € sch; [106]. Then a
quasiprimary scaling operator is characterised in terms of the pair (x, M) of its scaling
dimension x and its ‘mass’ M with the physical convention that M > 0. We remark that
M is dimensionful and hence non-universal. One also introduces a ‘complex conjugate’
¢*, characterised by the pair (x, —M) the physical meaning of which will be explained
below.
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Clearly, the algebraic structure of Schrodinger-invariance is quite close to conformal in-
variance. The Schrodinger-covariant two-point function is [106], 111]

FO(ty tyiry,ms) = (B(t1,71)0" (ts, 7))

My (ry —1y)?
= f1200;.2, O(t1 — t2)omy a, (1 — t2) ™" exp [_ e

2ty —ts

} (2.22)

where fi5 is again a normalisation constant and the Heaviside function ©(u) expresses
causality.
An alternative local scaling with z =1

In order to discuss a further example of local scaling, again with z = 1, we consider the
linear advection equation (which might be used to describe the evolution of the density
of a material in a medium flowing with constant velocity, e.g. [156]) in (1 + 1)D

S6=0; S=—ud,+0, (2.23)

where p is a constant. In order to discuss its dynamical symmetries, consider the gener-
ators, with n € Z [109]

X, = —t"to, - % [(t+ pr)"™ =" 0, — (n+ D)at" — (n+1)= [(t + pr)" — "]

T

Y, — —i@ pryio, — %(n )+ pr) (2.24)

and which satisfy the commutation relations
(X0, Xl = (n—m)Xim, [Xn, Yl = —m)Yoim, [Yo, Y] =m—m)Y,, (2.25)

It is easily seen that this (infinite-dimensional) Lie algebra is isomorphic to the double
conformal algebra [109]. Still, the generators at hand do generate transformations
quite different from the usual conformal ones, for example space-time rotations are not
included here. The generators contain the scaling dimension z, the ‘mass’ p and the
additional parameter 7; hence a scaling operator ¢ will be characterised by the triplet
(x, pt,y). The symmetry of eq. follows from the commutators

S,Y,] = 0
S, X,] = —(n+D)t"S+nn+)t" 'u (x — g) (2.26)

for all n € Z. Therefore, the operators Y,, yield an infinite family of symmetry operators
while a second infinite family of dynamic symmetries is obtained if the scaling dimension
satisfies x = v/ pu.

From an algebraic point of view, all this looks quite similar to standard conformal invari-
ance. However, the form of the two-point function [109]

T — T
FO (1, :71,72) = Gay iz Opuy -y Oy (1 — £2) 27 f <t1 ;) (2.27)
1 — L2
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where the scaling function ¢(u) is given by

_ o4 )™/ for iy #0
fm%_{ﬁ;n%é%w fOruiz() (2:28)

and where fj is a normalisation constant is quite distinct from the usual result (2.16)) of
conformal invariance.

Axioms of local scale-invariance

The known examples of local scaling suggest that a systematic generalisation to any given
value of z should be possible. Indeed, local scale-transformation can be constructed from
the following assumptions [109], which are the defining axioms of local scale-invariance.

1. For both for conformal and for Schrédinger invariance Md6bius transformations of
the time coordinate occur, i. e.
at+5 .~
t—>t':?i ,6\; with ad — gy =1 (2.29)
Ft+ 9

where a, B , 5\, ~ are constants. We require that these transformations should also be
included for the case of general z. The infinitesimal generators of these transforma-
tions are denoted by X,, (with n € {—1,0,1}) and it is also suggested by conformal
and Schrodinger invariance that the commutator between these generators should
be given by

(X0, Xon) = (n —m) Xy (2.30)

This should remain valid also after we have included the transformations of the
spatial coordinates r. Scaling operators which transform covariantly under ([2.29)
are called quasiprimary in analogy to the notion of conformal quasiprimary operators
[26], B1].

When considering dynamical scaling out of a stationary state (especially ageing
phenomena) we have to restrict to the subalgebra without time-translations, hence
£ =0 in (2.29)

and there are no generators X,, with n < —1.

2. The generator of scale transformations Xy is given by

1
X() = —t@t - ;T’ : 81- - f (231)

z
Here, x is the scaling dimension of the scaling operator on which X, acts.
By assuming this particular form for X, we require indeed simple power-law scaling.

3. Spatial translation-invariance is required.

4. When acting on quasiprimary scaling operators ¢, extra terms coming from the
scaling dimension of ¢ must be present in the generators and be compatible with
(2.31)).
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5. By analogy with Schrédinger-invariance and the generators (2.24)) of local scaling
with z = 1, further ‘mass terms’ describing the transformation of the scaling oper-
ators should be present.

It is at this point, in the explicit construction of these ‘mass terms’ when z # 1,2,

where we shall propose a new construction which improves upon the earlier work
[T09).

6. Finally we require that the application of the generators yields a finite number
of independent conditions for the n-point functions built from quasiprimary fields.
This will usually be achieved by the requirement that the generators when applied
to states built from quasi-primary scaling operators form a representation of a finite-
dimensional Lie algebra.

We now show how to construct from these principles a set of generators X,, and Y,,, which
generalise the corresponding operators encountered in the cases quoted in the previous
sections.

2.2.2 Construction of the generators of LSI
Background

The general ansatz [109] for the construction of the generators X, is
X, = X0 XD 4 x {1 (2.32)

where X\ = —¢"*19, is the infinitesimal form of 1} X will contain the action on

r and the scaling dimension x and XD il contain the ‘mass’ terms. Likewise, for Y,

one has [109]
Y, = YU 4y Ui (2.33)

where V;'" contains the action on r and Y;/"" contains the ‘mass’ terms. It is enough
to discuss the case d = 1 of one spatial dimensions since extensions to d > 1 are straight-
forward.

The parts X and V™ were constructed from the above axioms in [T09] using the
ansatz

e e = R o) JCET

m k1 or or

where a,(t,7) and b,(t,r) have to be determined and k € Z. From the axioms of local
scale-invariance, they can be classified, with the following result.

Theorem: [109] For a given dynamical exponent z, consider the commutation relations

(X, Xoo] = (= 0) Xosswr 5 [Xon, Vin] = (E - m) Yiim (2.35)
z
where m = k — 1/z and n,n',k € Z. These commutators are indeed necessary for the
axioms 1) — 4) of local scale-invariance to be valid. Then the only sets of generators which
satisfy these are given in table|2. 1.
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Table 2.1:  Generators X,, and Y_;,.; of local scale-transformations with a given dy-
namical exponent z without mass terms, where n,k € Z (here for d = 1) and Bjg, B
and Ajg are constants. The last column gives the dynamical exponent.

(1) X;LI) + Xffl) — _tn+1at _ nT-l—ltnrar _ (”‘Zlﬁtn _ n(n;—l)Blotn_l?“Z
YU = 10, — ZkBpth 1 ‘
(i) | X+ X = 19, — L4 Derd, — Ln 4 1)zt
_”(n;rl)BlOtn—er _ (”281)nB20tn—27,4 9
v, = —t%0, — 2kBiot"'r — Lk(k — 1) Bygt" %
(iif) | X0+ XD = 1, — AR (t+ Awr) T — 470,
—(n+ 1)xt" — "T“]j—ig[(t + Ajor)™ — t"] 1
Yk’(ill) = —(t + Al()?“)kar - gBl()(t + Al(ﬂ”)kil

We add that in case (i) of table [2.1, we have at this stage [Yy,, Y] = 0. Both the
dynamical exponent z and the constant By can be freely chosen. In case (ii) we recover
for Bsy = 0 the generators of Schrédinger-invariance with Byg = M /2 while for By # 0
additional generators must be written down to close the algebra, see [109]. Finally, case
(iii) corresponds to the local scaling treated in subsection with the substitution
Y, — AY, and Ajg = u, Bip = 27, hence [Y,,, Y,,] = A1o(n — m)Y, 4, for the generators
of table 2.1 We point out that the chosen ansatz for the Y;, excludes the standard
conformal transformations since no terms with 0, are present.

The ‘old’ formulation of LSI

A physically interesting formulation of local scale-invariance (LSI) requires the construc-
tion of mass terms and since we wish to construct a theory for arbitrary z, we concentrate
from now on case (i). We shall also set Bjg = 0 as it was already done in [109].
Practical experience suggests that for generic z, such ‘mass terms’ should contain frac-
tional derivatives, either with respect to time or with respect to space. We have shown
carlier [194], [109] that mass terms with fractional time-derivatives lead to generators (re-
ferred to as ‘Typ I’) which may describe the form of scaling functions of equilibrium
systems with competing interactions which are at strongly anisotropic critical points, for
example Lifshitz points. In this work, we are exclusively interested in the local scaling of
time-dependent systems and therefore concentrate on the second alternative, mass terms
with fractional derivatives with respect to space, leading to generators referred to as ‘Typ
I in [109]. In order to prepare our forthcoming construction of the generators of local
scale-invariance, we now review briefly the ‘old’ previous construction and discuss some
of its successes and in particular several important shortcomings of it.
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In the previous formulation of LSI [I09], a fractional derivative 0% was used which was
constructed such that the following, apparently ‘natural’, operational rules (in d = 1) are
valid, namely

9o+t = 9ok, (8% 1] = ad ! (2.36)

Tr?

Following [92], such linear operators can be constructed in a distributional sense, see [109]
for the precise definition. For our purposes it is enough to state that generators such
as X; and Y_;/.41 acquire ‘mass’ terms, whereas X_;, Xy and Y_;,, are unchanged with
respect to case (i) of table 2.1} with Bjg = 0. The first few generators read [109)]

X 1 =-0 time translation
Xy = —t0; — %r@r -z scale dilatation
X1 = —t%0, — 2trd, — 2t — 20>+ generalised Schrodinger
—29(2 — 2)rdt 7 — (2 — 2)(1 — 2)0;* transformation (2.37)
Y i, =0, space translation

Y_ijop1 = —t0, — pard? % — yz(2 — 2)0, ¢ generalised Galilei

transformation

such that the commutation relations (2.35)) remain valid. One interesting aspect of these
generators is that if one considers the generalised Schrodinger equation

So=0, S=—pd + 1285 (2.38)
V4

then the generators act as dynamical symmetry on the solutions of that equation,
provided that z = 1(z — 1) + (2 — z)y/p [109]. For z = 2 and z = 1, respectively, one
recovers the special cases of local scaling symmetries treated in subsections|2.2.1|and [2.2.1]
Generalising the known cases of the previous subsections, we call a scaling operator ¢
quasiprimary, if it transforms as

do(t,r) = —eXo(t,r) (2.39)

where X is any of the generators and € is a small parameter. Hence a quasiprimary
¢ is characterised by the triplet (z,u,7) of its scaling dimension z, its ‘mass’ p and
the parameter . Although both p and «+ are dimensionful and hence cannot not be
universal, their ratio v/u is a dimensionless universal quantity. In distinction to the
special cases treated above, the commutators [Y;,, ¥,,/| create further families of generators
which only close when applied to certain ‘physical’ states [109]. While the mathematical
structure implied by this requirement (axiom 6) is not yet understood, it is enough for
the calculation of two-point functions.

The n-point functions of quasiprimary scaling operators (Qs0s) ¢; are denoted as

F(n)<{ti7 ri}) = (P1(t1, 1) ... On(tn, ) (2.40)

and their spatial Fourier transform is denoted by F® (t1,k1,...,tn, ky). By definition,
n-point functions built from quasiprimary operators must satisfy [109]

Zn: X P ({t;, 7)) =0 (2.41)



2.2. Local scale-invariance 37

where X; is any of the generators — acting on the i-the coordinate, or a gener-
ator built from commutators of them. This leads to a set of linear differential equations
for the n-point function. In particular, the two-point functions can be fully specified in
this way and the result, using the generators is

—2x1 /2 ‘33 B y|
FO(, 5,2, Y) = Gay.0y Oy (11513 Oy (1yemy (£ — §) 250/ F 1) (W (2.42)

where the scaling function F"7(p) satisfies the fractional differential equation
(0, + zp p@i_z +22(2 — 2)79, ) Fr2)(p) = 0. (2.43)

We direct the attention of the reader to the curious relation between the parameters
(1,71) and (pg,v2) of the two quasiprimary scaling operators. Although at first sight
this might remind one of the Bargmann superselection rules (see subsection below),
there is no generalisation to n-point functions with n > 2. This is just one of the structural
problems of the old formulation of LLSI which we shall correct shortly.

If 2= N +p/q, where N = [z] is the largest integer less than or equal to z, and p and ¢
are coprime, equation can be solved by series methods, with the result [207, [19]

FED(p) = emd™(p), with ¢ (p) =Y " pim plnh=platmL, (2.44)

meé& n=0

The constants ¢,, remain arbitrary and the set £ is defined as

o =1,0,...,N—1 p#£0
g_{ 0,...,.N—1, p=0" (2.45)

Finally, the coefficients b read

pom — ST (/g + 1+ m)D(n+ 27 (p/q +m) +227(2 = 2)7/p)

no T((n—1)z+p/g+m+2)T(z"L(p/q+m) + 22712 — 2)v/p) . (2.46)

such that the resulting series has an infinite radius of convergence when z > 1.

When discussing applications to non-stationary ageing systems, it turns out that the
two-point functions so calculated really are related to response functions, rather than
correlation functions [108, 109, T11, 1T10]. Furthermore, space-time response functions
factorise as follows R(t,s;r) = R(t, s)F®(|r|(t—s)~'/#) with the autoresponse function
R(t,s) = s 17o(t/s) @ 2r/2(t/s — 1)7'=% up to normalisation [109, 192, 123]. It has
been one of the successes of that formulation of LSI that this prediction for R(t,s) has
been confirmed in a large variety of different models, with dynamical exponents in the
range z ~ 1.7 — b, see [125], 124, [126] for detailed reviews. On the other hand, the space-
time dependent part of R(t,s;r) had until recently only been tested in several exactly
solvable models, all with linear equations of motion, see [94, [191] [15, 207, 123], 19], as
well as in the 2D /3D Ising model [I10] and the 2D g-states Potts model [161] which
however, have z = 2. Remarkably, our recent study of the non-equilibrium kinetics of
the long-range spherical model, where z < 2, has shown that the above LSI-prediction
for the scaling function F)(u) is not reproduced by the exact result in that model [20],
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see section |3.3| of chapter |3 This provides a phenomenological motivation to look for an
alternative formulation of LSI.

Finally, in the absence of a Bargmann superselection rule, it is not clear how to extend
the treatment of the dynamical symmetries of deterministic equations such as S¢ = 0 to
the stochastic Langevin equations one is really interested in. As a consequence, we cannot
carry over the calculation of the correlation functions from the Schrodinger-invariant case
z = 2 [192, 126], whereas without either thermal or initial noise, LST would simply predict
vanishing correlation functions, which is absurd.

Improved construction of infinitesimal generators

In conclusion of the above brief summary of the ‘old” formulation of LSI, in spite of
some phenomenological successes, there are several independent motivations to look for
a better formulation of the theory. The existing evidence in favour of LSI suggests that
a rather small modification of the structure of LSI might be sufficient. Therefore, we
attempt in this chapter to maintain the axioms of local scale-invariance as formulated
above, but modify the construction of the ‘mass terms’ through the use of a different type
of fractional derivative. We denote this new derivative by V¢ and change the properties

(2.36) of 9y to
Vovel =veth [V ] =ad,VeE for i=1,....d (2.47)

where r; is the i-the component of the space vector » = (r1,...,74). In appendix A, we
give the precise definition and the basic properties of V&. Notice that V& is a multidi-
mensional object and that the second property in has been changed. Conceptually,
is distinct from since now two types of derivatives appear, namely the usual
partial derivative J,, and the new fractional derivative V.

That the fractional derivative Vi is not equivalent to the old one 07 is already clear from
the simple example (see appendix [A| for the proof)

Veexp(ig - r) = i%|q|" exp(iq - 7). (2.48)

for a constant vector g, whereas €" is not an eigenfunction of 9%. In appendix A, we
also discuss several other kinds of fractional derivatives which have been introduced in the
literature and show that V¢ is distinct from all of them. At present, we do not understand
which properties of fractional derivatives should be the ‘correct’ ones to use with local
scale-transformations and can only decide a posteriori, by comparing the predictions of a
certain formulation of LSI with specific model results, what kind of mass terms might be
appropriate.

From eq. it is clear that the action of Vi in Fourier space will be simple such
that concrete computations are best done in Fourier space. With respect to the ‘old’
formulation of LSI, this gives a new approach to some previously unsolved problems like
for instance the calculation of four-point functions. Of considerable consequence is the
fact, which we shall prove in section [2.2.3] that the use of V¢ allows to deduce a gener-
alisation of the Bargmann superselection rules, which in turn is a crucial ingredient for
the treatment of noisy systems. Finally, the generalisation of the generators to d spatial
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dimensions will turn out to be much more natural than for the old type of derivatives [19].

We begin by listing the generators of local scale-invariance in the new formulation. As we
shall shown in proposition 1 below, their commutation relations ([2.37)) are retained from

the ‘old’ formulation. The generators read (i = 1,...,d):
X_1:=—0 time translation (2.49)
1
Xo = —t0y — —(r - 0p) — E scale dilatation (2.50)
z z
2 2
X, = %0, — (I——i_f)t — pr?VEE — Zt(r - 0,) generalised Schrodinger
z
272 —=2)(r-0p)V,.? =72 —2)(d — 2)V,* transformation  (2.51)
Yle) ). =0, space translation (2.52)
Yfil) Jop1 = —t0r, — per Vi —yz(2 — 2)0,, V.7 generalised Galilei
transformation  (2.53)
R .= 70p; — 10, rotation (2.54)

Again, the infinitesimal change of a quasiprimary scaling operator ¢ is given by one of
these generators of (iterated) commutators thereof. Hence a quasiprimary operator is
characterised by the quartet (z,pu,7,&). In order to understand the last parameter &,
some remarks are in order. If time-translation invariance is required (as would be phys-
ically sensible for a system in a stationary state) from the commutator [X;, X_1] = 2X
the condition £ = 0 follows. Hence £ # 0 is only possible if time-translation invariance is
broken and this is only possible for non-equilibrium, non-stationary systems (e.g. ageing
phenomena).

The physical meaning of £ can be understood as follows [123], 126]. Consider a system
without time-translation invariance but with local scaling. For simplicity we drop spatial
dependence of the observables and consequently can leave out those parts of the generators
acting on the spatial coordinates r. Exponentiating the generators (X,,),>0, one finds that
the primary scaling operator ¢(¢) with scaling dimension = = z, transforms as follows
[123]

. —2¢/z
. t/ﬁ(t/)
o(t) = p(t') /" ¢'(t') (2.55)
B(t')

where we have written ¢t = ((¢') and also requires that $(0) = 0. The dot denotes
the derivative with respect to time. For quasiprimary scaling operators, we restrict to
B(t) = t671/(At + §). While this is not the usual transformation of a primary scaling
operator unless & = 0, it does suggest to define the scaling operator

O(t,r) =t 27p(t,T). (2.56)

which transforms indeed as a conventional primary scaling operator, but with a scaling
dimension r¢ = x + 2£. In particular, this implies that for non-stationary systems, the
relationship between lattice observables and the primary scaling operators might become
more subtle than habitual intuition formed on equilibrium systems made one expect.
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Since for specific computation it is easier to work in Fourier space, we list in appendix B of
[21] the Fourier-transformed generators of LSI, depending on all four parameters x, p, 7, &.
The basic algebraic and symmetry properties of the new generators of LSI are stated in
the two theorems below. Their proof, using eqs. —, is a matter of direct calcu-
lation. We first list the commutation relations.

Proposition 1: The generators - satisfy the following commutation relations,
withn € {—=1,0,1} and m € {—1/z,—1/2+ 1}

[Xn, Xn/] = (TL - n')Xn+n/ (257)
XY = (B-m) v, (2.58)
z
[Yrg)ﬂ R(iﬁj)] _ —[YTS), R(jfi)] _ nglj) (2.59)

These simply reproduce the commutation relations known from the ‘old” version of LSI.
Our new definition of the generators therefore has the same algebraic properties as those
in the earlier construction of LSI [I09] reviewed above. The next result considers the
dynamical symmetries of certain linear fractional differential equations.

Proposition 2: Define the generalised Schrodinger operator
1 z
z

Then the commutator of S with any one of the generators — vanishes except

for the following two cases:
S, X] = -8 (2.62)
1
[&Xﬂ::—%S+E@Mx+®—u@—2+®—2%2—@) (2.63)
This means that the generators (2.49)-(2.54]) act as dynamical symmetry operators for
the equation S¢ = 0 provided that the relation

—924d
x+§:5—5i—+%@—z) (2.64)

for the scaling dimension z = x, of the solution ¢ holds true.

A central property of our reformulation of LSI will become apparent through a generali-
sation of the Bargmann superselection rule.

2.2.3 Bargmann superselection rule

For Schrodinger-invariance where z = 2 or more generally for Galilei-invariance, the so-
called Bargmann superselection rule [I1I] plays an important role. It states that the
n-point function of QS0Os is zero unless the sum of the mass of the fields involved vanishes,
viz. >"  p; = 0. This well-known property of non-relativistic fields has turned out to
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be extremely useful in the context of non-equilibrium field-theory [66], 137, 226], where it
suggests to split the action into a Galilei-invariant ‘deterministic part’ and a non-invariant
‘noise part’ [192]. Then from the Bargmann superselection rule exact reduction formulae
for the average of any observable O to the noiseless average of a related observable O’ can
be derived [192]. In this section, we consider now how the Bargmann superselection rule
might be generalised to z # 2 before taking up in section the treatment of stochastic
equations.

Consider the effect of the LSI-generators on some n-point functions built from quasipri-
mary scaling operators. Such a n-point function should satisfy the equation . It
is instructive to consider not only the generators Y,, directly, but also to compute the
following series of generators. Define, for d > 1 dimensions

My = [Y9 v )= pvis (2.65)
Ny = Mo, YY) = =22 )0, Vi (2.66)
and then recursively for £ > 1
d
My = Y INELYE (2.67)
=1
NY = M, Y] (2.68)

We find the following general form for these operators

M, = auttiv+e-@en: 2.69)
Ne(i) = htt9,, VD) (2.70)

where a, and b, are constants depending on z and d. They can be computed recursively
from the following recursion relations and initial values:

aw=z , by=-2*2-2) (2.71)
apr1 = —bezld+ (204+2)(1 —2)] , b= apz[(20+ 1)z — (20 + 2)] (2.72)

but for what follows, the specific values of these constants are not required. Because of
proposition 2, all generators My, N, E(Z) commute with § and hence are related to dynamical
symmetries of the equation S¢ = 0.

This set of dynamical symmetries is finite in two special cases. First, if we take z =
(2N +2)/(2N + 1) (with N € Ny), then az; = 0 and b, = 0 for £ > NF| Second, if we
take z =14 d/(2N + 2) (for N € N), then ay = b, =0 for { > N.

Practical calculations are made in Fourier space where the operators (2.69) are given by
]/\/[\2471 _ (_1)€+1i(2€+1)za&u2871‘k‘%f(%fl)z (2.73)

If we apply the covariance-condition {D onto the n-point function F ™ ({t;, k;). From
the operators ([2.73)), together with spatial translation-invariance (momentum conserva-
tion) we obtain the following conditions, for all £ € N

3The case z = 2 is recovered for N = 0.
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(Zuﬂ LR ) "({tiki}) = 0 (2.74)

(Zk) 't k;}) = 0 (2.75)

This kind of condition is quite similar to constraints found in factorizable scattering of
relativistic particles [235, 236]. If one interprets a n-point function to describe a scatter-
ing process of m incoming and n — m outgoing particles, the constraints eqs.
mean that the total momentum and the sums of certain powers of the momenta must be
conserved. Furthermore, it is well-known that in the presence of a single conserved quan-
tity of the above type, the scattering matrix factorizes into the product of two-particle
S-matrices [235], 236]. We make use of this classic result to arrange the mass factors p2*
such that the conditions ) and ([2.75) - are satisfied. A generalisation of the Bargmann
superselection rules follows:

Proposition 3: (Generalised Bargmann superselection rule) Let a system be given with
dynamical exponent z # 2E| Let {¢;} be a set of scalmg operators transforming covariantly

under the action of the generators Y(l)/z and Y 1)/z+1 (for all i = 1,...,d). Let further-

more each scaling operator be characterised by the set (x;, &, pi, Vi)- Then the (2n)-point
function

FEO({t:},{r:}) = (1t m1) - dan(tan, T2n)) (2.76)
vanishes unless the p; form n distinct pairs (p, pirq)) (1 = 1,...n), such that for each
pair

Wi = —Hr(i) (2.77)

This result is considerably more restrictive than the Bargmann superselection rule for
Galilei-invariant systems (where z = 2), which merely requires Zf; w; = 0.

The existence of the conditions and which are reminiscent of similar con-
straints known from factorizable scattering [236] 235] might point towards interesting
connections to this field and towards integrable systems. However, a detailed investi-
gation of this is beyond the scope of this chapter, where we shall be mainly concerned
to demonstrate the physical interest of these results by showing how to related them to
specific model calculations of noisy non-equilibrium systems.

Graphically, the superselection rule may be represented as shown in figure for
the fourpoint function (¢1(1)d2(2)¢s(3)p4a(4)), which will be treated in detail in section
2.4 We consider two of these fields, say field 1 and field 4 as incoming particles, the
other two as outgoing particles. Then there only two ways to connect the incoming and
outcoming particles if we want to respect momentum conservation . Together with
this then yields the ansatz for the fourpoint function.

2.3 Field-theoretical formalism

Up until now our considerations were purely algebraic and the dynamical equation in-
volved is deterministic. However, the description of non-equilibrium systems typically

f 2 £ 3%1% or z# 1+ ﬁ with N € N one has an infinity of conditions ([2.74)).
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1 4 1 4 1 4

Figure 2.1: Illustration of the generalised Bargmann superselection rule at the example

of the four-point function (¢1(1)p2(2)¢s(3)p4(4)) This yields, by using (2.74]) and (2.75)),
the ansatz (2.115)) for the fourpoint function.

requires to look at stochastic Langevin equations, to be considered as a coarse-grained
equation for the ’slow’ degrees of freedom coupled to a heat bath modelled by a set of
Gaussian random variables, which mean to describe the fast” degrees of freedom. At first
sight, this makes our methods form the previous sections inapplicable, as the noise breaks
Galilei invarianceﬂ However, for z = 2 closer inspection shows that with the help of a
new decomposition of the associated action of non-equilibrium field-theory into a Galilei-
invariant ‘deterministic part’ and a non-invariant ‘noise part’ the calculation of averages
can be exactly reduced to the computation of certain averages in the deterministic part
alone [192].

In this section we outline how to generalise this technique to z # 2, using proposition 3.
We consider the following dynamical equation

p06(t,7) = 5 Vio(t,) — o(D)(t,7) + (e, 7) (2.78)

where we have introduced a time-dependent potential v(¢)[f| The noise n(, ) is a centred
Gaussian random variable, with the second moment

n(t, )t ")) = 2T6(t — £)b(R — R). (2.79)

The usual white noise is recovered if b(r) = d(r). For the computation of response
function an external field h(t,x) may be added to the right-hand side of and in
addition we shall also have to average over the initial conditionsﬂ

Noise-less equations with time-dependent potentials can be reduced to the invariant
equation S¢(t,7) = 0 with the operator S as given in equation through the gauge
transformation [192]

Bt 1) = B(t, 1) exp (—% /0 tduv(u)) (2.80)

SIntuitively, this may be understood as follows. Consider a magnet which is at rest with respect to
a homogeneous heat-bath at temperature 7. If the magnet is now moved with a constant velocity with
respect to the heat-bath, the effective temperature will now appear to be direction-dependent, and the
heat-bath is no longer homogeneous. Hence the total system, consisting of the magnet together with the
heat-bath is not Galilei-invariant, even if the magnet alone is.

6Including such terms is very natural. In section we shall see that v(t) is a Lagrangian multiplier
coming from the global constraint in the spherical model.

"The slight generalisations needed e.g. for a conserved order-parameter or in growth models [19] 207]
will be taken up in chapter
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Therefore, it is enough to consider the case v(t) = 0 explicitly.
In order to treat the noise (both thermal and initial) we adopt the standard set-up of
non-equilibrium field-theory [165] 137, 226]. Eq. (2.78]) is then converted into the action

T16,9] = Told, 8] + Trnid) + Tunld] (2.81)

where the ‘deterministic’ part is given by

Tol6, 3] = / du / dR & [am _ %vg(p + v(t)qb] (2.82)

and the 'noise’ parts are J, + Jinit Where

Tnld) = % / dudu/ / ARAR’ 9(u, R)(n(u, Ryn(u', R) )6(u', R) (2.83)
describes the thermal noise and [170], 192]f]
Timit| 6] = —% / dRdR' $(0,R)a(R— R') (0, R') (2.84)
describes the initial noise with zero average and correlator
a(R-R) = <¢(0, R)o(0, R’)> (2.85)

For the usually considered un-correlated initial conditions, a(r) = d(r). The average of
an observable O is then given as

(0) = / DD Qe T4 (2.86)

In what follows, averages with respect to the theory described by Jy[¢, ¢] only (the so
called noise-free or deterministic theory), will be considered and may be written as

(0) = / DDG O~ D01é4) (2.87)

We are interested in correlation and response functions. While the first one is straight-
forwardly found from

C(t, s, —y) = (o(t, ®)d(s, y)) (2.88)

(where spatial translation-invariance was assumed), the second one is obtained by consid-
ering the change of averages with respect to a small external perturbation. A magnetic
field conjugate to the order-parameter may be included by adding the term

— [dRdu ¢(u, R)h(u, R) to the action J[¢,¢]. Then one can formally define the re-
sponse function by

5{o(t,x))n
oh(s,y)

81t has been shown by Janssen that, at the initial time ¢t = 0, the fields ¢(0,r) and a(O,r) are
proportional [I37].

R(t7 S, — y) =

= (6(t.2)9(s.) ). (2:89)

h=0
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In what follows, we shall write » = @ — y throughout. We suppose throughout this
chapter that the averages of the order parameter and the response field vanishes, i.e.
(p(t,x)) = 0 = (¢(t,x)). If this is not satisfied and the order parameter has a non-
vanishing average (as it is the case in reaction-diffusion systems), new problems can arise
[46, B, 22]. In that case, the theory of LST as presented in this chapter is not applicable.
We now assume that ¢(¢,7) and ¢(t, r) are both quasiprimary scaling operators (Qs0s) of
LSI. If we assign the mass u to ¢(¢,r), from the comparison of the equations of motions
coming from 87[¢, 3]/0¢ = 6T |6, d]/5¢ = 0 if follows that that ¢ should have the mass

i = —p. Using the generalised Bargmann superselection rule proposition 3, it further
follows that in the noise-free theory
<<;5¢<;gg> =0, unless n=m (2.90)
S——
n m 0

In order to compute the response function of the full theory, we can now follow [192] and
expand the exponential function to obtain

Ritsir) = (6(t.2)d(s,y)) = (6(t.2)o(t, y)e T -Tudl)
= (olt.2)ols.9)), 2.91)

In other words, the response function is the two-point function of the deterministic the-
ory. Therefore, we may use the dynamic symmetries of the deterministic part in order to
derive the full response function. We shall do so in section

For the correlation function, we find in a similar way
C(t,s,r) = Cini(t, s;7) + C(t, s;7) (2.92)
with

0

Conltosir) = 5 [ARAR (9(t.2)0(5, )30, RYO0. R)) ol R~ F) (29
and
1 / / 7 T D Y
Cat.sir) = 5 [ARARudu’ (6(t,2)o(s. y)(uw, IO B)) (nfu, Ryn(u', B)) (291)

We stress that these results are correct provided that translation invariance and gener-
alised Galilei invariance (and by implication ([2.90])) hold.

In the next section we extend these invariances to full local scale-invariance in order to
fix the remaining two- and four-point response functions.

2.4 Calculation of n-point functions

In this section we shall use the generators — to fix — as far as it is possible-
the two- and fourpoint function of the noiseless theory. As was pointed out above, we can
treat the case with v = 0 and shall then obtain the case with a non-vanishing potential
by applying the gauge transform . Let us turn to the two-point function first.
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2.4.1 Two-point function

We compute the two-point function of two quasiprimary fields ¢; and ¢o. As we have
already seen in the last section the Bargmann superselection rule must be fulfilled if we
want to have a nontrivial result, hence p; = —ps. We also assume right from the beginning
that spatial translation invariance is already implemented and set

F(2)(t1, tQ, ’I") = <¢1(t1, T1)¢2<t2, T2)> (295)

with » = ry — ry. If the ¢; are scalars under rotations, it is enough to restrict to d = 1
dimensions, the generalisation to d > 1 being obvious. Guided by the result for z = 2, we
make the following ansatz for F'(t1,ts,7), in order to obtain homogeneous equations.

~ /¢ a N
FO(ty, ty,r) = (11 — t5)° (t—l) S G(ty, ta, ) (2.96)

2

with a function G(ty,ty, ) which is to be determined. Using this ansatz and covariance
under Xo,Y_;/.11 and X, it is easy to see that if one sets

1 ~ 1 2
i=-(20+n-m), b=—Z(Ca+m)+@e+m). e=I(a+&) @97
then G satisfies the homogeneous equations
(tlatl F b0y, + % r- 87,>G —0 (2.98)
((tl — 19)0p + 2 - V2 4 (4] — 'y;)@TV;Z)G =0 (2.99)
((t1 —19)20;, — t30;, + Vi + %(tl —t9)0p - Vo7 + (V] + 7§)V;z>G = 0. (2.100)

where we have defined the shorthands

Y=z22-2)0, A=202-2), Y=02-2)(d—2y (2101
_ o (1-92 w1
B=—(2—2) (1 2u) , = (2.102)

They will be used frequently in what follows. Equation (2.98)) is readily solved to yield

r tl —tg
— 1
G H<(t1_t2>1/z, % ) (2.103)

where from eqgs. (2.99[2.100)) the function H = H (u,v) satisfies the following equations
(au +opu s VEE 4 (4] — fyi)auv;Z)H =0 (2.104)
(z(v —1)0, + (v + 1)0uVy + 2(7f + 7§)V;Z>H =0 (2.105)

Here we have added —wu times equation ([2.99)) to equation (2.100)) in order to get the last
equation. Note that equation (2.104)) is the analogue of equation (2.43]) known from the
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old formulation of LSI. These two equations are best solved in Fourier space, where they
become

(2102 1P O + K+ (zpuri(2 = 2) + (o] = Ak k) H = 0 (2.106)
(z(v—nav—(vi+v§)k|k|—zak)ff — 0 (2.107)

Solving these two equations yields on the one hand the condition 71 = —72, and on the
other hand for the function H.

ji- gO’k’f(zu112‘2(272)+(ﬂ*vg)i‘z)al exp (—ay|k|?) (2.108)
Notice that the dependence on v has dropped out. Transforming back to real space and
substituting all shorthands, we get therefore as final result:

F(Q)(tl,tz; ) = 9000y —as 0., (t1 — t2)—((2§1+ﬂc1)+(252+ﬂc2))/z

" (26a+x2—1)/2 r
<« (& p2ete)/z o) (T (2.109)
to ’ (t — )12

where the space-time part is described by the function F(®?).

dk .
F@d) () — / © ik LB exn (—all? 2.110
(u) Aomr |k|” exp (—alk[*) (2.110)
The Fourier transform depends merely on the absolute value |k|, hence its inverse in real
space will only depend on |r|. This is detailed in appendix C of [21I], where also some
plots of the space-time scaling function F@% can be found.

A remark about the notation: We use here the tuple (z, &, a, 3) to characterise a quasipri-
mary field, where a and [ have been defined in (2.101). « is related to the mass
1 and therefore the Bargmann superselection rule is expressed in the Kronecker delta
Oar,—as = Opuy,—pup- The parameter 3 vanishes for z = 2 and for p = 2. Alternatively one
can also use the tuple (x,&, u,y) or (z,&, p,v/1) to characterise a quasiprimary field.

The case, when one implements as well invariance under time translations works in exactly
the same way. In this case one has to set £ = & = 0 in the above result and requires in
addition that z; = x5. We simply quote the result

—2X z Ir.
F(2)<t1 - t2;r) = 905a1,*a2556175025ﬂ1,ﬁ2(t1 - tQ) 2o/ f‘(ulﬁl) <m> (2.111)

A question which has not at all been addressed here, is whether there are solutions to
equations (2.104)) and (2.105)) which have been lost by passing to Fourier space. This will
require further investigation.

2.4.2 Four-point function

We now compute the four-point function of quasiprimary scaling operators

FO{t:}, {r}) = <¢1(t1,"‘1) - --<Z54(t4,"°4)> (2.112)
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Its Fourier transform we denote as usually by F @({t;},{k;}). The comparatively strict
Bargmann rule (2.77)) together with spatial translation-invariance suggests the following
ansatz

FOULY, {ki}) = 0 maOps a0 (For + Fe2)d (ks + ka) G1({ti}, {Ki})
0112 0pg— O (o1 — ke2)O (ks — Ka)d(Key + kes) Go({t:}, {ki}) (2.113)
+{2< 3} +{2< 4}

By the last line we simply mean terms, where the space-time points 2 and 3 and the space-
time points 2 and 4 have been exchanged respectively. In this way, all possibilities allowed
by the generalised Bargmann superselection rule are covered and momentum conservation
(translation invariance) is satisfied.

In order to get clearer on the structure of the solution we start by considering the term
pur?V2=% which is part of the generator X;. Notice that it is the only term containing
expression of the form 2. Furthermore, we may suppose for the moment, without loss
of generality that p; and p4 are both positive or both negative. Then the most general

ansatz taken from (2.113)) is

F({t:},{ri}) = 0 o005 —pa G ({ti}: 712, 730) + Oy 120y —a G ({i i 713, 724)
OOz pia G2 ({713, 720) + O g Opp s G (i} 712, 730)  (2.114)

where 7;; := 7; — r;. If one applies now the operator ur*Vz=* we require that all

prefactors of terms like r? have to vanish, since the functions G; and CNJZ depend only
on the differences 7;;. This leads to the result, that the second and forth term of the
preceding ansatz can be dropped and the ansatz has therefore further been reduced to

F({ti}, {ri}) = 01,12 Opis,— mGl({t i1, T3a) + O, O, —u4G2({t }i713,m24)  (2.115)

Furthermore one can show that one can treat each term separately. Hence it is enough

to consider
Dt} Ari}) = G paOs, - G, 7, {t:}) (2.116)

with r := r; — 7y and 7 := r3 — r4. The other terms can then simply by obtained by
permutation of the space-time points. Invariance under Y_(Zl) /2 is already implemented. The
following computations will be done for d = 1 for convenience, but the result generalises
to arbitrary d. The following equations remain to be solved

4 4 4
1 1
ti . - cUp - i - 211

(; 0&—1—2;7' 0 —|—Z;x)G 0 (2.117)

4 4 4
<Z tior, + Y iz Vo + Y Al amv,,j) G = 0 (2.118)

=1 =1 =1

4 2 4 4 2 4
2 2y 72—z

i=1 i=1
4 4

+ Y A0V, + Z%V;f) G = 0
i=1 i=1
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In order to obtain homogeneous equations, we set

G({t:};ir,7) =t — 1)) Pth—m {t:}:7.7) (2.120)

1<J
Introducing this into (2.117])-(2.119)) we obtain on the one hand conditions on the param-
eters p;; and o;.

4

EZ(@ +x)t; = Zaﬂf + Z t1 + t2)pij (2.121)

=1 1<j
> pis +Zaz = %Zx (2.122)
1<J =1

which must hold true for all possible ¢;. On the other hand the function G satisfies the
following equations:

(Ztarﬁzﬂﬂ" Vi Z+ZVT0 V., ) =0 (2.124)
(Z 60, + Z Vo F + % Z ti(ri - On) (2.125)
i=1 i=1 im1
+ i%&nvri + iﬁ%f) G =0
i=1 io1

The most frequent case for applications is that one has z; = 23 =: 2, §§ = §3 =: { and
Ty = x4 = 7, § = &§ =: { . This happens for instance for a four-point function of the
type (¢(1)p(2)p(3)p(4)), where ¢ is the order parameter field and ¢ the response field.

In this case one can choose

01 =03 =——, 09 =04 = ——
2 2 ~ 1 .~
P13 = ;(2& +x) — ;(2§ +T), pr2=pu=p3=pu= ;(25 +7)  (2.126)

and all other p;; are set to zero. We proceed now with the solution of equations (2.123])-

(2.125)). If the function G depended on all coordinates r;, equation (2.123|) would have
the solution

_ e o~ s Ty T3t
G=H ('I"ltl Y ,'I"Qtl Y ,’I"3t1 1z ’I”4t1 Y ,fTQ t_3 t_4> (2127)
i th ty

where have introduced the shorthands ¢; := t; — t4 for i = 1,2,3. But because G and G
only depend on the differences r and 7, this rather must have the form

H(ula Uz, U1, Vg, W2, W3, 'LU4) - H(’U,, v, W2, W3, 'lU4) (2128)
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where we write 4 = us —u; and v = v9 —v; and wy = %Vg/ﬁ, w3 = %/E, w3 = ﬂ/ﬂ Then
one rewrites the remaining two equations and in terms of the new variables.
When doing this, we realise that in order to make disappear an explicit dependence on
5 and r4, we have to require the conditions

((1 — W)y + 12V 4 (7] — ’yg)@uv;z> G =0 (2.129)

(wgﬁv + 320V 4 (- ’yl)&Vf) G =0 (2.130)

If these two equations are added, they yield the same equations as obtained from ([2.124]).
and are of course a stronger condition than the one obtained from ([2.124]).
This is an effect of the strong restrictions of the generalised Bargmann superselection rule,
which led to the ansatz (2.116). In addition to (2.129) and (2.130) we have the equation

coming from ([2.125))

((w% — wg)an -+ (w§ — w3)8w3 — (wi + w4)8w4+

1 1
—u - Oy + — 2wz — 1)v - Oy + 1 u? V2% + pgv? Vi 4 (2.131)
z z

T1u0uV,7 + T3,V + (o + 1)Vt + (5 + )V ) H = 0

Adding —? times equation (2.129)) and —* times equation ((2.130]) to (2.131]) and rewriting
the equation obtained and equations ([2.129) and ([2.130)) in Fourier-space

(1 — wy)k + ark|k| > + 2pi® |k 20x) H = 0 (2.132)
(wsq +Azqlq|™* + 203> F|q*9,) H = 0 (2.133)

d
(03 w2100 + 2 = )0, — (w + w01)0, — S+ s = 1)
1 =
(w5 — 1)g - 0y — %k Ok — byi kK| 70y — bgizq\q|z(9q) H = 0 (2.134)

z

where we have defined

o= (] =D a2 = 2), Ay = ()i it (2 - 2)
1 1
by = 5(’71 + ’72)7 bz = 5(’73 + ’74) (2-135)

Equation (2.132)) and (2.133)) do not involve wsy, w3, wy and are solved to yield

~

H = k| 72019 |q| =% exp (—ay (1 — wo) |k|* — azws|q|?) x(wa, ws, wy) (2.136)

where we have already substituted some of the shorthands. The remaining undetermined
function y(ws, w3, wy) satisfies the following equation

(03 = w2) B + (15 — w3)uy — (05 + 1), ) x =
d
— (—;(wg + W3 — 1) + Q1 Wo + 043<w3 — 1)

+b1512a1|k'|_z + 62532&3|Q|_Z + blZO./li_Z(]_ — U)Q) + ng(l/3i_ZUJ3) X (2137)
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The terms involving k and q on the righthand side of (2.137)) have to vanish. For this
reason the conditions

blal - 0, bzag - O (2138)

have to hold. There are four possibilities so solve condition (2.138]). For each possibility,
equation ([2.137)) takes a slightly different form, but it can solved for each case by standard
methods. We only list the result

1. by =0and by =0 & v = — and v3 = —4 In this case x is given by

—1 —1
X (W, ws, wy) = (wy — 1) ZHO/7 4 8l= 5807 ¢ (w2<w3 ) walws )) (2.139)

’LU3(1U2 — 1)7 IUQ(”LU4 + 1)

where f is a remaining, undetermined function. Remember the shorthand intro-
duced above 5; = —(2 — 2)(1 — 27,/ 115).

2. a1=0and by =0 < p; =1 — 72 and y3 = —v4 In this case x is given by

X(’LUQ, ws, ’LU4) = (1 _ l/ZUQ)d/Z wg/z—ﬁl/zwg/z+ﬁ3/z

f (wz(w?’ — 1) walw, = 1>> (2.140)

wg(w2 — 1>’ wg(U)4 + 1)

3. a3=0and by =0 < v = — and u3 = y3 — 74 In this case, y is given by

X(w2aw3; w4) = (1 — 1/w2)_d/z (1 — wz)d/z+51/z(1 _ w3>d/zf,33/z

< f (w2(w3 — 1) wy(wy — 1))

wg(w2 - 1)7 wz(w4 + 1)

(2.141)

4. ap =0and a3 =0 < puy =y — 7 and pug = 3 — 74 In this case, y is given by

—d/» . —1 -1
X(wa, w3, wy) = (wy — 1)¥/=408/ 2 /=40 ¢ (w2(w3 )| walws >> (2.142)

wg(w2 — 1)’ wQ(w4 + 1)

At this point let us remark, that if we had implemented also invariance under X_;, the
results would be the same except for the replacements f(x,y) — f(x) in the above four
cases.

Before proceeding let us comment on these results. First, one realises when substituting
all shorthands that the space-time behaviour (2.136)) is essentially given by two functions
of the type . Furthermore, for applications, one usually encounters the case when
Y=y =93 = —Y = —y, and = 3 = 3 = —pg = —py. This has the following
consequences for the four different cases

1. B:= 31 = P53 and ( is a free parameter

2. pup = 27y, and 1 = f3 and therefore 3; = B3 = 0. Thus the space-time behaviour is
comparatively trivial, as it corresponds essentially to a free field theory.

3. us = 273 and (1 = (3 and therefore g; = B3 = 0. Also in this case the space-time
behaviour is trivial.
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4. py = 27, and pu3 = 273 and therefore §; = §3 = 0. This case also yields a trivial
space-time behaviour.

From this consideration we see that only the first of the above cases is suitable for further
application. Therefore we only list the complete result for the first case. The other three
cases can easily be obtained from the above expression by substituting all shorthands.
The complete result for the four-point function in the first case is

F{t:}, {r:}) = H<tl —t;) Py th‘_gi N1 <<t2 —ty)(ty — t3) t4(ta — t1)>

L (ty — to)(ts — ta) t1(ty — ts)

(arpr) (T =72 Flas.Bs) — T
Xdal,*azéﬁlﬁzf ((tl _ tQ)l/Z) 5(13,70445[33754 ( 3 — t4 1/ > (2143)
4
. —q! (ts —ts)(t1 — t2) ta(ts —t1)
+ ti—t;) P |t S (
g( 2 E ? (t1 — t3)(te — ta) t1(ts — ts)
(ar,pr) (_T1 T3 Flazy) (T2 T4
X5a17_043561763f ((tl — t3)1/z> 6042 —0445,@2 54 ( tz — t4 1/z

—pl; —0” ty —ta)(ts —t3) ta(ta — 1)
+Et =) Ht (tl—t4)(t3—t2) (t4_t2))

(a1,81) [ T1— T4 (—asfs) (T3 " T2
X5a177a45g1754f ((tl — t4)1/z) 5&3,7042553752‘?' ((t?) _ t2>1/z)

Here the functions f; are arbitrary functions undetermined by the symmetries. The sets of
parameters {p;;, 0:},{p};, 07} and {pf;, 0}'} has each to satisfy the conditions and
m We could have implemented as well invariance under X_;. The computatlons
are quite analogous and the result can be obtained from formula by setting £ =0
and o; = 0 and by dropping the last argument of the scaling functions f;, i.e. by making
the replacements

filz,y) — filx) (2.144)

It is worthwhile to give a short look to this latter case. The form of the solution is
then not dissimilar to what is known from the conformal fourpoint function [72, [107]:
Prefactors of the type HZ <;(ti = t;)7P4 are present (just like for the conformal case) and
the dependence on the invariant ratios of the type (t4 — t2)(t1 — t3)/((t1 — ta)(t3 — t2))
can not be fixed. For the case when invariance under X; is not implemented, there is a
dependence on additional terms like ¢5/t; which break time-translation invariance. The
space-time behaviour is completely fixed and essentially described by products of the
function F(@9),

For later use, we specialise this formula to the case when we consider an expression
like (@ (t1,71)0(t2, 72)d(t3,73)P(ts, 74)) that is the case p = p; = ps = —puz = —pyg and
Y=y =792 = —7y3 = —74. Then the first term in (2.143)) vanishes and for the parameters
pi; and p}; we make a choice similar to (2.126). The four-point function then reads
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F({ti {ri}) = (tat2)™/*(tsta)™/?
(151 . t2>72(2§+x)/z+2(2§+5)/z(t1 . t3>7(2€+5)/z(t1 . t4)—(2§+f)/z(t2 _ t3)7(2£+i)/z@2 _ t4>*(2€+5)/z

r (Gt ) ™ (@) = (@)
o (i ) 7 () 7 (i) ) e

with two undetermined functions f; and f3.

2.5 Results for the response and the correlation
function

At long last, we can return to our original task of the computation of response and
correlation functions. We recall that for the case z = 2, the following procedure for the
calculation of n-point functions was developed [192] [114], [126]

1. we break time-translation-invariance explicitly by considering a Langevin equation
of the form (2.78]) with a time-dependent potential v(t). We can reduce this to the
standard form via the gauge transformation ([2.80]) and set

1 t
gu(t) = exp (——/ du v(u)) ~th  or equivalently wv(t) = —% (2.146)
H Jo

which defines a new parameter F,

2. recall that for ageing-invariance the scaling operators ¢ (with scaling dimension x)
do not transform as conventional quasi-primary scaling operators, but are related
via (2.56) to bona fide quasiprimary scaling operators ®, with scaling dimension
T +2¢,

3. We then use full local scale-invariance for the calculation of the required two- and
four-point functions.

For the case of general z, we will leave out the generator X_; for the computation of the
two-and fourpoint functions. This does not change the result for the two-point function,
but for the fourpoint function it entails more flexibility in the case of critical dynamics
(which will be needed). Recall the formulae , and for the response and
correlation functions. Using the results of the last section and the gauge transformation
, the two-and four-point functions are then given by

(B(t,2)o(s,y)) = j”—((?)F(?) (t,s;x —y) (2.147)

and

({1, 2)0(s, 9)d(u, R)S(u, R)) = %F“)(u sudizy RE)  (2148)
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2.5.1 Response function
We start with the response function, which is given by, according to (2.91)

o\ ) gy —((2¢+2)+(26+7)) /2
R(t,s,1) = ros 2@td)/z (—) (——1)

S S
w Fles (T (2.149)
(t — s)l/=

with a normalisation constant ry. Here we have taken equation and the gauge
transform into account.

Although our approach is in general more restrictive than simple Galilei- or Schrodinger-
invariance which apply for z = 2, our result for the two-point function also includes the
z = 2 case, since for the two-point functions, the generalised Bargmann rule and
the Bargmann rule for z = 2 co'incide.ﬂ We define the ageing exponents

1 :

a::;(a:—i—f)—l, a 1((2§+x)+(25+5))—1, )\R/z::—F—l—g(f—i-:I:) (2.150)

Tz
and then find the autoresponse function (r = 0)

/

¢ 1+a’—AR/z + —1-a
R(t,s) =ros ! (—> (— - 1) : (2.151)

S S

The form of R(t,s) has not changed compared to the old version of LST [109, 192, 121].
Therefore all tests of LSI which have been performed for the autoresponse function remain
valid. We refer the reader to recent reviews and articles [122], 125, 121], where these results
and tables with the corresponding ageing exponents can be found. The full space-time
response functions reads

R(t,s;7) = R(t,s)Fd ((t_ﬁ) (2.152)

1+a’—AR/z —1-d’ .
a1 [ t / dk 3 ir-k ;
- 4 U} k Rk
ros (s s ra (2m)4 [kl exp (t—s)l/2 alk

For a plot of the space-time behaviour of this function, see appendix C of [21].

2.5.2 Correlation function

Here, we must distinguish the cases of (i) phase-ordering kinetics [37], when the prepa-
ration part Cj,i(t, s;7) dominates, and (ii) the case of non-equilibrium critical dynamics
[45], when the thermal part Cyy(t, s; ) is the leading one.

We start with the former case. Here we have to evaluate expression Cy,;(t, s; ) further.
By assigning the masses 1 and ;1 = —pu to the fields ¢ and 5 respectively, we obtain from

(2.143),(2.126) and

Cinit(t, 8552 —y) = cos

(np) (X “) (a3,8) (i_ ”)
/Rddudv}" (tl/z Y F SYZReYE a(u,v)

9This is not true any more for the four-point function and in consequence for the correlation functions
discussed below.

2F—2(z+f)/z—4g/ZyF—2(5+2g—§)/Z(y _ 1)—2(:v+2£—5—2£)/z (2.153)
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with a(R, R') = (¢(0, R)¢(0, R')) for the initial correlations. We also admit that this
term does not break translation invariance, that is a(R, R') depends only on R — R and
its Fourier transform can be written as (27)96(k + q)a(k). Before proceeding it is useful
to note the following property of the function F(*# (u), which is easily verified. For an
arbitrary function g(u, k) and constants ¢, a, d, b we have

/ dudv 5 (cu + a) FO5) (dv + b)g(u, v) (2.154)
R

d
dk dq  iuk ibg~
— la-k 1 k. d kﬁl B3 . kl? _ z
/]Rd (27r)d/Rd omic ¢ 9(ck,da) [k gl exp (—anlkl") exp (=aslal)

where g(k, q) is the Fourier Transform of the function g(w,v) With this we obtain

Conie (£, 577) = o2 2T/ 2420) 5420z F 2T+ 2E-E) 2B+ 2 (2.155)

(g = 1) 2o DD [ SR exp (—al k[t + ) iR
re (27)

We are ultimatively interested in the case of decorrelated initial conditions, which means
a(k) = ag = const. At this point, we need to take into account the following: For
computational reasons, we had to find the three-point function via the fourpoint function.
We now have to pull two points together for the case of decorrelated initial conditions.
But it is known from the case z = 2 that in this case, the scaling dimensions of the field ¢?
acquires an additional contribution and only in the free-field case the scaling dimension
of ¢? is equal to two times the scaling dimension of ¢. In order to get a prediction for
this case also we should therefore replace (z,£) — (Z2,&) where these new parameters
denote the scaling dimension of the composite field ;52. This then gives us the final result
for the preparation part of the correlation function for decorrelated initial conditions.

C’init<t; s; ’I“) — COaoSfbim't+2ﬁ/z+d/zyfbimt+/\c/z (y . 1)bmit+d/272)\c/z+25/z (2.156)
dk 23 z irk
X /]Rd (27T)d|k| exp (—alk|*(t+s))e
where the following identifications were used
2 ~ 4~ d A 2 A
binit ' = —2F + —(x + 72) + =& — —, e S+ O+ b _2e + b (2.157)
z z z z z z z oz
and the scaling function fc(y) is given by
fo(y) = coy bmietAe/?(y — 1)bimatd/z=20/2426/2(y) 4 1)=d/2-20/2 (2.158)

Notice that we have Ag # A¢ unless z = 2 or v/ = 1/2 (as f = —(2 — 2)(1 — 2—:—)),
see ) This is different from the case z = 2, where the equality A\g = A¢ holds
[37,192]. For the exactly solvable models treated in section [3| this fact can not be verified
as for these models v/u = 1/2. But numerical studies of the disordered Ising model
are indeed consistent with distinct autocorrelation and autoresponse exponents Az # Ac
[121], (125, 20)].

We could also imagine a long-range initial correlator, which decreases for large distances
as

(6(0, R)9(0,R)) = |R — R|™"* & a(k) = |k|" (2.159)
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For a parameter k. In this case formula (2.155]) evaluates to

Cim’t(t, s; ’l") — CO&OS_binit+2B/Z+H/Z+d/zy—binit+/\C/Z(y _

dk k|2 |
k 20+k . t irk

1)bmit—}—d/z—Q)\C/z+25/z+/§/z

X

where this time

2 . 4- Kk d 2 koA K
binit = —2F + —(z+T2) + &+ ———, Ao/z= —F+—(:c+£)+@+— - —R+§+—.
z z z oz z z 0z z oz oz
(2.160)

The scaling function fo(y) then reads
fC(y) _ Coyfbinit+)\c‘/2(y . 1)binit+d/272)\c/Z+2,B/Z+I€/Z(y + 1>7d/272[3/z71i/z (2.161)

We also want to look here at a sligthly more general situation, namely when the initial
condition is imposed at an arbitrary time u < s and not necessarily at time 0. The
computations for this case follow the same lines as for the simpler case we have just seen.
The four-point function in this case reads (t; = t,ty = s,t3 = t4 = u)

R s e e e O
T KT — T3 o —Ty
« |Fwn L5 ) pluy) [ 2 72 2.162
o () 7o (25 -
su—t T — T4 Ty —T3
2 Flen [ 22 ) gy [ =2 "5
*f?’(tu—s) (<t—u>1/z) ()"

Then the correlation function is given by

Cinit(t, s52,y) = /deR’F(t,s,u,u;az,y,R, R)a(u,R, R) (2.163)

where a(u, R, R') is the equal-time correlator at time u. Using property (2.154)), one
obtains as general result

Cinit(t,5:7) = co(t- S)2E/Z+F u45/z—2f(t _ S)—2(2§+$)/z+2(2§~+§)/z(t _ u)—2(2§~+5)/z (2.164)
o su—t dk ~
(5 — ) 2@540)/2 GZ - S) / 3y P (i B 1Ke[2 exp ( —alk]F(t+s— 2u)>a(u, k)

where fis an undetermined function. For u = 0 we recover the result (2.155)) whereas for
example for u = s and a(s, R, R') = exp(—v(R — R/)?/s*?) (with a new parameter v),
we get

Cinit(t7 s: ’I“) — COS—binit+d/z+2ﬁ/Zyp(y _ 1)—P—>\c/z+d/z+25/z (2.165)
dk k|? 2/z
/Wexp (ir - ) [k[* exp (—oz|k:|zs(y—1) | |4j >

where we have identified

4~ 2 d A 2 A 2
b,»m-t:——§+—:c+é+—, —C:—F+—(§+x)+é:—R+é, p=—-&+F (2.166)
Z z z V4 z VA z VA z z
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This means for the function fo(y), that

—p— z z z dk z k 2
foly) = coyf (y — 1) P Ae/=+28/=+d/ /Www exp (—a|k:y (y—1)— %) (2.167)

The parameter p could in principle still be fixed by the requirement that for y — 1 the
autocorrelator should have a finite and nonvanishing value. This leads to

2 d A
_ 2,4 X

¢ _Ac (2.168)

p
z oz Z

For the second case of non-equilibrium critical dynamics, the thermal part Cy,(t, s;7) is
the dominant contribution. Let b(R, R') denote the spatial part of the noise-correlator,
that is

(n(t, R)n(t', R)) = 2T56(t — t')b(R, R'). (2.169)

Also here, we admit translation-invariance of b(R, R’) and denote with E(k:) its Fourier

transform. With the help of (2.145)),(2.126]) and (2.148]) one finds

Con(t, s;7) = 2T'¢ S172(x+%)/z+4g/z+2ﬂ/z+2d/zyf+2€/z(y . 1>72(2§+x72575)/z

1 - ~ ~
> / d9(y o 0)72(2£+§)/z+ﬁ/z+d/2(1 . 9)72(2§+5)/z+ﬂ/z+d/z972F+4§/z (2.170)
0
_ . . 17T _ z 1 _ 2
0(5-75) [ ol B0 exp (~alkls(y + 1 - 26)

where g(u) is a remaining undetermined function, which is related to f, and f3 from
formula (2.145) via g(u) = f2(0,00) + f3(1,u). For the case of white noise (b(k) = by =
const), we face the same problem as before and introduce the new scaling dimensions T

and &. This then yields for the case of white noise the result

Cin(t,s;r) = QTCOS—bth+2ﬁ/2+d/zyF+2£/z(y _ 1)2(1+a’)—2(F+AR/Z)+b2h—46/2

1 ~
> / d6 9—2F+4§2/z(y . 0)2§/z+)\R/z+F—2(1+a’)+ﬁ/z+d/z—b;h
0

I / 1 9 -
x (1 N 9)25/2+AR/2+F—2(1+a )+ﬁ/z+d/z—bthg (5 — Z)

dk —ik-r 23 o
x/Rd e Tkl exp (—alk{“s(y + 1 - 20) (2.171)

where we have defined the exponents

2 - d 2 . -
by, = ;(:p + 1) —1— o by, = ;(xg —7) (2.172)

The scaling function fe(y) reads (up to a constant prefactor).
foly) = yf +3E(y — 1)20+0)=2F +Ar/2)-4¢/> o.173)
1 ~
X / 40 92 482/ (yy _ 9)26/=+An/=+F 20— )4/ =+d)z
0

% (1 _ 9)2§/z+)\R/z+F72(17a/)+ﬁ/z+d/z(y +1— 20),25761/29 (5? : Z)
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The value of A¢ can not be inferred from this expression, as we do not know the behaviour
of g(u). As an illustration we will show, how we can derive an upper bound for A¢, if we
suppose that g(u) satisfies a Holder condition

9(x) = g(y)| < Cle —y|*  forall =,y (2.174)
with a Holder exponent 0 < N < 1 and some constant C'. If we identify in (2.174])

10—y 1 0/y 1
S - — = 2.1
y1=0 1_9+1_9<0, and vy g <¢ (2.175)

X

and suppose further that g(u) is monotonously increasing, we get that

(i) <o () () e

When we introduce this into (2.173)) we have to distinguish different scenarios, according
to whether the term involving g(—1/(1 — 6)) under the integral vanishes for y — oo or
not. If it does not vanish, one finds the upper bound

A A

Aoy Ar B (2.177)

z z z

If it does vanish, the subleading term has to be taken into account and one gets

Ao > ﬁ+§+N. (2.178)
z z z
We see that for the case of critical dynamics Ag = A\¢ is still possible, also for g # 0. As
there were several assumptions about g(u) involved, these bounds might not apply to all
models. They should rather be considered as an illustration pointing out the remaining
difficulties caused by the undetermined scaling function g (i%)
Let us finish this section with a general remark concerning the correlation function. As
it is already known from the case z = 2, the above expressions strictly apply only in the
dynamical scaling regime, i.e. for large y. In order to fix equally the behaviour for y
close to 1, one would have to construct a similar extension of the symmetry algebra as
proposed in [I11] and use these higher symmetries to fix the behaviour of fo(y) also for

small y [114]. This work is left for the future.

2.6 Conclusions of this chapter

In this chapter, we have presented a reformulation of the principles of a theory of local
scale-invariance (LSI). This reformulation was motivated on one hand by several exact
results [20] (which have here been defered to section of chapter [3)), which are in dis-
agreement with an earlier formulation of LSI [109] and on the other hand by several
conceptual weaknesses of the older formulation which in particular did not allow to treat
explicitly the dynamical symmetries of stochastic Langevin equations. While the main
principles of LSI have been kept unchanged, our reformulation concerns the precise defini-
tion of the infinitesimal generators of local scale-invariance and this implies in particular
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a thorough reconsideration of the fractional derivatives which appear in these generators
and in the invariant equations for the order-parameter. Implicit in the current formulation
of LSI is an algebraic growth law of a single physically relevant length scale L(t) ~ t'/?
and the assumption of the validity of an extension of Galilei-invariance to z # 2.

The following results have been obtained:

1. Non-trivial dynamical symmetries are not a property of the entire Langevin equation
but only of a related system, called the ‘deterministic part’” and which is in the
most simple cases obtained by simply suppressing the noisy parts in the Langevin
equation.

2. Besides on the scaling dimensions, the quasi-primary scaling operators of the ‘de-
terministic part’ also depend on several non-universal ‘mass parameters’, denoted
here as v and pu. For a dynamical exponent z = 2, only u is relevant and only
the relatively weak constraint (the Bargman superselection rule (2.90)) fixes the
sum » -, p1; of the mass parameters of the scaling operators ¢; in an LSI-covariant
n-point function. We have shown here that for z # 2, there exists, beside the
usual conservation of momentum, at least a further conservation law which roughly
speaking states that certain powers of the momentum are also conserved. Being
quite analogous to instances of factorisable scattering seen before in relationship
with 2D conformal invariance and integrable systems [235] 236], this has led to a
considerable strengthening eq. of the Bargman superselection rule.

3. If the noise is gaussian and centred and furthermore the noise correlator satisfies
certain structural requirements (which are always met for a thermal or an initial
noise [I37]) then, given only spatial translation-invariance and generalised Galilei-
invariance, the Bargman superselection rules permit to express any average in terms
of an average within the ‘deterministic part” only. In particular, we have derived for
any given value z the exact reduction formulae eq. for the two-time response
function and eqgs. for the two-time correlation function.

Clearly, response and correlation functions have quite a different origin, despite
a similarly scaling behaviour under global dilatations. Response functions do not
depend explicitly of the noise, while correlations functions are derived from either
thermal or initial noises.

4. The required ‘deterministic’ or ‘noiseless’ two- and four-point functions can now be
calculated from the requirement of local dynamical scaling (leaving of course out
time-translation invariance). In particular, we have derived the following scaling
form for the two-time response function

R(t,s;r) = (é1(t,r)pa(s,0)) = R(t, s)]—'(“lm) (\fr|(t — s)’l/z)
1+a’—ARr/z —1—a’
R(t,s) = ros 17 (E> (E - 1) (2.179)

S S

of the two quasi-primary scaling operators ¢, o and such that ji1 + g0 = v1 +72 =0
and where a,d’, \g/z are ageing exponents and 7y a normalisation constant. The
spatio-temporal scaling function is the solution of a certain fractional differential
equation and is given by eq. . By formally letting z — 2, we recover the
previously treated special case of Schrodinger/ageing invariance [192) 126].
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The response field gz~5 of non-equilibrium field-theory, conjugate to the order-parameter
field ¢, formally plays the role of a ‘complex conjugate’ which is needed in order to
have non-trivial n-point functions.

The above factorisation, as well as the autoresponse function R(t,s), was already
obtained in the ‘old” formulation of LSI [109]. However, since in that formulation
no generalised Bargman rule could be derived, stochastic equations could not be
treated and a result such as (2.179)) remained a conjecture without a clear conceptual
foundation. For the first time we are able, for arbitrary z, to formulate sufficient

conditions from which (2.179)) follows.

The above form for R(t, s) has by now been observed in numerous ageing systems,
both quenched to T' < T, and to T' = T, and for a wide range of values of z, going
from ~ 1.7 to &~ 5 for systems with a non-linear Langevin equation, as reviewed in
[125], 1241, [126].

. The derivation of generalised Bargman superselection rules has also permitted, for

the first time, to derive explicit predictions for the correlation functions for any given
dynamical exponent z # 2. In contrast to the autoresponse function, for which one
might have guessed the final result eq. , that would not have been possible
for the two-time correlation function.

We recall that already for z = 2, the theoretical calculation of two-time correlators
which are in agreement with simulational data is still a very difficult problem, see
[126] and references therein.

At the same time, a number of important questions remains open and we now mention a
few of them.

1. What is the meaning of a fractional derivative in the infinitesimal generators of LSI 7

How to find the finite transformations corresponding to the infinitesimal generators ?

. Presently, the choice of a certain kind of fractional derivatives is simply dictated

by the empirical a posteriori comparison with explicit models. Is there a physical
criterion which kind of fractional derivative should be used ?

. For z # 1,2, the generators of local scale-transformations do no longer close into

an ordinary Lie algebra. On the other hand, if one applies the generators of LSI
to n-point functions built from quasi-primary scaling operators, we have derived
generalised Bargman superselection rules which guarantee that one has a finite set
of self-consistent conditions. What type of algebraic structure is underlying LSI 7

. Generalised Galilei-invariance of the ‘deterministic part’ is an essential ingredient

of LSI. Already for z = 2, the analysis of the Ward-identities of Schrédinger/ageing
invariance shows that Galilei-invariance must be seen as a further requirement in-
dependent of dynamical scaling [I11]. That analysis remains to be extended to

z # 2.
The physical origin of generalised Galilei-invariance (GGI) is not yet understood.

On the other hand, it is already clear that the requirement of GGI of the equations
of motion or equivalently of the field-theoretical action for all times is too strong
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and it would be sufficient to have GGI valid inside the scaling regimem How could
one formulate such a slightly weaker form of GGI ?

5. Our present treatment of LSI is exact for Langevin equations of the form eq. (2.78))
with a linear ‘deterministic part’H Is there a way to extend LSI to non-linear
equations, possibly following the routes explored in [222] for z =2 ?

6. For the non-equilibrium critical dynamics of O(n) models, where z 2 2, the re-
sults of the second-order e-expansion are not in agreement with the LSI-prediction
eq. (2.179)), in particular if in addition a = o’ is assumed [42, 43, 198]. On the other
hand, a convenient choice for the exponent a’ # a restores the compatibility of the
simulational data of [198] and eq. [122] while the results of the e-expansion

deviate from the simulational data, especially in d = 2 dimensions.

What is the correct interpretation of these findings ? Should one first re-sum the
e-expansion series before performing any numerical comparisons with simulational
data or symmetry arguments as LSI 7 Is it preferable to use other numerical esti-
mates for the scaling functions than the simple [2,0] Padé approximant employed
in [42, @3] 7 TIs the introduction of the new exponent @’ # a which has an alge-
braic meaning and is physically possible because of the breaking of time-translation
invariance['| the correct interpretation ?

7. The present formulation of LSI only considers explicitly Langevin equations. It
remains to be seen how master equations could be included into the formalism
which would allow are more direct comparison with simulational results which are
all obtained from a master equation.

All in all, we arrived at a more profound understanding on the foundations of a theory of
local scale-invariance. The existing exact confirmations in many exactly solvable systems
and the good or excellent agreement with the results of many non-perturbative simula-
tional studies (see also chapter |3)) provides strong evidence that the basic principles of
LSI, as stated in our axiomatic formulation in section [2.2.1] should reflect the physical
reality and certainly give a good overall description of the scaling of the two-time quanti-
ties on which LSI was tested. At the same time, we can now better appreciate the many
subtilities which arise when making precise quantitative comparisons. Finding answers to
the questions thus raised will require progress both in the physical understanding as well
as in the mathematical background. We hope that in this way a new systematic approach
for the description of strongly interacting many-body systems far from equilibrium can
be constructed. In the next chapter the new LSI predictions will be compared with the
results from several concrete model computations.

10 Alternatively, one might think that one should require GGI not on the equations of motion, but rather
for the averages. We thank C. Maes for interesting discussions on this point.

1 Certain non-linearities in the action J which may arise from the different forms of the noise correlators
which occur e.g. for reaction-diffusion models, can be treated by a straightforward generalisation of the
methods used in [17].

2For example, in the 1D Glauber-Ising model, comparison of the exact solution for R(t,s) with

eq. (2.179) gives 0 = a # o’ = —1.






Chapter 3

Application of LSI to space-time
scaling functions

In chapter 2| we have formulated a general theory, which gives predictions for the form of
the response and correlation functions for z # 2 extending the existing theory of LSI for
the case z = 2. As already done in the past for the case z = 2 [192] 114} [117, 106, [112],
we want to test these predictions in concrete models. This will also offer a possiblity
to decide, which definition for the fractional derivative we should use. Notice that on
the level of the response function, one has to look at the space-time behaviour, as the
autoresponse function is the same for both kinds of fractional derivatives.

The first examples in section will be two surface growth models, namely the Edward-
Wilkinson (EW) model and the Mullins-Herring (MH) model. Although a lot of papers
have appeared on surface growth models, it is relatively new to consider them in the con-
text of ageing phenomena and the computation of two-time quantities is only at its very
beginning. For the future, we hope that LSI might offer here a new approach to attack
some problems in this field.

In section |3.2 the kinetic spherical model with conserved order parameter will be consid-
ered. For this model, as for some of the surface growth models, the dynamical exponents
is z = 4. For these cases the comparison with LSI is discussed both for the ’old” kind of
fractional derivatives and for the 'new’ kind, and both versions of LSI are found to give
the right predictions.

This is different for the case of the long-range spherical model, which is treated in section
B.3] In this model the dynamical exponent can take a value between 0 and 2. Here we
find, that only the version of LSI presented in chapter [2| gives the right predictions.
Finally numerical results from the diluted Ising model will provide the possibility to test
the LSI-predictions also in a nonlinear model. This will be presented in section of this
chapter.

63
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3.1 Surface growth processes

3.1.1 Introduction

Fluctuations are omnipresent when analyzing surfaces and interfaces. These fluctuations
can be equilibrium fluctuations, as encountered for example when looking at steps on sur-
faces, or they can be of nonequilibrium origin as it is the case in various growth processes.
Well known examples of nonequilibrium surface fluctuations are found in kinetic rough-
ening or nonequilibrium growth processes [172, [100, [7] as for example in thin film growth
due to vapour deposition. Interestingly, both equilibrium and nonequilibrium interface
and surface fluctuations can be described on a mesoscopic level through rather simple
Langevin equations [I50]. In this approach the fast degrees of freedom are modelled by a
noise term, thus yielding stochastic equations of motion for the slow degrees of freedom.
In many instances the physics of dynamical processes is to a large extend captured by lin-
earised Langevin equations [I51] where one distinguishes whether the dynamics is purely
diffusive or whether mass conservation has to be implemented.

For purely diffusive dynamics (called model A dynamics in critical dynamics [128], 226])
the linear Langevin equation can be written in the following way:

Oh(x, 1)
ot

where h(x,t) is the value of the macroscopic field h at site x at time ¢. In the physical
context of fluctuating interfaces and growth processes in d 4+ 1 spatial dimensions h is the
height field whereas x is the lateral position in the underlying d dimensional substrate
lattice. In addition, v, > 0 is the diffusion constant whereas \ is the mean growth velocity
(which may of course be zero). Finally, the random variable 1 models the noise due to
the fast degrees of freedom. Depending on the physical problem at hand, either Gaussian
white noise or spatially and/or temporally correlated noise is usually considered [234].
In the context of kinetic roughening and nonequilibrium growth processes Eq. is
called the Edwards-Wilkinson (EW) equation [79]. This equation has been used for the
description of many dynamical processes, as for example equilibrium step fluctuations
with random attachment/detachment events at the step edge [91), [74], [75]. This equation
also describes the dynamics of a growing surface with a normal incidence of the incoming
particles. An obliquely incident particle beam, however, generates anisotropies which can
only be described by a more complex non-linear Langevin equation [215].

In growth processes with mass conservation the following linear Langevin equation (with
vy > 0)

= 1, V?h(x,t) + A+ n(x,t) (3.1)

Oh(x,t)
ot

has been proposed [175} 231]. This equation is sometimes called the noisy Mullins-Herring
(MH) equation. The noise term again reflects the physics of the investigated system. In
the case of equilibrium fluctuations conserved noise must be considered, leading to the so-
called model B dynamics [128, 226]. On the other hand, when studying out-of-equilibrium
processes one can again focus on Gaussian white noise or on noise which is correlated in
space and/or time [I55].
The Langevin equation (3.2) is used for example to describe film growth via molecular
beam epitaxy [231], 96, 63], equilibrium fluctuations limited by step edge diffusion [75 30]
or even tumor growth [40, [82].

=~ Vh(x,t) + X+ n(x, 1) (3.2)
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An important notion in nonequilibrium growth processes is that of dynamical scaling.
Dynamical scaling is nicely illustrated through the behaviour of the mean-square width
of the surface or interface which for a substrate of linear size L scales as [83]

W?2(L,t) = L*F(t/L?) (3.3)

where ( is the roughness exponent and z is the dynamical exponent. For EW we have
z = 2 whereas for MH z = 4. The value of ( depends on whether correlated or uncorrelated
noise is considered.

Langevin equations have the drawback that they do not really mirror the atomistic pro-
cesses underlying the fluctuations of the interfaces and surfaces. In order to capture the
physics on the microscopic level one commonly designs simple atomistic models (charac-
terised by some specific deposition and/or diffusion rules) which are then often studied
numerically. However, it is not always clear what the corresponding Langevin equation
is. Usually, numerical simulations are used in order to extract the exponents ¢ and z (see
Eq. ) which generally permit to relate the microscopic model to one of the Langevin
equations (universality classes). These exponents, however, encode only partly the infor-
mation given by a scaling behaviour, as the scaling functions, like F'(y) in Eq. , are
themselves different for different universality classes.

In this section we focus on two-point quantities as for example the space-time response
and the space-time correlation functions which also display a dynamical scaling behaviour.
On a more fundamental level we show, using arguments first given in [192], that in systems
described by the equations and the scaling functions of these two-point quan-
tities can be derived by exclusively exploiting the symmetry properties of the underlying
noiseless, i.e. deterministic, equations. This approach, which is based on generalised,
space and time dependent, symmetries of the dynamical system [I08, 109], has in the
past already been applied successfully in the special case z = 2 to systems undergoing
phase ordering [110, 114, 192, [16] and to nonequilibrium phase transitions [I7]. Here
we show that local space-time symmetries also permit to fix (up to some numerical fac-
tors) the scaling functions of space-time response and correlation functions in cases where
z = 4. On a more practical level we demonstrate the usefulness of the scaling functions
of these two-point quantities (which depend on two different space-time points (x,t) and
(y,s)) in the characterisation of the universality classes of nonequilibrium growth pro-
cesses. Whereas in the study of critical systems scaling functions, which are universal and
characterise the different universality classes, are routinely investigated (and this both at
equilibrium [190] and far from equilibrium [162] 45]), in nonequilibrium growth processes
the focus usually lies on simple quantities like for example the exponents ¢ and z. There
are some notable exceptions where scaling functions have been discussed (see, for example,
[155], 234]), but these studies were in general restricted to one-time quantities. However,
also in nonequilibrium growth processes scaling functions of two-point functions are uni-
versal and should therefore be very valuable in the determination of the universality class
of a given microscopic model or experimental system. We illustrate this by computing
through Monte Carlo simulations the two-point space-time correlation function for two
microscopic models which have been proposed to belong to the same universality class as
the Edwards-Wilkinson equation with Gaussian white noise [84], 173, [159] 182} 183].
The section is organised in the following way. In the next subsection we discuss the EW
and the MH equations in more detail and introduce the two-point functions. subsection
3.1.3]is devoted to the computation of the exact expressions of the space-time correlation
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and response functions by Fourier transformation. These exact results show inter alia that
the response of the system to the noise does not depend explicitly on the specific choice of
the noise itself. In subsection we discuss the space-time symmetries of the noiseless
equations, whereas in subsection [3.1.5 we show how these symmetries can be used for the
derivation of the scaling functions of two-point functions, using the old version of LSI. In
subsection |3.1.6| we demonstrate, that the new version of LSI presented in the last chapter
also leads to the correct result. In subsection |3.1.7] we numerically study two microscopic
growth models which have been proposed to belong to the Edwards-Wilkinson universality
class. There has been a recent debate on the universality class of these models which we
resolve by studying the scaling function of the space-time correlation function. Finally,
in subsection [3.1.§] we give our conclusions. Some technical points can be found in the
Appendices of [207].

3.1.2 Noise modelization and space-time quantities

Our main interest in this section is the investigation of space-time quantities in systems
described by the quite general linear stochastic equations and . Setting the
mean growth velocity A to zero (which can always be achieved by transforming into the
co-moving frame) both cases can be captured by the single equation

Oh(x,t
O] (%) hix, )+ (3.4
with [ =1 (EW) or [ = 2 (MH). As it is well known, these equations of motion can be
derived from a free field theory [226].

Depending on the physical context, different types of noise may be considered. For the
EW case we shall discuss both Gaussian white noise (EW1)

(n(x,8)) =0,  (n(x,t)n(y.s)) = 2D5"(x — y)é(t - s) (3.5)

and spatially correlated noise (EW2)

(G, 0)) =0, (n(x,t)n(y,s)) = 2D |x —y|* ™" 5(t — s) (3.6)

with 0 < p < d/2. In the past, these two types of noise have been used in the mod-
elling of nonequilibrium growth processes [I50, I51]. If, however, one wishes to model
thermal equilibrium interface fluctuations, as for example step fluctuations rate-limited
by evaporation-condensation, one has to consider white noise with the Einstein relation
D = kT where T is the temperature and kg the Boltzmann constant. For the MH
case we also consider the noises and , called MH1 and MH2 in the following. In
this case, however, white noise can only be used in nonequilibrium situations as it breaks
the conservation of mass encoded in the Langevin equation . We shall not consider
here the noisy Mullins-Herring equation with conserved noise which assures the relaxation
towards equilibrium of a system with conserved dynamics, as this is covered in [I9] and
section 3.2

Two-time quantities have been shown in many circumstances to yield useful insights into
the dynamical behaviour of systems far from equilibrium [45]. Of special interest are space
and time dependent functions as for example the space-time response R(xX,y,t,s) or the
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height-height space-time correlation C(x,y,t, s), which are both defined in the same way
as for the magnetic systems considered before:

Cx,y:t,8) = (h(x,t)h(y, s)) (3.7)

where the brackets indicate an average over the realization of the noise. The space-time
response, defined by
d(h(x, 1))

R(x,y.t,s) = ——— 2!
(Xaya 75) 5](}’,8) j:O7

(3.8)
measures the response of the interface at time ¢ and position x to a small perturbation
j(y, s) at an earlier time s and at a different position y H For reasons of causality we have
t > s. At the level of the Langevin equation the perturbation enters through the addition
of 7 to the right hand side. Assuming spatial translation invariance in the directions
parallel to the interface, we have

Cx,y,t,s)=Cx—-y,t,s), R(x,y,t,s) = R(x —y,t,s). (3.9)
The autocorrelation and autoresponse functions are then defined by
C(t,s) :=C(0,t,s), R(t,s) :== R(0,t,s). (3.10)

It is well known that the systems discussed here present a simple dynamical scaling
behaviour (see eq. (3.3)). For the two-time quantities one expects the same scaling
behaviour as it was introduced in chapter I for the magnetic systems. For the autoresponse
and the autocorrelation functions we expect the scaling forms which defines the
nonequilibrium exponents a and b. Combining equations , and , one ends
up with the scaling relation b = —2(/z, which relates b to the known exponents ¢ and z.
In addition the scaling functions fr and fo define two additional exponents g and Ao by
their asymptotic behaviour, see equation . Similarly, one obtains for the space-time
quantities the following scaling forms:

R(x—y,t,8) ~ s 'Fr(lx—y|"/s,t/s), (3.11)
Cx—y,t,8) ~ s Fo(x—yl| /s t/s). (3.12)

3.1.3 Response and correlation functions: exact results

This subsection is devoted to the computation of space-time quantities by directly solving
the Langevin equations and in the physically relevant cases d = 1 and d = 2.
These exact results will be used in the following in two different ways. In subsection [3.1.5
we use these expressions in order to check whether our approach, which exploits exclusively
the generalised space-time symmetries of the deterministic part of the equation of motion,
yields the correct results. In addition, in subsection we compare these expressions
with the numerically determined scaling functions obtained for two different atomistic
models in order to decide on the universality class of these models.

!The response function (3.8]), which results from a perturbation in the flux, can be viewed as the
response of the system to the noise itself.
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z = 2: The Edwards-Wilkinson case

In order to compute the response of the surface/interface to a small perturbation we add
the term j(x,t) to the right-hand side of the Langevin equation and then go to reciprocal
space. In the EW case the solution of the resulting equation is (with d = 1, 2)

t
h(k,t) = e 2K / dt' e (7, 1) 4 (k, 1)) (3.13)
0

where we denote by ﬁ(k, t), ik, t) resp. j(k,t) the Fourier transform of h(x,t), n(x, t)
resp. j(x,t). We prepare the system at time ¢ = 0 in an out-of-equilibrium state. For
simplicity we assume flat initial conditions, i.e. h(x,0) = 0, but our results are the
same for any initial state with (h(x,0)) = 0P} This preparation enables us to study
the approach to equilibrium for the EW1 case with a valid Einstein relation. For the
corresponding study of equilibrium dynamical properties (as encountered in the recent
experiments on step fluctuations [91), [74], [75]) we have to prepare the system at t = —o0
and replace in the lower integration boundary 0 by —oo. We shall in the following
concentrate on the out-of-equilibrium situation.

Taking the functional derivative of and transforming back to real space yields the
result

dk .
R(x —y,t,s) = ?0/ Oy) g2k (t=s) (3.14)
(2m)
~ _a (x—-y)°
= t— —_ 3.15
7,0( 8) 2 exp ( 4V2(t—8)> ( )
with ry = 2= and t > s. The exponents a and Ay as well as the scaling function fr

(2y/mr2)?
can readily be obtained from the expression of the autoresponse function (see Equations

and (L12)

d
2

R(t,s) =ro(t —s)"2, (3.16)
yielding a = g — 1, Ag =d and fr(y) ~ (y — )%*1,

The expression for the space-time response is completely independent from choice of the
noise term as long as (7(k,¢)) = 0. This also holds for the MH case, as discussed in the
next subsection. In subsection [3.1.7] we shall discuss an alternative way of looking at this
fact.

A similar straightforward calculation yields for the space-time correlation the expression

t s dk N 2 ! 1"
Clx—y.t.s) = / % / " / G e G (e ) (3.17)
0 0 m

where we have exploited the spatial translation invariance of the noise correlator. For
Gaussian white noise we then obtain for the space-time correlation

C(x —y,t,5) =colx —y|** {r (g -1, %) -T (g —1, %)} (3.18)

2This assumption is also important in connection with the symmetry based approach presented in this
work. A nonvanishing initial average of h(x,0) would lead to modifications.
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with ¢y = m. The autocorrelation function for d # 2 [152] is obtained by using

the known series expansion of the incomplete Gamma-functions I':

()G ] e

from which we find b = ¢ — 1, \c = d and fo(y) ~ (y+ 1)'"2 — (y — 1)'~2. For the
special case d = 2 one has to take the logarithmic behaviour of the Gamma-functions into
account which yields

1—4
2c0(4v)' "2 -4

C(t,s) = 5

t
C(t,s) :colnt+8

(3.20)

For spatially correlated noise the space-time correlator can only be written as a series
expansion:

1[M]8

Clx—y.ts) = Y (=1)"aP(p)lx—y*
n=0
x [Zf—i—S (2n—2p+d—2)/2 (t . 8)—(2n—2p+d—2)/2} (3'21)
. (d) _ (a) 22 DT (p)T(n—p+d/2) 1 (2) 1
with an’(p) = bn S 2 T and b = i, 07 = e, Whereas

for the autocorrelator one gets

C(t,s) = af’ (p)s' 2+

¢ 1—%+p ¢ 1—%+p
(—-+1) —-(—-—1) , (3.22)
S S

vielding b= ¢ — 1+ p, Ao = d — 2p and fe(y) ~ (y + 1)! 72+ — (y — 1)1+ .

Looking at the expressions (3.18]) and ([3.21]), we see that in both cases the space-time
correlation has the following scaling form:

(3.23)

C@‘yﬁﬂ%=m—wa(@—yV<x—yV)

t+s ' t—s
with « =2 —d resp. 2—d+ 2p for EW1 resp. EW2. The scaling function F' is then a

function of the two scaling variables ¥= );) and (X;_’;P . In the non-equilibrium situation we
discuss here the space-time Correlatlon function is therefore not time translation invariant.
For equilibrium systems which are prepared at t = —o0 time translation invariance is of

course recovered. It is worth noting that the scaling form (|3 corrects the scaling forms
( )2

given in [7] where only a dependence on was predlcted far from equilibrium.

2z = 4: The Mullins-Herring case

For the Mullins-Herring case we proceed along the same line as for the Edwards-Wilkinson
case. We here only give the results for one-dimensional interfaces and refer the reader
to the Appendix A of [207] for the two-dimensional case. The solution of the Langevin
equation in Fourier space reads in the MH case

t
hk,t) = ekt / dt'e V< Gk, 1) + (k. 1)) (3.24)
0
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which gives as a result the integral expression

Ak ier —valkft(t—s)
. _ ik-r —v. 5). 92
R(x—y.,t,s) /Rd (27r)de e (3.25)

This yields after some algebra for one-dimensional interfaces the expression

R(x—y.1,5) = W%M((t—s))l“ {F G) of (%225(6%3—):))

for the space-time response. Here the (F', functions are generalised hypergeometric func-
tions. It is worth noting that exponentially growing contributions to the functions o F5 just
cancel each other, yielding a response function which decreases for (x —y)*/(t — s) — oo,
as it should.

The autoresponse function is straightforwardly found (with ¢ > s):

.

R(t,s) = L (EZ (t—s)” (3.27)

TV,
3

which gives us the quantities a = —3, Ag = 1 and fr(y) ~ (y — 1)_%. One straightfor-

wardly verifies that in any space dimension d one has the relations a = % —1, A\g = d and
fr(y) ~ (y = 1)75.

As for the EW case we remark that the exact expressions (3.26]) and ([3.27) are indepen-
dent of the noise: we obtain the same results for Gaussian white noise and for spatially
correlated noise. Let us add that we have here only considered perturbations which are
not mass conserving. Whereas this is physically sound for the cases we have in mind here,

one usually considers mass conserving perturbations in the context of critical dynamics
[226], 19].

Turning to the correlation function, we proceed as for the EW case and obtain

¢ 5 dk . VAN ~
Clx—y,t5) = / d / dt" / I ey kst e 1Y~k 1)), (3.28)
0 0 (2m)
For Gaussian white noise this then yields in 1 + 1 dimensions the expressions

D < (=D)'x—yP

CHmybs) = G 2 o B3 g
« T (2714 1> [(t—i— S)(372n)/4 _ (t . 8)(37271)/4} (329)
and
C(t,s) = &51//? [(t+ )3/ — (t — 3)3/4} (3.30)
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for the space-time correlation and the autocorrelation functions. Similarly, for spatial
correlated noise we have

o

Clx—y,t,8) =D (=1)"a) (p)lx—y ™" [(t+s)"En2Hd=0/ — (1)~ Cr2rra=0/4] (3.31)

n
n=0

(1) 22 D D(p)T(1+2n~2p) /4)
with @n”(p) = (2n)!(2p—2n+3)m1/2D((1—2p) /2)v{ T2 =20/
term with n = 0.

the autocorrelation being given by the

3.1.4 Space-time symmetries of the noiseless equations

We have presented in chapter [2 generators, which act as dynamical symmetries on the
equation

1 z

where z > 0 is a real number. Here, we will first consider the old version of LSI (for d = 1)
and consider the symmetries of

{—uat + éa:} ¥ =0 (3.33)

We will see, that both the old and the new version of LSI agree with the results from

subsection [3.1.3] It is easy to see that equation (3.33)) is equivalent to (3.1)) for z = 2
resp. to (3.2)) for z = 4 when setting vy = (4u) ™! resp. v4 = —(16p)~!. The generators of

the corresponding Lie algebra were explicitly given (for d = 1) in (2.37) and the scaling
dimension x is related to v and p via

)

z—1
5 + ;(2 —2). (3.34)

xr =

As shown in [I09] these space-time symmetries ([2.37)) can be used to fix the form of the
two-time response function completely. Using all generators and writing r = x — y, one
obtains

Ry(r,t,s) = (t —s)722/%¢ (%) (3.35)

where the index 0 indicates that this is the result for the noise-free theory. The scaling
function ¢(p) satisfies the fractional differential equation (2.43). We have to stress that
the scaling function given in [109] is not the most general solution of this equation. In
appendix C of [207] we derive this most general solution for any rational z. As shown in
the next subsection it is this solution which permits us to derive the exact expressions for
the space-time response and correlation functions in the MH case by exploiting exclusively
the space-time symmetries of the deterministic equation (3.2). For z = 2 we recover the
known result [109]

d(u) = doexp (—pu?) (3.36)

where the numerical factor ¢q is not fixed by the theory. For the case z =4 and d = 1
our new result is (see the appendices of [207] for the expression obtained in two space
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dimensions)
S 4>1/4 F §§__M 4
o) = % 16"/ “\ra 16"

= _£4>1/2F 53 moa\ 5 p (13 o4
+ 01< 16U ol'o 4,2, 16U —|—CQ() 2 2,4, 16u (337)

with some constants ¢y, ¢; and ¢3. Here we have used the fact that z = g in a free field
theory as is easily obtained from a dimensional analysis (see also the next subsection).
The coefficients ¢y, ¢; and ¢; have to be arranged in such a way that ¢(u) vanishes for

u — o0o. Analysing the leadings terms [232] 233] one realizes that the condition

5 3\ - 5 3\ ~ 3 1\ -
R A r(-)r{= r{-)r{= = :
@Dr@or@r@ar@ri)e-e o
provides exactly this, as it cancels all exponentially growing terms.

Let us close this subsection by noting that in the derivation of expression ([3.35) we ex-
ploited the fact that the exact responses of both the EW and MH case are time translation
invariant. Often when discussing out-of-equilibrium systems this is not the case and one
has to consider the sub-algebra where the generator X _;, responsible for time translation
invariance, is omitted [L08], 109, 110}, 123| 192]. This then yields for the autoresponse the
expression Ro(t, s) = ros~174(L)1+e'-Ar/2(L —1)~1-4" \here the parameters a and a’ have

to be determined by comparing with known results. When setting a = a’ = Ag/z —1, one
recovers our result.

3.1.5 Determination of response and correlation functions from
space-time symmetries (old version of LSI)

In order to use the symmetry considerations of the last subsection, we have to adopt the
standard field theoretical setup for the description of Langevin equations [165], 134] [192].
This has already been introduced in chapters [1] and [2, but we briefly recall it in order to
establish notations. Apart from the field h(x,t) we consider the so-called response field
h(x,t) which leads to the action

Sih,h] = /dudR [ﬁ(3u+vzz(—v2)l)h]

+% / dudR du' dR'L(R, u)(n(R, u)n(R’,«') h(R', u) (3.39)

where [ = 1 for the EW case and [ = 2 for the MH case. The temporal integration is from
0 to oo whereas the spatial integration is over the whole space. B
Varying the action yields the equation of motion for the fields h and h

Oh(x,t)
ot
Oh(x, 1)
ot

= —uy(—=V?)'h(x,1) —/dudR%(R,u)(n(R, w)n(x,t)) (3.40)

= vy (=V)'h(x, 1) (3.41)
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As expected, one recovers for the height h(x, t) the Equations and by identifying
the noise with the term — [ du dR h(R, u)(n(R, u)n(x,t)).

One can now proceed by looking at the multi-point functions which are defined in the
usual way via functional integrals:

/D[h]D[ H X, t; H h(x;,t;) exp(=S[h, h]). (3.42)

=1 j=n+1
Within this formalism the space-time response (3.8) is given by
R(x,y.t,5) = (h(x.Dh(y, s)). (3.43)

In order to proceed one splits up the action in the same way as done in [192], that is as

S[h, h] = So[h, h] + S|k, h] (3.44)
with the deterministic part
So[h, 7] = / dudR [E(R, u) (0 + v (—=V2)') h(R, u)] (3.45)
and the noise part
Sl h) = % / du dR du' dR' h(R, u){(n(R, u)n(R’,v') h(R’, ) (3.46)

We call the theory exclusively described by Sy noise-free and denote averages with respect
to this theory with (...)s. The n-point functions of the full theory can then be written as

<Hh(xi,ti) I 2.t > <Hhxm 1T E<xj,tj)exp(—sth[h,ﬁ])> . (3.47)

]:n+1 ':n+1

It is easy to see that the noise-free theory has a Gaussian structure both for the EW
and the MH model. Introducing the two-component field ¥ = (@) one can write the

~ h
exponential exp(—Sy[h, h]) as exp(— [ dudr du’ dr’ ¥'A¥) with
1

! 0 Sl — )o(x — ¥)((-V2)! — )
A= 2 ( S(u—u)d(r —r')(=V?)! +0,) 0 ) . (3.48)

From this one deduces two important facts which we will need in the sequel. Firstly, one
has

(h...hh.. Ty =0 (3.49)

n m

unless n = m, which is due to the antidiagonal structure of A (see for instance [226],
chapter 4). As explained in chapter , for the new version of LSI, another justification
for this fact, which does not rely on the structure of A, is the Bargmann superselection
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rule and its generalisation (2.77) . Secondly, Wick’s theorem holds. With this it follows
that one can write the four-point function as

<h(X7 t)h(Yv S)h(R, u)h(Rv ul)>0 = <h(X, t)h(R7 u)>0<h(Yv S)h(Rla u/)>0 (350)

where we have used eq. (3.49).
Now one can calculate the quantities of interest, namely the space-time response and

correlation functions. For this one develops the exponential in (3.47)) in a power series.
One remarks immediately that due to the selection rule (3.49) one has

R(x,y,t,s) = Ro(x,y,t,s) := (h(x,t)h(y, s))o, (3.51)

i.e. the linear response function of the full theory is equal to the noise-less linear response
function. It follows that for any realization of the noise one gets the same expression for
the response function, in agreement with the exact results derived in subsection [3.1.3] It
is also worth noting that within a free field theory non-linear responses vanish due to the
same superselection rule. Things are of course more tricky for a field theory which is not
free as here the noise can contribute to the response. Whether this is the case depends
on the concrete form of the interaction.

By expanding the exponential in (3.47)) we obtain in a similar way that the space-time
correlation function is given by the expression

C(x,y,t,s) = /du dR du' dR' (h(x,t)h(y, s)h(R,u)h(R’,u"))o(n(R,u)n(R’,u')). (3.52)

Using Wick’s theorem we can replace the four-point function by two-point functions (see

Eq. (3.50)) and obtain

C(x,y,t,s) = 2/dudeu’ dR' (n(R,u)n(R/,u"))

x(h(x, )h(R, u))o(h(y, ) (R, u'))o. (3.53)

Inspection of egs. and reveals that the only remaining undetermined quan-
tity is the two-point function (h(x,t)h(y,s)). However, as discussed in the previous
subsection, this two-point function is fully determined by the space-time symmetries of
the deterministic equation of motion. It remains to show that the insertion of this two-
point function into Egs. and indeed yields the exact expressions for the
space-time quantities both for the EW and for the MH case.

z = 2: The Edwards-Wilkinson case

This case with Gaussian white noise has already been discussed in [192] in the context
of phase ordering kinetics and of critical dynamics. The response function can be read
off from the Equation after inserting the scaling function . Recalling that for
the EW case we have z = 2, v = £, and v, = (4p)~" we readily obtain the exact result
(3.15). The only quantity left free by the theory is the numerical prefactor ¢,.
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The space-time correlation function is obtained by inserting the same two-point function
into Eq. (3.53)). This is most easily seen by using the integral representation (3.14)) of the
two-point function which yields after interchanging the order of integration:

t s
ot = o[ [ [ 2wt ot i
m
0 0

x(f(k, t')n(—k,t")) (3.54)

which is exactly the same expression (up to the undetermined constant ¢p) as (3.17)), and
this for any choice of the noise correlator (7j(k,t")n(—k,t")). It then immediately follows
that we recover the exact results for C' given in subsection [3.1.3]

2z = 4: The Mullins-Herring case

For the MH case we proceed along the same lines as for the EW case. Let us start
with the one-dimensional case d = 1. As already seen for the EW model, the response
function is just the response function of the noise-free theory whose scaling function is
given by together with the condition needed for a response which vanishes
for u — oo. In order to proceed further we remark that in a powers series expansion of
odd powers of the scaling variable u only enter through the term with coefficient
¢o. However, odd powers of the scaling variable are absent in the exact result , SO
we have to set ¢g = 0. From Eq. it then follows that

r(2)a-er(2)a .

Recalling that for the MH case z = 4, z = £, and v4 = —(16y)) ", it is now easy to check
that the proposed scaling function together with indeed yields the exact result
up to the normalisation constant ¢;. This so determined two-point function can
then be inserted into the correlation function , yielding the exact result . This

is again most easily seen by using the integral representation

dk 4
R(x —y,t,s) =Ty / 2y k(Y gmvalci(t=s) (3.56)

of the response function (|3.26)).

In two dimensions we have to replace the expression ([3.37]) by (see the appendix of [207])

_z _ﬂ4>”2 By (23 ) ool (21— K
olu) =& (—1cu') oy (5.5 —1out ) + @k (5 L —1ou (3.57)
It follows that in d = 2 the scaling function obtained from LSI only contains two param-
eters which are furthermore related through the condition [207]

¢ i (3.58)

Cl = ———0Co. )

1 Jr 2
We are therefore left with a single undetermined parameter which only appears as a
numerical prefactor, similar to the EW case. Inserting the resulting scaling function
into the expressions (3.51)) and (3.53) readily yields the exact results for the space-time

quantities in two dimensions.
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3.1.6 Determination of response and correlation functions from
space-time symmetries (new version of LSI)

We finally show, that the new version of LSI also gives the right predictions for the models
treated in this section. For the Edward-Wilkinson case, where z = 2, the old and the
new version of LSI agree, as there are no fractional derivatives in this case. Therefore it
is enough to check the Mullins-Herring model.

The easiest way to show agreement is to use expressions (3.25)) and (3.28)) for the response
function and the correlation function respectively. Expression (3.25)) clearly agrees with

equation (2.152)) from chapter [2]if we identify
d
2 =4, a:a':Z—l, Ap=d, =0, a=1uy (3.59)

Turning to the correlation function, we first state, that we suppose that the Fourier
transform of the noise correlator in (3.28)) always has the form

(n(k,)n(—k,t")) = 2Ds(t — t')b(k) (3.60)

where the function /b\(kz) is a constant for non-conserving noise and B(k:) = k? for conserving
noise. Now it is straightforward to see that the expression ([2.170) reproduces correctly

the result (3.28]) with the choices (3.59) and

x:fi:g, £=£6=0, F=0, c=D/T (3.61)

and by setting the function g(u) = 1. This agreement is independent for the kind of noise
used, as long as the second moment of the noise has the form (3.60)).

There is a final point we should mention. When deriving the value of the ageing exponent
by, from equation in chapter , we have only done this for white noise, i.e. for
/b\(k:) = const. One could in principle also consider different second moments for the
noise, just as for the Edward-Wilkinson model (which we have not done up until here).
For instance, one would have /b\(k) = k? for conserving noise and /b\(kz) = |k|™% (up to
a prefactor) for coloured noise as given by . It is a straightforward but somewhat
tedious task to repeat the steps performed in chapter [2| to find the relation between by,
and the scaling dimensions of the field. The results are as follows. For nonconserving
noise (MH1), we have the relation (2.172))

2 d
by, = — Tg) —1——. 3.62
= (T + ) . (3.62)
For conserving noise (MHc), where b= Ek?, this gets modified to
2 d 2
by, = — To)—1——+— 3.63
th =~ (7 + T) . + . ( )
and for coloured noise (MH2), in which case b=k up to a constant prefactor, one has
2 ~ d 2
b=z +T)—1— 22 (3.64)
z z oz

This then yields the values given in table (3.5 at the end of this chapter.
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3.1.7 Microscopic growth models and space-time correlations

Many theoretical studies of growth processes focus on atomistic models where particles
are deposited on a surface and are then incorporated into the growing surface following
some specific rules which might include local diffusion processes. Of special interest
is the determination of the universality class to which these models belong. This is
usually achieved by computing some universal quantities through numerical simulations
and comparing them to the corresponding quantities obtained from continuum growth
equations like the EW and the MH equations discussed in this section. In a commonly
used approach one focuses on the estimation of the exponents z and (, which govern the
behaviour of the surface width , through the best data collapse.

In order to show that it is useful to look at two-time quantities in nonequilibrium growth
processes we discuss in the following the space-time correlation function in the Family
model [84] and in a variant of this model [I82]. Even so these are very simple models,
there is still some debate on the universality class to which these models belong, especially
in 241 dimensions. Whereas earlier numerical studies yielded the value z = 2 for the
dynamical exponent in the 2+1-dimensional Family model [84) 173] [159] [1], in agreement
with the EW universality class with Gaussian white noise, Pal et al. [I82, [I83] in their
study obtained a value z = 1.65, pointing to a different universality class. In addition they
studied a variant of this model (which we call restricted Family model in the following)
for which they recovered z = 2. These results of Pal et al. are surprising, especially
so as Vvedensky succeeded [230] in deriving in 141 dimensions the EW equation with
Gaussian white noise from both the Family and the restricted Family model through a
coarse-graining procedure.

d=1 6.26(1) 1)

d = 1 restricted | 6.27(1) (1)
d=2 38.9(2) | 0.636(2)

(2) (2)

d = 2 restricted | 38.5(2

Table 3.1: Estimates for the nonuniversal constants D and vs.

The Family model is a ballistic deposition model with surface diffusion where a particle is
dropped at a randomly chosen surface site. Instead of fixing itself at this site, the particle
first explores the local environment (usually one restricts this exploration to the nearest
neighbors) and fixes itself at the lattice site with the lowest height. When two or more
lattice sites other than the originally selected site have the same lowest height, one of
these sites is selected randomly. In case the originally chosen lattice site is among the
sites with the lowest height, the particle remains at this site. In the restricted version of
this model, introduced in [I82)], the particle only moves to a site of lowest height when
it is unique. This change has the effect that the moving of the particle only contributes
deterministically to the surface shape.

We have simulated these two models both in 141 and 2+1 dimensions. For the 141
dimensional models all previous studies agree that z = 2 and that both models belong to
the one-dimensional EW universality class with Gaussian white noise. Our main interest
here is the height-height space-time correlation function C'(x — y,t,s). From the exact
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Figure 3.1:  (Color online) Dynamical scaling of the space-time correlation function
C(r?/s,t/s) for Family model in 1+1 dimensions with different values of the waiting
time s: (a) C vs r?/s for some fixed values of t/s, (b) C vs t/s for some fixed values of
r?/s. The green curves (full lines) are obtained from the exact result derived from
the continuum EW equations with uncorrelated Gaussian white noise. Numerical error
bars are smaller than the sizes of the symbols.

results presented in the first part of the section we conclude that this two-time quantity
should only depend on the two scaling variables ¢ /s and 72 /s where r = |x —y|. In Figure
we test this expected scaling behaviour in the 141 dimensional Family model. In
Figure we fix ¢/s und plot the correlation function as a function of r?/s, whereas
in Figure r?/s is fixed and C is plotted vs t/s. Lattices with 12800 sites have been
simulated and the data shown result from averaging over 1000 runs with different random
numbers. The curves obtained for different values of the waiting time s collapse on a
common master curve when multiplying C' with s~%/2. In addition, these master curves
nicely agree with the expression obtained from the EW equation with uncorrelated
white noise, once the nonuniversal constants D and 1, have been determined E] A similar
good agreement is obtained for the restricted Family model. We list our estimates for D
and vy for both one-dimensional models in Table[3.1] It follows from this table that the two
models seem to have the same value of D, whereas the value of v5 is distinct. In addition,
D /vy is slightly larger for the restricted model, even so the error bars are overlapping.
One might expect that the continuum description may not completely describe the lattice
models for small values of r?/s because of the discrete nature of the lattice, but one can see
that the agreement is perfect. After having verified that the computed scaling functions
in both versions of the 1+1 dimensional Family model agree with the solution of the EW
continuum equation, let us now proceed to the more controversial 241 dimensional case.

3We follow here the procedure used in [I10] in the context of phase ordering kinetics.
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Figure 3.2: (Color online) The same as in Figure but now for the Family model in
2+1 dimensions. Numerical error bars are comparable to the sizes of the symbols.

In Figure 2 we display the space-time correlation computed for the original Family model
in 2+1 dimensions. Again, in the left panel we fix ¢/s, whereas in the right panel r?/s
is kept constant. The data shown here have been obtained for lattices with 300 x 300
sites with 5000 runs for every waiting time. We carefully checked that our nonequilibrium
data are not affected by finite-size effects. Furthermore, we ran different simulations with
different random number generators and obtained the same results within error bars. We
obtain as the main result of these simulations that the scaling function of the space-
time correlation function is in excellent agreement (once the values of the nonuniversal
constants have been determined, see Table with the exact result obtained from solving
the two-dimensional EW equation with uncorrelated white noise. Our results are in
accordance with the results of [84] [173] 159, [l 230] but strongly disagree with those of
Pal et al. [I82] [183]. Indeed, a noninteger value of z in a continuum description can not
be realized in a linear stochastic differential equation and leads to completely different
scaling functions as those obtained from the EW equation.

In Figure (see also Table [3.1)) we show our results for the restricted family model in
241 dimensions. Again, dynamical scaling is observed, and again the data are perfectly
described by the EW scaling functions in the scaling limit. The determined value for the
nonuniversal quantity D is again equal to the value obtained for the original model but the
value for v, is markedly different. Specifically, the ratio D /vy (which is of the dimension
kgT) is much larger for the restricted model. Identifying D /vy with a (nonequilibrium)
temperature, we can view the processes in the restricted model to take place at a higher
temperature than in the original model. This is in agreement with the observation from
Pal et al. [I83] that the surface is locally rougher in the restricted model, as evidenced
by the larger value of the interface width. In addition, the change in the diffusion rule
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Figure 3.3: (Color online) The same as in Figure , but now for the restricted Family
model in 2+1 dimensions. The inset in (a) shows the correlation function in the (10)
and (11) directions for the case s = 25 and t/s = 1.04. The change of the diffusion rule
has a strong impact on the autocorrelation with » = 0 and on the nearest neighbour
correlations. Numerical error bars are comparable to the sizes of the symbols.

leads to a nonmonotonous behaviour of the correlation function for small 7% /s, as shown
in the inset of Figure for s = 25 and t/s = 1.04. Plotting the correlation function in
both the (10) and the (11) direction, we see that correlations between nearest neighbours
are suppressed, whereas the autocorrelation, i.e. the correlation with » = 0, is strongly
enhanced. This behaviour can be understood by recalling that in the restricted model
a particle only diffuses to a lower nearest neighbour site when this site is unique, but
otherwise remains on the original site. If we increase s and r, this effect weakens, and it
completely vanishes in the scaling limit of large waiting times and large values of r?/s.
From our observation that the numerically computed space-time correlation functions of
both microscopic models coincide in the scaling limit with the exact expression from the
EW model we conclude that both the Family model and the restricted Family model
belong to the EW universality class with uncorrelated noise, and this not only in 1+1
dimensions but also in 241 dimensions.

3.1.8 Conclusions of this section

The aim of the present section is twofold: on the one hand we discuss the usefulness of
universal scaling functions of space-time quantities in characterising the universality class
of nonequilibrium growth models, on the other hand we demonstrate how the general sym-
metry principles allow to derive scaling functions of two-point quantities for equilibrium
and nonequilibrium processes described by linear stochastic Langevin equations.
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In the context of nonequilibrium growth processes it is rather uncommon to study uni-
versal scaling functions of two-point quantities in the dynamical scaling limit in order
to determine the universality class to which a given microscopic model belongs. We
have illustrated the usefulness of this approach by comparing the numerically obtained
space-time correlation functions for two atomistic growth models with the exact expres-
sions obtained from the corresponding continuum stochastic Langevin equation. This
approach has allowed us to show that both models belong to the same universality class,
thus correcting conclusions obtained in earlier numerical studies.

The study of universal scaling functions of space-time quantities should also be of value
in more complex growth processes which are no more described by linear stochastic differ-
ential equations. Examples include ballistic deposition with an oblique incident particle
beam [215] or growth processes of the KPZ [I41] and related [I54] universality classes
where nonlinear effects can no more be neglected. In addition, the scaling functions
studied here can also be measured in experiments involving nonequilibrium or equilib-
rium interface fluctuations. A promising system is given by equilibrium step fluctuations
[911, [74, [75], [30], as these are again described by linear Langevin equations.

In addition we have shown that in nonequilibrium growth processes scaling functions of
out-of-equilibrium quantities can be derived by using the theory presented in chapter
2l We have also shown, that for the cases at hand (where z = 2 and z = 4) also the
old version of LSI yields the correct expressions for response and correlation functions.
We have also computed the most general form of the two-point function implied by the
old version of LSI in the case of a rational dynamical exponent z, following the general
ideas formulated by Henkel a few years ago [109]. The case z = 2 has already been
studied extensively in the past. For the case z = 4, however, we present to our knowledge
for the first time the derivation of nonequilibrium scaling functions by exploiting the
mentioned symmetry principles. As these scaling functions are found to agree with the
exact expressions derived from the MH equation for both versions of LSI, we conclude
that the postulated space-time symmetries and the proposed way for constructing the
scaling functions can also be valid for other cases than merely the case z = 2.

3.2 Spherical model with conserved order parameter

3.2.1 Introduction

In this section, we are interested in carrying out another case-study on the ageing and
its local scale-invariance when the order-parameter is conserved. Physically, this may
describe the phase-separation of binary alloys, where the order-parameter is given by the
concentration difference of the two kinds of atoms. Another example are kinetic growth-
processes at surfaces when mass conservation holds. One of the most simple models of
this kind is the Mullins-Herring model [175], 231], which leads to a dynamical exponent
z = 4 and has been discussed in detail in section [3.1]

Presently, there exist very few studies on ageing with a conserved order-parameter. In
a numerical study of the 2D Ising model quenched to T" < T., where z = 3, Godreche,
Krzakala and Ricci-Tersenghi [95] calculated the scaling function fo(y) which remarkably
shows a cross-over between a first power-law decay fo(y) ~ y~*c/? for intermediate values
of y to the final asymptotic behaviour for y > 1. They find a value of A\, = 2.5,
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whereas the value for A\¢ is much smaller with Ao = 1. On the other hand, Sire [220]
calculated fo(y) exactly in the critical spherical model (T' = T.), where z = 4, and found
a single power-law regime[l] For a review, see [45].

In this section, we shall revisit the spherical model with a conserved order-parameter,
quenched to T' = T,. Besides reviewing the calculation of the two-time correlation function
we shall also provide the exact solution for the two-time response function. This will be
described in subsection 3.2.21 Our main focus will be to show that these exact results
can be understood by both versions of LSI with z = 4. In subsection [3.2.3] we recall
the main results of the old version of LSI for that case and in particular write down
a linear partial differential equation of which this LSI is a dynamical symmetry. In
subsection [3.2.4] we consider the Langevin equation which describes the kinetics with a
conserved order-parameter (model B in the Halperin-Hohenberg classification) and show
that the treatment presented in chapter [2| can be carried over to this case: The Langevin-
equation can be split into a ‘deterministic’ and a ‘noise’ part, so that all averages to be
calculated can be exactly reduced to quantities to be found in a noise-less theory. Local
scale-invariance directly determines the latter, as we have already seen. In |3.2.5| we can
compare the predictions of the old version of LSI with the exact spherical model results
of subsection [3.2.2] Finally we do the same for the new version of LSI in subsection |3.2.6|
This is, together with the earlier study of the Mullins-Herring model in [207], the first
example where local scale-invariance can be confirmed for an exactly solvable model with
dynamical exponent z # 2. Our conclusions are formulated in subsection Some
technical points are reported in the appendices of [19].

3.2.2 The spherical model with a conserved order-parameter

The spherical model was conceived in 1953 by Berlin and Kac as a mathematical model
for strongly interacting spins which is yet easily solvable and it has indeed served a useful
role in providing exact results in a large variety of interesting physical situations. It may
be defined in terms of a real spin variable S(t,x) attached to each site x of a hypercubic
lattice A C Z4 and depending on time ¢, subject to the (mean) spherical constraint

<Z S(t, :c)2> =N (3.65)

xTEA

where N is the number of sites of the lattice. The Hamiltonian is H = — 37 1 SzSy
where the sum is over pairs of nearest neighbours. The kinetics is assumed to be given
by a Langevin equation of model B type

9,S(t,x) = =V [V2S(t,z) +3(t)S(t, z) + h(t,z)] +n(t,z) (3.66)

where 3(t) is the Lagrange multiplier fixed by the mean spherical Constraintﬂ and the
coupling to the heat bath with the critical temperature T, is described by a Gaussian

4Tt is well-known that the spherical model with conserved order-parameter quenched to below T, shows
a multiscaling which is not captured by the simple scaling form [B5]. Tt is understood that this is
a peculiarity of the n — oo limit of the conserved O(n) vector-model [16§].

5Considering the spherical constraint in the mean simplifies the calculations and should not affect the
scaling behaviour. See [86] for a careful study of this point in the non-conserved case.
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noise 1 of vanishing average and variance
(n(t, e, ) = —2T.V25(t —t")é(x — ). (3.67)

and h(t,x) is a small external magnetic ﬁeldﬁ Here the derivative on the right-hand
side of expresses the fact that the noise is chosen in such a way that it does not
break the conservation law. On the other hand, there are physical situations such as
surface growth with mass conservation, where this is not the case. The non-conserved
Mullins-Herring model [I75] 231] is given by equation (3.66|) with 3 = 0 and the noise
correlator (n(t,x)n(t',x')) = 2T.6(t — t')6(x — '), see [207] for details. Here we shall
study the conserved Mullins-Herring model, that is equation (3.66)) with 3(¢) = 0 and the
noise correlator . A similar remark applies on the way we included the perturbation
h(t,x). Here we study the case, where the perturbation does not break the conservation
law.

The spherical constraint is taken into account through the Lagrange multiplier 3(¢) which
has to be computed self-consistently. These equations have already been considered sev-
eral times in the literature [145] 166, 220].

The correlation function

We repeat here the main steps of the calculation of the correlation function [145] 166, 220].
Equation (3.66|) with A(t,x) = 0 is readily solved in Fourier-space, yielding

¢
S(t, k) = [S(O,k) + / dr exp (w(T, k))n(T,k)} exp < — w(t, k)> (3.68)
0
where S(t, k) denotes the spatial Fourier transformation of S(¢,) and

t
(b k) :k4t—k2/drg(r), with k= |k (3.69)
0

Next, w(t, k) is determined from the spherical constraint. This is easiest in the continuum
limit where spatial translation-invariance leads to

(S%(t, @) = (2m) ¢ / Adk (S(t,—k)S(t,k)) =1 (3.70)

where A is the inverse of a lattice cutoff. This has already been analysed in the literature
[145], 166, 220], with the result

w(t, k) = k't — ggk*t!/? (3.71)

where the constant g, is determined by the condition [145]

/Ooodx 2! {2:8 /ldy exp [~22'(1 — y) + 2042* (1 = v/7)] - i} =0 (7

0 2

6Since we are only interested in averages of local quantities and the initial magnetisation is assumed
to vanish, this description is sufficient and we need not consider the analogue of the more elaborate
equations studied by Annibale and Sollich [5] for the non-conserved case.
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In particular, g4 = 0 for d > 4 and asymptotic forms for d — 2 and d — 4 are listed
in [145]. Then from (3.68) the two-time correlator é(t,s,k) = <§(t,—k:)§(s,k:)> is
straightforwardly derived

C(t, s, k) = so(k)2exp ( — Wt k) — wls, k:))

+ 2T, /Sdu k? exp ( —w(t, k) —w(s, k) + 2w(u, k)) (3.73)

where sq(k)? := <§(0, —k)5(0, k:)> Transforming back to direct space, one obtains
C(t,s;r) = Ai(t, s;7) + Ao(t, s57) (3.74)
where A;(t,s;r) and As(t,s;r) are the inverse Fourier transforms of the first and the

second line of the right-hand side of equation (3.73)), respectively. They are explicitly
given by the following expressions, where we use the shorthand y :=t/s

dk ik-r
A . — d/4/ 2 . )
1(t, s;7) (t+s) ) so(k) exp( —(t+s)1/4) (3.75)
1/2
4 2 Y741
xexp( kE* + gak —(y+ 1)1/2>

and

! dk
Ao(t,s:r) = 2T, —<d—2>/4/ dé 1—26 —<d+2>/4/ 2
2( ,8,7") S o (y+ ) R (27T)d

ik-r yY/? 41— 20'/2
X — —k! k?
o ( (sly+1- 2e>>1/4> o ( o ( (y+1-20)7
The term Ay(t, s;r) is the dominating one in the scaling regime where ¢t,s — oo and
y = t/s is kept fixed. There we recover the scaling form (1.11)) with b = (d — 2)/4. The
explicit expression for the scaling function fo(y) is quite cumbersome but, if the last term

in the second exponential in eq. (5.138) can be treated as a constant, one has, up to
normalisation

(3.76)

5 [(y = DED — (y + 1)/ L d>2 -

This is exact for the spherical model for d > 4, since then g; = 0. Equation also
applies to the Mullins-Herring equation for any d > 1 (since here 3 = 0, in this case g4 = 0
exactly). For y sufficiently large, the above condition is also approximately satisfied. In
any case, in the limit y — oo we can read off the autocorrelation exponent \o = d + 2.
The scaling behaviour of the spatio-temporal two-time correlator is illustrated in figure[3.4]
We see that for relatively small values of y = t/s, the correlation function does not decay
monotonously towards zero, but rather displays oscillations whose amplitude decays with
|r|s~1/4. This behaviour is quite close to the well-known one for the equal-time correlation
function. As y increases, these oscillations become less pronounced. There is no apparent
qualitative difference between the cases d < 4 and d > 4.
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Figure 3.4: Scaling of the spatio-temporal correlation function C'(¢, s;7) ~ Ay(t, s; ) with
s = 20 and for several values of y = t/s for (a) d = 3 (left panel) and (b) d = 5 (right
panel).

The response function

The response function can be computed in a way similar to the non-conserved case [93].
Equation (3.66) is solved in Fourier space yielding an equation similar to ((3.68|)

~

St k) = [§(o,k)+ /0 4 exp (W(T,k))
X (ﬁ(f, k) + k2h(r, k))} exp(—w(t, k)) (3.78)

-~

From this the Fourier transform of the response function is computed as R(t,s, k) =
d(S(t,k))/0h(s, —k). Transforming the result back to direct space, we obtain for ¢ > s

dk ik-r
. - (t— —(d+2)/4/ A% 2 T

4 2 91/2 —1
X exp —k* + gdk W (379)
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It is easy to see that the scaling form (|1.11)) holds with a = (d—2)/4 = b. For large values
of y the scaling function fr(y) is given by

fry) ~ (y — 1)@/, (3.80)

Again, for d > 4 this expression is exact up to a prefactor. The value of the autoresponse

exponent therefore is, for d > 2
Ar=d+2= )¢ (3.81)

in agreement with field-theoretical expectations for the O(n) model [45].

(@) (b)

4.0e-0d 1717 S B B A
| = =l

--y= 4 - y:4

Oe-04]- . :

3.0e-0 — y=6] [5e06- : — y=6]
Z | | EZ —
1 le06 G —
000400 e —i

| | | 1 I | | | | | | ] | | | |

46

| [ |

g8 10 12 0O 2 4 6 8 10
1/4 1/4

r/s /s

!
0 2

Figure 3.5: Scaling of the spatio-temporal response function R(¢,s;r) for s = 20 and
several values of y = t/s for d = 3 (left panel) and d = 5 (right panel).

It is instructive to consider the full space-time response function explicitly for the case
that g4 = 0, that is for d > 4 in the spherical model and for any d in the Mullins-Herring
equation. The integral in (3.79) is done in appendix B of [19] and we find

ﬁ —d 1 d r
R(t. s _ +— (d+2)/4 F - .-
(t,s;7) 23d/270d/2T(d /4) (t=s) 072\ 2747 256 (t—s)

8T (4+1 2 3d 1 4

= (3 1) - oy (20 i (3.82)
dT ($+3) \16vt—s 24 27256t — s)

This expression will be useful later for direct comparison with the results obtained from
the theory of local scale-invariance. For g4 # 0 it is more convenient to use the integral
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representation (3.79). In figure we display the spatio-temporal response function.
In contrast to the non-conserved case for a fixed value of y = /s there are decaying
oscillations with the scaling variable |r|s~'/4. These oscillations disappear rapidly when
y is increased. This qualitative behaviour also arises, as we show in appendix D of [19],
for the simple random walk with a conserved noise.

Having found both correlation and response functions, we can also calculate the fluctuation
dissipation ratio X (t,s) = TR(t,s)(0C(t,s)/ds)~" which measures the distance from
equilibrium [58]. In particular, we find for the fluctuation-dissipation limit

X, = lim <hm X(t,s)) - % (3.83)

§—00 \t—00

in agreement with the known result [45] of the conserved n — oo limit of the O(n) model.

3.2.3 Symmetries of the deterministic equation

We recall briefly some facts about the dynamical symmetries in Langevin equations and
show, how the old version of LSI can be adapted to the case at hand. Consider the
‘Schrédinger operator’

S = —pud; + % (V2)?. (3.84)

which we shall encounter in the context of the conserved spherical model and where
obviously z = 4. Using the shorthands = - 0, := 3¢_,7,9,,,V2 = S4_ 92 and
r? = ZZ=1 r?, the infinitesimal generators of local scale-transformations read (using

a notation analogous to [109])

X_1 = —8t
1 T
Xg = —t0,——-71-0p ——
0 t@t 47’ 0, 1
2 z 9 o2\—1 L
X1 = —1 at — Et — ur (V,,.) — 51&7‘ : 6,,
a4y (r-8,) (V2) 7 4 2y(d —4) (V2) (3.85)
RO .= 70, — 150, 5 where 1 <i < j <d
(@) _
Y—1/4 - —8”
Yi =t — 4 (V2) T 4870, (V3)

where x is the scaling dimension of the fields on which these generators act and ~, u are
further field-dependent parameters. Here, the generators Xy, correspond to projective
changes in the time ¢, the generators Yn(i)l /4 are space-translations, generalised Galilei-
transformations and so on and R®7) are spatial rotations. In writing these generators, we
have used the ’old’ kind of fractional derivative. The following properties of the derivative
0% are assumed

orof = ot [0rr] = a0t (3.86)

and which can be justified in terms of fractional derivatives as shown in detail in ap-
pendix A of [109]. The operator (V2)~! can then be defined formally as follows. For
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example, in d = 2 dimensions, we have

(VI = (00, +02)7 =) (—1)ra o (3.87)

n=0

The remaining negative powers of V, are then defined by concatenation, e.g. (V2)™2 =
(V2)~1. (V2)~!. We easily verify the following commutation relations for n € Z

(V2)",m] = nd, (Vo) (3.88)
(VH 7] = 2n(r-0,) (V)" ' 4n(n—2+d) (V)" (3.89)

The generators eq. (3.85) describe dynamical symmetries of the ‘Schrédinger operator’
(3.84)). This can be seen from the commutators of S and the generators X from eq. 1)
Straightforward, but a little tedious calculations give, analogously to [109]

S.x4] =0, YD =0,y =0
S, %] = -8, [S.R%™)] =0 (3.90)
This means that for a solution of the ‘Schrodinger equation’ §¢ = 0 the transformed

function X'¢ is again solution of the ‘Schrodinger equation’. For the commutator with X,
we find

~ ~ d 2y
S, X | =-2t5+ = —=—=14— 3.91
S, Xi] +5 (x 5~ 1+ u) (3.91)
hence a dynamical symmetry is found if the field ¢ has the scaling dimension
d 27y
==—41-— 3.92
v=5 oo (3.92)

which for d = 1 reproduces the result of [I09][| Generalising from conformal or Schrodinger-
invariance, quasiprimary fields transform covariantly and their n-point functions will again

satisfy eq. . A quasiprimary field is now characterised by its scaling dimension x;

and the further parameters v;, ;. For example, any two-point function F®) = (¢1¢5)

built from two quasiprimary fields ¢, o is completely fixed by solving the conditions

for the generators in . We quote the result and refer to appendix A of [19] for the

details of the calculation.

F(Q)(t —§,x — y) = <¢1(t7 m)ng(s, ?J))
= 5961,9625;11,*#2571,*72 (t - 5)733/2 Z Cs(b(s) (|'73 - y|(t - 5)71/4) (393)

se&’

Here ¢(*)(u) are scaling functions, the c, are free parameters and the set £ is defined as

follows
{2,4} if d>4
E:=< {2,4,4—-d} if 2<d<4 (3.94)
{2,4,2—-d,4—d} if d<2

"For a free field-theory, where x = d/2, this implies v/u = %
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We shall see later that boundary conditions may impose further conditions on the ¢,. The
functions ¢(*)(u) are given by the series, convergent for all |u| < oo

¢ (u) =D b ut, (3.95)
=0
with the coefficients bés)
S S ﬂ J— l —_ L
L T = U R (re_Dri+:+9_2) " '
r(*F—-5-1) T@+5;-1DI20+5+5-2)

3.2.4 Local scale-invariance
General remarks

The following procedure is similar to what we have already presented in chapter 2] There
are however some subtle differences, for instance in the way the potential v(¢) is included.
Therefore we repeat the main steps, which will also allow us to establish the notations of
this section.

Consider the following stochastic Langevin equation
1
O = —= V(= V2o +u(t)o) + 7 (3.97)
164
where the noise correlator respects the global conservation law
/Y T 2 / /
(n(r,t)n(r', 1)) = —@V,ﬁ(r — 7)ot — 1) (3.98)

Here and in what follows, we shall often suppress the arguments of the fields for the sake
of simplicity, if no ambiguity arises. We shall adopt the standard field-theoretical setup
for the description of Langevin equations, see e.g. [227), 228, 226] for introductions. The
Janssen- de Domincis action can be written in terms of the order-parameter field ¢ and
its conjugate response field ¢ and reads

g3 = [aur [5(@—@%(%—1}@)))4 (3.99)
+ % dudR ¢(u, R) (V%46)(u, R)

to which an extra term describing the initial noise must be added, by analogy with the
non-conserved case [I71, T92]]

Toilo.0 = [ARAR G0, R)(6(0. RO R))GO.R) (3100

81t has been shown by Janssen that at the initial time ¢ = 0, the order-parameter field ¢(0,r) and the
response field ¢(0,r) are proportional [I37].
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Averages of an observable O are defined as usual by functional integrals with weight

exp(=J (¢, 9]), viz.

(©) = / DIGDIFIO exp(— T[4, ) (3.101)

We decompose the action, in the same way as done in [192] for the non-conserved case,
into a deterministic and a noise part, that is

To, 0] = Jol¢, ¢] + T[4 (3.102)
with .
Tolo, ¢] = /dudR [5 <8u - @V%{W%{ - v(u))) ¢] (3.103)
and Jy = Jih + Jinit Where
Tnld] = % / QudR 3(u R) (Vi) (0, R) (3.104)

The point of this split-up is, as we shall show, that the action Jy|¢, ¢] has nontrivial
symmetry properties, in contrast to the full action J[¢, ¢|, where these symmetries are
destroyed by the noise. We call the theory with respect to Jy|¢, ¢] noise-free and denote

averages taken with respect to Jyl¢, ¢] only by (...)o. Averages of the full theory can
then be computed by formally expanding around the noise-free theory

(0) = (Oexp(-AI4D), (3.105)

The noise-free theory has a Gaussian structure, if we consider the two-component field

U= (g) Then the factor exp(—Jo|é, ¢]) can be written as exp(— [dudRdw'dR' U'AT)

with an antidiagonal matrix A. From this, two important facts can be deduced:

1. Wick’s Theorem holds [238]. That is, we can write the 2n-point function as

<¢(t1, 1) ... Q2n(ton, Tzn)>0 = Z (3.106)
all possible pairings
Pofl1,2,...,2n

<¢P1 (tp, TP )P, (TR, 7‘P2)>0 e <¢P2n_1(tpzn_1 ST Py ) 0Py, (tPy, T‘PQn)>O

2. We have the statement

<¢...¢§5...$> =0 (3.107)
—— ——

n m 0

unless n = m. This is due to the antidiagonal structure of A and can be seen
by performing the Gaussian integral (see for instance [226], chapter 4) explicitly
and taking care of the fact, that the inverse matrix A~! is antidiagonal again. For
the new version of LSI, this can be justified in a more satisfying way by using the
generalisation of the Bargmann superselection rule.
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With these tools at hand we can demonstrate, quite analogous to the non-conserved case
[192] an exact reduction of any average to an average computed only with the noiseless
theory. For example, for the two-time response function, we have

R(t,s) = (6(1)5(s)) = (6(Do(s)e™HT) = (6(t)(s)) (3.108)

In going to the last line, we have expanded the exponential and use that because of
Wick’s theorem any 2n-point function can rewritten as a sum over a product of n two-
time functions which in turn are determined by the Bargman rules. From the special
structure of Jy[¢] it follows that only a single term of the entire series remains. As a
consequence, the two-time response function does not depend explicitly on the noise.
A similar result holds for the correlation function, see subsection [3.2.5] We shall now
first consider the noise-free theory and find the two-point function from the dynamical
symmetry. Afterwards, we shall show that the two-point functions of the full noisy theory
can be reconstructed from this case.

The response function of the noise-free theory

First, we consider the linear response function of the order-parameter with respect to an
external magnetic field h

o(p(t, ))
6h(s,y)

As already mentioned in the previous section, we choose here, and in contrast to [207], a
perturbation respecting the conservation law, which means that we have to add the term
VZ%h to the Langevin equation (3.97) or the term — JdRduhV%e to the action (3.99).
Then it is easy to see that the response function (3.109) is given by

R(t,s;x —y) = (3.109)

h=0

R(t,s:@ —y) = {6(t,2)V3d(s.) ) (3.110)

We make the important assumption that the field ¢(t, r), characterised by the parameters
p and ~y and the scaling dimension z, is quasiprimary. As suggested in [109 192] we
consider also the response field g(t, r) to be quasiprimary, with parameters 1 = —u and
v = —~ but the same scaling dimension = = x.

We can concentrate on the model with v = 0 for the following reason: Suppose ¢(r,t) is
a solution of equation (3.97) with n = 0. Then we define

1 t
U(t,r) :=exp | — / dro(T)V2 ) o(t, 7). (3.111)
1644 Jo
U(t,r) fulfils the following dynamical equation
1
o — vty 112
at (tvr) 16Mvr (tar)v (3 )

which is the same equation with v = 0. If suffices thus to consider the problem with v = 0
and then to apply the inverse of the gauge transformation (3.111)) for treating the case
v # 0. In this way, the breaking of time-translation invariance is implemented.
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The case v =0

This case is relevant for d > 4 in the spherical model and for any d in the Mullins-Herring
model. We compute (3.110)) for the noise-free theory, taking translation-invariance into
account. Then the response function is given by

Ro(t,s;7m) = V2F(t,s,7) (3.113)

where the two-point function F'®) (t,s,7) has been computed in the last subsection. We
obtain, with the scaling variable u = |r|(t — s)~!/4

Ro(t.sir) = (t—s)" @2 (w99, (u19,)) Y o (u

se&’

= (t—s) TN 00 () (3.114)

seg”

where ¢, are constants, £” the set of admissible values for s given below, and the solutions
#®) are given by

H(u) = w0 b (3.115)
=0
with the coefficients
S S ﬂi — l — L
B0 — (L LG UTG ) T =g =) (3.116)
¢ (e — 12y T@R0+5-2T(20+5+4-3)

A priori, s could take the values s € {2,4,2 — d,4 — d} \ {—2,—4,...} as derived in
appendix B of [19]. However, certain values of s have to be excluded, since the solution
has to be regular for u — 0 and has to vanish for © — oo. By inspection of the coefficients
b;) one finds, in a similar way as done at the end of appendix B of [19]:

(2,4} if d>4
=1 {2,4,2—d} if 2<d<4 (3.117)
(2,4,2—d,4—d} if d<?2

In the specific example of the spherical model in turns out that 1 = % Then the solution
with s =4 — d € £” disappears and is no longer admissible for d < 2.

For completeness, we rewrite the solutions ¢(*)(u) as hypergeometric functions for the ad-
missible s, suppressing some constant prefactors which can be absorbed into the constants
Cs.

~ d v1d1 d put
(2) = . F 1 — ‘L. - = — 3.118
¢ (U,) 1 3( +4 Iua27472+4a 16) ( )
4 1/2 4
~4) _ o _pu F d _y31 d 1 d, _pu” 3.119
¢ () 16) ! 3( TR 1 R L L (8.119)
3
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The constants ¢, are not completely arbitrary for the case y# < 0, but have to be arranged
so that ¢(u) — 0 for u — oo. From [232 233], one knows the asymptotic behaviour
of the hypergeometric functions. In general, there is an infinite series of terms growing
exponentially with u, together with terms falling off algebraically. The leading term of
the exponentially growing series can be eliminated by imposing the following condition
on the coefficients

TONEG +%) | TEIE + D0+ )
Co F(l—l—%—%) +cy F%—f—%—%) (3.122)
LG - 9re-9re) Fa-9PrE - 9rG) -
+ Co_g F( _%) + Cc4—q F(%—%) =0

Here, some of the constants ¢; might have to be set to zero, if the corresponding value
of s is not admissible. Indeed, the condition (3.122)) is sufficient to cancel the entire
exponentially growing series and the remaining part decreases algebraically, but we shall
not prove this here. The most important case for us is co_g = ¢4_q = 0. In this case
r(4+3)
w(E+1-3)

3.122) implies the relation c; = —

B of [19] for the details)

% and it is easy to show that (see appendix

Ro(t,s;7) = ViFO(t,s,7)

= ro(t — 5)~(HD/2 / % (K2)* 7 exp <—i(:ﬁ> exp (—k*)  (3.123)

This prediction of LSI with z = 4 is perfectly consistent with the exact results (3.79) and

3.82) of the conserved spherical model for the case d > 4 if we set 2 = 1 and z = £. The
“w 2 2

case d < 4 in the spherical model (where we have v # 0) will be treated next.

The case v # 0

In this case, the response function is given by

R(t,s;7) = exp(&.,V2)VEFO (t,5,7) (3.124)
where we have defined & ; := —ﬁ fsth v(T) using the fact that ¢ is characterised by the

parameters —yu and —v. Therefore, remembering u = |r|(t — s)~/4

Ro(t,s,1) = ro(t — s)~(@+D/2 i (&t ;!5”)" (V2" 201 (u) (3.125)

n=0 se&”

where V2 = 1149, (u?"19,) and the ¢*)(u) have been given in the preceding subsection.
We now make the following assumption, following the idea suggested in [192]: If we want
to have scaling behaviour, we need that []

t
/ dr v(r) R kgt 2 (3.126)
0

9Notice that the definition for F o differs from ([2.146)
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1

—mlig(tF 2 — gl2). Evaluating the expression

at least for long times, which implies & 5 ~

(3.125)), we find

NI

@ 2N st =9)72)" o
Ro(t,sim) = ro(t —5)" @02 372, 7 B oY
s€E"  4n=0
s s d
D20+ 5 —-2)0(20+ 5 —-3+%)

2
(20 + —2—n)1“(2£+§_n_3+c§l)

- u4f+s—2’n—6 (3127)
2
Now we introduce u = |r|(t — s)~%/* and &, ~ —ﬁ:‘ig(th — s'2) into this expression.
By changing the summation variables from n and ¢ to k := 4¢ — 2n + s — 6 and ¢ one can
then read off the dynamical exponent, which is given by

= (3.128)

The critical exponent z is therefore determined by the behaviour of the potential v(7).
However, as we shall see later when treating the correlation function, only a value of
Fo= % leads to scaling behaviour of the correlation function. Nevertheless we keep F o
arbitrary for now and proceed with the autoresponse function R(t,s) = R(t,s;0), which
can be obtained from by setting © = 0. All nonvanishing terms have to satisfy
the condition 4¢ + s — 2n — 6 = 0, which excludes in particular odd values of s. Therefore
only the contributions from the values s = 2 and s = 4 remain and the result for R(t, s)

1S

Ro(t,s) = (t — s)~ @)/ [529(2) (t,s) + cagW(t, s] . (3.129)

¢y and ¢, are parameters and the expressions ¢‘? (¢, s) and g (¢, s) are given by

d ~ 1 £2
@Dt s) = Fy(14+2 L2y
g (75) 1 1( +4 /1’2’ :U’t_s

. 3 d 3 2
9(4)(t, S) = (—4/15,5278(15 - 3) 1)21F1 (5 + Z - 3 5; —4#;) (3130)
Note that we can write
2 F 2
s B —1
& _ 22l ((92 ) ) (3.131)
t—s y—1

with y = ¢/s. For future extension it is instructive to consider the different asymptotic
behaviour implied by F o, which we carry out in appendix C of [19]. Here we check only
that our theory is in line with the exact results of the conserved spherical model as derived

r(§+3) c
P(g+3-2) 2
the last subsection that the expression V,2F®)(t,s,7) can be written as an integral (see
(3.123])). On this integral representation, we apply formula . We also recall the
fact that exp(&, V2)e* = e* €% Tt then follows from a straightforward computation

that the result (3.79) is reproduced correctly for kg = —gq4.

in section |3.2.2, If we choose ¢, = — and co_g = ¢4_q = 0, we have seen in
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3.2.5 Response and correlation function in the noisy theory (old
version of LSI)

The response function

We use the decomposition (3.2.4) and expand around the noise-free theory. Because of
(3.107), we find that the response function is equal to the noise-free response function,
derived in the last subsection

R(t,s;r) = Ro(t, s;r) (3.132)

Therefore, we can take over the results already discussed in the last subsection. In par-
ticular, we can conclude that the form of the two-time response function in the critical
spherical model with conserved order-parameter agrees with the prediction of local scale-
invariance.

The correlation function

For the correlation function, the following terms remain (as usual r = x — y)

Cltvsir) = —qo- [dudR (620005 )olu, R)Vi(u. B)),
+5 /dR<¢(t,m)¢(s,y)$2(o,R)>o (3.133)

where we have assumed uncorrelated initial conditions, that is
(6(R,0)6(R',0)) = apd(R — R)) (3.134)

We denote the first term on the right-hand side of by Ci(t,s;r) and the second
term by Cy(t, s;r). Unfortunately, we do not have an expression for the three- and four-
point functions. However, we can use Wick’s theorem and the Bargmann superselection
rule, which leads to

Cultysi) = —15 | du /dR o(t, 2)d(u, R)> % <¢(s v)d(u, R)>
o du /de2 o(t, &) (u R)>O<¢(s,y)¢(u,R)>0 (3.135)
and
Colt, 5:7) = ay / AR ({1, 2)5(0. R)) (6(5.9)5(0. R)) (3.136)

Under the integrals, we always find two sorts of factors: The two-point function
FO(t,s;7) = (6(t, )d(s,y)) was computed in appendix A of [I9] and reads (r =z —y
and u = |r|(t — )71/

FO(t,s;7) = (t—5)7") i (u) (3.137)

se&’

and the response function Ry(t, s, r) = (o(t, :c)(Vy)Qgg(s, y)) as computed in the previous

subsection R
Ro(t,s;r) = (t—s)" 2N " 2,60 (u) (3.138)

seg”
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When we introduce the expressions (3.137)) and (3.138)) with the appropriate arguments
into (3.135)) and (3.136]) we get the most general form of the correlation function fixed by
LSI with z = 4.

We now show, that this result is compatible with the exactly known result for C(¢, s;7) of
the conserved spherical model as derived in subsection [3.2.2 From the response func-
tion, we have already seen that we need to make the choice ¢o_y = ¢4 g = 0 and
r(§+3) ca
) 2
which one can still apply the gauge transform . For F®)(t,s,r) one can find in the
same way an integral representation, so that we have the following two expressions:

Cp = — Then we have the integral representation (3.123) for R(t,s;r) to

wexp [kt 2 (20t (3.139)
P 160\ (t — s)1/2 '
dk 921 ik -r
) (f_ oy-(@D/2 227 ke
Ro(t, s;r) (t—s) / (27)d (k ) exp ( (t — 3)1/4)
k? th —sb
—k* 22 14
xexp( +16,u/£0 ((t—s)1/2)> (3.140)
Using these representations, we obtain
T Q_QJ_QH_ﬁ ! [ S N d 1 _y_z
Cift,sir) = —g-st 70 /0 oy — 0)SH 3 (1 — g)iHii-3 (3.141)
d 2y dk ik-r 4y
X —|—1—2«9_4_2+u/ ex (— 1>/<:23_7
(y ) R STy (k%)
k2 th +sh —2(s0)5
A 2 2 2
xexp( +16um (t+5— 250)1/2

2y L _v_= dk ik - 5
Cg(t,S;’I’) = ao(t + 3)_%—14‘7 (t S)Z+§ L2 / - exp ( B ( 1 T >(k32>2_47

k> th +sh
K
160 ° (1 + 5)1/2

X exp (—k4 + (3.142)
where we have used the fact that the integration over R gives a delta function. In order
to compare with the exact results egs. (5.137)§5.138]), we see directly that we have the
equalities A (t,s;7) = Ca(t,s;7) and As(t, s;7) = Ci(t,s;r) for @ = &, p = —& and

1= % and fo = % Our symmetry-based approach has thus reproduced all the results

from subsection [3.2.2] up to an identification of parameters.

3.2.6 Response and correlation function in the noisy theory
(new version of LSI)

In order to compare with the new version of LSI as introduced in chapter [2| we have

to make a few slight adjustments to the considerations made in chapter We recall

that (3.66]) and (3.67)) differ from the dynamical equation considered in chapter |2 in the

following points:
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1. The Lagangian multiplier is included in a sligthly different way than in (2.78)),
namely with an additional —V? in front of it. This entails that the gauge transform
takes a different form. Instead of relation (2.80)), one has to use (3.111))

2. The perturbation term is included as —V2h(t,7) into the Langevin equation, which
means that the perturbation respects the conservation law (conserving perturba-
tion).

3. For the second moment of the noise we have chosen here
(n(t,z)n(t',z')) = —QTCVi(S(t —tho(x — o). (3.143)

This means from a physical point of view that the noise does not destroy the con-
servation law (conserving noise). Taking spatial translation-invariance into account,
this amounts in Fourier space to

(n(t, kyn(t', —k)) = 2T.k*5(t — ). (3.144)

We have shown in the previous subsections, that points [1| and [2| entail for the response

function that (3.124))
t
R(t,s;r) = exp (—1/(16;0/ dT’U(T)Vi) ViFO(t, s;7) (3.145)

where F®)(t,s;7) is the two-point function (2.109) determined by the new version of
LSI. As outlined earlier, we suppose also that fot dro(r) "2° kot 2. Using for F@ (¢, s;7)

expression (2.109) one realises first, that the factor exp (—1 /(16p) [ dTU(T)V?,) simply

amounts to a factor exp (1/(16u) IN TU(T)k2) in Fourier-space and the term V2 to an

extra factor k2. In this way, one finds that (3.145)) together with (2.109) leads to the
following prediction for the response function

t 1+a’—)\R/z t —1-a’
R(t,s;r) = s ! (—) <— — 1) (3.146)

S S

dk . 9.98 ik-r B
X/ﬂ@wlk! exp —m exp (—alk[?)

where in this case, the ageing exponents are connected to the scaling dimensions via

2 ? el fm s
at1=2@em 42 dr1= L+ eEen)+
)\R_Q 2
7 = ;(f +I) + ; (3.147)

This reproduces exactly (3.79)) if we identify

1
z =4, F2:1/27 ’7/:“:5(@ 5:0)7 a:a,:d/4_1/2
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Point |3| entails a change in correlation function predicted by LSI. We can use expression
(3.133]) and take into account that the four-point function for a nonvanishing potential is
given by

(@t 20005, )30 R R) = ex (<1706 ( | dr(n)VE 4 [ arne3))

exp (1/(16;}) (/ dTU(T)V%%—{—/ dTU(T)V%y)) FO s,u vz, y, R, R) (3.149)
0 0

and similarly for the three-point function with nonvanishing potential. We have already
taken into account that the mass of ¢ is given by

= — (3.150)
FWO(t, s,u,u/;x,y, R, R') is the four-point function as computed in subsection of

chapter [2| Tt is then straigthforward but somewhat tedious to verify that formula (2.171)
gets modified to

Cun(t,s;7) = 2Tcys ot 5+z+?y’5(y 1)20+a)=20r/2) +by,~ (3.151)
/ / ! / 1 0
/ 662 gg(y 9) —2(1—a)+ 2+ 4=t o (1- 9)§+%’L2(17a )+§+—7bthg <y ‘ ?;)
0 _

dk  _ir iy 2842 |k|?s o . ,
' /]Rd (2m)d° K exp _szg_z(er 1—20) — kol k(172 + s — 2u"?)

Here b}, is given by the same expression as in (2.172)), whereas by, is in this case related
to the scaling dimensions via

2 ~ d 2
bip =—(x+22) —1——+— (3.152)
z z oz
instead of (2.172). LSI reproduces correctly the result (3.76) if we set g(u) = 1, with the
parameters (|3.148]) and (3.150|) and the choice

F_z gl
2

E=E6=6=0, 1=F=Ir== (Sby=d/4—1/2), b,=0 (3.153)

This can be seen by scaling out the factor s(y+1—260) from the integral over k in (3.151]).
Then, with the given identification, (3.151)) reduces exactly to (3.76]).
In a similar way, equation ([2.156|) for the preparation part gets modified to

2(2£+w+x)/z+2ﬂ/z+2d/zy—2(a:+2§ §)/=+B/=+d/z( 1)—2(x—5)/z—4(£—§)/z

szt(ty S5 T) = CpS Yy —
dk .
X / —— k| exp (—alk|*(t + ) — ko|k[*(t"2 + s72)) " *a(k) (3.154)
rd (27)

which reduces to the subleading part (3.75] - for the choices ) and m
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H model H a \ b \ AR \ Ao \ Reference H
cons. spherical d/4—1/2|d/4—1/2|d+2|d+2| [45, [19]
cons. Mullins-Herring | d/4 —1/2 |d/4—1/2|d+2|d+2| [45, [19]
non-cons. Mullins-Herring | d/4—1 | d/4—1 d d [207]

Table 3.2: Exponents a,b, A\g, \c of the conserved spherical model and the Mullins-
Herring model at criticality. For all models, the dynamical exponent is z = 4.

3.2.7 Conclusions of this section

In this section, we have been exploring the idea presented in chapter [2| that dynamical
scaling might be generalisable to a larger algebraic structure of local scale-transformations.
Since values of z quite distinct from two can be obtained for a conserved order-parameter,
this motivated our choice to study the kinetics of such systems. The spherical model,
quenched to T' = T, from a fully disordered initial state and the Mullins-Herring model
with conserved noise are useful first tests, since their scaling behaviour is non-trivial, yet
the models do remain analytically treatable.

We have shown, that both the old version LSI and the new version presented in chapter
are fully compatible with the exactly known results in the spherical model. Together
with the Mullins-Herring growth model, these are the first analytically solved examples
which confirm LSI for a dynamical exponent z = 4]/ In table[3.2] we collect the values of
the exponents of the conserved spherical model and the conserved and the non-conserved
Mullins-Herring models.

That confirmation was possible because the deterministic part of the Langevin equation
is still a linear equation. Numerical simulations in models where this is no longer so will
inform us to what extent LSI with 2z # 2 can be confirmed in a more general context.

3.3 Spherical model with long-range interactions

3.3.1 Introduction

The two examples considered in sections |3.1| and both provided examples for models
with z = 4. The results of these models are reproduced by both versions of LSI. In this
section, we look at the spherical model with long-range interactions, which provides an
example for a model where z takes a value between 0 and 2. In this model, only the new’
version of LSI, proposed in chapter [2| reproduces the right result.

Generalising expressions and , we define response- and correlation functions

Olt, ) = (O(t,1)O(s, 7)) = 5~ fe (t) L oly) VRS e, (3.156)

10 Another example of a system with a dynamical exponent far from 2 which appears to be compatible
with LST is the bond-diluted 2D Ising-model quenched to T' < T, [121].
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where the observable O(t, r) (at time ¢ and location r) can be the order-parameter ¢(¢,r)
as before, but in this section, we shall also study composite fields such as the energy
density. We denote by h the field conjugate to O (and when O is the order-parameter
the conjugate field h is the associated magnetic field). The dynamical scaling forms
are expected to hold in the scaling limit where both t,s > 0 and also
t — 8 > tmicro, Where tyico 1S SOme microscopic time scale. In writing egs. ,
it is implicitly assumed that the underlying dynamics is such that there is a single rele-
vant length-scale L = L(t) ~ t'/?, where z is the dynamical exponent. Non-equilibrium
universality classes are distinguished by different values of exponents such as a, b, A\¢, Ag
(which will depend on the observable O and the field h used and also on whether 7" < T,
or T'=1T,). For reviews, see [37, [94], 45, [60] 122].

All existing tests for z # 2, except the two cases with z = discussed in sections and
3.2 merely tested the LSI prediction for the autoresponse function, and this for the order-
parameter only, see [124], [125] for a detailed discussion.

A fuller picture on the validity of the several technical assumptions which are needed for
the precise formulation of the theory of local scale-invariance (LSI) can only come from
more systematic tests of its predictions. To this end, we shall study in this section the
ageing behaviour of the spherical model with long-range interactions. It was shown by
Cannas, Stariolo and Tamarit [48] that for quenches to T' < T, if the exchange couplings
decay sufficiently slowly with the distance then the dynamical exponent z becomes a
continuous function of the control parameters of the model and that the scaling forms
hold for the order-parameter. Here we shall also extend these considerations
to the critical case T' = T, and shall further look at further look at the scaling behaviour
of composite operators (i.e. energy density). Specifically, we shall inquire

1. whether dynamical scaling holds, and if so, what are the values of the corresponding
non-equilibrium exponents ?

2. what is the form of the scaling functions of responses and correlators ?

3. which of the composite operators, if any, transform as quasi-primary fields under
local scale-invariance ?

In subsection [3.3.2] we review the exact solution of the kinetic long-range spherical model
and list our results for the non-equilibrium exponents and the scaling functions for the
order-parameter and for composite fields. Some of the details can be found in the appendix
of [20]. In subsection [3.3.3 we first show that the presently available formulation [109] of
local scale-invariance cannot explain our results on the space-time form of the response
functions when z # 2. We then recall some results from chapter 2] and [21] on the general
reformulation of local scale-invariance for z # 2 before comparing our explicit results with
the corresponding predictions of that general theory. In subsection we conclude.

3.3.2 Exact solution of the long-range spherical model

The two-time correlation- and response-functions of the order-parameter in the spherical
model when quenched either to T' = T, or else to T" < T, are well-known in the case of
nearest-neighbour interactions [136} 176}, 03, [5]. These are also known for the long-range
model when quenched to T' < T, [48]. Here, we shall derive the response and correlation
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functions of the order-parameter and of certain composite operators in the long-range
mean spherical model quenched to T' < T...

Long-range spherical model

The long-range spherical model is defined in terms of a real spin variable S(t, ) at time
t and on the sites « of a d-dimensional hypercubic lattice A C Z%, subject to the (mean)

spherical constraint
<Z S(t,w)2> =N, (3.157)

xTEA

where N is the number of sites of the latticelﬂ. The Hamiltonian is given by [140]

H— —% ; J(@ = y)Se (S, — Sa) | (3.158)

where the sum extends over all pairs (x,vy) such that @ — y # 0. The coupling constant
J(x) of the model is defined by

-1
J(x) = <Z Iyl(”")) |, (3.159)

YyeA

when  # 0 and vanishes when & = 0; the summation is over all lattice sites except
y = 0. The last term in , Zw,y J(x —1y)S2, can also be absorbed into the Lagrange
multiplier that imposes the spherical constraint, see below.

The ‘usual’ spherical model with short-range interactions is given by Jy.(x — y) =
I3 ) Oy,wtu(a), Where & + p(z) runs over all the neighbouring sites of . When o > 2,
the relevant large-scale behaviour of the above model, and , is governed
by this short-range model. Here we shall focus on truly long-range interactions such that
0 < 0 < 2. In this case, the dynamical exponent z = ¢ can be continuously varied by
tuning this parameter, see [140, [48] and below.

The dynamics is governed by the Langevin equationE

OH

8tS(t, CU) = — E
T |Se—S(t,x)

—3(t)S(t,x) +n(t,x), (3.160)

where the coupling to the heat bath at temperature 7' is described by a Gaussian noise n
of vanishing average and a variance

(n(t,x)n(t',x')) =2T6(t — t')d(x — x). (3.161)

The Lagrange multiplier 3(¢) is fixed by the mean spherical constraint.

"For short-ranged interactions, a careful analysis [86] has shown that the long-time behaviour is not
affected whether @ is assumed exactly or on average.

2In eq. (3.160), fluctuations in the Lagrange multiplier 3(¢) are neglected. As pointed out in [5],
these must be taken into account when treating non-local observables involving spins from the entire
lattice or if the initial magnetisation is nonzero. Here we are only interested in local quantities and use a
vanishing initial magnetisation. See [§] for a careful discussion on the applicability of Langevin equations
in long-ranged systems.
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The Langevin equation and the variance of the noise in the Fourier space read

-~ ~

8,5(t, k) = — (w(kz) + 3(15))5(15, k) + 7t k), (3.162)

@t k) k) = 27 (2m) 6 (t — t)5(k + k'), (3.163)

where w(k) = A(O) —J (k). The hatted functions denote the Fourier transform of the
corresponding functions. In the long-wavelength limit |k| — 0, the function w(k) —

Blk|”, where the constant B is given by [48] B = limjg—o (J(0) — J(k))|k|7?. The
solution of the above equation is

R —w(k)t R t
S(t, k) = B {S(O,k) +/dT BT Sg(m T, k) | (3.164)
g(t: T 0

with the constraint function g¢(t;7) = exp(2 fOth 3(7)). The system is assumed to

~

be quenched from far above the critical temperature, hence (S(0,k)) = 0; and the
spins are assumed to be uncorrelated initially, hence the spherical constraint implies
(S(0,k)S(0,K")) = (2m)45(k + K'). Therefore, the spin-spin correlation function when
t>sis

(S(t,k)S(s,K)) = (2m)%(k + K)C(t, s: k), (3.165)
where
. k) (t+5) .
C(t,s; k) = [1 + 2T / dr e*®)7 g (7, T)} : (3.166)
9(t:T)g(s;T) 0

The spherical constraint implies 1 = (27)~ [ dk C(t,t; k) and gives g(t: T) as the solution
to the Volterra integral equation [93] 48]

g(t:T) = f(t) + 2T /O At = T)g(rs ), (3.167)
with ¢(0;7) =1, and f(t) = f(t,0) is obtained from the function
Fltr) = /A dks exp (ik - 7 — 2w(k)1) | (3.168)
"
where Ay denotes the first Brillouin zone of the lattice A.

Composite operators: Correlations and responses

We shall now consider not only the spin operator S(t,r) but also some composite fields,
specifically the spin-squared (spin?) operator and the energy-density operator. We denote
the spin and spin? operators by

Ot x) = St ), (3.169)
Oolt,z) = S2(t,x)— (S2(t, ), (3.170)

respectively. The energy-density operator is defined as

Ot,x) :=E(t,x) — (E(t,x))
E(t,x) = Z J(x—x)S(t,x) (S(t,2') — S(t,x)) . (3.171)
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These composite operators are defined in such a way that their average value is zero, and
hence their correlation functions are essentially the connected correlation-functions. Also
note that since energy is defined only up to a constant there is no unique definition of the
energy-density operator.

The distinction between O, and O, and £ in might be better understood as
follows. We look into the continuum limit of the energy-density operator, at least for the
short-range model, for we shall later discuss that this operator is not quasi-primary under
local-scale transformations. In the short-range model, the expression for energy in lattice
models is usually taken as

H=-J Y SeSetu: (3.172)

z,pu(x)
where & + p(x) runs over the neighbouring sites of . In such a case, the energy density
could be defined as €(x) = —J >_, Sz Sz1y, which in the continuum limit would reduce

to €(x) = —J (252 + u?SzV?2Sy), where p is the lattice constant. But if we had added an
overall constant Fy = N =3 52 then the energy density could be defined as

— —JZS Saip — Sz) — —J 25, V25, (1 4+ O(p)) . (3.173)

Hence Hy = > e(x) = Ju? Y (VSz)?, up to boundary terms. Therefore, for our model
(3.158) the two operators Os(t, &) and O.(t, ) must be distinguished.
The connected two-point correlation functions of the composite operators

Car(t,s;x — ') := (Ou(t;2)Op(s;2")) (3.174)

are obtained by making use of Wick’s contraction as detailed in the appendix of [20].
Throughout it is implicitly assumed that ¢ > s unless stated otherwise. As we have
spatial-translation invariance in our system, we shall find that all two-point quantities
depend merely on the difference r := & — &’ of the spatial coordinates.

The response functions of the fields {O,(t, )} to the conjugate fields {h,(t, x)}

0(Ou(t, ) (1)

Rap(t,s,x — ') := Sho(s. )

, (3.175)
{n}={0}

are obtained by linearly perturbing the Hamiltonian, H — H — Za taa(t, ) Ou(t, ), as
detailed in the appendix of [20]. The above defined response function can be interpreted
as the susceptibility of the expectation value of a field to near-equilibrium fluctuations.

Finally, we also obtain out-of-equilibrium responses of the fields {O,(t, )} to local tem-
perature fluctuations. This we do by perturbing the noise strength 7' — T+ §T'(t, ) and

then evaluating the response functions
0Oy (t, x))sT
0T (s, ") |sp—o

Let us specify at this point the asymptotic scaling forms that we expect for the auto-

ROt s, 2 — ') = (3.176)

correlation function Cuy(t,s) := Cu(t, s;0) and the autoresponse functions Rg(t,s) =
Ra(t,s;0) and R (t,s) := R (t,s;0). They are expected to behave as

Cij(t,s) = S_b”fij(t/s) Uy) TR0yl (3.177)

Rij(t,s) = s~ fi(t/s), Hy) VS R (3.178)

RO ) = s ), ) Ty (3a79)
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in the scaling regime where ¢, s and ¢ — s are simultaneously large. This also defines the
nonequilibrium critical exponents a;;, bij, al , A3, A&, )\g)z.

We now write the correlation and response functions of some of the fields {O,(t,x)} in
terms of the spin-spin correlator C(t, s; ), the constraint function g(¢; T") and f(¢;r). The
details of these computations are given in the appendix of [20], while the explicit forms
of these functions and their asymptotics are spelt out in the next subsection.

The correlation functions:

We obtain the following expressions for the non-vanishing correlation functions of the
composite fields.

e The spin?-spin? correlation function is found to be
2
Caa(t, 5:7) = (Oa(t, 7)Os(5,0)) = 2[0<t, s;r)] . (3.180)

For the short-range case, this formula has already been found in [44].

e The spin®-energy-density correlation functions are

Caclt, s37) = (Oa(t,7)Oc(s,0)) = ﬁ& (g(t;T)sz(t, 8;7“)>> (3.181)

and
Ceo(t, s;7) = Coc(t, s;7). (3.182)

This is a stronger result than the obvious relation Ce(t,s;7) = Coc(s,t; —r) and

follows from w(k) = w(—k).

e The energy-density—energy-density correlation function is given by

Colt, si7) = ﬁfﬂ@ (a(t: T)Caclt, 57 ). (3.183)

The response functions:

For the response functions, we obtain the following expressions. Because of causality,
in all expressions given below the factor ©(t — s) is implied , where the step function
O(t —s) =1 for t > s, and zero otherwise.

e Responses to the magnetic field hy(f,x), which are obtained when H — H —
> e hi(t,®)S(t @), are given by

Rult, sim) = [ 9 T)) f (t_ S,r) , (3.184)

Roi(t,s;r) = Ralt,s;r) = 0. (3.185)
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e Responses to the conjugate field hy(t, x) of spin? operator are obtained when H —
H =, ha(t,x)Os(t, ) and are given by

Ris(t, s;7) = 0, (3.186)

Rao(t,s;7) = ARq1(t, s;7)C(t, s;7), (3.187)

Reo(t, s;7) = —Rao(t, s;7) OpIn f (t ; s,r> : (3.188)

The expression for Raa(t, s;7) has already been given in [44] for the short-range

model.

e Responses to the conjugate field h (¢, x) of energy-density operator are obtained
when H — H — 3, , he(t,z)O(t, x) and are given by

Rie(t,s;r) =0, (3.189)
Rae(t,s;m) = W}T)@t (g(t; T)Raa(t, s; ’r)>7 (3.190)
Rt sir) = ﬁ}ﬂ@ (ot TRt 5:7) ). (3.101)

e The spin, the spin? and the energy-density responses to temperature fluctuation are

Rt s:7) =0, (3.192)
2
Rt 5i7) = 2(Ru(t 7)) (3.193)
ROt i) = -0y (gl T)Ralt, 5:7)) (3.194)
€ Y ) 2g<t; T) bl ) ) )

respectively.

Late-time behaviour of correlation- and response- functions

In this subsection, we first explicitly evaluate in the scaling limit the quantities specified
in the previous subsection, and then identify the critical exponents and scaling functions.
The treatment is based on previous results and techniques from [48], 93].

In the late-time limit we can approximate the function w(k) ~ B|k|?, where 0 < o < 2[48].
Hence the dynamical exponent in this range of o is given by

z=o. (3.195)

Furthermore, the large-time behaviour of f(¢) and g(¢;T) are as follows. The function
f(t, ) in this limit becomes

f(t;x) = Bot~¥°G(|z|t™"7) ; B, ::/e—QBI’““. (3.196)
k

Here the scaling function G(|u|t~'/) for any variable 1 is defined as

G(|u|t_l/”) = Bo_ltd/"/eik'“e_wklat, (3.197)
k
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where [, - = (2m)"? [d’k- - - denotes an integral over R?. The Laplace transform of f(t)
is given by the expression

fulp) = =A™+ 37 Ap(—p)" (3.198)
n=1

where the universal constant Ay = |I'(1 — d/0)|By and the nonuniversal constants
A, = fAk(ka)*” — [.(2Blk|7)", for n = 1,2.... We note that A; = 1/2T..

Now the constraint equation (3.167]), upon Laplace transforming, becomes

) . fL(p>
gu(p;T) = T= 2T fo(p)

and is solved in the small-p region using equation . Following a similar analysis
as done for ¢ = 2 case in [93], we find the large-t limit of the function g(¢;T"), which is
given in equations , , and . This asymptotic constraint function has
three different forms depending on the quenched temperature and the lattice dimension,
for a given value of the parameter o. The known case for the short-range model one can
obtain by taking the limit ¢ — 2. The three cases are

(3.199)

e T < T. This case was treated in [4§] for the spin—spin correlator and the spin
response. We recover their results and further add other correlation and response
functions of the composite fields.

o I'="T, 0 <d< 20: To the best of our knowledge the quench to criticality has not
been treated before. We must further distinguish two critical cases. In the first
case, d can at most be 4 since o < 2.

e I'="T,d>20: In this second case of a critical quench, the space dimension d is
not bounded from above. This case includes the mean-field case.

We now discuss the large-time behaviour of the correlation and response functions in these
three cases.

Case I: T < T,

Since the system exhibits space-translation invariance we take &’ = 0. We denote y =
t/s > 1. The constraint function for 7" < T, in the large-time limit [48] is

T —1
g(t:T) ~ By (1 - T) s (3.200)

and hence the spin-spin correlation function for 7' < T in the scaling regime reduces to

~ T o
C(t,s; k) = (1 - 7_’) Byl s¥/o g2 o= BIkI7(t4s) (3.201)

c

in the Fourier space, or

C(t,s;r) = Co y¥* (y + 1)"¥7G(u), (3.202)
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b e
Function T<T, T=T1T, T<T, T=T1T,
oc<d<20 \ d> 20
CH 0 d/O’—l d/2 3d/2—0’ d
Coo 0 2d/o —2 d 3d — 20 2d
Cae 1 2d/o —1 d+o 3d—o 2d+ o
Cee 2 2d/o d+ 20 3d 2d + 20

Table 3.3: Non-equilibrium exponents b, Ac, as defined in (3.177)), for several non-
equilibrium autocorrelation functions in the long-range spherical model. The exponents
for the short-range model can be recovered by taking the limit o — 2.

in the direct space, where Cy = 297(1 — T/T,). Here and below, expressions become
shorter with the use of the three related scaling variables u, v, and w, where

w = el + )27 = w(l s
b= Il = 9)/2)77 = w1 - s/t (3:20)
wo= |rlt/2)7

The autocorrelation function can now be directly deduced since the scaling function

G(0) =1 for » = 0. Hence one reads off, see (3.177) and table 3.2

d
bu=0 A =3, f'ly)=Co y*7(y + 1) (3.204)
Below we list the remaining expressions in the scaling limit. The autocorrelation and
autoresponse functions are obtained for the composite operators in a similar way as is

demonstrated for C'(¢, s;7) = Cy1(t, s; 7). The non-equilibrium ageing exponents are listed

in tables (3.3 and (3.4)), for future reference.

We first list the non-vanishing correlation functions.

e The spin? — spin? correlator, obtained by substituting equation (3.202)) into ((3.180)),

1S

Coa(t, ;1) = 202 47 (y + 1) 2V G (u). (3.205)
e The spin? — energy-density correlator, obtained by using equations (3.200] [3.205)) in
(3.181)), is

2
Coc(t,s;T) = % sl (y + 1)1 2 G(u) D, G(u), (3.206)

where, the operator D, is defined as

D, = 20, +d. (3.207)

e The energy-density — energy-density correlator, obtained by inserting equations

(13.200}, |3.200)) into (3.183]), is given by

2
Cee(t,s;T) = % s 2y¥7 (y +1)727247 (D, + d + 0) [G(u) D, G (v)]. (3.208)
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AR
Function T<T, T=T1T, T<T, T=T1T,

0'<d<20" d> 20
R djc—1 | d/o—1 d/2 3d/2 — o d
Rao djo—1 | 2d/o —2 d 3d — 20 2d
Re2 d/o 2d/oc—1 d+o 3d—o 2d+ o
Roae d/o 2d/o —1 d+o 3d—o 2d+ o
Ree djo+1 2d/o d+ 20 3d 2d + 20
RY 2d/oc—1 | 2d/o—1 d 3d — 20 2d
R 2d/o 2d/o d+o 3d—o 2d+o

Table 3.4: Nonequilibrium exponents a = a’ and \p, as defined in (3.178)) and (3.179)),
for several scaling operators in the long-range spherical model. The exponents for the
short-range model one obtains by taking the limit o — 2.

Next we write down the non-vanishing response functions.

e The spin response function, obtained using equations ((3.196} [3.200]) in (3.184), is
given by

Ru(t,s;r) = Cy s~ Yoy (y — 1)~Y°G(v),
where Cy = [, exp(—B|k|?), and v was defined in eq. (3.203).

(3.209)

e The non-vanishing response functions to spin? conjugate field, inferred from equa-

tions (3.187] 13.188)) using ([3.196} [3.202] [3.209)), are given by
1)~ G(u)G(v),

Rgg(t, S; ’I") = 40001 s_d/"yd/"(yQ — (3210)

Ret,s;r) = GGy sTimdlogdlo (g2 1)’d/U&G(u)G(v), (3.211)
o

y—1
where D, is as given in (3.207) and u,v were defined in (3.203)).

e Responses to the energy-density conjugate field, obtained from equations ([3.190}

3.191)) using (3.200} (3.210]), are given as follows.

2
RQe(t, S; ’I“) = % s_l_d/a'yd/g(y2 - 1)—d/a’
o
D, D,

212
X <y+ T+ - 1) G(u)G(v), (3.212)

Ree(t, S; ’I“) — CO_? 8—2—d/0'yd/cr(y2 B 1>—d/a'

o
D?>+¢D, 2D,D, D?+0oD,
, . . 21

( W+12 -1 (y—1p > G(u)G(v) (3.213)
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e The spin? and energy-density responses to local temperature fluctuations, obtained
using equations ((3.200} [3.209) in (3.193] [3.194)), are

R (t,s7) = 202 72y dlo(y — 1)72U7 G2 (o), (3.214)
(T) 26’12 —1-2d/o, d/c —1-2d/o
R (t,s;7r) = — s y“(y —1) G(v)D,G(v), (3.215)

respectively.

Case Illa: T =T, and 0 < d < 20

For T'=T, and ¢ < d < 20, the constraint function has the form
g(t; T.) ~ (AT? AT (=1 + d/o)) " 24/, (3.216)

and hence the correlation function in the scaling regime reduces to

1
O(t, s; k) _ 2Tc s yl—d/Za/ dz 6_B|k|a(t+s_282)2_2+d/g, (3217)
0

or in the direct space is given by

C(t,s;r) =2T.Cy s~ dfo 1= d/Q"(y—l— 1 d/"ni yZPI +d;Z>) (3.218)
where u is given in (3.203) and the function G,,(|o[t=1/7) is defined as
G, ([oft™1/7) = angndio gy /k eikw 2B (B |7, (3.219)
for any variable v. The spin-response function in this case has the form
Ru(t, s;x) = Cy s~ Yoyl=427(y — 1)~ GQ(v). (3.220)

To avoid presenting lengthy expressions we write down only the leading behaviour in y
for the correlators and responses in this case. The spin-spin correlation function in this
approximation becomes

C(t,s;7) ~ 21,0, s~ Y7y 342 G(w), (3.221)

where T, = T.o/(d — o), and w is as given in (3.203]). Setting w and v to zero, we can
read off the ageing exponents, see tables [3.3] and

d 3d
a =by=——1, A}Q:A}}:7—a, =0 (3.222)

The other non-vanishing correlators and responses are given as follows, wherein we first
list the correlation functions.

e The spin? — spin? correlator is given by

Cos(t, 5;7) e 8T2C? 27247234/ G2 (). (3.223)
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e For the spin? — energy correlator we obtain
8T(:QC(12 1-2d/o,1-3d/o
Coc(t,s;r) = —— s Yy G(w)D,G(w). (3.224)
o

e Finally the energy— energy correlator reads

T2 12
Cltysi) o eCL 20y =84/o (D 1 4 1 0)[G(w) DuGlw)) (3.225)
g

The non-vanishing response functions are listed below.
e The responses to the spin? conjugate field are given by
Raa(t, s;7) ~ 8T,C2 12474 2=34/7 G2 (), (3.226)

81.C2

Re(t,s;r) ~ s72d/7y1=34/0 () D, G(w). (3.227)

e The responses to energy-density conjugate field are

Roc(t, s;7) = Realt, s;7), (3.228)

AT.C?
Ree(t,s;r) ~ #Cl s7172d/oy=3d/o(D 4 d 4 0)[G(w) DG (w)). (3.229)

e Lastly, the responses to temperature fluctuations are

RgT) (t,s;7) ~ 207 3_2d/0y2_3d/”G2(w), (3.230)
(T) . ~ 2_6(12 —1-2d/o, 1-3d/o
R (t, s;7r) = — S Y G(w)D,,G(w). (3.231)

Case IIb: T =T, and d > 20

For T'="T, and d > 20, the constraint function at large times is
g(t;T.) ~ (4T2A,) " (3.232)

This is just a constant and does not appear in the correlation and response functions to
leading order in this large-time limit. In this case, the correlation function in the scaling
regime reduces to

ol TC _ o(4_ _ o
Cltosik) = g (e BIkI7(=8) _ o= BIkI7(+3)) (3.233)

and in the direct space is

C(t,s;7) = 21,0y s4° ( v fll)gj)“ - (y(jf)(;gJ , (3.234)

where GG_; is as given in (3.219)).
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The spin-response function in this case is given by

Ru(t,s;r) = Cy s_d/"(y - 1)_d/"G(v).

(3.235)

Here again we present only the leading behaviour in y of the correlators and responses.

The correlation function in this approximation becomes
C(t,s;1) = 2T, s f(t/2,7) = 2T.Cy s~ Y7y~ G(w).
Again we read off the critical exponents after setting v =w =0

d
Gllzbn:;—la )\}%1:)\101:

The other non-vanishing correlation functions are given as follows.

e The spin®-spin? correlation function is

Coa(t, ;1) = 8T2C? s~ 247y =24/0 G2 (yy),
e The spin? -energy correlation function is given by

T2 2
Coc(t, s;7) =~ 81.Cy si=2d/oy=1=2d/ () D, G (w).

g

e The energy-density — energy-density correlation function is

4T2 2
Cee(t,s;1) = —0201 s~ 2/oy=2=2d/o(D + d+ 0)[G(w) DG (w)].
o

The remaining non-vanishing response functions follow.
e The responses to spin? conjugate field are
Roa(t, s;7) = 8T,C2 51724/ =24/0 G2 (),

RT,C?2

o

Rea(t, s;r) =~ 572/ =1=2d/0 () D, G (w).

e The responses to energy-density conjugate field are given by
Roc(t, s;7) =~ Rea(t, s;57),

4T0012 57172d/0'

Ree(t,s;m) ~ —

o

e Finally, the responses to temperature fluctuations are given as
Ro(T)(t, s;1) ~ 207 57247y =240 G2 (yy)),

202

ROt s:7) ~
o

S_1_2d/0y_1_2d/0G(w)DwG(w).

y=27247(D,, + d + 0)[G(w) Dy G(w)].

(3.236)

(3.237)

(3.238)

(3.239)

(3.240)

(3.241)

(3.242)

(3.243)

(3.244)

(3.245)

(3.246)
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The exponents of these functions, derived in this subsection, are collected in tables
and 3.4

Fluctuation-dissipation ratios

An important quantity, in particular for the case of critical dynamics, is the fluctuation-
dissipation ratio of an observable, which is defined as [58] [56]

Cop(t, s:0)\
Xt 5) == TvRuw(t, 5; 0) (%) (3.247)
and its limit value
X5 = lim (thl?o Xt s)> = lim (311?0 Xoolt, )],y /S) . (3.248)

For case I, that is for phase-ordering kinetics, it was already known that in the quasi-
static limit s — oo but t — s fixed and < s, the fluctuation-dissipation theorem still holds
[48]. On the other hand, we obtain in the scaling limit s — oo and y = t/s > 1 fixed
that, for all observables considered here

20TC
o 181—d/o"

Xll(t, S) = ng(t, S) = Xge(t, S) = Xeg(t7 S) == Xee(t, S) = ac (3249)
0
For d > o we have therefore in this case that
X1 =Xs=X0=X3=X=0 (3.250)

as expected for a low-temperature phase (recall that for d < o the critical temperature is
zero [140]).

In the case of critical dynamics (case //a and I1b) the limit fluctuation-dissipation ratios
are universal numbers characterising the critical system [93]. For their calculation, we
can use directly the scaling limit s — oo with y = t/s being kept fixed. In case Ila,
it is convenient to obtain the auto-correlation function C(t,s) by directly integrating
eq. (3.217), which leads to

2T.C
C(t,s) = rj: glmdlo y1=d/2o(y _ yI=d/o(y 4 1)L (3.251)
Combining this with eq. (3.220]), we get
1 y—1/d o !
Xll(t, 8) = Xll(y) = §(y + 1) |:1 + d—o (5 - y T 1)1 (3252)

Similarly, in case IIb, using equations ([3.234)) and (3.235)), and upon substituting the value
of G_1(0) = ¢G(0)/(d — o), we find

d/o -1
X11<t,s>zxu<y>:(1+(y—‘1) ) (3.253)

y+1
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In particular, we see that in the quasi-static limit s — oo with ¢t — s being kept fixed (or
alternatively y — 1), lim, 1 X31(y) — 1 in both critical cases, such that the fluctuation-
dissipation theorem holds. Similarly, from the relations ([3.180}3.181}3.183)) and ({3.187||3.190113.191))
we also have lim, 1 Xoo(y) = lim, 1 X (y) = lim,.; Xs5.(y) = 1. On the other hand,

and remarkably, the limit fluctuation-dissipation ratio turns out to be independent of the

choice of the considered observable. We find for y — oo

1—o/d for the case I1a

1/2  for the case I1b (3.254)

Xff:ng’:X;::Xf;:Xf::{
This reduces to the well-known expressions in the short-range model [93] when z = 0 — 2.

We recall that in [44], a slightly different definition for the energy density was used, in
which case the value for the corresponding fluctuation-dissipation ratio may be different.

3.3.3 Local scale-invariance

We will now proceed and compare the results obtained for the spherical model with long-
range interactions to the LSI-predictions. In order keep this section selfcontained and to
remain in line with the notations of this section, we will repeat some facts from chapter
2l We recall that a quasi-primary scaling operator ¢ is characterised by a set of ‘quantum
numbers’ (z, &, u, 3), where z is the ‘scaling dimension’ of ¢ and p is sometimes referred
to as the ‘mass’ of ¢ (not to be confused with the lattice constant y in subsection .

Response functions

For a given dynamical exponent z, LSI yields the following prediction for the response
function of a quasi-primary operator ¢ characterised by the parameters (x, &, u, 5): [109,
207, 211, [126]

RESI(t s:7) = 6,_50,5R(t,s)FHP (—|'r| ),

n=h 5 (t — s)1/7
¢ 1+a’—ARr/z + —1—a’
R(t,s) = s~ -—1 : 3.255
s = () (1) (3.255)
where the exponents a,a’ and Ag are related to the parameters (x,&, p) via

1 ~ 1 = A 2 2
a+l=—-(x+7), d+1=—-(r+26+7+2¢), —R:—x+—5, (3.256)

z z z z z

and the parameters (7, E, 1L, 5) characterise the response field gg For the ’old’ version of
LSI the space-time part F"»9(p) (where p := |p| and p = r(t — s)~/) satisfies the
following fractional differential equation

(0, + 21 p02 7% + [Bp + (2 — 2)]0, ) Fu)(p) = 0. (3.257)

which also illustrates that the ‘mass’ p may be interpreted as a generalised diffusion
constant. The fractional derivatives 05 are defined and discussed in [109]. Recall, however,
that the definition used here is not unique and that different non-equivalent definitions
for fractional derivatives exist [174, 200]. If 2 = N + p/q, where N = [z] is the largest
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integer less or equal to z, 0 < p/q < 1 and p and ¢ coprime, the solution of (3.257) by
series methods is particularly simple, with the result [207]

Fed(p) =3 ead™(p), with ¢ (p) =) bl plrDerelatmtt, (3.258)

me& n=0

The constants ¢, are not determined by LSI and the set £ is

[ -1,0,...,N—1 p#£0
5_{ o N-1 o0 (3.259)

Finally, the coefficients b read

oy _ (=20 T(p/q + 1+ m)C(n+ = (p/q +m) + 5 +2— 2)
e N -Detplatm+ QTG p/gtm) +A+2—2) (3.260)

such that ¢™(p) has an infinite radius of convergence for z > 1.

Let us now consider the magnetic response of the order-parameter, Rq;, the result for
which we recall from ((3.184) is

—a/2
t — 3 — (el [eg
Rll(’l’;t,8> _ (27T)d8—d/cr <_) (t/S— 1) d/U/elk-r(t—s) 1/ 6—B|k\
k

s
= R(t,s) Z anp™ , p=r(t—s)"1°, (3.261)
n=0

where the exponent & is given by

—d/o  case (I)
a=< —2+d/o case (Ila) . (3.262)
0 case (IIb)

Clearly, the space-time part of the ’old’ LSI-prediction does not agree with this result
since the exponents of p in egs. and are linearly independent if z is not an
integer. In eq. , we have expanded the exponential in order to rewrite this as a
series in p = |p|. This form of the series is incompatible with the expected form for
z < 2. In fact, it was this disagreement has motivated us to look for the new formulation
of LSI, which uses a more appropriate form of fractional derivatives V¢ and which was
presented in chapter 2] We recall two more results for the 'new’ version of LSI:

1. Generalised Bargmann superselection rule: Let a system be given with dynamical
exponent z # 2, (k € N). Let {¢;} be a set of quasi-primary scaling operators, each
characterised by the set (x;, &, pi, 5;). Then the (2n)-point function

FCY = (¢1(t1,71) . .. pon(ton, Ton)). (3.263)

is zero unless the pi; form n distinct pairs (pi;, jirqy) (¢ =1,...n), such that

i = —,uT(i). (3264)
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2. The decomposition ([3.255)) of the response function remains valid, but its space-time
part now satisfies the fractional differential equation, which is quite similar to eq. (3.257))

(0p + 21 pV27 + [Bu+ (2 — 2)]9,V,7) Fu) (p) = 0. (3.265)

A solution of equation ([3.265)) reads [21]

. 1
Fb)(p) = fo/elp'k k|® exp (_ |k|z) (3.266)
k

ZQiszH

We see that this prediction of the ‘new’ formulation of LSI is fully compatible with our
exact result (3.261)) for Rq1(t, s;r) if we identify

=l = (B, Bi=5=0, go=(2n)" (3.267)
and set for the critical exponents

ai—d,=Lo1 g0 (3.268)
o 2

This agreement supports the assumption that the fields ¢ and 5 are both quasi-primary
with 4 = —p and § = (. This is further supported by the fact that Rio(t,¢;7) = 0 =
Ric(t,t';7), which is predicted by LSI because of the generalised Bargmann superselection
rule.
Having verified that the response function for the order-parameter field ¢ agrees with
LSI, and thus having confirmed that ¢ is indeed quasi-primary, we now inquire whether
this holds for composite operators. First, we consider the short-range model ¢ > 2. The
relevant results can be read from those of section 2 if we let ¢ — 2. Then the response
Rui(t, s;r) in eq. (3.261)) simplifies to

—a/2 —d/2 9

t t 1 r
Ryt sir) =5 (= -1 N 3.269
11( ,S,'T‘) S (S) (S ) eXp( 4Bt—$>’ ( )

up to a normalisation constant. Similarly, the temperature response of the spin? field,

from the above expression and eq. (3.193)), becomes

(T) t\ [t - 1 r?
) —d
Rs '(t,s;r) =s <s) <s 1) exp < 5B s> , (3.270)

which is of the form predicted by eq. (3.266|), if we identify

fo = —Jiz =21, Bo=P2=0, (3.271)

and
Az = by = 2a1; + 1, N5 = 2)\}. (3.272)

Physically, we can therefore identify temperature changes as the conjugate variable to the
spin-squared operator, at least for the short-ranged case. On the other hand, the spin?
response Ry to the perturbation ho(t, ) cannot be cast into that form. This can easily
be seen in equation ([3.210]), which has a dependence on ¢+ s, while the LSI-predicted form
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does not contain this dependence. Note that this response function in a field-theoretical
setting (see for example [226], 228]) corresponds to (¢?*(t, ) (¢d)(s, T + 7)).

Our findings suggest that for the short-range model the operator ¢?, corresponding to
spin?, is quasi-primary and so is the corresponding response field ¢? (obtained by locally
perturbing the temperature). The parameters of these two fields are related to the fields ¢
and 5 in the following way: If ¢ has the parameters (x, &, i, ) then the parameters of ¢?
can be obtained from these by multiplying each parameter by the factor 2. Similarly the
parameters of ¢2 are related to those of ¢. On the other hand, we see that the composite
operator ¢¢ (defined by a perturbation of the external field hg(t x)) is not quasi-primary,
and neither is the energy-density operator €(x), even in the short-range model (that last
finding is not surprising, since we have already seen in section 2 that e(x) is related to
the gradient of ¢) [

We now proceed to the long-range model, where 0 < o < 2. Ry cannot be brought into
the LSI-predicted form, for the same reason as mentioned above for the short-range model,
namely by comparing the t+s dependence. The response function RéT) cannot be brought
into the LSI-predicted form either, since it contains a product of the type F#9 (¢, s;7)2.
This again cannot be cast into the general form , except for z = 2. In this
exceptional case, the special properties of a Gaussian integral ensure that FP) (¢, s;r)?
can be rewritten in the form upon redefinition of parameters. By a similar analysis
we find that R, does not have the LSI-predicted form. We conclude that the operator ¢?
is not quasi-primary under LSI for the long-range model, unlike for the short-range case
o>2.

In a similar way, we also find that the response functions of the operator O,, namely R,
and R.., also do not have the form and ([3.260]).

Summarising, we have seen that in the long-range model the above composite fields,
though made of quasi-primary fields, are not quasi-primary. For the time being, the order-
parameter ¢ and the associate response field ¢ related to a magnetic perturbation remain
the only scaling operators with a simple transformation under local scale-transformations.
This is distinct from the short-range case of z = 2. It remains an open question in which
sense the transformation of, say, ¢? is distinct from the one of ¢. On the other hand, the
generalised Bargman superselection rule (which follows from the weaker Galilei-invariance

alone) has been confirmed in all cases, by assigning the following (relative) 'masses’ to
the fields

fo = My foy, =20, plo, = 24, (3.273)

and with negative masses to the corresponding response fields. This is natural because of
the linear structure of the theory.

Correlation functions

Now we compare the LSI-prediction for the correlation function of the quasi-primary
operator ¢(t,x) with our exact result, see (3.202}[3.217]{3.233)).
The LSI-prediction for the correlation function, for fully disordered initial conditions with

13In the Landau-Ginzburg classification of primary scaling operators in the minimal models of 2D
conformal field-theory (Ising, Potts etc.), one usually has that ¢ and eventually a finite number of
normal-ordered powers : ¢ :¢ are primary.
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white noise, is [21]:

CE(t,5;7) = CEIL(t, s;7) + CEY (L, s;7), (3.274)

init
with the ‘initial’ part

CL'StI(t S ,r — COS mm+26/z+d/zy_blnzt+>\R/Z+ﬂ/z( _ 1)binit+d/z_2>\R/Z
mi

/\kPﬁexp( Ll (t+s)> erk (3.275)

ILL12 z

and the ‘thermal’ part
CLSI(t, s ’I‘) — QTS—bth+25/z+d/zy2§/z(y . 1)2(1+a/)—2)\R/z—4§/z

1
/ do <y 9) (a'+1) +)\R/z+2§/z+ﬂ/z+d/2(1 9)72(a’+1)+)\R/z+2£/z+ﬁ/z+d/z (3276)
0

3 ly—10 lkl*s(y+1—20)\ ..
1€/ g 2 _ irk
O (y 1 - 9) /k|k’ o ( 22 pi=2) “

Here the function g(u) is not determined by the dynamical symmetries and £ and E can
be considered as free parameters (Note that we have set F = 0 right from the beginning,
as this form suffices to reproduce correctly the results).

In case I, the spin-spin correlation function can be rewritten as

Cl(t,s;r) = saya/Q/eir'keBkP(Hs), (3.277)
k

up to a normalisation constant, with @ given by (3.262). In this case (T < T.), the
contribution coming from the initial noise is the relevant one [37], and therefore we should
compare with the spin-spin correlator CL3I(t, s;r). Indeed we find for the choice of
parameters as given in (3.267), (3.268) and b, = 0 that CEXL(¢,s;7) = C(t, s,7), as it
should be.

In case Ila and IIb, the correlation function, as given in and , can be

rewritten in direct space as follows, using again (3.262)) and up to normalisation constant,

1
Cu(t, s;m) = 2Tsy /2 / dg e® / e~ BIFI"sly+1-26) pirke (3.278)
0

For the cases [Ia (T =T,,0 < d < 20) and I1b (T = T,.,d > 20), in the LSI-prediction
the term coming from the thermal noise is the relevant one [37, 45]. If we set g(u) = 1
and, in addition to the given choice of parameters (3.267) and (3.268)), let

d I o =~ 1
by, = z T 1, and §= —ZZOZ, §= Zza, (3.279)

we find agreement of the LSI-predicted correlation function CL(¢t, s;7) = C(t, s;7).

3.3.4 Conclusions of this section

We have analysed the kinetics of the spherical model with long-range interactions when
quenched onto or below the critical point 7T,. For T' < T, we have reproduced the results
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of Cannas et al. [48] for the order-parameter and for 7' = T, we have derived exact results
for the response and correlation function of the order parameter. We also considered, for
T < T., various composite fields and derived their ageing exponents and scaling functions
as listed in section 2. We then have carried out a detailed test of local scale-invariance
using our analytical results. For this purpose, the long-range spherical model offers the
useful feature that its dynamical exponent z = o depends continuously on one of the
control parameters.

We have obtained the following results:

1. Dynamical scaling holds for various composite fields for quenches onto or below the
critical temperature. The non-equilibrium exponents are given in table [3.3] and [3.4]
The scaling functions also have been determined.

2. In the kinetic spherical model with short-ranged interactions (o > 2 and hence
z = 2), apart from the order-parameter field ¢, its square too appears to be a
quasi-primary scaling operator, as tested through several two-time response and
correlation functions.

3. In the long-range spherical model, the first tests of the space-time response in a
system with a tunable dynamical exponent have been performed. This shows that
the formulation of LST with z # 2, which we proposed earlier [I09], even with the
recent improvements given in [207], does not describe the exact result for R1; when
0 < z < 2, although that formulation did pass previous tests when z = 2 [110] or
z =4 [207, 19].

4. As can be seen from the fractional differential equation satisfied by the space-time
response function, the precise definition of the fractional derivative used is crucial.
We have presented in chapter |2 a systematic construction of new generators of local
scale-invariance [21] where we have also shown that all previous tests where z = 2
or z = 4 are passed by the new formulation. Here we have seen that the exact
results from the long-range spherical model are completely consistent with the new
formulation of local scale-invariance.

5. In contrast to the short-range case where z = 2, the spin-squared field in the long-
range model is no longer described by a quasi-primary scaling operator. This calls
for a more systematic analysis, since it indicates that there might be new ways, not
readily realized in conformal invariance, of non-quasi-primary scaling operators.

6. Both the two-time response and the correlation function of the order-parameter field
¢ are fully compatible with local scale-invariance in the entire range 0 < z = 0 < 2.

While the analytical results presented here certainly provide useful information, the even-
tual confirmation of local scale-invariance might appear fairly natural since the underlying
Langevin equation is linear. Indeed, for linear Langevin equations we have actually proven
local scale-invariance by using a decomposition of the Langevin equation into a ‘determin-
istic part’ for which non-trivial local scale-symmetries can be mathematically proven and
a ‘noise part’ [192) 126], 21] (see also chapter [2)). For non-linear Langevin equations the
formal proof of non-trivial symmetries of the ‘deterministic part’ is still difficult, although
progress has been made [222]. In the absence of exact solutions for models described
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in terms of non-linear Langevin equations numerical tests going beyond merely checking
the autoresponse function R(t,s;0) will be required and it will be useful to be able to
vary the value of the dynamical exponent z. In this context, a natural candidate for
such studies is the disordered Ising model quenched to 1" < T, where it is already known
that z depends continuously on the disorder and on temperature, see [188, [121] 125] and
references therein. Furthermore, its Langevin equation is non-linear. The tests carried
out sofar in this system will be reported in the final part of this chapter

3.4 The diluted Ising model

All models studied sofar have in common that they are based on linear equations of motion
(which means, on the level of LSI, that § = 0). To get further confirmation on the theory,
one has to look at nonlinear models, for instance the bond diluted Ising model quenched
below the critical temperature. Here we will briefly show results on this model, which
have been presented in more detail in [23] (see also [2I]). The model is described by the
Hamiltonian

H = — Jijaiaj-

(4,5)

where the 0; = £1 are the usual Ising spin variables and J;;

(3.280)

are random variables which
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Figure 3.6: In the left panel the space-time behaviour of Mrgrp(t,s;7) for z = 2.5 is
shown. The subleading correction term (|3.286) has been substracted to obtain scaling
behaviour. In the right panel the predictions (2.158) (dashed line) and (2.167)) (full line)

for the autocorrelator for z = 2.5 are tested. The LSI-parameters used can be found in

table 3.6l

are equally distributed over [1 —€/2,1 + €/2] with 0 < e < 2. The kinetics (we suppose
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a non-conserved order parameter) is described through a standard heat-bath algorithm.
It has been shown [I89, 204], that the dynamical exponent is given by the expression
z = 2+ ¢/T, so that one can 'tune’ z to values far away from 2 [I21| [125] by chosing
appropriate values for € and T. In [121] [125], it was also found that there are very strong
finite time scaling corrections which have to be substracted. Also the required computing
time to get acceptable data is quite high. In [121] [125] autoresponse and -correlation
function were already considered. Here we look mainly at the space-time behaviour of
the response function in order to test the LSI-prediction of the 'new’ version of LSI as
presented in chapter [2]

0‘6 i 1 i 1 i 1.0 I'| 1 ' 1 i I
s=81 vl . 52100
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Figure 3.7: In the left panel the space-time behaviour of Mrgry(t,s;r) for z = 4 is
shown. The subleading correction term (3.286)) has been substracted to obtain scaling
behaviour. In the right panel the predictions (2.158) (dashed line) and (2.167)) (full line)

for the autocorrelator for z = 4 are tested. The LSI-parameters used can be found in

table 3.6l

Instead of measuring the response function directly it is much easier in simulations to
measure the time-integrated response function

Mrru(t, s;r) ::/ drR(t, ;7). (3.281)
0

In order to identify the scaling behaviour of this quantity as predicted by LSI one can
use the method developed in [112, [1T3] 110], which also yields the subleading correction
terms. We take the form R(t, s;7r) = R(t, s)F®(|r|(t—s)~/#) as given in (2.152)). Then
it is well-known [131] that the response with respect to a fluctuation in the initial state
should behave as t~*#/* for large times, i.e.

R(t,0) ~ t= /%, (3.282)
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On the other hand, it can be shown [240] that there is a time-scale ¢, ~ s¢ with 0 < ¢ <1
such that for t — s < ¢, the response function is still the one of the equilibrium system
R(t,s) = Ryy(t — s). Therefore, we can write

s t
’ |
MTRM(t,S;’I") = /0 dTR(t,S—T;’l"):/O dTRgg<t—S+T)f(M’7) <m

te
+ / AT Roge(t, s — ) FU) (—|r| ) > (3.283)
t

(t—s+T1)l/7
P

Sd Ry (t, 0)F w7 L .
- /t ™ HRini(t, 0)F ((t—s+7)1/z

where t. is another time-scale so that s — ¢, = O(1) [60, 240] 112]. Rug(t,s — 7) is
the actual ageing part for which we insert the LSI-prediction (2.152)). Then we get the

[wodd] = [ 5 [wjplo=a] bu | | Ao | € [G=0] |
d d
SMc 4 —= S 19—2] 4—2 [d+2 ] d+2] 0O 0 | [19]
SMIr o€ (0,2) [(0?Bi*)™ | 4 |2—-1| 2-1 |d+%|d+%|—toa| toa | [20]
MH1 4 —(Lovg) ' | 5 | 2-1] 4-1 d d 0 0 | 207
MH?2 4 —(L6v) ' | 5 |9-1]9—-1-26] d |d=2p| O 0 |[207]
MHc 4 —(16v) ' | 4 |4-1] 2-1 d | d+2] 0 0 |[207

Table 3.5: Overview over all critical models with z # 2 considered in this chapter (SMc
= spherical model with conserved order parameter as presented in section [3.2] SMlr =
spherical model with long-range interaction as presented in section [3.3] MH1 = Mullins-
Herring model with nonconserved noise, MH2 = Mullins-Herring model with coloured
noise, MHc = Mullins-Herring model with conserved noise as presented in section . B
is a constant, which can be found in [I9], The constants vy, p and @ are defined in (3.2)),
(3.6) and respectively. The remaining scaling function g(u) has always been set
to unity and by, = 0 everywhere. For the spherical model with conserved order parameter
we have Fo = 1/2, for all other models f = 0 (recall the definition and
for F and F 5 respectively).

following result:
t
MTRM(ta S, 'l") = Me (t — S, ’l"‘) + Tlt_AR/Z./T(Mﬂ) (ﬂ) + TQS_an (— ﬂ) (3284)

tl/z S’ Sl/z

where 71,79 are constants, M.,(t — s;7) is the equilibrium contribution and

/

Farly,w) = /Oldv(l—v)la( Y )MLAR/Z( Y —1)_1_a (3.285)

1—w 1—w

w  Flu) (w (y—1+ ,U)—l/z) .

In the scaling regime we do not expect the term M., (t — s;7) to contribute, whereas the
term

it R/ Z ) (JlL/L) (3.286)
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gives a subleading contribution, which has to be taken into account.In the left panels of
the pictures [3.6/and [3.7] we show plots of the simulated My gay (¢, s;7) for the value z = 2.5
and z = 4 respectively. From the simulational data the term has been substracted
in order to obtain scaling behaviour. The LSI-prediction s~ fa(t/s) (see (B.285)) was
plotted also. The values for the LSI-parameters p and ~ used are given in table [3.6, We
see that for both values of z we obtain scaling behaviour and that the LSI-predictions fits
reasonably well with the data. In view of the fact that the simulational effort to obtain
good data is very high, this is quite satisfying. In particular the relation between
Ar and Ao was confirmed.

H model H z ‘ 1 ‘ v/ 1 ‘ a=ad ‘ binit ‘ AR ‘ Ao ‘ ref. H
SMIr | 4 | —& s |43 19—:7]d+2][d+2][[19
RBIM | 4 —0.42 10.51| 0.25 0 1.32 | 1.28 | [20]
RBIM | 3 | 0561 |053] 025 | 0 | 1.53 | 1.47 | [20]
RBIM | 2.5 [0.66-i%°| 0.6 | 0.25 0 1.525 | 1.425 | [20]

Table 3.6: Results for the case of phase-ordering dynamics (SMlr = spherical model with
long-range interactions, RBIM = random bond diluted Ising model). Recall that the
mass /4 is related to the LSI-parameter o via o = (2?pi*~#)~! and ~/u is connected to 3
via 2v/u = (1 — /(2 — 2)). The values for RBIM are taken from ([20]), where a more

detailed table can be found.

We also compare for the same values of z the LSI-predictions (2.158)) (dashed line) and
(2.167) (full line) for the autoresponse function to the numerical data. This is shown in

the right panels of figure and . Clearly, for (2.158) one has at best a qualitative
agreement and particularly for smaller values of y = t/s, the data deviate strongly from

the the curve ([2.158)). In [23] we argue that the form (2.167)) should be more appropriate
and indeed we find for this case a much more convincing agreement with LSI. For more
details on this, see [23]

Finally we list in table [3.5 the values of the LSI-parameters (for the 'new’ version of LSI)
of all critical models with z # 2 we considered in this chapter. We see that we have always
~v/p = 1/2 for this models, as they were all based on linear equations of motion. The
values of the LSI-parameters for the models undergoing phase-ordering are given in table
3.6 Here we do encounter cases with v/u # 1/2. For certain values of z the diluted Ising
model can have imaginary parameter y, but the corresponding parameter o = (23ui>=*)~!
is always real.






Chapter 4

Ageing in reaction-diffusion systems

In this chapter, a new type of physical system will considered - so-called reaction-diffusion
systems which have already been briefly introduced in the first chapter. Technically, these
systems can be microscopically described by a master equation, which can then be turned
into a Schrodinger type equation, see [227] and references therein. Starting with this
Schrodinger equation, one can then take a continuum limit and describe the system by
a field-theoretical action J[¢,¢]. We will not enter into the details of how this is done
exactly, but refer the reader to the literature [139, 227, 228]. The important point is, that
also here, we have the field-theoretical approach at our disposal, which is needed to apply
LSI to these systems. Physically the important difference to magnetic systems is the
absence of detailed balance, which means that there is no local time-reversal symmetry.
This is connected to the existence of an absorbing state - a state which the dynamics
of the system can reach, but not leave anymore. Another point which differs from the
magnetic systems considered in chapter (3] is the fact, that the expectation value of the
order parameter (which corresponds to the particle density in this case) is nonvanishing,
in contrast to the situation we typically looked at in chapter [3] This can lead to problems
for the application of LSI to these systems, as LSI was only formulated for the case of a
vanishing average of the order parameter.

The investigation of ageing phenomena in such systems has started only quite recently
in [80, 203], where the fermionic contact process was treated numerically. It was found,
that at the critical point, dynamical scaling holds, but that the exponents a and b do
not agree, unlike the situation one usually encounters in critical magnetic systems. This
work also entailed an discussion about the applicability of LSI for the description of the
autoresponse function [103] 123]. We hope to shed some more light on these questions in
the present chapter.

We will start in section 4.1 by considering fermionic contact process from a field-theoretical
perspective. We will confirm the findings of [80], 203] and discuss some of its consequences,
but we will also point out, that LSI in its current state can not appropriately describe this
model. In section we will then pass to two bosonic reaction-diffusion systems, which
can be solved exactly, the bosonic contact and pair-contact processes. Finally, in section
[4.3] we will show how LSI can be extended to describe these bosonic systems. To this end
we have to extend LSI for the case z = 2 to include non-linear Schrodinger equations.

125



126 Chapter 4. Ageing in reaction-diffusion systems

Most of the content of this chapter has been published in the following articles, where
also some additional information may be found.

e F. Baumann, M. Henkel, M. Pleimling and J. Richert, J. Phys. A: Math. Gen. 38,
6623 (2005)

e F. Baumann, S. Stoimenov and M. Henkel, J. Phys. A: Math. Gen. 39, 4095 (2006)
e I. Baumann, J. Phys.: Conf. Ser. 40, 86 (2006)
e F. Baumann and A. Gambassi, J. Stat. Mech. P01002 (2007)


http://dx.doi.org/10.1088/0305-4470/38/30/001
http://dx.doi.org/10.1088/0305-4470/38/30/001
http://dx.doi.org/10.1088/0305-4470/39/16/001
http://dx.doi.org/10.1088/1742-6596/40/1/010
http://dx.doi.org/10.1088/1742-5468/2007/01/P01002

4.1. The fermionic contact process 127

4.1 The fermionic contact process

4.1.1 Introduction

The contact process (CP) has been introduced long ago as a simple model for the spreading
of diseases [I01] (see also [139, 227, 228, 102, 178]). It is defined on a d-dimensional
hypercubic lattice in which each site x is characterised by an occupation variable n, and
is either active (ill, n, = 1) or inactive (healthy, n, = 0). At each time step of the
dynamics a site x is chosen at random. If x is inactive then it becomes active with a rate
given by A times the fraction of its neighbouring sites which are already active (infection).
Otherwise, if originally active, x becomes inactive with rate 1 (healing). In the long-time
(non-equilibrium) stationary state all lattice sites will be eventually inactive (absorbing
phase) if A is small enough, whereas for large enough A a finite fraction of sites will be
active (active phase). These two phases are separated by a continuous phase transition
for A = A. (with A, >~ 3.3 in d = 1, see, e.g., [102]) and a suitable order parameter is
indeed the average density of active sites (n,) in the stationary state.

Extensive Monte Carlo simulations of the CP have provided a very detailed quantitative
description of its dynamical behaviour and of the associated non-equilibrium phase tran-
sition, which turns out to be in the same universality class as directed percolation and
therefore its universal features are properly captured by the so-called Reggeon field theory
(see, e.g., [139] 227, 228, [135] 49]).

The directed percolation (DP) universality class has been recently the subject of renewed
interest in the context of ageing phenomena [80), 203, [103], 123], characterised by two-time
quantities (such as response and correlation functions, see below) which are homogeneous
functions of their time arguments and do not display the time-translational invariance
which is expected in a stationary state. The two-time quantities of interest are the con-
nected density-density correlation function [[] Cy_p (¢, 8) == (g ()nu(s)) — (ny(£)) (nw(s))
and the response function R, . (t,8) := 0{n,(t))/0kw($)|«=0 Where k. (s) is the field con-
jugate to ng(s) — corresponding to a local spontaneous activation rate of the lattice
site 2/ at time s — and (...) stands for the average over the stochastic realization of the
process.

In [80, 203] the ageing behaviour of the critical CP was investigated numerically. A
system with a homogeneous initial particle density (corresponding to the active phase
with A > A.) was quenched at t = 0 to the critical point A = A. and R,—(¢,s) and
Cr=o(t, s) were determined, finding the following scaling behaviour (¢ > s)

Ro—o(t,s) = s 17 fr(t/s), Coo(t, s) = s fo(t/s), (4.1)

where
frly> 1)~y 77 fo(y > 1) ~y o/ (4.2)

and b = 23/(vz) =20 [, v, z and § := 3/(vz) are the standard critical exponents of DP,
see, e.g., [102] — the values of z and ¢ for d = 1,2 and 3 are reported in table [1.1]. In
particular it was found that A¢/z = 1.85(10) and Ag/z = 1.85(10) for d = 1 [80, 203],
whereas A\¢/z = 2.75(10) and Ag/z = 2.8(3) for d = 2 [203]. These results suggest that
Ar = A¢ independently of the dimensionality d = 1 and 2. On the same numerical footing

n this section we will use a slightly different notation than in all other sections for correlation and
response functions
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it was noticed — with some surprise — that 14+a = b, in stark contrast to the case of slow
dynamics of systems with detailed balance such as Ising ferromagnets, for which a = b
(see, e.g., [93] 45]). The fluctuation-dissipation ratio [57, 68| O3]

X(t,8) = TyRuolt, 8)/0,Coo(t, ) (4.3)

and its long-time limit X, 1= lims_, o lim;_o, X (¢, s) have been used, for these magnetic
systems evolving in contact with a thermal bath of temperature Tj, to detect whether the
(equilibrium) stationary state has been reached, in which case the fluctuation-dissipation
theorem yields X, = 1. Given that b = a+ 1 for the CP, the fluctuation-dissipation ratio
— as defined in equation (4.3) — would always yield a trivial value of X, and therefore
it would not serve its purpose. In [80], it was suggested to consider, instead of X,

R.—(t, s) _ fr(t/s)
Cu=o(t,s)  fe(t/s)

and define = := limy o lim; . =(¢,s), which has now a finite non-trivial value
Es = 1.15(5) for the CP in d = 1 [80]. (We comment on the meaning of = in sub-
section [1.1.2]) In addition, the numerical results of [80, 203] support the applicability of
the theory of local scale-invariance (LSI) [47, 109, 114} [192] (see chapter [2) to the ageing
behaviour of the CP. This theory tries to use local space-time symmetries to constrain
the form of fr(t/s) [see equation ({2.2))] and has been applied to ageing phenomena in
magnetic systems quenched from an initial high-temperature state to and below the crit-
ical temperature [47, 114, 192] and bosonic reaction-diffusion systems [I7]. In the case
of critical ageing of the Ising model with purely relaxational dynamics, early numerical
simulations provided support to the predictions of LSI [47]. Subsequently, discrepancies
were found both analytically [45], 43] (via a field-theoretical calculation at two loops) and
numerically [198], [157] (via dedicated simulations). A more general version of LSI [123] —
the version we shall refer to in this section — improved considerably the agreement with
simulations while the disagreement with field-theoretical predictions remained. We point
out that LSI in the present form [123] deals only with cases (such as those just mentioned)
in which the relaxation of the system starts from a state with a vanishing mean value
mg of the order parameter. In spite of this fact, the predictions of LSI are seemingly
confirmed also in the CP [80), 203] and in the parity conserving non-equilibrium kinetic
Ising model [I79], for which my # 0. Recent numerical simulations of the CP indicate,
however, that the scaling function fr predicted by LSI is incorrect for ¢t ~ s [103] [123].
It was suggested in [123], 124] that one could possibly account for this discrepancy by ex-
tending LSI to include also the case mg # 0. As this extension is at present still lacking,
in what follows we shall refer to the available version of LSI.

=(t,5) i= (4.4)

The previously mentioned (numerical) works leave some questions open:
(i) Could the relations 1 + a = b and Az = A\¢ have been expected?
(i) Is Agr (= A¢) an independent critical exponent?

(i3i) Is 2o a universal quantity like X, in ageing systems with detailed balance?

)
)
)
(iv) To what extent does LSI (with my = 0) actually describe some of the features of
the ageing behaviour in the CP (with mg # 0)?
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The aim of this part of the thesis is to answer these questions by adopting a field-
theoretical approach.

The rest of the section is organised as follows. In subsection 4.1.2] we introduce the
field-theoretical model (Reggeon field theory), the formalism and we set up the general
framework for the perturbative expansion. In addition we discuss the expected scaling
forms for the two-time response and correlation functions, the relation among the different
ageing exponents and between X and Z, providing complete answers to the questions (i),
(#) and (27). In subsection we calculate the response function and its long-time
ratio Z., to the correlation function up to first order in the e-expansion (¢ = 4 — d) and
then we compare our results to the predictions of LSI E|, providing an answer to question
(7). In subsection we summarise our findings and present our conclusions. Some
details of the calculation are reported in the appendix of [18].

4.1.2 The field-theoretical approach

As explained in detail in [139] 227, 22§], the universal scaling properties of the CP (more
generally, of the DP universality class) in the stationary state are captured by a Reggeon
field-theoretical action S. In the critical case it reads

Sle, ¢l = /ddw dt {3 [0; — DV?| o —u(@ — @)pp — h &}, (4.5)

where p(z,t) and h(zx, t) are the coarse-grained versions of the particle density n,(t) and of
the spontaneous activation rate of lattice sites x,(t) (external perturbation), respectively,
whereas ¢(x,t) is the response field, u > 0 the bare coupling constant of the theory and
D the diffusion coefficient (D = 1 in what follows, unless differently stated).

In terms of the action , the average of an observable O over the possible stochastic re-
alizations of the process is given by (O) = [[dedp] O e 5¥#l. As a result, the response of
(O) to the external perturbation h can be computed as 6(O) /dh(x,t) = (p(x,t)O), leading
to the following expression for the (linear) response function R, ,(t,s) :=
0p(x,1))/0h(z’, 5)|n=0 = (@ (x,1)P(2", 8))n=0-

The action (4.5) with h = 0 and ¢ € (—o0, 00) is invariant under the duality transformation

N RR
¢(x,t) = —p(z, —t) (4.6)
(the so-called rapidity reversal — RR) which implies that the scaling dimensions |. . .Jscal

of the fields ¢ and ¢ are equal (see, e.g, [139, 227, 228]):

[90(33’, t)]scal = [95(377 t)]scal = 5/V : (47)

Note that, as in the case of systems with detailed balance (DB), the scaling dimensions of
the fields (with ¢ > 0) do not change if RR (alternatively, DB) is broken by the presence
of initial conditions (at time ¢ = 0). If RR is a symmetry of S, then

Coar (ta 3) (gp(l‘, t)@($l7 5)>h=0 - <90(x7 t>>h=0<90(x/7 3)>h=0

(@, =)@(a', =s))h=0 = (P(z, =1))n=0(P(z', =5))h=0 = 0, (4.8)

2Notice that we compare here only to the LSI-prediction of the autoresponse function, which is the
same for both versions of LSI

.
s ]
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where the last equality is a consequence of causality [239] and therefore correlations vanish
in the stationary state of the CP. On the other hand, a suitable initial condition (say, at
time ¢ = 0) can effectively generate correlations which decay for t > 0. Generally speaking
one expects this decay to be exponential in t for A # A, due to a finite relaxation time
both in the absorbing and active phase, whereas an algebraic decay is expected in the
critical case A = A. we are interested in. (This picture is indeed confirmed by the
numerical results of [80].) Accordingly, C,—o(t,s) = (p(z,t)p(x,s)) — (p(z, 1)) {(p(x, s))
does no longer vanish during the relaxation from the initial condition and for ¢, s # 0 it
has the same scaling dimension as R,—(t,s). Two straightforward consequences of this
fact are:

(A) 14+ a = b [see equation (2.2))], which could have been expected on this basis and
therefore is valid beyond the mere numerical coincidencd’| and

(B) =(t, s) [see equation (4.4))] — and therefore =,, — is a ratio of two quantities with
the same engineering and scaling dimensions and therefore it is a universal function
(see, e.g., [202]) which takes the same value in all the models belonging to the same
universality class (in particular, the lattice CP, the DP and the model on the
continuum). This is analogous to the case of X, in systems with DB.

Scaling forms

The non-equilibrium dynamics of the CP after a sudden quench (at time ¢t = 0) from the
active phase A > A. (characterised by (n,(t < 0)) = 1 on the lattice and {p(z,t < 0)) # 0
on the continuum) to the critical point A = A, is partly analogous to the non-equilibrium
relaxation of Ising systems with dissipative dynamics after a quench from a magnetised
state (e.g., a low-temperature one with 7' < T,, where T, is the critical temperature) to the
critical point 7 = T, [46]. In both cases the order parameter m(t) := (p(z, t))|f] provides
a background for the fluctuations, with a universal scaling behaviour [229, [136], [137]

m(t) = Apmot’  For(Bmot®) (4.9)

where my 1= (p(x,t = 0)) is the initial value of the order parameter, a is related to the
scaling dimensions of the fields ¢ and @ in real space via @ = (d — [@|scal — [P]scal)/2
(we recall that [p]scal = (/v), 0 is the so-called initial-slip exponent [136] 137] and ¢ =
0+ a+ 3/(vz). In equation (4.9), Far(v) is a universal scaling function once the non-
universal amplitudes A,, and B,, have been fixed by suitable normalisation conditions,
e.g., Fyr(0) = 1 and Fp(v — o00) = vt + O(v™2). [Note that Fp(v — o0) ~ v}
is required in order to recover the well-know long-time decay of the order parameter
m(t) ~ /(2] Within the Ising universality class & = (2 —n — z)/z and 6 # 0 [136]
137, [45] whereas within the DP class @ = —n/z (indeed [¢]scar = [@lscar = (d +1)/2 [139])
and § = 0 [229]. In both cases it turns out that the width Ay = {([¢(z,0) — mg|?) of
the initial distribution of the order parameter ¢ — assumed with short-ranged spatial
correlations — is irrelevant [I36] 137, 229] and controls only corrections to the leading

3The same conclusion can be drawn from the analysis presented in [I80] (see also [139, 227, 228])

1For magnetic systems ¢ represents the local magnetisation whereas in the present case (p) is the
coarse-grained density of active sites.

5Hereafter we assume invariance of the system under space translations.
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scaling behaviour, so that an initial state with Ay # 0 is asymptotically equivalent to
one with no fluctuations Ay = 0. Equation clearly shows that a non-vanishing
value of the initial order parameter introduces an additional time scale in the problem
Tm = (Bpnmg) V< [139, 229, 46]. The long-time limit we are interested in is characterised
by times > 7, and therefore the relevant scaling properties can be formally explored in
the limit mg — oo, i.e., 7,,, — 0.
According to the analogy discussed above one expects the following scaling form for the
two-time response function in momentum space (see, e.g., [139, 229] and subsection 3
in [46])

Ryo(t > 5,8) = Ap (t — 8)(t/s)° Fr(s/t, Bpmy/*t) | (4.10)

where Fr is a universal scaling function once the non-universal amplitude Ag has been
fixed by requiring, e.g., Fg(0,0) = 1. In the case of the DP universality class, the two-
time Gaussian correlation function C (t,s) vanishes for mo = 0 — apart from irrelevant
corrections due to a finite Ay — whereas the two-time Gaussian response function R\ (t,s)
is invariant under time translations. Taking into account causality, it is easy to realize
that all the diagrammatic contributions to the full response function (with u # 0) have
the same invariance and therefore § = 0 and Fg(s/t,0) = 1. (As opposed to the case
of the Ising universality class, where 6 # 0 and Fg(s/t,0) # 1 [41], 42, 43 [45], 198].) In
fact, the case my = 0 would correspond on the lattice to an initially empty system with
A = A, where nothing happens as long as one does not switch on the external field k. (s).
Accordingly, the response to x,/(s) at time s+ At has to depend only on At and no ageing
is observed.

In the long-time limit ¢ > s > 7, one expects Fr to become independent of the actual
value of mg and therefore

Frlz,v — 00) = 222970 Fr(x), (4.11)

where @ is an additional exponent [related to A, cf equation (4.18))], so that the resulting
scaling is

Ryo(t > s,5) = Ap (t — s)%(t/s) Fr(s/t) . (4.12)

Ap is a non-universal constant which can be fixed by requiring Fz(0) = 1 and which
has a universal ratio to Agr [see equation (4.11)]. For the Ising universality class, is was
found [40]

9:—(1+&+£>. (4.13)

vz

On the other hand, it is easy to see that the scaling arguments which were used to drawn
this conclusion for the response function (see subsection 3 in [46]) are valid also for the
CP.

In [I80] the scaling behaviour of the two-time correlation function C,—¢(t,s), after a
quench from the active phase to the critical point, has been discussed with the result that
(see equations (3.3) and (4.14) in [I80])

Coueo(t > 5,8) = Ac(t — 5)2(t/s) Fels/t) (4.14)

where the non-universal amplitude Ag can be fixed by requiring F(0) = 1, and 6 is
indeed given by equation (4.13]). Note that in analogy with = [see equation (4.4)] one can
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also define (we assume t > s > 7,,)

S(t,s) = Jazo(tis) _ Ar Frls/f) (4.15)
Cyo(t,s)  Ac Fe(s/t)
[where we have used the scaling forms (4.12)) and (4.14))] and
= A Ag
S = lim lim (¢, 5) = 28 4.16
g i =09 =2, (416)

which are, as Z(t, s) and =, a universal function and amplitude ratio, respectively. Al-
though in general Z(t, s) # Z(t, s), the argument discussed in [42] 41l 45] can be used to
conclude that =, = =, also in this case.

In what follows we focus on R,—y and C,—g, i.e., the response and correlation function of
the spatial average of the density of active sites (N*(}__n,) on a lattice with NV sites).
On the other hand, the corresponding scaling forms equation and can be
easily generalised to g # 0 taking into account that this amounts to the introduction of
an additional scaling variable y = ApDg*(t — s) where Ap is a dimensional non-universal
constant which can be fixed via a suitable normalisation condition. Accordingly, the
scaling behaviour of the autoresponse R,—o and autocorrelation C,—y functions can be
easily worked out from equations and , leading to the identification of the

exponents a, b and Ag ¢ in equations (2.2) and (4.2)) as

2
2 vz
and
A A d - d
2R i f=1+64 " (4.18)
z z z z

Therefore we conclude that:
(C) Ag is equal to A¢ beyond the mere numerical coincidence observed in [80), 203] and

(D) Ar = A¢ is not an independent critical exponent but it is given by
Ap=2z+2z20+d. (4.19)

In tablewe compare the values of Ag ¢ obtained from this scaling relation and the
available estimates of § and z to the results of fitting the asymptotic behaviour of the
scaling functions fc g [see equations and (4.2)] from numerical data [0} 203].
The results reported in the last three columns are in quite good agreement both for
d=1 and 2.

The conclusions (A-D) we have drawn so far provide complete answers to the questions
(i—i17) which we have posed at the end of the Introduction.
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d|o z 1+d+d/z | Ag/z Ao/z
1.85(10) [80] | 1.85(10) [80]

1| 0.159464(6) | 1.580745(10) | 1.792077(10) | 1.9(1) [203] | 1.9(1) [203]
1.76(5) [103]

2 0.451 1.76(3) 2.58(2) 2.75(10) [203] | 2.8(3)  [209]

310.73 1.90(1) 3.30(1) not available

Table 4.1: Comparison between the direct numerical estimates of Ag /2 and the predic-
tions of the scaling relation Ag/z(= A¢/z) = 1+ + d/z [see equation (4.18)] in which
the available estimates of § and z (taken from table 2 in [102]) are used. The values of
Arc/z reported in the last two columns have been obtained by fitting the scaling be-
haviour of the autoresponse and autocorrelation function determined via density-matrix
renormalisation-group computation [80] and by Monte Carlo simulations [203] [103] of the
contact process.

Relation between X and =

In [80] = has been introduced on the basis of a formal analogy with the fluctuation-
dissipation ratio X(¢,s). Here we argue that indeed X and = play the same role in
different circumstances.

The stationary state of a system with detailed balance is characterised by the time-reversal
(TR) symmetry of the dynamics, which qualifies the state as an equilibrium one with a
certain temperature 7. Time-translational invariance (TT) and TR symmetry of the
dynamics in the equilibrium state imply the fluctuation-dissipation theorem T'R, ,(t, s) =
05Cy4(t, s), leading to X = 1 [see equation (£.3)]. In this sense X # 1 is a signature
of the fact that the system has not reached its stationary (equilibrium) state. (This
is usually due to slowly relaxing modes which prevent the system from “forgetting” the
initial conditions of the dynamics [60},45].) When detailed balance does not hold, TR is no
longer a symmetry of the stationary state. In the specific case of the DP universality class,
however, the non-equilibrium stationary state is characterised by a different symmetry, the
rapidity-reversal [RR, see equation (4.6))], which leads — as discussed in subsection ,
equation — to vanishing correlations and therefore to 271, =1 = 0. Accordingly,
=1, =1 # (0 provides a signature of the fact that the system is not in its stationary state.
In this sense = (Z) is analogous to X for both of them indicate if the stationary state
is eventually reached. In particular this occurs generically after a perturbation (e.g., a
sudden change in the temperature T' or the spreading rate A) and therefore X, = 1 or
=! = 27! = 0. On the other hand, it may happen that for particular choices of the
external parameters (e.g., T' or A), slow modes emerge which prevent the system from
achieving its stationary state. As a consequence, during this neverending relaxation of the
system, TT is broken together with the possible additional symmetries which characterise
the stationary stateE] This is what happens when ageing takes place in critical systems
with detailed balance. In the next part we explicitly show that this is also the case for
the contact process.

5The one described here is the typical pattern of the spontaneous breaking of a symmetry. See,
e.g., [60].
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The Gaussian approximation

The analytic computation of the response function follows the same steps as those dis-
cussed in [46] (see also [I80]) for the non-equilibrium evolution of the Ising model relax-
ing from a state with non-vanishing value of the magnetisation. Here we briefly outline
the calculation. We assume that the initial state has a non-vanishing order parameter
mo = (p(z,t = 0)) which is spatially homogeneous, so that the ensuing relaxation is
characterised by translational invariance in space. It is convenient to subtract from the
order parameter field ¢(z,t) its average value m(t) = (p(z,t)), by introducing

Wz, t) =z, t) —m(t) and ¥(z,t) = G(x,t), (4.20)

leading to (¢/(x,t)) = 0 during the relaxation. The action S [see equation (4.5])] becomes,
in terms of these fields,

St.9) = [atede{G [0 -V 20] v - 0B —u@ - wdv}. ()
where o(t) := um(t) satisfies the equation of motion (no-tadpole condition)

Oy + o + u*(W?) = 0. (4.22)

Equations (4.22)) and (4.21) are the starting point for our calculations. The Gaussian
response and correlation function are obtained by neglecting anharmonic terms in equa-
tion (4.21)):

t
Rgo)(t,s) = 0(t—s) exp{—qQ(t—s) —2/ dt'a(t’)} and (4.23)
t<
COt,s) = 2 / at' RO (1, ) (¢) RO (s, ¥) (4.24)
0

where t. := min{t, s}. [In what follows we denote the results of the Gaussian approxi-
mation with the superscript (0).] In particular, solving with u = 0 one finds (see
also [I80] and the appendix of [203]) o (¢) = (t + 0, '), which scales according to (4.9)
(B =1, 1O =1/2, 2 = 2 and n® = 0, see, e.g., [239]) with AY =1, BY = 4
and F ](\2) () = (1 +2)7'. As explained in subsection , the leading behaviour for
t> 5> 7, = (Bnmo) /s =o' can be explored by taking the limit mg o< 0y — oo from
the very beginning. Accordingly, 0¥ (¢) = ¢! and

2
RO(t,s) = 6(t—s) (;) o1 (t=9), (4.25)
t<
CO(t,s) = 207 (t5)77 / dt' 320 (4.26)
0

which (for ¢ = 0) display the expected scaling behaviours (IEI) and with ASS) =1,
AY = 1/2 and FOy(z) = 1. Equations (4.15) and (4.16) yield ZO0(t,s) = =2 = 2,
which is exact for d > 4 but it is almost twice as large as the result which was found in
d =1, 2« = 1.15(5) [80]. As explained in subsection =1 #£ 0 is a signal of the
breaking of the RR symmetry characterising the non-equilibrium stationary state of the
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CP (and of the DP universality class in general). Here we show explicitly (within the

Gaussian approximation — though the conclusion is expected to be valid also beyond

the approximation) that only the homogeneous fluctuation mode ¢ = 0 is, at criticality,

responsible for such a breaking, as in the case of systems with detailed balance (see,

e.g, [45] [43] 406], 42, [41]). Indeed, let us generalise equation to modes with ¢ # 0:
Cy(t, s)

= o ke .
(t > s,s) Ry(t,5) (4.27)

Within the Gaussian approximation one readily finds [see equations (4.25]) and (4.26])]

~ -1 14! vy
—=(0 — -
H)(t,s)} =-— (e V—l4y— =+ : (4.28)

y=2Dq?s

21 3!

where the additional scaling variable y = ApDg*s = Dgq?s appears. This expression

0.5 —]
0.4 ]
03 .
.
5 02 :
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0 10 20 30 40 50
y = 2D¢%s

Figure 4.1: Ratio [E(IO) (t,5)]7! of the correlation function to the response function [see
equation (4.27)] within the Gaussian approximation (which becomes exact for d > 4). In

the long-time limit s — oo, [EE,O) (t,s)]~! vanishes, unless ¢ = 0, in which case it takes the

value 1/2. [iff’)]—l # 0 signals the breaking of RR [see equation ‘) and subsection 4.1.2].

— as the Gaussian fluctuation-dissipation ratio for systems with detailed balance (see,
e.g, [42, [41]) — is independent of ¢ and depends on y only. In particular, in the long-

2 one has [é(o)(y > 1)} ~ 1/y — 0, for any mode with ¢ # 0,
indicating that the RR symmetry is asymptotically realized. On the other hand, for

time limit s > ¢~

qg =0, [ﬁﬁ,o) (y = O)] = 1/2, independently of s. For a quench into the active phase
A > A, the action S and the propagators (4.25) and (4.26) get modified according to
¢ — ¢*>+r, with r > 0 (see, e.g., [227, 228, [139]). Therefore in this case, y = 2D(¢*+7)s,

~ -1
yielding [Ego)(y > 1)] — 0 for s > r~! and independently of ¢, in agreement with

what has been stated before and with the available numerical evidences [80)].
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4.1.3 The response function

In this subsection we determine the response function up to first order in e = 4 — d (4
being the upper critical dimension d.q of the model [227, 228], above which the Gaussian
results become exact). Some of the details of the calculation are provided in the appendix
of [18].

For future reference we recall that the critical exponents of the DP universality class
are [139, 102, 227, 28] n = —¢/6 + O(¢?), z = 2 — /12 + O(€?), B/v = (d +n)/2 and
therefore [see equation (4.13)]

=1 _ € 2 g— o4 2
G=—- 12+O(e) and 6 2+6+O(6). (4.29)

The expression for the renormalised response function is (where x := s/t < 1)

1 1
RRg=o(t,s) = 7 {1 + € [—Zlnx + Elns

™ In(l—-=z) 1 . 11 x 2
+ ot k@) - phl-a) 4+ 51 } +0(€),  (4.30)

(see the appendix of [I8] for details) which can be cast in the expected scaling form (|4.12))
with
2

Ap=1—¢ (1 - %) +0(e2), (4.31)

1 1
Fr(z)=1+¢ [1 + 1x_2 + (; - 1) In(l —z) — §Lig(a:)] +0(),  (4.32)
[note that Fr(0) = 1 and Fr(x — 17) = 1+ ¢(13 — 72)/12 + O(¢?)] and the proper
exponents ({4.29)).

Comparison with LSI
For the response function, LSI (with mg # 0) provides the following prediction [123]:

Ry—o(t > s,5) = ros?2P(1 — 2)°, (4.33)

where © := s/t and A, B, C and rq are free parameters. In a first version of LST it
was assumed A = C but more recently it has been suggested that this constraint can be
relaxed [192,123]. On the other hand, requiring R,_, to have the correct scaling dimension
(see subsection [1.1.2)), leads to A = a = —20 + d/z. In addition, the well-established
short-time behaviour s/t — 0, from equation , leads to B = -0 —a=1446. The
last free parameter, C', can be in principle fixed by requiring the response function to
display a quasi-stationary regime (analogous to the quasi-equilibrium regime in systems
with detailed balance, see, e.g., subsection 2.5 in [45]) for At :=¢ — s < s, in which the
behaviour of the system depends only on At and not on s. This would require C' = A [103].
In turn, comparing with equation (4.12), this would imply Fr(z) = 1, Vz € [0, 1] which is
in contrast with the analytical expression in equation . The discrepancy between the
actual scaling behaviour of the CP and the prediction of LSI with A = C, was originally
overlooked in [80] but then it became apparent for ¢t/s < 2 in the detailed numerical
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analysis carried out in [103], which is also supported by our analytical result. On the
other hand, if one questions the existence of such a quasi-stationary regime in the CP, C'
remains an available fitting parameter. By adjusting it the agreement between numerical
data and LSI improves significantly [123], down to t/s — 1 ~ 10~!, being discrepancies
observed only for smaller ¢/s—1 [103]. It has been suggested [123] that such discrepancies
might be caused by corrections to scaling due to having t — s of the order of microscopic
time scales when exploring the regime ¢/s — 1 ~ 0 with finite s — However, this does not
seem to be the case for the data reported in [103].
In order to compare the analytic expression of R,—(t,s) to the prediction of LSI with
C # A we introduce the quantity R(z) := AR (t—5)7%(t/s) P R,—o(t, s) where A is fixed
by the requirement R(z — 0) = 1. Accordingly, the field-theoretical prediction (4.12)),
yields (for d < 4)

Rer(z) = Fr(z) = 1+ ef(z) + O(e?) (4.34)

where f(z) is given by the expression in square brackets in equation (4.32)):

fa) =1+ % + G - 1) In(1— ) — %Lig(x), (4.35)

with f(1) = (13 — w%)/12. LSI predicts, instead,
Resi(z) = (1 — 2)2¢ (4.36)

where AC' := C' — A. Above the upper critical dimension dyq = 4, Rpr(z) = 1 and
Rust fit it with AC = 0. Assuming continuity of critical exponents, one expects for
d <4 (ie., e>0), AC = cie + O(€?), — where ¢, is a fitting coefficient — and therefore
Risi(x) = 1+ec; In(1—z)+0(e?). Of course Rpr—Ryst = €[f(x) —c1 In(1—z)]+O0(e) # 0
for ¢ > 0 (i.e., d < 4) whatever the choice of ¢; is, as it is clear by inspecting the
expression . Strictly speaking LSI in its present form is not a symmetry of R,—o(t, s),
whatever AC'is, at least sufficiently close to dyeq (small €). Nonetheless, the shape of f(x) is
such that a proper choice of ¢; can reduce the difference Rpr—Ryg1. In figure[d.2) we report
the comparison between In Rpr(x) = €f(x) + O(€?) and In Rysi(z) = ec; In(1 —z) + O(€?)
with ¢ = 0 (i.e., C = A) and ¢; = —0.081(2) (corresponding to C' # A). This plot
clearly indicates that the scaling function Rgr(z) shows corrections to the behaviour
predicted by LSI with C' = A already for ¢t/s — 1 < 8, ie., 0.11 < x < 1, for which
Rer(z)/Risi(x) 2 1+0.0le+O(e?). On the other hand the same discrepancy is observed
only for t/s—1 < 0.2[0.13], i.e., 0.83[0.88] < = < 1 for ¢; = —0.083[—0.079] and therefore
a suitable choice of ¢; (i.e., C') reduces by more than one order of magnitude the value
of t/s — 1 below which the difference between the predicted scaling behaviour and LSI
becomes sizable. This is analogous to what has been observed in numerical data [103], [81]
for the scaling of the autoresponse function R,—o(t,s). (See, e.g., figure 2 in [103].) On the
other hand, the field-theoretical results presented here are free from numerical artefacts
and corrections to scaling, which were invoked in [I123] to explain the findings of [103].

As a result of our fitting procedure, we have determined the “e-expansion” of the exponent
AC, finding AC = —0.081(2)e + O(¢?). According to the notations adopted in [123]
AC = —(d’ — a) and therefore we conclude that o’ —a = +0.081(2)e + O(€?). For the
one-dimensional contact process it was found o’ —a = +0.270(10) [123, 103]7} whose

"Note that in [T03] the value of a’ is reported with the wrong sign.
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Figure 4.2: Comparison between ¢! In Rpr(z) and 71 In Rygi(x) for two different values
of the fit-parameter c¢;.

sign is indeed in agreement with our result (generally speaking, the sign of the correction
to the Gaussian behaviour is correctly captured by the lowest non-trivial order in the
standard e-expansion). Insisting in interpreting our result as an e-expansion we can even
attempt an estimate of @’ —a in physical dimensions € = 1, 2 and 3. It comes as a surprise
that not only the order of magnitude is the correct one but also the estimate for the
one-dimensional CP (i.e., € = 3) @’ —a ~ +0.24 is in very good agreement with the actual
numerical result.

In passing, we note that a mechanism similar to the one described here could possibly
explain the (apparent) agreement between LSI with C' # A and the scaling form of the
integrated response function of the magnetisation in the Ising model quenched from high
temperatures to the critical point [198, 123].

One-loop prediction for =

The correlation function was already calculated in [I80], up to one loop in the e-expansion,
with the result

2 A0 = A x [1 - éF(oo)] LO() =1+ é <92—7§ - %) +0(e) (4.37)
and
Fo(x) =1- < [Fz™) = F(c0)] + O() (4.38)

6
where A and F' are given, respectively, in equation (4.4) and (3.5) therein. Accordingly,
we obtain for the ratio = in 1) the value

~ 119 72 )
Soo = |:1 — € (@ - HO>:| + O(E ) . (439)

Clearly the Gaussian value of 2 gets a downward correction (119/480 — 72 /120 ~ 0.166)
for e > 0. This is qualitatively satisfying, as it brings the theoretical estimate closer to
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the value which was determined numerically for d = 1 [Z, = 1.15(5)]. In addition, a
direct extrapolation of equation to € = 3 (neglecting possible O(€?) terms) yields
Egjl = 1.01 which is — for a one-loop calculation — in a surprisingly good agreement
with the actual valuef| More reliable theoretical estimates can only be based on the

knowledge of higher-loop contributions.

4.1.4 Conclusions of this section

In this section we have studied the ageing behaviour in the contact process by adopting
a field-theoretical approach. The results presented here equally apply to all the models
belonging to the same universality class as the contact process, such as the directed
percolation.

We confirmed analytically the scaling behaviour

Ry—o(t,s) = s 17 fr(t/s), Coeo(t,s) = s fa(t/s), (4.40)

which was observed numerically for the two-time response and correlation functions [80,
203] after a quench from the active phase to the critical point. In addition we have shown
that:

(a) The relation b = 1 + a — due to the rapidity-reversal symmetry — and Ag = A¢
[see equation (|4.2))] hold beyond the numerical evidences provided in [80, 203].

(b) Ag,c are related to known static and dynamic exponents via Ag o = 2(146) +d [see
equation (4.19)], which is confirmed by the available numerical data (see table ﬂ

(¢) The ratio = of the response to the correlation function [equation (4.4)] defines a
universal function and its long-time limit =, a universal amplitude ratio, which can
therefore be studied within a field-theoretical approach.

The result of the e-expansion around d = 4 [see equation (4.39))] is in qualitative
agreement with the numerical estimate of 21 [80].

(d) After a quench, 2! # 0 for the CP, like X, — 1 # 0 for systems satisfying detailed
balance, is a signature of the spontaneous breaking of the symmetry & associated
with the corresponding non-equilibrium (& = rapidity-reversal) and equilibrium (&
= time-reversal) stationary states.

8Extrapolating the result as 2 — 2/[1 + €(119/480 — w2 /120)] would give 1.33 for € = 3,
still not too far from the numerical result.

9In passing we mention that the relation Ag/z = 1 + 3/(vz) + d/z (see equations and )
— as derived in [46] — is generically valid for critical models with relaxational dynamics (irrespective of
DB and of the relation between a and b defined in equation ), short-range correlations of the order
parameter in the initial state and in which the average value m(t) of the order parameter decays in time
according to equation with mg # 0. In addition to the DP universality class discussed in this note,
this fact has been confirmed analytically and/or numerically for vector models with O(N) symmetry [123]
(N =1 corresponds to the Ising universality class [46]) and for the parity-conserving non-equilibrium
kinetic Ising model (PCNEKIM) in one spatial dimension [I79]. The same relation for Ac (which implies
Ac = Ag), instead, has been derived in less generality for O(N) vector models [46, 123] and for the
CP [I80] by taking advantage of some of their specific properties. The corresponding proofs do not seem
to have a straightforward extension to other cases. On the other hand, the fact that Ao = Ag also in the
one-dimensional PCNEKIM (see the numerical evidences in [I79]) suggests that such an extension might
exist.
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In general, whenever the (non-equilibrium) stationary state of a model is charac-
terised by a symmetry &, every (universal) quantity whose value is constrained by
S plays the same role as X, and Z7! in detecting the onset of slow dynamics.

(e) The wniversal scaling function Fr(x) — describing the ageing behaviour of the re-
sponse function Ry—o(t, s) [see equation (£.12))] — does not agree with the prediction
of the theory of local scale-invariance when the non-Gaussian fluctuations are taken
into account [specifically already at O(e) for € > 0, see equation (4.32))]. It re-
mains to be seen whether an extension of LSI to systems with nonvanishing order
parameter will be able to describe correctly the scaling function of the CP.

4.2 Exactly solvable models

4.2.1 Introduction

We have seen in the previous section, that one of the most prominent reaction diffusion
system, the fermionic contact process, shows dynamical scaling behaviour at the critical
point. In contrast to systems satisfying detailed balance the equality a = b was broken,
whereas A\¢ = A\p remained true. In this section we will consider two bosonic reaction-
diffusion systems. This means, that there is no restriction on the number of particles on
a lattice sites. Particle annihilation and creation processes take place at one lattice point
now and the possible offspring particle is placed on the same lattice site as the parent
particle(s). These models offer the great advantage that they can be solved analytically,
which will help to shed more light on the issues raised in the previous sections.

As we said before, an important ingredient in the ageing studies of magnetic systems is
the assumption of detailed balance for the dynamics. This begs the question what might
happen if that condition is relaxed. Indeed, numerical and field-theoretical studies of the
contact process - as discussed in section - gave the following results [80} 203, 207]:

1. Dynamical scaling and ageing only occur at the critical point. This is expected
since both inside the active and the inactive phases there merely is a single stable
stationary state.

2. At criticality, the scaling forms eqs. ([1.11)) hold true for the (connected) autocorre-
lator and the response function, but with the scaling relation
20

a+1=b=" (4.41)
V| z

in contrast to eq. (1.15)), with # and v, being now standard steady-state exponents.

In order to get a better understanding of these results, it would be helpful to study the
ageing behaviour in exactly solvable but non-trivial models without detailed balance.
Remarkably, it has been realized by Houchmandzadeh [129] and by Paessens and Schiitz
[184] that the bosonic versions of the contact process and of the critical pair-contact
process (where an arbitrary number of particles are allowed on each lattice site) are
exactly solvable, at least to the extent that the dynamical scaling behaviour of equal-
time correlators can be analysed exactly [129, 184, [185]. Here we extend their work by
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means of an exact calculation of the two-time correlation and response functions for the
bosonic contact process and the critical bosonic pair-contact process. In subsection 4.2.2]
we define the models and write down the closed systems of equations of motion for the
correlation and response functions. We also recall the existing results on the single-time
correlators [129, [184]. In subsection , we discuss the bosonic contact process and in
subsection we describe our results for the critical pair-contact process. In subsection
we give the results for the two-time response functions. As we shall see, the critical
bosonic pair-contact process provides a further example of a model where a and b are
different. In subsection [4.2.6] we conclude. A detailed discussion of local scale-invariance
in these models is presented in section of this chapter.

4.2.2 The models

Consider the following stochastic process: on an infinite d-dimensional hypercubic lattice
particles move diffusively with rate D in each spatial direction. Each site may contain an
arbitrary non-negative number of particles. Furthermore, on any given site the following
reactions for the particles A are allowed

mA — (m+ k)A ; with rate p
pA — (p—0)A ; with rate A (4.42)

It is to be understood that on a given site, out of any set of m particles k& additional
particles are created with rate p and ¢ particles are destroyed out of any set of p > ¢
particles with rate . Diffusion applies on single particles. We shall be concerned with
two special cases:

1. the bosonic contact process, where p = m = 1, hence ¢ = 1. The value of £ is
unimportant and will be fixed to kK = 1 as well.

2. the bosonic pair-contact process, where p =m = 2.

While the bosonic contact process arose from a study on the origin of clustering in biology
[129], the bosonic pair-contact process as defined here [I84] is an offshoot of a continuing
debate about the critical behaviour of the diffusive pair-contact process (PCPD), see
[T15] for a recent review. Initially, this model was introduced [I30] in an attempt to
understand the meaning of ‘imaginary’ versus ‘real’ noise but the associated field theory
turned out to be unrenormalizable [130) [138]. A lattice version (with the ‘fermionic’
constraint of not more than one particle per site) of the model contains the reactions
2A — () and 2A — 3A together with single-particle diffusion A < QA and was first
studied numerically in [52]. An intense debate on the universality class of this model
followed, see [115], and several mutually exclusive conclusions on the critical behaviour
continue to be drawn, see [138), 12 [148]|, 187, 225] [104] for recent work. The bosonic pair-
contact process has a dynamic exponent z = 2 [184] and is hence distinct from the PCPD
where z < 2. Its study will not so much shed light on any open question concerning
the PCPD but it should rather be viewed as a non-trivial example of an exactly solvable
non-equilibrium many-body system to be studied in its own right.

The master equation is written in a quantum hamiltonian formulation as
Oy |P(t)) = —H|P(t)) [(3, 217] where |P(t)) is the time-dependent state vector and the
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hamiltonian H can be expressed in terms of annihilation and creation operators a(x)
and a'(z). We define also the particle number operator as n(x) = a'(x)a(x). Then the
Hamiltonian of the model (4.42)) reads [184]

H= -D Z Z [a(z)al(z + e,) + a' (z)a(x + e,) — 2n(z)]
AN [ (al(@)" (al2)) — H (n(z) —i+1) (4.43)
> | (af (@)™ (a(a)™ - H (n(z) —i+1)| = >z, t)al (x)

where e, is the " unit vector. For later use in the calculation of response functions we
have also added an external field which describes the spontaneous creation of a single
particle ) — A with a site-dependent rate h = h(x,t) on the site x.

Single-time observables g(x,t) can be obtained from the time-independent quantities g(x)
by switching to the Heisenberg picture. They satisfy the usual Heisenberg equation of
motion, from which the differential equations for the desired quantities can be obtained.
The space-time-dependent particle-density p(z,t) := (a'(x, t)a(x, t)) = (a(x,t)) satisfies

% (a(zx,t)) = DAy (a(x,t)) — M (a(x,t)?) + pk (a(x,t)™) + h(x,t) (4.44)
where we have used the short-hand
Aof(@) = (f(@—ent)+ f(@+ e, t) — 2f(,1)) (4.45)

and similar equations hold for the equal-time two-point correlation functions, see [184].
It turns out that for the bosonic contact process p = m = 1 these equations close for
arbitrary values of the rates. On the other hand, for the bosonic pair-contact process
where p = m = 2 a closed system of equations is only found along the critical line given
by [184]

I\ = uk. (4.46)

This line separates an active phase with a formally infinite particle-density in the steady-
state from an absorbing phase where the steady-state particle-density vanishes, see fig-
ure for the schematic phase-diagrams. In what follows, the essential control parameter
is

o = pk(k + 0)/(2D) (4.47)

The physical nature of this transition becomes apparent when equal-time correlations are

studied [129] [184] and can be formulated in terms of a clustering transition. By clustering
we mean that particles accumulate on very few lattice sites while the other ones remain
empty. Now, for the bosonic contact process, the behaviour along the critical line is
independent of a. If d < 2, there is always clustering, while there is no clustering for
d > 2. On the other hand, in the bosonic pair-contact process, there is on the critical line
a multicritical point at a = a¢, with

1 o
ac = ac(d) = YRR Ay ::/O du (6_4“]0(4u))d (4.48)
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Figure 4.3: Schematic phase-diagrams for D # 0 of (a) the bosonic contact process and the
bosonic pair-contact process in d < 2 dimensions and (b) the bosonic pair-contact process
in d > 2 dimensions. The absorbing region 1, where lim; ., p(x,t) = 0, is separated by
the critical line eq. (4.46)) from the active region 2, where p(x,t) — oo as t — oco. On
the critical line p(t) := [dx p(x,t) remains constant. By varying a one moves along the
critical line. Along the critical line, one may have clustering (full lines in (a) and (b)), but
in the bosonic pair-contact process with d > 2 the steady-state may also be homogeneous
(broken line in (b)). These two regimes are separated by a multicritical point.

and where Iy(u) is a modified Bessel function [2], such that clustering occurs for a@ > a¢
only and with a more or less homogeneous state for o < a¢. Specific values are ac(3) &~
3.99 and ac(4) ~ 6.45 and limg\ 2 ac(d) = 0. This clustering transition is illustrated
in chapter in figure . We are interested in studying the impact of this clustering
transition on the two-time correlations and linear responses.

In order to obtain the equations of motion of the two-time correlator, the time-ordering of
the operators a(x,t) must be taken in account. From the Hamiltonian eq. without
an external field h, we get the following equations of motion for the two-time correlator,
after rescaling the times t +— t/(2D), s — s/(2D), and for ¢t > s, [90] (for a detailed
computation, see [14])

0 (a(z, t)a(y, s)) (4.49)

o
= S8 {ale aly. o)) - 51 (ale,1Paly, ) + 5 e, a(y, )

which we are going to study in the next sections.

4.2.3 The bosonic contact process

For the bosonic contact process, we have p = m = 1, hence also { = k = 1. We first
consider the critical case A = pk. We shall assume throughout that spatial translation-
invariance holds and use the notation

F(r;t,s) = (a(z,t)a(x +7,s)) . (4.50)



144 Chapter 4. Ageing in reaction-diffusion systems

Then F satisﬁeﬂ a diffusion equation which is solved in a standard way by Fourier
transforms. It is easy to see that the solution of the equations of motion involves
the single-time correlator F'(r,t) := F(r;t,t) which satisfies the equation of motion, after
the usual rescaling ¢t +— t/(2D) [184, eq. (10)],

0

EF(T, t) = ApF(r,t) + apodrp (4.51)
and the parameter a was defined in (4.47). As initial conditions, we shall use throughout
the Poisson distribution F(r,0) = p3. Hence one arrives at the following expression of
our main quantity of interest, the connected correlatoﬂ

s 1
G(rit,s) == F(r;t,s) — pt = apO/ dr b (r, 5(25 +5) — T) (4.52)
0
where (1,.(t) being a modified Bessel function)
b(r,t) =e 21, (2t)...1,,(2t). (4.53)

We evaluate this expression in two cases

e 7 =0, t and s in the ageing regime:
In this case both s and ¢ — s are large, so that we can use the asymptotic behaviour
Io(t) ~ (2mt)~'/2%¢" for t large [97] for the expression b(0, 3(t + s) — 7) under the
integral in . We have to distinguish the cases d > 2 ,d =2 and d < 2. For
d > 2 we obtain

Go.ts) ~ 2 [ar(Lpvs)—r)
(ami o T\2

_ (4@?&0_1) (<t;5>g+1_ (t;s)g“), (4.54)

By analogy with the first equation in (1.11)) and with ((1.12)), we expect the scaling
behaviour G(t, s) := G(0;t,s) = s~ fg(t/s). We read off the value b = ¢ — 1 and
the scaling function

_ @Po 1) %41 _ -4
o) = St ) (-7 =+, (4:55)

From the expected asymptotics fo(y) ~ y~*¢/* for y > 1, we obtain

Ao =d (4.56)

OWith the same technique as outlined in [I84] for the derivation of the differential equations, one can
prove for the bosonic systems at hand that the density-density correlator (n(t, z)n(s,y)) is related to the
correlation function and the response function (introduced below) via the expression (n(t,z)n(s,y)) =
F(r,t,s) + poR(r,t — s) for the critical case A\l = pk. Note that this relation entails the inequality
b<a-+1.

HTn [80, 203] this same quantity was denoted by I'(t,s) which we avoid here in order not to create
confusion with the incomplete gamma function [2].
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as can be seen from the asymptotic development of (4.55)) and where we anticipated
that the dynamical exponent z = 2, see also [129] and below.

For d = 2 the integral in (4.54) gives a different result. We find

Gt ) = foltfs) . fol) = 1200 m (425) (457

and we have the exponents b = 0 and A\ = 2. The logarithmic divergence of the
single-time correlator [129] reflects itself here in the logarithmic form of the scaling
function.

Finally, for d < 2 the same computation as for d > 2 goes through. Now, the expo-
nent b = %l — 1 is negative which means that the two-time autocorrelator diverges,
in agreement with the earlier results for the equal-time correlators in 1D [129].

e r-dependence for s,t — s> 1
We use the asymptotic expression, valid for « > 1 and r?/u fixed

e () - Ty(n) = —— exp (-"“2) (4.58)

2u

which yields for arbitrary dimension d, when introduced into (4.52)),

—(4-1) 2 2
apy [T\ 2 d 1 r d 1 r

The incomplete Gamma function I'(k, z) is defined by [2]

L(k,x) ::/ dt et (4.60)

and has the following asymptotic behaviour for large or small arguments

z|>1 2 K
T(r,z) Ko tes,  T(ra) K Tw) - 2 (4.61)
K
In the limit where both s and ¢ — s become large, we recover eq. (4.54) as it should

be. Furthermore, we explicitly see that the dynamical exponent z = 2.

For illustration, we have also evaluated the integral numerically (with apg = 1). In
Figure [.4h we compare the numerical results, for several values of s in three dimensions,
with the analytical result eq. . We see that already for quite small values of s one
has a nice data collapse which confirms the expected scaling behaviour. Furthermore,
the agreement with the analytically calculated scaling function is perfect. In figure [4.4b
we display the dependence on 7, evaluated along the line » = (r,0,...,0). Again, the
expected scaling behaviour is also confirmed and the curves agree with the analytical

expression eq. (4.59).
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Figure 4.4: Scaling plots of (a) the autocorrelation function G(0;t,s) and (b) the space-
dependent correlation function G(r;t,s) for the critical bosonic contact process in three
dimensions with apy = 1. In (b), the value of y = t/s = 2 was used.

In the non-critical case, we have for the density, after rescaling t — ¢/(2D)

0 1 1 pwk — M
— = ZA - with =
: (x,1) 5 «p(T,t) + 277/)(;1;,25) 1t Ui D

(4.62)

This is easily solved and yields
1
p(x,t) = poe2" (4.63)

if we choose again a homogeneous initial distribution with mean density py. Depending
on whether particle creation or annihilation dominates the density increases or decreases
exponentially. Next, for the single-time correlator F'(r,t) we use [184, egs. (7,8)] which
can be written after rescaling as (recall £ = 1)

0

aF(r, t) =AF(r,t) +nF(r,t) + adrop(t) (4.64)
which is easily solved by introducing the particle-density (4.63)) and performing a Fourier
transform. This in turn allows to solve the equation of motion (4.49)) for the two-time
correlator and we find

s 1
F(r;t,s) = pge%”(“’s) + ozpoeé”(t“)/ dre 2" <r; i(t +5) — 7'> . (4.65)
0

We consider the case » = 0 and t and s in the ageing regime. As before, we use the
asymptotic expression for b(0, 3(t 4+ s) — 7) and find for the connected autocorrelator
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1
apoeatts) d 0 . ,
“umr [\t -I{—5+1, -0~ (4.
(47T)d/2 2+ 5 4(t+8) 2_|_ 7 4(t 8) ( 66)

Using the asymptotic behaviour eq. (4.61]) for the Gamma-function for large arguments
we obtain

G(0:1,s) = —@io)‘% [(t — 8) ¥ exp (gt> —(t+ ) P exp <g(t + s))} . (4.67)

If n is positive, then particle-creation outweighs particle-annihilation. The second term
dominates and leads to an exponential divergence. On the other hand, if 7 is negative, the
first term involving €7/? is the dominant one. At first sight, these results appear curious,
since the leading exponential behaviour merely depends on ¢ + s and ¢, respectively, and
not on t — s, as might have been anticipated.

A similar result had already been found in the inactive phase of the ordinary contact
process [80, 203] and we can understand the present result along similar lines. Consider
the limits where |n| — oo, such that diffusion plays virtually no role in comparison with the
creation or annihilation processes. Then merely the creation and annihilation processes
on a single site need to be considered. Correlators are given in terms of conditional
probabilities and we now consider the two cases n > 0 and n < 0. First, for n < 0,
annihilation dominates and at late times there are only few particles left in the system.
This is the same situation as in the inactive phase of the ordinary contact process. Then
G(0;t, s) can only be non-vanishing if at time s a particle was present and it should only
depend on t. On the other hand, for n > 0, the particle-density diverges exponentially
and the number of possible reactions is conditioned by the density at time s, proportional
to €7%/2, hence the dependence on t + s. Finally, the power-law prefactors relate to the
diffusion between different sites.

4.2.4 The bosonic critical pair-contact process

For the bosonic pair-contact process, we have p = m = 2. The system of differential
equations closes only for the critical case, i.e. for Ml = pk, and we shall restrict to this
situation throughout. At criticality, the values of ¢ and k£ do not influence the scaling
behaviour. It was shown in [I84] that in dimensions d > 2 there is a phase transition
along the critical line and we must therefore distinguish three cases, according to whether
the reduced control parameter

P —"c (4.68)

ac

is negative, zero, or positive and where o was defined in and a¢ in . For
d < 2 one is always in the situation o/ > 0. We recall the known results for the single-

time autocorrelator F'(0,¢) which for large times behaves as [184]

e o< ac:

Fo,1) = -0, (4.69)
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® o= ¢
d
(47")7P(2) t%_l f
t—oo | Ti-dlac or 2<d<4
F(0,t) '~ { [Mi=dRlec (4.70)
Tt for d>4
20C

where A, is a known constant which is defined in [184].

e a>qaoord<2:

F(0,8) 27 A exp(t/ ). (4.71)

The known prefactor A and the time-scale 7, are dimension-dependent and positive.
The exact expressions for them are not essential for our considerations and can be
found in [184].

The solution of the equations of motion is quite analogous to the one of the bosonic
contact process and the results from subsection 4.2.3| can be largely taken over. We find,
again for initially uncorrelated particles of mean density po,

F(r;t,s) = ps + a/ dr F(0,7)b (r, %(t +s) — 7') (4.72)

0
For t = s this formula agrees with [I84, eq. (21)] as it should. We are interested in
the behaviour of the connected correlation function, see , in the ageing regime. The
analysis of eq. is greatly simplified by recognising that, quite in analogy with ageing
in simple ferromagnets, there is some intermediate time-scale ¢, such that for times 7 < ¢,,,
one still is in some quasi-stationary regime while for 7 2 ¢, one goes over into the ageing
regime and that furthermore, the cross-over between these regimes occurs very rapidly
[240]. We denote by Fi,(0,7) the asymptotic ageing form of F'(0,7) and write

/0 dr F(0,7)b(0, %(t +8)—7)

_ /tpdTF(O,T)b(O,%(t+s)—T)—l—s / dvFage(O,sv)b(O,%(t—l—s)—Tv). (4.73)
0 tp/s

We denote the first term of the last line by Ci(¢,s,t,). Since we expect that ¢, ~ s¢ with
0 < ¢ < 1 [240], we can replace the lower integration limit by 0 in the second integral.
This leaves us with the result

G(0;t,s) = Ci(t,s,t,) + /SdT Fioge(0,7)b (O7 %(t +s) — 7') . (4.74)

0

On the other hand, we have the following rough estimate

|Cy(t,s,t,)] < t, max

F(0,7)b (o, %(t +s)— T)’

T€[0,tp)
1 £\ 2
£ t, max ’F(O,T)’S_% (47r (—(t/s +1)— —p>) (4.75)
T€[0,tp] 2 S

In the three cases (i) @ < a¢ and d > 2, (ii) @ = a¢ and 2 < d < 4 and (iii) @ = a¢
and d > 4 this leads by eqs. (4.694.70)), respectively, to the upper bounds |Cy| < 55742,
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s¢=1d/2 and s*~9/2 which vanish for s large more rapidly than G(0;t,s) ~ s'742 s

and s2~%2_ respectively and which are derived below. Hence C (t,s,t,) is irrelevant for
the determination of b and the scaling functions and will be dropped in what follows.
Similarly, because of , Ci(t, s, t,) is non-leading if a > ac.

We have also checked that for d > 4 this same result can be derived more explicitly using
a Laplace transformation, along the lines of [I84]. For the sake of brevity, these relatively
straightforward calculations will not be reproduced here [14].

Ageing regime: r =0 and s, —s> 1

The most interesting cases are d > 2 and o < ae, which we will treat first. The asymptotic
expression for F/(0,t) is of the form F,,.(0,¢) = Ap3t®, where ¢ and the prefactor A can be
read off from equations (4.69)-(4.70)). We therefore get for the connected autocorrelator

2 s -
G(0;t,s) = Zfo;}/ dr ¢ (%(t—i—s) - T)
)2 Jo

. Oép%A S§+1—g 1
(€4 1)(4m)3 <2(y+1>>

[NJIsH

ol

d 2
Fi| = 1; 2 —— 4.76
2 1(27€+ 7€+ 7y+1) ( )

where y = t/s and 5 F] is a hypergeometric function. We deduce the general form of the
scaling function

) _d
=——(=(y+1 =+ +2,—— ). 4.77
fa(y) 1 Dan? WD) o {56+ 1 ST (4.77)

and the exponents
b=-¢(—1+ d and Ao =d (4.78)

2

and furthermore z = 2, see [184] and below. For the different cases we obtain the following
explicit expressions:

e a < a¢ and d > 2: Here we have £ = 0 and the prefactor is A = —é. Therefore,
we have a value of p
b= 3~ 1. (4.79)

The 5 Fj-function can be rewritten with the help of the relation (9.121,5) from [97],
so that we obtain an elementary expression for the scaling function:

_ poc 441 1)+
o) = S (w+D7E - -8, (4.80)

e o =qa¢ and d > 2: Herewehavefzg—land§:1f0r2<d<4andd>4
respectively. This implies for b

b:{ 0 for 2<d<4 (4.81)

%—2 for d>4
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d
For 2 < d < 4 the scaling function is (with the prefactor A = ?‘ﬂ# [184])

IP(1-9)lac
d
2§+1pg d d d d 2
S Sl R DR N (e U P S 4.82

For d > 4, the scaling function (4.77]) can again be written as an elementary function
with the help of a Gaufl recursion relation (eq. (9.137,4) from [97]):

2

_ Po
fel) = L enHd— 2@ -1

(4D E2 = (-1 (@ -y - 1)) (483)

e a > a¢ or d <2: Due to the exponential behaviour of F(0,7) we do not have a
scaling behaviour in these cases. The integrals which enter the calculation are
similar to those encountered in (4.66) and where the time-scale 7,5 and the factor A

are defined in eq. (4.71)):

2 A ot+s/(27)
apsAe d d t+s d t—s
G0;t,8) = ——7— 712 [T —2+1 -I'f—=+1 . (4.84
( T S) (471 )d/2 ts |: ( 2 ’ 2Tt8 2 ’ 2Tts ( )

Using the asymptotic behaviour of the the Gamma function (4.61)), we see that the
leading term in the scaling limit is

(t —s)"%%exp 2 (4.85)

Tts

apsA

G(0;t,s) ~ y
(03, s) P

~—~

M

In contrast with the other cases treated before, the connected autocorrelator in-
creases exponentially with the waiting time s.

r-dependence for s,t > 1

In order to compute the r-dependence of the correlator, we follow the same strategy as in
the last section. We use the approximation (4.58) which can be justified by an argument
relying on an inequality similar to (4.75)). We obtain the following results.

e o < ac and d > 2: As we have F(0,7) &~ —p3/a’ the computation is the same as
for the contact process, compare equation (4.59)). The result is

d_

2 2\ —(5-1)
) . Tapy (T
G(T;ty s) - (47‘_)%&/ ( 4 )

()

T (g 1, 2(;—:9))} . (4.86)
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Figure 4.5: Scaling plots for the case o/ < 0 of (a) the autocorrelation function G(0;¢, s)

and (b) the space-dependent correlation function G(r

;t,s) for the bosonic pair-contact

process in five dimensions and with apy = 1. In (b), the value of y = t/s = 2 was used.

e a = a¢ and d > 4: We find the following result

G(r;t,s) =

2

;
_(’“_

4

e a=ocand 2<d<4:

G(r;t,s) =

I
4A2 (47’(’)
t+ s

r

d
2
d

(d/2) |F

(5

4

3~

2

)<31>
(¢ (-
)

It is straightforward to check consistency wit
larger than 72 by using the asymptotic form (

wem) T
) (e

d_1q a
’/dTTZ t—i-S) ) 2eXp<—m

"2(t —s)

"2(t —s)

,’,,2

)
)

,’,2

h (4.83)) for the case s and t — s much
4.61) ion.

of the Gamma function

,’,.2

)

We develop now the exponential function. The integrals are similar to those already
seen so that we merely state the result
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e o > a¢ or d < 2: Here again we develop the exponential function and obtain as final

result
2 oo 2\ "
. apsA 1 T t+s\ 44n
Glrits) = (4%)% z% n! (—Z) P ( 2745 ) Tt
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Figure 4.6: Scaling plots for the case o/ = 0 of (a) the autocorrelation function G(0;t, s)
and (b) the space-dependent correlation function G(r;t,s) for the bosonic pair-contact
process in five dimensions and with apy = 1. In (b), the value of y = t/s = 2 was used.

In view of the numerous approximations needed to derive these results, it is of interest to
check them numerically. In figure 4.5, we compare the results of the numerical integration
of with the analytical predictions which apply for a < a¢ and d = 5.
The nice collapse of the data shows that the scaling regime is already reached for the
relatively small values of s used. The perfect agreement of the data with the analytical
results confirms that dropping the term C in is justified (and suggests that C)
should be considerably smaller than the rough estimate ) Similarly, we compare
data for a = a¢ in 5D with the predictions in figure and similarly in 3D
in figure [£.7] Again the agreement is perfect.
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Figure 4.7: Scaling behaviour of the two-time correlator G for the case o/ = 0 and three
dimensions. The value apy was set to unity. In (b), the value of y = t/s = 2 was used.
The data collapse occurs for b = 0.

4.2.5 Response functions

The response function of the first moment to an external field h(y, s) is given by

R(x,y;t,s) := g (4.90)

The contact process

We apply the definition (4.90) on both sides of the equation of motion (4.62]) and find,

exploiting spatial translation-invariance, with r = x — y
0 1 1
aR(r;t, s) = EAR(’I"; t,s)+ 577R(r; t,s)+0(t—s). (4.91)

This is the defining equation of a diffusion-type Green’s function with the solution
1
R(r;t,s) =1 e2t=9)p <’r, §(t - s)) Ot —s). (4.92)

where b(r,t) was given in eq. (4.53]) and ry is a normalisation constant. This expression
is invariant under time-translations and does remain so even at criticality, see below["]

12 Ageing is characterized by the existence of several competing stable stationary states (or a critical
point) and time-translation invariance (TTI) can no longer be requested. However, that does not mean
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hosonic contact process bosonic pair-contact process
a < ¢ ‘ o = Q¢
a 71 4_ 71
d d 0 if 2<d<4

b 21 21 42 if d>4
AR d d d
Aa d d d
z 2 2 2

Table 4.2: Ageing exponents of the critical bosonic contact and pair-contact processes in
the different regimes. The results for the bosonic contact process hold for an arbitrary
dimension d, but for the bosonic pair-contact process they only apply if d > 2, since
ac =0 for d < 2.

The critical pair-contact process

The equation of motion for the particle-density on the critical line does not change in
comparison with the contact process, so that we can take over the result (4.92)) with 7 set
to zero and have

R(r;t,s) =19b ('r, %(t — s)) Ot — s). (4.93)

The autoresponse function in the scaling regime is obtained by setting » = 0 and using
the known asymptotic behaviour of the Bessel function, with the result (¢ > s)

R(t,s) == R(0:t,5) =~ ro (2n(t — 5))~%? (4.94)
from which we can read off the scaling function and the exponents a and Ag

d 7o

a=5-1 frly) = anie (y— 1)~ Mg =d (4.95)

We collect our results for the ageing exponents a, b, A\g, Ag, z in table[£.2] A few comments
are now in order. First, for both the critical bosonic contact process and the critical
bosonic pair-contact process with o < a, we see by comparing the result for a with the
corresponding ones for b, see table[4.2] that a = b. Together with the identity A = Ay the
critical ageing behaviour of these systems is quite analogous to the one of simple, reversible
ferromagnets quenched to their critical temperature. Second, the critical bosonic pair-
contact process with @ = a¢ furnishes an analytically solved example where a and b
are different. This is analogous to the result found for the 1D and 2D critical ordinary
contact process, where a = b — 1 was observed [80), 203] and where the relation \g = Ag
holds as well. However, there is no apparent simple and general relation between the
exponents a and b for ageing systems without detailed balance. Third, our results for
the critical bosonic pair-contact process provide further evidence against the generality

that TTI were always impossible and indeed TTI can be recovered as a limit case, for certain specific
values of the ageing exponents. A well-known example is the the response function of the spherical model
quenched onto criticality (T'= T¢) in d > 4 space dimensions [94].
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of a recent proposal by Sastre et al. [212] to define a non-equilibrium temperature which
was based on the implicit assumption that a = b would remain true even in the absence
of detailed balance. Fourth, we can compare the form of the scaling function fr(y) of
the autoresponse with the prediction of local scale-invariance given in chapter {2l We find
perfect agreement and identify a = a’. Fifth, we recall that for z = 2 there is a variant
of local scale-invariance which takes the presence of a discrete lattice into account. It
is possible to construct the corresponding representation of the Schrodinger Lie-algebra
and then a response function transforming covariantly under it should read for ¢ > s in d
spatial dimensions [105]

Rrit, s) = ro(t — )42/ exp (%) 1, (“WS) To(u) = ﬁ[rj (W) (4.96)

where x is a scaling dimension and ry, M are constants. Here the spatial distance r is an

integer multiple of the lattice constant. Comparison with eqs. (4.93}/4.53]) shows complete
agreement if we identify x = d/2 and M = 1/2.

4.2.6 Conclusions of this section

We have studied the ageing behaviour of the exactly solvable bosonic contact process
and of the bosonic critical pair-contact process in order to get a better understanding on
how the present scaling description of ageing, which is derived from the study of reversible
systems with detailed balance, should be generalised for truly irreversible systems without
detailed balance. This more general situation might be closer to what is going on in
chemical or biological ageing than the reversible systems undergoing physical ageing, e.g.
after a temperature quench. In comparison with the ordinary contact and pair-contact
processes, these bosonic models permit an accumulation of many particles on a single site
and this possibility does indeed affect the long-time behaviour of these models. Trivially,
if either particle production or annihilation dominates, the mean occupation number will
either diverge for large times or the population will die out, but if these rates are balanced
there is a critical line where the mean particle-density is constant in time and the system’s
behaviour is more subtle. Indeed, on the critical line the long-time behaviour depends
on how effectively single-particle diffusion is capable of homogenising the system, see
figure 1.3} For dimensions d < 2, there is always clustering at criticality, that is a few
sites are highly populated and the others are empty. On the other hand, for d > 2 there
is no clustering in the bosonic contact process, but in the bosonic pair-contact process
there is a clustering transition at some o = a such that clustering occurs for o > a¢
(where the diffusion is relatively weak) and there is a more or less homogeneous state for
a< ac.

This behaviour of the models also reflects itself in their ageing behaviour which we studied
here. We anticipated in the ageing regime ¢,s > 1 and ¢ — s > 1 the scaling forms for
the connected autocorrelator and autoresponse

G(t,s) :=G(0;t,5) = s "fq(t/s) , R(t,s):= R(0;t,s) = s fr(t/s) (4.97)

together with the asymptotics for(y) ~ y™2¢#/# as y > 1 and our results for the
exponents and the scaling functions are listed in tables [£.2] and [£.3] Specifically:
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[ I Jrly) | fe(y) [
H contact process H (y—1)—2 ‘ (y—1)"2t — (y4+ 1)zt H
pair |a<ac| d>?2 (y — 1)—% (y — 1)‘%*1 —(y+1 —g+1
contact B 2<d<4|(y— 1)*% (y + 1)*%2]71 %l> g; %l +1; ﬁ)
process |~ [ d>4 [(y-1) F[(yr) TP —(y—1) P+ (d—d)y—1) ¢

Table 4.3: Scaling functions of the autoresponse and autocorrelation of the critical bosonic
contact and bosonic pair-contact processes. They are only given up to a multiplicative
factor, which may depend on the dimension. The logarithmic form of fa(y) for the
2D bosonic contact process may be obtained from a d — 2 limit.

1. For d > 2, the ageing of the bosonic pair-contact process for a < a¢ lies in the same

universality class as the bosonic contact process, since all critical exponents and
the scaling functions coincide. Furthermore, the ageing behaviour in the bosonic
contact and pair-contact processes does not depend on whether the parity of the
total number of particles is conserved or not. All these systems have in common
that their behaviour is strongly influenced by single-particle diffusion. One might
wonder whether an analogy to the Janssen-Grassberger conjecture [135], 98] could
be formulated [

. While for d < 2, we still find a dynamical scaling behaviour in the critical bosonic

contact process, there is no such scaling for the bosonic pair-contact process if
a > ag, hence in particular for d < 2. Therefore, although both models have
the same topology of their phase-diagrams for d < 2, see figure [4.3p, their ageing
behaviour is different.

At the clustering transition & = «¢ in the critical bosonic pair-contact process,
dynamical scaling occurs, but the ageing exponents a and b are different. Here
the absence of detailed balance leads to a substantial modification of the scaling
description with respect to what happens in critical ferromagnets. In particular,
there is no non-trivial analogue of the limit fluctuation-dissipation ratio of critical
ageing ferromagnets. A relation a # b, see , has also been observed in the
ordinary critical contact process which also shares the property that A\g = Ag still
holds [80), 203]. However, according to the known examples, a simple and general
relation between a and b does not seem to exist for systems without detailed balance.
Further evidence from other non-equilibrium models would be welcome.

On the other hand, the equality A\¢ = Ar between the autocorrelation and autore-
sponse exponents, at the critical point of the steady-state and for uncorrelated initial
states, seems to be a generic feature even for systems without detailed balance.

13 An important ingredient of the models studied here seems to be that at criticality the mean particle-
density stays constant. On the other hand, even if a ‘soft’ limit on the particle number per site is
introduced, e.g. by a further reaction 34 — 2A, the long-time behaviour is likely to be the one of the
PCPD, as checked for the particle-density in [I86].
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5. The form of the response function is in full agreement with local scale-invariance
which confirms that the annihilation operator a(x) is a suitable candidate for a
quasi-primary ﬁeld@ of local scale-invariance. We shall come back to a detailed
analysis of the correlators from the point of view of local scale-invariance in the
next subsection.

Explicit results were also derived for the space-dependent scaling functions of space-time
correlator and responses. For the contact process, the space-dependent response function
is given by eq. (4.92) and the space-dependent correlation function by eq. . For the
critical pair-contact process, the space-dependent response function is given by eq. .
The space-dependent correlation function can be found in (i) eq. for the case o < a¢
and d > 2, in (ii) eq. for the case @ = a¢ and d > 4 , in (iii) eq. for the case
a=acand 2 <d<4and in (iv) eq. (4.89) for the case & > ac or d > 2.

Finally, we comment on a suggested relationship between the bosonic pair-contact process
and the spherical model [I84]. In the spherical model, a classical result by Berlin and
Kac [27] states that the magnetisation is spatially uniform, in particular the possibility
that almost the entire macroscopic magnetisation were carried by a single spin can be
excluded. This is in remarkable contrast to the clustering transition which occurs in the
bosonic pair-contact process. More formally, a closer inspection shows notable differences
between the spherical constraint and the analogous equation used to derive the correlator
F(0,t). This suggests that the analogies between the two models do not seem to have a
deeper physical basis.

4.3 Extension of local scale-invariance

4.3.1 Introduction

In the final section of this chapter we will demonstrate, how LSI can be extended to
describe also the two bosonic reaction-diffusion systems presented in the last section E

We extend the treatment of local scale-invariance to ageing systems with a dynamical
exponent z = 2 but without detailed balance. Working with a de Dominicis-Janssen type
theory, we find again a decomposition S[¢,¢] = So[p, | + Sp[@, @] into a ‘determinis-
tic’, Schrédinger-invariant term Sy and ‘noise’ terms, each of which contains at least one
response field more than order-parameter fields (explicit expressions will be given in sub-
sections [4.3.2]and [4.3.3)) [}] Then the Bargman superselection rules which follow from the
Galilei-invariance of Sy are enough to establish that again the two-time response function
is noise-independent and the two-time correlation function can be reduced to a finite sum
of response functions the form of whom is strongly constrained again by the requirement
of their Schrodinger-covariance. These developments provide further evidence for a hid-
den non-trivial local scale-invariance in ageing systems which manifests itself directly in
the ‘deterministic’ part (see [222] for the construction of Schrédinger-invariant semi-linear

14Tn conformal field-theory, a quasi-primary field transforms covariantly under the action of the con-
formal group [26]. This concept can be generalised to fields transforming covariantly under the action of
a group of local scale-transformations, see [109] and references therein for details.

15As in this case z = 2, we do not have to worry about fractional derivatives.

16We slightly change notation in this section and denote the action with S[¢, ¢] instead of J[¢, J]
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kinetic equations) but which strongly constrains the full noisy correlations and responses.
Also, this outlines how LSI can be generalised to nonlinear models.

We test the present framework of local scale-invariance in two exactly solvable systems
with a non-linear coarse-grained Langevin equation. A convenient set of models with a
non-trivial ageing behaviour is furnished by the bosonic contact [129] and pair-contact
processes [I84] at criticality, presented in section . We briefly recall their definitions
and the results obtained in section [£.2] Consider a set of particles of a single species A
which move on the sites of a hypercubic lattice in d dimensions. On any site one may
have an arbitrary (non-negative) number of particles.m Single particles may hop to a
nearest-neighbour site with unit rate and in addition, the following single-site creation
and annihilation processes are admitted

mA 5 (m+1)A |, pA 2, (p—0)A ; with rates u and A (4.98)

where / is a positive integer such that |¢| < p. We are interested in the following special
cases:

1. critical bosonic contact process: p = m = 1. Here only £ = 1 is possible. Further-
more the creation and annihilation rates are set equal u = A.

2. critical bosonic pair-contact process: p = m = 2. We fix { = 2, set 2\ = p and
define the control parameter [[¥
3

- 4.99
= on (4.99)

The dynamics is described in terms of a master equation which may be written in a
hamiltonian form 0;|P(t)) = —H|P(t)) where |P(t)) is the time-dependent state vector
and the hamiltonian H can be expressed in terms of creation and annihilation operators
a(z,t)t and a(x,t) [73, 217, R27]. It is well-known that these models are critical in the
sense that their relaxation towards the steady-state is algebraically slow [129, 184, [15].
In particular, the local particle-density is p(x,t) := (a(a,t)). Its spatial average remains
constant in time

/ dz p(z, {) = / dz (a(z, 1)) = po (4.100)

where pg is the initial mean particle-density. We are interested in the two-time connected
correlation function

G(r;t,s) :== (a(z,t)a(z +7,s)) — p; (4.101)

and take an uncorrelated initial state, hence G(7;0,0) = 0. The linear two-time re-
sponse function is found by adding a particle-creation term Y, h(x,t) (a'(z,t) — 1) to
the quantum hamiltonian H and taking the functional derivative

da(r +x,t))

Rlrit,e) = oh(x,s) |-

(4.102)

17This property distinguishes the models at hand from the conventional (‘fermionic’) contact and pair-
contact processes whose critical behaviour is completely different.

18f instead we would treat a coagulation process 24 — A, where £ = 1, the results presented in the
text are recovered by setting A = p and o = p/D.
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The previous analysis of these quantities in the scaling limit gave the following results
[15]: consider the autocorrelation and autoresponse functions, which satisfy the scaling
forms

G(t,s) = G(0;t,8) =5 "fa(t/s) (4.103)
R(t,s) = R(0;t,s) =s'""fr(t/s) (4.104)

where the values of the exponents a and b are listed in table [4.2] Here the critical value
a, for the pair-contact process is explicitly given by [184]

o0
Loy / du (™ Io(4u))" (4.105)
Qe 0
where I is a modified Bessel function. The dynamical behaviour of the contact process
is independent of «. For the critical bosonic pair-contact process, there is a clustering
transition between a spatially homogeneous state for o < a, and a highly inhomogeneous
one for a > a. where dynamical scaling does not hold. These two transitions are separated
by a multicritical point at @ = a,.. Since our models do not satisfy detailed balance, there
is no reason why the exponents a and b should coincide and our result a # b for the
bosonic pair-contact process is perfectly natural.
While the scaling function fz(y) = (y —1)~%? has a very simple form, the autocorrelator
scaling function has an integral representation

fa(y) = Go / 1d6’ 0% (y +1—20)"%2 (4.106)

0

where the values for a and b are given in table and Gy is a known normalisation
constant. The explicit scaling functions are listed up to normalisation in table [15].
In this section, we shall study to what extent their form can be understood from local
scale-invariance.

This section is organised as follows. In subsection we treat the bosonic contact
process in its field-theoretical formulation. The action is split into a Schrodinger-invariant
term Sy and a noise term S, and we show how the response and correlation functions can
be exactly reduced to certain noiseless three- and four-point response functions. In this
reduction the Bargman superselection rules which follow from the Schrédinger-invariance
of Sy play a central role. These tools allow us to predict the response- and correlation
functions which will be compared to the exact results of table In subsection |4.3.3| the
same programme is carried out for the bosonic pair-contact process but as we shall see,
the Schrodinger-invariant term Sy of its action is now related to a non-linear Schrodinger
equation. The treatment of this requires an extension of the usual representation of
the Schrodinger Lie-algebra which now includes a dimensionful coupling constant. For
the algebraic construction we defer the reader to the appendix [Bl The required n-point
correlation functions coming from this new representation are derived in appendices B

and C of [I7]. Finally, in subsection we conclude.

4.3.2 The bosonic contact process
Field-theoretical description

The master equation which describes the critical bosonic contact process as defined in
subsection can be turned into a field-theory in a standard fashion through an operator



160 Chapter 4. Ageing in reaction-diffusion systems

formalism which uses a particle annihilation operator a(r,t) and its conjugate a'(r, t), see
for instance [73], 227] for detailed discussion of the technique. Since we shall be interested
in the connected correlator, we consider the shifted field and furthermore introduce the
shifted response field

3(r,1) _ a(r,t) = al(r,t) — 1 (4.107)

such that (¢(7,t)) = 0 (our notation implies a mapping between operators and quantum
fields, using the known equivalence between the operator formalism and the path-integral
formulation [77, 227]). As we shall see, these fields ¢ and ¢ will become the natural
quasiprimary fields from the point of view of local scale-invariance. We remark that the
response function is not affected by this shift, since

8a(r,t)) _ o{a(r,t))

/. _ —
R(r,r';t,s) = Sh(r s) — Oh(r.s) (4.108)

Then the field-theory action reads, where p is the reaction rate [130]

Siod) = [ar [au [5Mma, - V)0 - ndt(6+ )

= Sol¢, 9] + Sblo, 9] (4.109)

To keep expressions shorter, we have suppressed the arguments of ¢(R,u) and a(R, w)
under the integrals and we shall also do so often in what follows, if no ambiguity arises.
The diffusion constant D is related to the ‘mass’ M through D = (2M)~'. We have
decomposed the action as follows:

Sol¢, 9] = /dR/du 6(2M0, — V)9 (4.110)
describes the deterministic[”] noiseless part whereas the noise is described by

Sylb, d] = —p /dR/du [52(¢+p0)] . (4.111)

quite analogously to what happens in the kinetics of simple magnets, see [192] for details.
In principle, an initial correlator G(7;0,0) could be assumed and will lead to a further
contribution Sj,; to the action. For critical systems, one usually employs a term of the
form Siig = =% [dR (¢(R,0) — (¢(R,0)))?, see e.g. [137,145] but this would have for us
the disadvantage that it explicitly breaks Galilei-invariance. We shall rather make use of
the Galilei-invariance of the noiseless action Sy[¢, ¢] and use as an initial term [170], T92]

Siuil] = —% / dRAR’ ¢(R,0)G(R — R’:0,0)6(R’,0). (4.112)

Because of the initial condition G(R;0,0) = 0, however, Siy; [5] = 0 and we shall not need
to consider it any further.

9This terminology is used since the equation of motion of ¢ following from Sy is a partial differential
equation and not a stochastic Langevin equation.
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From the action (4.109)), n-point functions can then be computed as usual

(G1(r1,11) - G ) = / DEDG 61(ri,t) - dlrasta) exp (=S[6,0])  (4.113)

which through the decomposition (4.109)) can be written as an average of the noiseless
theory

(G1(r1,t1) - 0u(rns 1) = (B1(71,11) . bl ta) exp (=S4[6,6]) ) (4.114)

where (...)g denotes the expectation value with respect to the noiseless theory.

Symmetries of the noiseless theory

In what follows, we shall need some symmetry properties of the noiseless part described by
the action Sy [¢ gb] which we now briefly recall from chapter [l The noiseless equation of
motion for the field ¢ is a free diffusion-equation 2M9;¢(x, t) = V?¢(x,t). Its dynamical
symmetry group is the well-known Schrédinger-group Sch(d) [158, [177] which acts on
space-time coordinates (r,t) as (r,t) — (r',t') = g(r,t) where

at+f3 ,  Rr+ovt+a

t—t' = , T—1r =
vt + 9 vt 49

;o oad—Py=1 (4.115)

and where R is a rotation matrix. Solutions ¢ of the free diffusion equation are carried
to other solutions of the same equation and ¢ transforms as

o(r,t) — (Tyo)(r.t) = fylg™ (r,O)]lg~" (r,1)] (4.116)

where the companion function f,; is known explicitly and contains the so-called ‘mass’
M = (2D)7! [177]. We list the generators of the Lie algebra sch; = Lie(Sch(1)) in one
spatial dimension [106]

X1 = =0
Xo = —to, — %r@r — g
X, = —t*0, —tro, — at — %T2
Y = -0, (4.117)
Yi = —t0, — Mr
My = —M

Fields transforming under Sch(d) are characterized by a scaling dimension and a mass.
We list in table [£.4] some fields which we shall use below. We remark that for free fields
one has

To=2T , xv=2T+x , vx=3T+x , or =37+ 2x (4.118)

but these relations need no longer hold for interacting fields. On the other hand, from
the Bargmann superselection rules (see [I1] and below) we expect that the masses of the
composite fields as given in table [£.4] should remain valid for interacting fields as well.
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field scaling dimension  mass

1) x M

¢ T -M

s 7 —2M
T:= (E%Z) Ty -M
Y= 25% Ty —2M
I':= $3¢2 xr -M

Table 4.4: Scaling dimensions and masses of some composite fields.

Throughout this section, we shall make the important assumption that the fields ¢ and 5
transform covariantly according to under the Schrédinger group. By analogy with
conformal invariance, such fields are called quasiprimary [I09]. For quasiprimary fields
the so-called Bargmann superselection rules [IT] holds true which state that

( Jo=0 unlessn=m (4.119)

O...0Q...¢
N~ N——
We recall the proof of these in appendix B of [I7]. Before we consider the consequences
of , we recall the well-known result on the form of noise-less n-point functions in
ageing systems.

Since in ageing phenomena, time-translation invariance is broken, we must consider the
subalgebra age; C sch; obtained by leaving out the generator of time-translations X
[T11]. Then the n-point function of quasiprimary fields ¢;, i = 1,...n has to satisfy the
covariance conditions [106] 109]

(iﬂ”) (pr(r1,t1) . on(Tnstn))o = 05 ke {0,1} (4.120)

(;Yn@> (o1 (rit) - on(rmt)lo = 0 me{—%,%} (4.121)

where ; stands either for a quasiprimary field ¢; or a quasiprimary response field ggl The
@; are characterized by their scaling dimension x; and their mass M;. The generators X,
are then the extension of to n-body operators and the superscript (i) refers to ;.
The n-point function is zero unless the sum of all masses vanishes

> Mi=0 (4.122)
=1

which reproduces the Bargmann superselection rule (4.119). It is well-known [106], 109]
that the noiseless two-point function Ry(r,7';t,s) = (1(r,t)p2(r, s))o is completely de-
termined by the equations (4.120)) and (4.121]) up to a normalisation constant.

My (r =)’

Ro(r, 7", 5) = Ro(t, s) exp <_ 2 (t-s)

) 5(My + My) (4.123)
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where the autoresponse function is given by

. AL
Ro(t,s) = ro(t — s)~z(@1Fe2) (—) (4.124)
S

This reproduces the expected scaling form (4.104)) together with the scaling function fg(y)
as given in table [4.3]if we identify

T =T = T, and r=a+1 (4.125)

For the critical bosonic contact process, we read off from table that a = %l — 1. Hence

4 as expected for a free-field theory.

one recovers r = 9

Reduction formulae

We now show that the Bargmann superselection rule implies a reduction of the
n-point function of the full theory to certain correlators of the noiseless theory, which is
described by Sy only. This can be done generalising the arguments of [192].

First, to compute the response function, we add the term [dR [ du o(R, u)h(R, u) to the
action. As usual the response function is

R(r,r';t,s) = <gb(’r,t)$(’r', s)>
= (ot e (< [ar [au @R +m)) )
= (6r.09(r.s)) = Ro(r.r":t,5) (4.126)

where we expanded the exponential and applied the Bargmann superselection rule. In-
deed, the two-time response is just given by the response of the (Gaussian) noise-less
theory. We have therefore reproduced the exact result of table for the response func-
tion of the critical bosonic contact process.

Second, we have for the correlator

Glra's) = (strajors)en (- [ar [audRor.0)

X exp (—,upo /dR /du (R, u)) >0 (4.127)

Expanding both exponentials

exp <—M / dR / du 6*(R, u)o(R, u)) - f: (_:!)n ( / dR / du 3*(R,u)H(R, u))n

exp (—,upo /dR/du 032(R,u)> = i (_f%)m (/dR/du (R, u))'”

m=0

and using the Bargmann superselection rule (4.119)), non-vanishing terms only arise if
2n+2m =n+ 2 or else
n+2m=2 (4.128)
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This can only be satisfied for n = 0 and m = 1 or for n = 2 and m = 0. The full noisy
correlator hence is the sum of only two terms

G(r,7r';t,s) = Gi(r,7';t,s) + Ga(r,7';t, 5) (4.129)

where the first contribution involves a three-point function of the composite field 52 of
scaling dimension Ty (see table |4.4))

Gi(r,r';t,s) = —ppo /dR/du <¢(r,t)¢(r’,s)$2(R, u)>0 (4.130)

whereas the second contribution comes from a four-point function and involves the com-

posite field T (see table

Go(r,r';t, s) = %Q/deR’ /dudu' (p(r,t)p(r',s)T(R,u) T (R, u')), (4.131)

We see that the connected correlator is determined by three- and four-point functions of
the noiseless theory. We now use the symmetries of that noise-less theory to determine
the two-, three,- and four-point functions as far as possible.

Correlator with noise

We consider Gi(r,7',t,s) first. The appropriate three-point function is given in ap-
pendix B of reference [17]:

(t— 8)"72%2(t — u) "2 (s — u) "2

X exp (—Mﬂ %ﬂ) Us(uy,v)O(t —u)O(s —u)  (4.132)

2 t—u P
with
w = v ls—wr—R)—(t—u)( ~ R
1 t (t _ U)(S — u)2
_u [s—u)(r-R) - (t-u)( - R)
R (t — u)?(s — u) (4.133)

and an undetermined scaling function ¥3. The ©-functions have been introduced by hand
because of causality but this could be justified through a more elaborate argument along
the lines of [I11]. Introduced into (4.130)), this gives the general form for the contribution
Gi(r,7';t,s). We concentrate here on the autocorrelator, i.e. r = 7’ and find, with

y=t/s

Gi(t,s) = —ppo s~ 37245+ (y — 1)~(0=372)

1 1~ 1~ M Yy + 1—26 >
x [ do(y—60)"2"2(1-6)"2" | dR R =
[aw—o a0 | ares ( > B o0

o (0 _Rly—17 Ry —1)
H(y@—e)u—ev’e<y—e>2<1—e>) (4.134)
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where H is an undetermined scaling function. Very much in the same way, we find for
GQ (t> S )

2 1 1
Gg(t, S) = % S—ac—ac*r+d+2 . (y _ 1)—(06—161‘) / d@/ d‘gl (y . Q)—%x'r(l . 0)_%1»T
0 0

. 1 M R* M R”?
— @) 727 (1 — )2 dRAR/ —— - —
Xy =o)L -0 /de eXp< 21-0 21—9/)
X Wy (ag(R, 0, R/, 0/), @(R, 0, RI, 0,), ’173<R, 6, R/, 0/), ’174(R, 0, R/, 0,)) (4135)

where W, is another undetermined function and the functions wus, 14, v3, 4 can be worked
out from the appropriate expressions for the n-point functions given in the appendix B
of [I7] by the replacements r3 —ro — R, ry —1ro - R/, to = 1,1 — y, t3 — 0, t4, — ¢
(remember that r; = 75)

As we have a free-field theory for the critical bosonic contact process, we expect from
table and eq. that * = 7 = d/2 and hence the following scaling dimensions for

the composite fields

~ 3
T =d, Ty = §d (4.136)

Consequently, the autocorrelator takes the general form
G(t,s) = s7=2g(t/s) + s*~Ugy(t/s) (4.137)

For d larger than the lower critical dimension d, = 2, the second term merely furnishes a
finite-time correction. On the other hand, for d < d, = 2, it would be the dominant one
and we can only achieve agreement with the known exact result if we assume ¥, = 0. In
what follows, we shall discard the scaling function g, and shall concentrate on showing
that our expressions for g; are compatible with the exact results given in table In
order to do so, we choose the following special form for the function W3

1 1
Walur, o) ==\ 0= - 4.138
S(Ul Ul) (u1 Ul) ( )
where = remains an arbitrary function. Then we are back in the case already treated in
[192]. We find
Gl(t> S) = _Mp05%+17x7%§2 (y _ 1)%52*I7%

x /Olde (y — 0)(1 — B)]5 3724, (M) (4.139)

where the function ¢, is defined by

¢1(w) = /dR exp (—%RQ) Z(R?) (4.140)
As in [192] we choose
¢1(w) = o w77 (4.141)

This form for ¢(w) guarantees that the three-point response function
(p(r,t)p(r, 8)d*(r',u))o is nonsingular for ¢t = s. We have thus

S

G(t,s) = Gi(t,s) = s ' fg (t> (4.142)
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with
1 d
faly) = —upo¢o,c/ de (y +1—260)2
0
2
Mpcoiﬁbo,c ((y _ 1>—§+1 — (y+ 1)7%+1> (4.143)

and we have reproduced the corresponding entry in table for the critical bosonic
contact processm

4.3.3 The bosonic pair-contact process
Field-theoretical description and reduction formula

For the pair-contact process we have two different cases, namely the case a@ < a,. and the
case at criticality @ = a,.. The following considerations apply to both cases and we shall
for the moment leave the value of o arbitrary and only fix it at a later state.

The action for the pair-contact process on the critical line is [130} eq. (30)]

Sla,a] = /dR/du [a(2M;, — V?)a — ad’a® — pa’a’] (4.144)

As before, see eq. (4.107)), we switch to the quasiprimary fields ¢(r,t) = a(r,t) — po and
¢(r,t) = a(r,t). Then the action becomes

Si0.d) = [AR [du [52M0— )6 — ade? — aghit-

— 2ap086 — 16" 6” — 2upud’ — o’

Also in this model, similarly to the treatment of section [4.3.2] a decomposition of the
action into a first term with a non-trivial dynamic symmetry and a remaining noise term
is sought such that the correlators and responses can be re-expressed in terms of certain
n-point functions which only depend on Sy. The first term reads

So[6, 8] = / dr / dt [5(2/\4@ V)¢ — @520;2] . (4.146)

and we derive its Schrodinger-invariance in appendix [Bl The remaining part is the noise-
term which reads

$i10.0) = [dR [au [apd® — 2amdo - nd6 ~ 2upd’o - @] (@aa7)

Also in this case the Bargmann superselection rule (4.119)) holds true. This means that we
can proceed now in a very similar way as before@ First we have to check which n-point

20We remark that for 2 < d < 4, the same form of the autocorrelation function is also found in the
critical voter-model [76].

21This argument works provided each term in Sj contains at least one response field q~5 more than
order-parameter fields ¢.
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contr. | ki | ko | ks | k4 | comp.field | scaling dim. | 3-point/4-point
Gi(t,s) | 1] 0[0]0 ? Ty 3-point
Go(t,s)| 0| 2[00 T Ty 4-point
Gs(t,s) | 0[O0 [2]0 r xr 4-point
Gyu(t,s) | 000 |1 Y Ty 3-point
Gs(t,s)| 0|1 |1 |0| Yand D Ty, Tp 4-point

Table 4.5: Contributions to the correlation function: The first column shows how we
denote the contribution, the next four columns give the value of the corresponding indices.
The sixth column lists the composite field(s) involved, the seventh column how we denote
the scaling dimension of that field. The last column lists whether it is a three- or four-point
function that contributes.

functions contribute to the response and correlation function. We rewrite exp(—Sy[¢, ¢])
as a product of five exponentials and expand each factor. The indices of the sums are
denoted by k; for the i-th term in (4.147)), for instance for the first term

[e.e]

exp (— / dR / du aptd*(R, u)) =y kill (— / dR / du ap2d*(R, u))kl (4.148)

k1=0

For the response function again only the first term of each sum contributes, that is
R(r,7r";t,s) = Ro(r,7';t, ) (4.149)

is noise-independent. For the correlation function, we have the condition 2k 4+ 2ks + 3k3 +
3/€4 + 3]€5 =24 kQ + 2k’3 + k’4 or simply

2k + ko + k3 + 2ks + 3ks = 2 (4150)

which implies immediately that
ks = 0. (4.151)

In table [4.5] we list the five different contributions to the correlation function. We denote
also the form of the composite field, its scaling dimension and whether it is a three-
or four-point function which contributes. A short inspection of the general form of the
n-points function given in [I7] shows that the contributions have the form (with y = t/s)

Gi(ts) =5 > FHEL(y) L Galtos) =57 R G) (4152)

for the 3-point functions and

Go(t, s) = s =TT+ fo (y) , Gi(t,s) = s IR fo(y)

G5(t, 8) _ S—x—2m—%xp+d+2f5(y)

for the four-point functions. The scaling functions f;(y) involve an arbitrary functions
U; which are not fixed by the symmetries (see the appendices of [I7] for details). As we
do not have a free-field theory in this case we can not make any assumptions about the
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value of the scaling dimensions of the composite fields. Therefore we do not know which
terms will be the leading ones in the scaling regime. However, it turns out that the term
G1(t, s) alone can reproduce our result correctly. Thus we set the scaling functions f,=0
with n = 2,...5 analogously to the last section. We now concentrate on

Gi(t, s) = ap? / dR / du <¢(r,t)¢(r,s)$2(R, u)>0 (4.153)

Symmetries of the noiseless theory

As in the last chapter, we require for the calculation of the two- and three-point functions
the symmetries of the following non-linear ‘Schrédinger equation” obtained from (4.146|)

2MOp(x,t) = V3¢ (x,t) + F(0, ¢) (4.154)

with a nonlinear potential

F(9,0) = —9¢*(z,t)d(, 1) (4.155)

While for a constant g the symmetries of this equation are well-known, it was pointed out
recently that g rather should be considered as a dimensionful quantity and hence should
transform under local scale-transformations as well [222]. This requires an extension of
the generators used so far and we shall give this in appendix [Bl The computation of the
n-point functions covariant with respect to these new generators is given in the appendices
B and C of [17]. In doing so, we have for technical simplicity assumed that to each field
p; there is one associated coupling constant g; and only at the end, we let

g1=...=0gn=2¢ (4.156)
Therefore, from eq. (4.149) we find for the response function (see [17])

/ —l(x +:E) t _%(xl_m)
Ro(r,r';t,s) = (t—s) 2@7®2)( —

S

X exp (—%M) 7, (f s ﬁ) (4.157)

t—s s gy
with an undetermined scaling function U,. This form is clearly consistent with our results
in table if we identify

d ~
r:=x1=x9=0a+1=—=, Wy = const. (4.158)

\V)

This holds true for both @ < a, and a = «.. In distinction with the bosonic contact
process, the symmetries of the noiseless part S do not fix the response function completely
but leave a certain degree of flexibility in form of the scaling function Ws.

For the calculation of the correlator we need from eq. the following three-point
function

<¢(r’ Do(r',5)0°(R, “)> = (t— )" It —u) 2 (s — u)

M ('ro— R)?> M(r' — R)

X exp (_Tﬁ - Tﬁ) @3(%7@1751752;53) (4-159)
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with
u = % s =u)(r (—t ?L)—(S(t_ —u;)(r’ - R)P (4.160)
v = % A= (‘t ?L)_?((;:Z))(TI — R (4.161)
b=t et e, (4.162
» = - ! . % (4.163)
We choose the following realisation for U,
Us(uy,v1, b1, Ba, Bs) = 2 (uil - Uil) {— (\/Z: %F o (4.164)

where the scaling function = was already encountered in eq. for the bosonic contact
process. We now have to distinguish the two different cases o < a. and o = a,.. For
the first case a < a., we have a — b = 0 so that the last factor in disappears
and we simply return to the expressions already found for the bosonic contact process,
in agreement with the known exact results. However, at the multicritical point @ = a
we have a — b # 0 and the last factor becomes important. We point out that only the
presence or absence of this factor distinguishes the cases o < a, and a = a..

If we substitute the values for 31, 3 and (35, ¥3 becomes

Uy (ur, 1, By, B, B) = = (i_i) [%] (@b

up U
This factor does not involve R so that we obtain in a similar way as before

(4.165)

Gilts) = s70(y—1)lb-o-a / a0 [(y — 6)(1 — )

0

o (557) [ 2ata] (100

where we have identified
To=2(b—a)+d (4.167)

G4 (t, s) reduces to the expression (4.106) if we choose the same expression for ¢;(w) as
before. We have thus reproduced all scaling functions correctly.

4.3.4 Conclusions of this section

The objective of our investigation has been to test further the proposal of using the
non-trivial dynamical symmetries of a part of the Langevin equation in order to derive
properties of the full stochastic non-equilibrium model. We also wanted to outline how a
generalisation of LSI with z = 2 which includes also nonlinear models can be constructed.
To this end, we have compared the known exact results for the two-time autoresponse
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and autocorrelation functions in two specific models, see table 1.3 with the expressions
derived from the standard field-theoretical actions which are habitually used to describe
these systems. This is achieved through the same decomposition of the action we have
already considered before. The action is decomposed into two parts S = Sy + S, such
that (i) Sp is Schrodinger-invariant and the Bargmann superselection rules hold for the
averages calculated with Sy only and (ii) the remaining terms contained in S, are such
that a perturbative expansion terminates at a finite order, again due to the Bargmann
superselection rules. The two models we considered, namely the bosonic variants of the
critical contact and pair-contact processes, satisfy these requirements and are clearly in
agreement with the predictions of local scale-invariance (LSI). In particular, our identi-
fication eq. of the correct quasi-primary order-parameter and response fields is
likely to be useful in more general systems.

Specifically, we have seen the following.

1. In the bosonic contact process, the symmetries of the noiseless part Sy of the action
is described in terms of the representation of the Schrodinger-group relevant for the
free diffusion equation.

In consequence, the form of the two-time response function is completely fixed by
LST and in agreement with the known exact result. The connected autocorrelator is
exactly reducible to certain noiseless three- and four-point functions. Schrodinger-
invariance alone cannot determine these but the remaining free scaling functions
can be chosen such that the known exact results can be reproduced.

2. For the bosonic pair-contact process, the symmetries of the partial action Sy are
described in terms of a new representation pertinent to a non-linear Schréodinger
equation. This new representation, which we have explicitly constructed [I7], in-
volves a dimensionful coupling constant g. Therefore even the response function is
no longer fully determined. As for the autocorrelation function, which again can
be exactly reduced to certain three- and four-point functions calculable from the
action Sy, the remaining free scaling functions can be chosen as to fully reproduce
the known exact results.

The consistency of the predictions of LSI with the exact results of these models furnishes
further evidence in favour of an extension of the well-known dynamical scaling towards a
(hidden) local scale-invariance which influences the long-time behaviour of slowly relaxing
systems. An essential ingredient were the Bargmann superselection rules for which a
generalisation for the case z # 2 was given. It would be interesting to generalise also the
case z # 2 to include nonlinear models. This work is left for the future.



Chapter 5

Ageing at surfaces in semi-infinite
systems

All systems considered up to now were translationally invariant. Obviously, this is not
a realistic scenario as every physical system will have surfaces and corners which might
influence the physical behaviour. As a first step towards a more realistic setup, we consider
in this chapter semi-infinite systems: The systems stays infinitely extended in all but the
first direction. In this special direction we introduce a surface at x; = 0, keeping the
systems extended over the whole half-space V = [0, 00) x R?"! (for a continuous system)
or V = 7o x Z371 (for a system on a lattice where the lattice spacing was set to unity).
We ask the question if and to what extend the ageing behaviour is changed by the presence
of the surface. We will restrict ourselves here to the case of magnetic systems.

The investigation of out-of-equilibrium phenomena in semi-infinite systems has been
started fairly recently in a numerical work by Pleimling [195] and a subsequent publi-
cation by Calabrese and Gambassi [45]. In this chapter we first want to add some exact
results to this by considering the semi-infinite spherical model. This will then lead to
some interesting new questions, which will be address in the second section.

The content of this chapter can be found in the following papers
e F. Baumann and M. Pleimling, J. Phys. A: Math. Gen. 39, 1981 (2006).

e F. Baumann and M. Pleimling, Phys. Rev. B 76, 104422 (2007).
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5.1 An exactly solvable model

5.1.1 Introduction

The phenomenology briefly described in chapter , in particular the scaling forms
and , has been found to be valid in many bulk systems. It has only been realised
recently [195] that in semi-infinite critical systems similar dynamical scaling is also ob-
served for surface quantities. At the surface we can define, in complete analogy with a
bulk system, surface autocorrelation and autoresponse functions:

Cutta) = (rn(s) . Bt = G2 s 5.1)

where ¢, (t) is now the surface order parameter and h, is a field acting solely on the surface
layer. In the regime t, s, t — s >> t,i0r0 We expect simple scaling forms:

Ci(t,s) = s feo,(t/s) (5.2)
Ri(t,s) = s 179 fp (t/s) 5.3)

and the scaling functions fe, (y) and fr,(y) should display a power-law behaviour in the
limit y — oo:
for(y) ~y® L fri(y) ~ oyl (5.4)

Equations - (5.4) define the surface exponents ay, by, Ao, and Ag,. In general
these surface non-equilibrium exponents may take on values that differ from their bulk
counterparts. This is similar to what is known for static critical exponents where the
surface values differ from the bulk ones [71, 196]. Relations between the different non-
equilibrium exponents can again be derived from general scaling arguments [195] 45].
Thus we obtain

a=b=(d—2+m)/ (5.5)

where the static exponent 7 governs the decay of correlations parallel to the surface. For
the surface autocorrelation exponent Ao, = Ag, one finds [205] 197]

Acy = Ao+ =1 (5.6)

The scaling laws - and the different relations between the non-equilibrium
critical exponents have been verified in [195] through Monte Carlo simulations of critical
semi-infinite Ising models in two and three dimensions. In [45] the scaling forms in the
presence of a surface have been discussed in more detail and calculations within the
Gaussian model have been presented.

One of the most intriguing aspects of surface critical phenomena is the presence of different
surface universality classes for a given bulk universality class [71], T96]. In this section
we study ageing phenomena in semi-infinite spherical models with Dirichlet boundary
conditions (corresponding at the critical point to the so-called ordinary transition where
the bulk alone is critical) and with Neumann boundary conditions. Besides investigating
the surface out-of-equilibrium dynamics at the critical point we also analyse the dynamical
behaviour close to a surface in the ordered phase. To our knowledge this is the first
study of surface ageing phenomena in systems where phase ordering takes place. As we
shall see we thereby obtain for Dirichlet boundary conditions the unexpected result that
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the value of the non-equilibrium exponent by, describing the dynamical scaling of the
surface autocorrelation ([5.2)), is different from zero, the value encountered in bulk systems
undergoing phase ordering [37].

The present section is on the one hand meant to close a gap in the study of kinetic spherical
models [59, 93] [5], which up to now have been restricted to systems with periodic boundary
conditions. On the other hand our intention is also to extend towards dynamics earlier
investigations of the surface criticality of the spherical model [149, O, [10, 219 61, ©62].
It has to be noted in this context that the static properties of the critical semi-infinite
spherical model with one spherical field (which means that all the spins are subject to
the same spherical constraint) have been shown to differ from those of the O(/N) model
with N — oo [10, 219], even so both models are strictly equivalent in the bulk system
[221], [143].

This section is organised in the following way. In subsection [5.1.2| we present the kinetic
model in a quite general way, thus leaving open the possibility to consider different bound-
ary conditions in the different space directions. In subsection [5.1.3] and [5.1.4] we discuss
the dynamical scaling behaviour of surface correlation and response functions, whereas in
subsection we compute the surface fluctuation-dissipation ratio. Finally, subsection

gives our conclusions.

5.1.2 The model

General setting

We consider a finite hypercubic system A in d dimensions containing N = L; X -+- x Lq4
sites where L, denotes the length of the v-th edge E| To every lattice site 1 = (ry,...,7y)
we associate a time-dependent real variable S(r,t) describing the spin on site . These
variables are subject to the mean spherical constraint

> (SP(rt) =N (5.7)

reA

where the brackets indicate an average over the thermal noise. The Hamiltonian of the
spherical model is given in a bulk system by

H=-J> SrS(r) (5.8)
(re’)

where the sum runs over pairs of neighbouring spins.

As we are interested in the d-dimensional slab geometry we impose periodic boundary
conditions in all but one space direction. We then have in the v-th direction (with
v=2,--,d)

S((riy...;ru+mPLy,...;rq),t) =S((r1,...,7,...,Ta),t) for all m € Z. (5.9)

In the remaining direction we either consider Dirichlet boundary conditions or Neumann
boundary conditions. For Dirichlet boundary conditions we impose that

S((0,79,...,7rq),t) =S((L1+ 1,79,...,7q),t) = 0. (5.10)

1'We set the lattice spacing equal to one.
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For Neumann boundary conditions, on the other hand, we have:

S((0,79,...,7rq),t) = S((1,19,...,74),1)
S((Ll + 1,7’2, . ,’I“d),t) = S((Ll,’l“g, ce ,’I“d),t). (511)

In the following, quantities depending on the chosen boundary condition will be labelled
by the superscript (p), (d), and (n) for periodic, Dirichlet, and Neumann boundary con-
ditions, respectively.

The Hamiltonian can be written in the following general form

| . 1
H=—5780- Q7 S+ A7 (1)S] - Sy — 87 by (5.12)

where the vector S, := {S(r)|r € A} characterises the state of the system. J > 0 is
the strength of the ferromagnetic nearest neighbour couplings and is chosen to be equal
to one in the following. Furthermore, hy := {h(7)|r € A} where h(r) is an external
field acting on the spin at site 7, whereas A(")(¢) is the Lagrange multiplier ensuring the
constraint . Finally, the interaction matrix QX) (with 7 = (7, - - -, 74) characterising
the boundary conditions in the d different directions) is given by the tensor product [32]

d

QY =X)(A) +2E,). (5.13)

v=1

Here E, is the unit matrix of dimension L,, whereas A,(,T”) is the discrete Laplacian in the
v-direction which depends on the boundary condition.
It is convenient to parametrise the Lagrange multiplier in the following way [32]:

(1) = 1)) () + 20(1)

where ugp(m) is the largest eigenvalue of the interaction matrix QE() and k is the cor-

responding value of the vector k (see Appendix A of [16]) which labels the different
eigenvalues and eigenfunctions of QS{). In case of periodic boundary conditions in all
directions we recover the usual expression

AP(t) = 2d 4 2P)(t).

Langevin equation

In order to study the out-of-equilibrium dynamical behaviour of the semi-infinite kinetic
spherical model we prepare the system at time ¢ = 0 in a fully disordered infinite tem-
perature equilibrium state with vanishing magnetisation. We then bring the system in
contact with a thermal bath at a given temperature 7" and monitor its temporal evolu-
tion. Assuming purely relaxational dynamics (i.e. model A dynamics), the dynamics of
the system is given by the following stochastic Langevin equation:

d

28a(1) = (QF = 20(1) = 1 () Sa (1) + ha(8) + 1 (8) (5.14)

where m, (t) := {n,-(t)|r € A} with n,(t) being a Gaussian white noise:

(ne(t)) =0 and  (nr () (1)) = 216976 (t — 1').
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We further assume that the external field hy is time-dependent. Equation (5.14) can
easily be solved, yielding

Sa(t) = wp(éiwm&ﬂ—éﬂw> 000  [8400 (5.15)

4 /0 ar (eXp (- /0 dt"( y>—z<f>(t")—uy>(n))>) (ha () + m0(2))].

In order to proceed further we use a decomp081t10n in an orthonormal basis of eigenfunc-
tions of the interaction matrix Q g

S(k,t) =) (Hu (ry, k, ) S(r,t) (5.16)

reA

where the vectors u(L”)(rl,, k,) are given in Appendix A of [16]. We get the original vector

back by the inverse transformation

S(rt) =" (HUT”) Ty ks ) )| S(k,t). (5.17)

keA

The transformation 1} diagonalizes the symmetric matrix QE() —2z(t)— NE\T)( ), yielding

S(k,t) = % {§(k,0)+ /0 t dt’( g ()" ® (1 (k, t)+ﬁ(k,t’)))] (5.18)
e g (t) == exp (2 /Ot du Z(T)(u)) (5.19)
and

WO (k) i= =) (k) + i (k). (5.20)

We now take the limit of the semi-infinite system which extends from —oo to oo in the
directions parallel to the surface, whereas in the remaining direction the coordinate r;
takes on only positive values. In order to stress the existence of the special direction
we set v = (r,x2T) with r := r; and £ := (ro,...,74). The corresponding vector in
reciprocal space is then written as k' = (k,q") with k := ky and q” := (ks, ..., kq). As
a consequence of the semi-infinite volume limit sums have to be replaced by integrals in
the following way [32]:

L1 T
o L% kzl( L) — %{dk(. ..) in the direction perpendicular to the surface,
=

Ly m
e - > (...)— 5 [ dk(...) in all other directions,

Y k=1 -7

where the integration limits follow from Appendix A in [I6]. It has to be noted that
in the semi-infinite volume limit the largest eigenvalue of the interaction matrix ([5.13]) is
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given by ,uEXT) (k) = 2d irrespective of the chosen boundary condition. We therefore rewrite

(5.20) in the following way:

wD(k) = w(k,q) = 0(k) +&(q) (5.21)
with )
B(k)=2(1—cosk) and ©(q)=2) (1—cosk,). (5.22)

where we used the explicit expressions for ,uE\T)(k) (see Appendix A of [16]).

As usual we prepare the system at time ¢t = 0 in a completely uncorrelated initial state
with vanishing magnetisation. We then have at ¢ = 0 in reciprocal space

(S(k,0)S(K,0)) = (27r)d*1g(5d*1(q +q)CD (kK (5.23)

where the quantity C (M) (k, k') is given by

AT > oo2 sin(rk) sin(rk’) T=d
Tk = { S cos((r — L)k) cos((r — D) 7 =n

When we transform this expression back into direct space it just gives a decorrelated
initial correlator, as is easily checked.

Before deriving the scaling functions of dynamical two-point functions we have to pause
briefly in order to discuss possible implementations of the mean spherical constraint in
the semi-infinite geometry. Our starting point is Eq. which should hold true at
all times. However, in the semi-infinite geometry translation invariance in the direction
perpendicular to the surface is broken. One can therefore not assume a prior: that the
spins in different layers should be treated on an equal footing. In the past, investigations
of the static properties of the semi-infinite spherical model either considered one global
spherical field [10} [61] (i.e. all the variable S are subject to the same spherical constraint)
or introduced besides the bulk spherical field an additional spherical field for the surface
layer [219,62] (i.e. an additional spherical constraint for the variables in the surface layer).
Both cases belong to universality classes which differ from that of the O(/V) model with
N — o0. In studies of static quantities it has been proposed that the spherical constraint
could be realised in the semi-infinite geometry by imposing in the Hamiltonian a different
spherical field for every layer [I49], thus yielding the universality class of the semi-infinite
O(N) model with N — oo. For dynamical quantities, however, this prescription leads to
the unwanted effect that the matrices which then appear in the exponential in Eq.
do not commute, thus making an analytical treatment of the dynamical properties of the
semi-infinite model prohibitively difficult. We therefore made the choice to retain only
one spherical field, similar to what is done in the bulk system (see equation below
for a precise mathematical formulation). This then yields the Equations - (5.20)
that are at the centre of our considerations. It has to be stressed that this implementation
of the mean spherical constraint is an integral part of the model studied in this section.

(5.24)

5.1.3 The surface autocorrelation function

The two-time spin-spin correlation function is defined by

CO(r,r';t,s) = (S(r,t)S(r',s)) (5.25)
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with 7 = (r,2?) and 7 = (+/,2'"). Here (7) again characterises the chosen bound-
ary condition. In the semi-infinite system correlation functions are expected to behave
differently close to the surface and inside the bulk. Of special interest is the surface

autocorrelation

C(t.s) = CO((1,@), (1, 2);1,5) (5.26)
where we follow the convention to attach a subscript 1 to surface related quantities.
From Eq. (5.18) we directly obtain the following expression for the correlation function
in reciprocal space

—w(k,g)t-w(k'.q')s
~(7) / _ € d—17 cd—1 N Palts) /
CO kK t,s) — 2m) 1 X501 (g + q [C ko k
(okiti8) = e ) 5 0+ ) [ O 1)

t
+ ATk — k) /0 e o1 (5.27)

where we have set the external field to zero. Transforming back to real space we obtain

™ vt sy 1 =) /.H_S)
C'((r,x), (r',x);t,s) POIOFGIO) {f (r,r, 5

+ 2T/ du f (T, ' HTS - u) g™ (u)} (5.28)
0

where a boundary dependent function f() has been defined, with

A S
fDrr'st) = %/We il (5.29)

/7r dksin(r - k) sin(r” - ]g)e—%(k)t
= (e " Lo(4t)" - e M (I (48) = 40 (41)) (5.30)

and

-1 .
f™ ) = 2/—(d q_, -2t

) (2m)@-1)

/7r dk cos((r — 1/2) - k) cos((r' — 1/2) - k)e 2 *)t

= (e MIg(4t)) - e (L (4t) + Ly 1 (41)) (5.31)

with the modified Bessel functions I,,(u). In the long time limit ¢ — oo we get

FDr o'ty AT Ax(Smt) T 0 (5.32)

t—o0 d
2

f® sty T~ 2(8wt)”

where the well-known asymptotic expansion

L) "= \/% (1 _ v + O(l/u2)) (5.34)
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of the Bessel function has been used. The function ¢(™)(¢) is obtained as the solution of a
nonlinear Volterra equation

L
1
M) = lim = E (1) . T

0

t

duf™ (ryr;t — u)g(T) (u)) (5.35)

that follows directly from the implementation of the mean spherical constraint through
the requirement

L—oo

L
1
i () . —
lim 7 ;_1 C'"((r,0),(r,0);t,t) =1 (5.36)

for all times ¢. This provides an implicit equation for the Lagrange multiplier introduced
earlier. Inserting the expressions ([5.32) and (5.33) for f) into Eq. (5.35) we observe
that we end up with the known bulk equation [59)

o(t) = Ft) + 2T /0 du(t — u)g(u) (5.37)
with v i "
f= [ G [ Gt = e hany (5.38)

independently of whether we choose Dirichlet or Neumann boundary conditions. We can
therefore drop in the following the superscript (7) when dealing with the function g. The
asymptotic behaviour of g has been discussed in detail in [93].

Everything is now in place for a discussion of the behaviour of the two-time correlations
in the dynamical scaling regime ¢, s, ¢ —s > 1. We shall in the following focus on the
surface autocorrelation function. Other correlations (for example the correlation between
surface and bulk spins) can be discussed along the same line. The surface autocorrelation
function is readily obtained from Eq. by setting r =’ = 1.

e T' < 'Ty: From renormalisation group arguments we know that the asymptotic be-
haviour in that case corresponds to the T' = 0 fixed point. Therefore the temperature
can be set to zero and only the first term in contributes in the scaling limit
[93]. For both boundary conditions we obtain a dynamical scaling behaviour, as

(@ otz (Y (L)
C(t,s) = 22M;s +1 : (5.39)

S S

g G + 1) - (5.40)

where M2, = 1 — T/T¢ [25]. The non-equilibrium exponents can then be read off
directly (recall z = 2):

[SI[oH

CM(t,s) = 2212

=8
Ch
2
VRS
W |
N—
N

n d n
=1, =0, AN=-+2 A= (5.41)

d
2 2

A few comments are now in order. When comparing the values ([5.41)) with those
obtained for the bulk system [136], 93], see Table , we observe that for Neumann
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boundary conditions the non-equilibrium exponents take on exactly the same values
as in the bulk. This is not only observed for quenches to temperatures below the
critical point but also for quenches to the critical point, see below, and also holds
for the exponents related to the response function, as discussed in the next subsec-
tion. Interestingly, the agreement between the semi-infinite system with Neumann
boundary conditions and the bulk system also extends to the scaling functions of
two-time quantities which are identical, up to an unimportant numerical factor. E]

| bulk | Dirichlet (7 = d) [ Neumann (7 = n)
T<T.,d>2
b\ 0 1 0
(1) d d d
()a1 (1) 521 cl§ 521
A, =Ar | 5 3 +2 3
X7 0 0 0
T=T,2<d<4a
(1) d d d
b%) 5 — 1 2 5 — 1
T d d d
e : T
T) __ T 3 3 3
)\Cl_()>\R1 ?_2 2 7_2
T 2 2 2
x& 1-2 1-2 1-2
T=T,d>4
(1) d d d
i : =
(1/1 5—1 5 5—1
AN =20 a d+2 d
(1) 1 1 1
Xoo 2 2 2

Table 5.1: Ageing exponents and fluctuation-dissipation ratio for the bulk system and for
the semi-infinite systems with Dirichlet and Neumann boundary conditions.

The situation is different when considering free (i.e. Dirichlet) boundary conditions.
The values of the non-equilibrium exponents are distinct from the values of their
bulk counterparts and the scaling functions are different, too. The larger value of
the surface autocorrelation exponent )\g? thereby reflects the increased disorder at
the surface due to the absence of neighbouring spins. Remarkably, the exponent
bgd) is found to be different from zero, the value usually encountered when studying
phase ordering in a bulk system. It is an open question whether this surprising
observation is unique to the special situation of the spherical model or whether it is
encountered in other systems as for example the semi-infinite Ising model quenched
to temperatures below 7..

The two types of dynamical scaling behaviour encountered in the semi-infinite spher-
ical model quenched below the critical point are illustrated in Figure [5.1] in three

2This behaviour may be compared to that of the critical semi-infinite Ising model at the special
transition point where the values of the non-equilibrium surface and bulk exponents and the surface and
bulk scaling functions are found to disagree [195]. Similarly, the surface autocorrelation exponent A¢, for
the O(N) model in the limit N — oo differs at the special transition point from the bulk autocorrelation
exponent A¢ [167, 205].
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dimensions. The analytical curves are given by the expressions and
whereas the symbols, corresponding to different waiting times, are obtained from
the direct numerical evaluation of Equation . It is obvious that we are well
within the dynamical scaling regime even for the smallest waiting time considered.
Furthermore this confirms a posterior: that it was justified to drop the second term
in ([5.28)).

T [
s=25

: o §=50
- 1.20+ s g=75 .
0.201 s §=100
i analytical
»
=] 4
S 0.90- s :
W i LN
. . Ty
b e 9, %a
0,04+ 73 S 0,70 ,
= - — . | &
) ¢ §=100 R Y
analytical (a) | (b) S
| | | | | I | | | | I
0O 2 4 6 8 0O 2 6 8

t/s

4
t/s

Figure 5.1: Scaling plots of the autocorrelation function for the case T' < Ty in three di-
mensions: (a) for Dirichlet boundary conditions with bgd) =1, (b) for Neumann boundary
conditions with b§”) = 0. The inset in (a) shows that no data collapse is observed for the
unscaled data.

e T'=T; and 2 < d < 4: The behaviour of C@(t, s) in the regime ¢, s, t — s > 1

follows from the insertion of the asymptotic expressions for ¢ and for () into Eq.
. One may wonder whether the use of the asymptotics for ¢ in the integrand
of Eq. does not cause problems at the lower integration bound. As has
been shown in [240] there exists for the spherical model a time scale tp ~ s¢ with
0 < ¢ < 1 such that for times larger than tp one is well within the ageing regime.
Replacing g by its asymptotic value guze for u > tp, the integral of Eq. can
be written in the following way:

/S du f(T)(l, L;(t+s)/2 —u)g(u)

0

= / " dug(u) FOL 15 (¢ + 5)/2— u) + / QG () f (1,15 (£ + 5)/2 — w)

ip

= WO(t,s,tp) +s /1 AV Gage (sv) F (1, 1; (t + 5) /2 — sv) (5.42)
0

where in the last line we have assumed s to be large. An upper bound for the first
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term W (t,s,tp) = fotp du g(u) fT(1,1; (t + 5)/2 — u) is given by

Wit s te)] <t max |g(r)f (1,15t +5)/2 = 7)]
7el0,tp

—¢(m)
s 1t t ¢
= tp - max} |g(7’)|3_% (47T (—(— +1)— —P>> (5.43)
s

T€[0,tp 2 s

Q

where @ = %l +1 and &M = g. As tp ~ s¢, this upper bound disappears in the
scaling limit faster than the second contribution in Eq. (5.42). We therefore drop
W)(t,s,tp) in the following and end up with the expression

1 t+ s
7 (t,s) = VﬂOm——)
' Yage (t)gage<5> 2

s t
- 2T/ duf™ <1, 1; % — u) gage(u)du] (5.44)
0

in the asymptotic regime. It turns out that the thermal part of the expression ([5.44))
is the leading one at the critical points in any dimension, so that the first term can
be disregarded. For 2 < d < 4 we then obtain again dynamical scaling behaviour,
as shown in Figure 5.2 as:

C9(t,s) =

=
a2
| =~
3
A
[N]IsH
cnl
N
7N
® |
~_
T
e
7N
» |
+
—_
~_
—
N
» |
|
—_
~_
|
Nl

_ 1-
C(t,s) = 8(4”)—'%3—(%—1) (f)

yielding the non-equilibrium critical exponents

@ _ d (m _ 4 (@ _ 3 (m _ 3
by’ = 5 by = 3~ 1, Ao, = §d, Ac, = §d— 2. (5.47)
The values bgT) agree with the expression
(7)
2 —
bgT) = b+ M (5.48)
vz

expected from general scaling considerations [45]. Eq. (5.48)) is readily verified in
three dimensions where b = 12/—5 = %, whereas 3 and f3,”’, which are the usual
static equilibrium critical exponents describing the vanishing of the bulk and surface

magnetisations on approach to the critical point, take on the values § = % and

de) = %, ﬁf”) = % Finally, the static exponent v = 1 in three dimensions.

As a final remark, let us note that the tendency of the surface correlations to decay

faster in time than the bulk correlations is mirrored at the ordinar%/ transition by

the larger value of the non-equilibrium autocorrelation exponent )\(Cfll.
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Figure 5.2: Scaling plots of the autocorrelation function for the case T' = Ty in three
dimensions: (a) for Dirichlet boundary conditions, (b) for Neumann boundary conditions.

e T'="T¢ and d > 4: In this case we obtain

C@(t,s) = 2(47;)‘5 Ty 5% ((é - 1)_g - (é + 1>_g> (5.49)
CM(t,s) = 4?71);3 T - s ((é — 1)1_3 — (é + 1>1—g> . (5.50)

Again dynamical scaling is found where the non-equilibrium critical exponents now
take on the values

d n n

WY =3 WU =5-1 A =d+2 A =d (5:51)
Also 1helre 5.48)) is verified with the values b = %l -1, 6@ =1, ﬁfn) = %, v = % and

=14

e T > Tc: We then have
C(t,s) = e (/) [f(f) (1, L; HQ_S)
s t
+ 2T/ dU,f(T) (1, 17 % — U) gage<u>1 . (552)
0

This amounts to an exponential decrease and the leading expression rapidly develops
a dependence only on t — s for s — 0o and t — s fixed [93] .
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Inspection of Table reveals the oddity that the values of a; and b; for Dirichlet and
Neumann boundary conditions always exactly differ by one. This may again be compared
to the critical semi-infinite Ising model (we are not aware of any study of ageing phe-
nomena in the semi-infinite Ising model below 7.). We there have a; = by = 20,/(vz)
[195], 45] with the values (3; = 0.80 at the ordinary transition and 3; = 0.23 at the special
transition point [196], yielding different values for a; and b; in that case, too. However,
the exact value one for the difference seems to be a property of the spherical model.

5.1.4 The response function

The response function is defined as usual:

0(S(r, 1))

R(r,r'st,s) := Sh(r, s)

L t>s (5.53)

h=0

where h(r’,s) is a magnetic field acting at time s on the spin located at lattice site 7.
Starting from expression ([5.18) and assuming spatial translation invariance parallel to the
surface, we find

R((k,q), (K, q);t,s) = %e w95k — k). (5.54)

The chosen boundary condition enters when transforming back to real space, yielding

/ . o g(S) —2(t—s g
R(d)((rv w)? (7‘ ’y)v tv 3) - \l Ee ( )dg[m—yi(Q(t - 3))

< (2t )~ 2l =) (5.55)
RO((r,@), (7, g)itys) = /2 j *“sdr[z% 20— 5)
¢ s = )+ L= ). (5:56)

We refrain from giving a full discussion of the response function, but focus instead on
the surface autoresponse function RY) (t,s) = RO((1,x),(1,x);t,s) that describes the
answer of the surface at a certain position to a perturbation at the same site at an earlier
time. With the large ¢ behaviour of the Bessel function we then find

Rt s) = 4rm %(ém(t—s))_(g“) (5.57)
Rt s) = 2 %(4#@—5))_5. (5.58)

It is evident from these expressions that the ageing behaviour of the surface autoresponse
is again determined by the asymptotics g,g. of the function g given in [93]. As for the
autocorrelation function we have to distinguish four different cases:
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e T < T¢: Here we have

a [t i d t ~(5+D)
RP(t,s) = (4wyv(—) s—b+ﬂ>(—-—1> (5.59)
S

RM(t,s) = 2@yw—@>(f)gs—3(f-—1)_g. (5.60)

For both choices of boundary conditions we observe dynamical scaling (see Figure
with the exponents

d " d d n d
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Figure 5.3: Scaling plots of the autoresponse function for the case T' < T in three dimen-

sions: (a) for Dirichlet boundary conditions with agd) = 2 (b) for Neumann boundary

29
conditions with a{"” = 1.

o I'="Ty and 2 < d < 4: We find again dynamical scaling, as

d d
t _Z+1 t _(§+1)
Rt s) = (4m)°® <-) s(3+D) (-—1) (5.62)

S S

R™(t,s) = 2(4m)8 (3>_Z+1 54 (f—1>_ (5.63)
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Figure 5.4: Scaling plots of the autoresponse function for the case T'= T¢ in five dimen-
sions: (a) for Dirichlet boundary conditions, (b) for Neumann boundary conditions.

with the following nonequilibrium critical exponents:

d d n d d 3 n 3
e T'="Ty and d > 4: This case yields the expressions
y i g [t )G
RP(t,s) = (4m) 2s (2 tD (- - 1) (5.65)
s

vl

S

NI

RM(t,s) = 2(4m)”

(2 - 1) N (5.66)

Again dynamical scaling is found, the exponents now taking on the values

d w n
al? = al" = 5L A —dt2, A= (5.67)

This dynamical scaling behaviour is illustrated in Figure [5.4] in five dimensions.

e T > T¢: Due to the exponential behaviour of gu.(t), R(t,s) disappears exponen-
tially:

ROt s) = dme =)/ (qn(t — 5))~(+D) (5.68)

RM(t,s) = 2e 09/ mea(dr(t — )" (5.69)

vl

and only a dependence on the time difference ¢ — s is observed.
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Comparing the values of non-equilibrium exponents derived from the autoresponse with
those obtained from the autocorrelation reveals that we have at criticality the identities
agT) = bgT) and )‘E'%Tl) = )‘(ch) in agreement with the general scaling arguments given in the
introduction.

We remark that there is an adaption of LSI to semi-infinite systems for the surface au-
toresponse function, which was given in [195]. The following prediction for the surface
autoresponse function (with ¢ > s):

t CZ_Cl
RESI(t,8) =1y (;) (t —s)2te (5.70)

where (; and (y are two exponents left undetermined by the theory, and ry is a non-
universal normalisation constant. The values of {; and ( are fixed by comparing (5.70)
with the expected scaling behaviour (see Equations (5.3)) and (5.4)) yielding the result

o 7\ Loy AR /2
B = s () (L) . (5.71)
S

S

This prediction is in complete agreement with our exact results for 7' < T, both for
Dirichlet and Neumann boundary conditions.

Finally, let us mention that it was shown in [I06] that the dependence of the full response
function on r and ' can be deduced from the space-time symmetries in the case of
Dirichlet boundary conditions.

5.1.5 The fluctuation-dissipation ratio
The fluctuation-dissipation ratio

T R(t,s)
X(t,s) = ——= 5.72
(t,5) 9C(Es) (5.72)
has been discussed extensively in recent years [50] as a possible way for attributing an
effective temperature to an out-of-equilibrium system. Of importance in the following is
the fact that a characteristic behaviour is expected for different physical situations. Thus
in systems undergoing phase ordering one usually expects X (¢, s) to approach 0, whereas
a different behaviour is observed for non-equilibrium critical systems. Indeed it has been
realized [93], 45] that in the latter case the non-vanishing limit value
X = lim tlim X(t,s) (5.73)
is a universal quantity whose value characterises the given dynamical universality class.
The concept of fluctuation-dissipation ratio, initially introduced for bulk systems, has
been generalised in [195] to systems with surfaces. The surface fluctuation-dissipation
ratio is thereby defined by
T Ri(t,s
Xi(t,s) = ﬁ
0sCi(t, s)
The asymptotic value X{° := lim,_, lim; ., X;(t, s) is in fact a ratio of two amplitudes
and its value at the bulk critical point should be characteristic for a given surface uni-
versality class [45]. Recently, Xi(¢,s) has been determined numerically for the critical

(5.74)
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two- and three-dimensional semi-infinite Ising models [195], with asymptotic values X{°
differing from the values X* obtained in the corresponding bulk systems. X{° has also
been computed within the Gaussian model [45] yielding the value 3.

Having already determined the surface autocorrelation and autoresponse functions in
the previous subsection, we are in the position to compute Xi(¢,s) also for the semi-
infinite spherical model. In doing so one immediately realizes that for Neumann boundary
conditions X" (t,s) is identical to the bulk quantity X (¢, s) obtained in [93]. This follows
from the fact that C} and R; for Neumann and periodic boundary conditions only differ
by a numerical constant which drops out when the ratio is formed. For this reason we
give here only the results obtained for Dirichlet boundary conditions:

o I'<T¢:

(@ R NE L A L
=T ) Gy ar (575
€q s s

yielding the limit value X7{° = 0 as expected for ferromagnetic systems quenched
below their critical point.

e T'="Tc and 2 < d < 4: In this case a straightforward but somewhat tedious calcu-
lation yields

d(d—2)(t 4+ 1)
(2 —16) + (324 d(3d — 8))L + (d — 4)(4 + 3d)(%)? + d?(%)?

XD(t,s) = (5.76)

with the limit value X{° = %2.

e T'="Ty and d > 4: Here we obtain the same expressions as for Neumann and peri-
odic boundary conditions:

1
XDt g)=— (5.77)

L1\ 8+
1+ (i)

with X7° = %
In all cases the limit value turns out to be independent of the boundary condition, which
is the reason why we have dropped the superscript (d). We therefore conclude that in
the semi-infinite spherical model X{° equals X*° independently of the chosen boundary

condition.

5.1.6 Conclusions of this section

In this section we have extended the study of out-of-equilibrium dynamical properties of
the kinetic spherical model to the semi-infinite geometry with both Dirichlet and Neu-
mann boundary conditions. The exact computation of two-time surface quantities (like
the autocorrelation and the autoresponse functions) reveal that dynamical scaling is also
observed close to a surface for quenches to temperatures below or equal to the critical
temperature. Whereas for Neumann boundary conditions we find that the values of the
non-equilibrium exponents and the scaling functions (up to a numerical factor) are iden-
tical to the bulk ones, the situation for Dirichlet boundary conditions is more interesting.
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Indeed at the critical point we find that out-of-equilibrium dynamics is governed by uni-
versal exponents whose values differ from those of the corresponding bulk exponents.
The values of these surface exponents are in complete agreement with predictions coming
from general scaling considerations [195] [45]. Similarly, surface scaling functions are also
found to differ from the bulk scaling functions. Interestingly, we find that in the ordered
low-temperature phase the autocorrelation function scales in the ageing regime as

Ci(t,s) =51 fo,(t/s), (5.78)

in strong contrast to the well-known bulk behaviour [37]
C(t,s) = fo(t/s). (5.79)

As this section is the first study of ageing phenomena close to a surface in an ordered
phase, it is an interesting question whether this is only a special feature of the kinetic
spherical model or whether this is a general property of semi-infinite systems undergoing
phase ordering. We come back to this problem in section

5.2 Local ageing phenomena close to magnetic
surfaces

5.2.1 Introduction

The previous section has left some question open. In particular the fact that b; # 0 in
the case of phase ordering kinetics with Dirichlet boundary conditions requires further
investigations. In this section we will provide on the one hand some additional results for
the case of critical dynamics at surfaces. On the other hand we will consider the 2D Ising
model for a quench below T,.. These simulations will help to clarify the question whether
by # 0 is really physical.

In order to discuss the expected ageing phenomenology close to a critical surface in more
detail, let us establish some notations. We consider an idealised semi-infinite lattice in
d dimensions where we write the position vector r as r = (x,y). Here x is a (d — 1)-
dimensional vector parallel to the surface, whereas y labels the layers perpendicular to
the surface (with y = 1 being the surface layer). With this we obtain the following
generalisations for the correlation and response functions:

Clt,siyy,z—a') = (@ yt)o(@' yss))
0 (p(x,y;t
R(t,s;y,y, e —a') = bigla,uit)
Sh(z ", y';s) |ho
where we assumed spatial translation invariance in the directions parallel to the surface.
For y, ¥/ — oo we recover the bulk quantities, whereas y = ¢/ = 1 yields the surface
correlation and response functions. Of special interest are the surface autocorrelation
and autoresponse functions with @ = « ' that we write as C(t,s) := C(t,s;1,1,0 ) and
Ry(t,s) :== R(t,s;1,1,0 ). For these quantities, the simple scaling forms ((5.2)),(5.3) and
(5.4) are expected [195, [45] and the surface exponents can be related to other known
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exponents through (5.5) and (/5.6]).

We recall that like for bulk systems [56], surface autocorrelation and autoresponse func-
tions can be combined to yield the surface fluctuation-dissipation ratio [195]

TCRl (t, 8)

Xi(t,s) = ————= 5.80
1( ,S) 8501(t78)’ ( )

with a universal limit value
X® = lim (tlim X\ (t, s)) (5.81)

that characterises the different dynamical surface universality classes [45]. The scaling
picture and the relations between the various nonequilibrium exponents have been
verified by one of us through a numerical study of the out-of-equilibrium dynamics of
various critical semi-infinite Ising models [I195]. In addition, the critical semi-infinite
Gaussian model [45] and the critical semi-infinite spherical model [16] (see also section
were also found to display this simple ageing scenario.

Whereas at least some knowledge has accumulated in recent years on the local ageing
behaviour close to critical surfaces, almost nothing is known on surface ageing processes
taking place in coarsening systems. In the last section we have looked at the out-of-
equilibrium dynamical behaviour of the semi-infinite spherical model. For this special
model we have verified the existence of dynamical scaling and simple ageing close to
surfaces for quenches inside the ordered phase. Surprisingly, the nonequilibrium exponent
b1, describing the scaling behaviour of the surface autocorrelation, was found to take on
the value by = 1, different from the standard value b = 0 of the corresponding exponent in
bulk systems undergoing phase-ordering. This result calls for a thorough investigation of
surface ageing phenomena in other semi-infinite systems with phase-ordering dynamics.
In this section we continue our study of local ageing processes in bounded ferromagnets.
On the one hand, we discuss various semi-infinite models (the short-range Ising model in
the limit of high dimensions, the O(/N) model in the large N limit, and the Bray-Humayun
approach to phase-ordering kinetics) which can be solved exactly. On the other hand, we
present results of extensive Monte Carlo simulations of the standard two-dimensional
semi-infinite Ising model prepared at high temperatures and then quenched inside the
ordered phase. These numerical results yield new and interesting insights into the local
processes taking place in coarsening systems close to surfaces. All the systems studied
have in common that the dynamical exponent takes on the value z = 2.

This section is organised as follows. In subsection we compute scaling functions and
nonequilibrium exponents in the various exactly solvable semi-infinite models. Our nu-
merical results obtained from simulations of the two-dimensional semi-infinite Ising model
undergoing phase-ordering are then presented in subsection [5.2.3] Finally, in subsection
(.24 we draw our conclusions and summarise our results.

5.2.2 Quenching semi-infinite systems from high temperatures:
exact results
We discuss in the following the nonequilibrium dynamical behaviour of various exactly

solvable semi-infinite models prepared in an uncorrelated initial state and then quenched
below or at the critical point. In Ref.[16] we studied the out-of-equilibrium dynamical
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behaviour of the semi-infinite spherical model quenched to low temperatures. Some re-
sults obtained in that study can be found in the Tables and (see the concluding
subsection) where they are compared with the results obtained in this work. The spherical
model is a rather unrealistic model, due to the artificial spherical constraint which shapes
to a large extend the properties of the model. It is therefore unclear whether the results
we found in Ref.[16] are generic to semi-infinite systems or whether they are specific to
the semi-infinite spherical model.

The Ising model in high dimensions

The out-of-equilibrium behaviour of the bulk Ising model with nearest neighbour fer-
romagnetic interactions has recently been studied in the limit of a large number d of
space dimensions [89]. In this limit the model is mean-field like. Here we generalise the
calculations of Garriga et al. to the semi-infinite case.

Using a semi-infinite hypercube with lattice constant 1, the Hamiltonian of our model can
be written in the very general form

Js Jb
H = T 2d 21021 — =5 Z OzyTa’y ~ 5 Z%’y%’y“ (5.82)

() y>2 y>1 @

where the sum over (x,x ') indicates a sum over all nearest neighbour pairs lying in
the same layer. The spins can take on the values +1, and an additional field term can
be added if needed. In writing we take into account the layered structure of the
lattice and distinguish between nearest neighbour pairs lying in a layer parallel to the
surface and nearest neighbour pairs belonging to different layers. As usual when dealing
with semi-infinite systems [195], we have introduced a different coupling constant J, for
interactions between nearest neighbour spins located both in the surface layer. We will
however restrict ourselves in the following to the special case J, = J, = 1. On the one
hand this yields in the limit d — oo the critical temperature 7, = 1 (where we set
kg = 1), on the other hand we then encounter at the critical temperature the so-called
ordinary transition [I95] where the bulk alone is critical.

The main difference between the present case and the model considered in Ref.[89] is of
course the absence of spatial translation invariance in the direction perpendicular to the
surface. Due to this, the time-dependent local fields that the spins experience are now
layer-dependent, leading to the expressions

1
hoalt) = BEHO+ o5 | Gegnr 0+ 3 awy(0) | fory=1,

1
hay(t) = hE(t) + 57 | Tmwn () + 0wy (B) + > owy(t) | fory#1, (5.83)

where the sum over & '(x) is the sum over the in-plane nearest neighbour lattice sites @’
of x. Note that we also added an external field hg)(t) needed for the computation of
the response function. Using heat-bath dynamics, these local fields h,(t) appear in the
flip rates, as each spin will flip independently with the rate (1 — o4, (t) tanh(hg,,(t)/T))/2.
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The correlation function:

In their paper [89] Garriga et al. derived very general equations of motion for the one- and
the two-time correlation functions C and C' that can also be used in our case. Recalling
that we still have invariance for spatial translations parallel to the surface, we can write
the following equations [89]:

Kty v, x—x') = =20y, ¢, — ')+ (Atgy(£) Aoy (1))
+ (A0gy (1) Aty (1)) (5.84)
31&0(7575;%9,:33 — /) = _C(t78;y7y/7w — /) + <Atm,y(t)A0m’,y’(3)> (585)

where we use the notations Aty , (t) := tanh(hg,(t)/T)—(tanh(hg,(t)/T)) and Aoy, (t) =
Ozy(t) — (0x,(t)) for the deviations from the averages.

In the limit of large d we can develop tanh(h,,(t)/T) in 1/d which then yields the following
expressions for the equations of motion:

oC(ty, v x) = —2C(ty,y x) + %(C(t; y+1,¢,2)+C(t;y — 1,9, x) (5.86)
+C(ty. Y +1a)+Chy.y —La)+2) Clty,y, Z)> +b(ty, Y, )
z(x)
C(t, s;y,y,x) = —C(t, 89,9, @)+ %(C(t s;y+ 1,9, x)
+ Ct,s;y— 1,9, x) +ZC(t,S;y7z/,Z)). (5.87)
z(x)

where we exploit the spatial translation invariance parallel to the surface by setting
x ' = 0. The parameter « is given by v := 1/(T'd), whereas the sum over z(x) indi-
cates a summation over the in-plane nearest neighbour lattice sites of &. The quantity
b(t;y,y', @) = 6,020 b(t;y), which is needed to enforce the condition C(t;y,y,0) = 1 for
all times ¢, has to be determined self-consistently. In addition, the solution has to verify
the boundary conditions

C(t,s;0,y,2) =0=C(t,s9,0,z) , (5.88)
and the two-time correlator must yield the one-time correlator for t = s, i.e.
Clt.tiy.y ) =Clt;y, ¢, ). (5.89)

The solution of these equations of motion is outlined in the appendix of [22]. For decor-
related initial conditions, out result is:

d—1
Cltsiyym) = e (Lo (4 5) = Ly (ot + 9)) T Lrtt + )
=1
s d—1
+ Z/ d7 b(r,u)e 52 H L, (y(t +5—271))
u>1 70 i=1

% (Luy (01 = 7)) = Lusy (3t = 7)) (T (265 = 7)) = Lur (15 = 7))
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where the functions I, are modified Bessel functions [97] and where we have taken into
account the special form of b(¢;y,y’, ) and the fact that [22]

D Lumy (1) = Ly (7)) (Lumyy (48) = Lury (7)) = Ly (7(t48)) = Ly (4(t+5)) (5.90)

u>0

It remains to fix the parameter b(t,y), which we determine from the condition
C(t;y,y;0) = 1. For large d the factor v = 1/(Td) becomes small, and we can use
the following approximation

L (1t —7)) 8,y +0 @) (5.91)

and similarly for other terms, see also Ref. [89]. This yields the equation

t
l=e?+ / d7e 2h(r, y) (5.92)
0

for all y and ¢t. This equation can be solved by Laplace transform, yielding the result
b(t,y) = 2 for all y and t. It then follows that the correlation function in the semi-infinite
model is given by Eq. with b(t,z) set to 2. One can get rid of the sum over u by
using > 7 ILik(21)In(22) = Ix(21 + 22) and I,(2) = I_,(z). With this we obtain for

the surface autocorrelation function the expression

Cr(ts) = @ (It +5) T (Bt + ) — B+ ) (5.93)

+2 / Car e (s - 20)) (B4 s = 7)) - B+ s - 20).

We immediately remark that for a quench inside the ordered phase with 7" < T, = 1
no simple scaling behaviour is observed, due to the extremely rapidly increasing Bessel
functions. A similar absence of dynamical scaling is also seen in the bulk system quenched
below the critical point [89]. At the critical point however, when 7" = 1 and therefore
v = 1/d, we can use the approximation e *I,(u) ~ (27u)~"/2 exp(—v?/(2u)). As the first
term in decreases more rapidly than the second one, we find in the scaling regime
(with Y =t/s)

Ci(t,s) = 4 <2§> o sd/Q((y )2 (v 4 1)—d/2). (5.94)

This allows us to identify both the nonequilibrium exponents b; and A, and the scaling

function fe, (Y), see Eq. (5.2)),(5.3)) and (5.4):

d 9\ —4/2
h=f da=drz fam=1(F) (-0 o)) 699

where we used that in the limit of large d the critical dynamical exponent is equal to 2.
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The response function:

In order to compute the response function we start from the differential equation

002,y (t)) = =(Oay(t)) + (Atay(t) Aoz, (1)) (5.96)

for (04, (t)) [89] in the presence of a small external magnetic field Ag"). As both hg™) and
1/d are small we can develop the tanh to first order in both quantities:

tanh (e (1)/T) ~ %h;‘f;(t) + 2 (Faa0) + oy 1) + 3 0y (1)), (5.97)
(@)

The definition 5100 (1))
t
Rt.siyym—x') = ozl 5.98
(t sy, 95z —x’) Shert, (s) (5.98)
of the response function now directly yields the differential equation (where we set again
x' =0)

atR(tv S1Y, yla w) = _R(ta S Y, y/7 m) + %(R(tv S5 Y + 17 ylv w) + R(t> S3Y — 17 y/a 33)
1
+ ; R(t,s;y,9, z)) + ?5(15 — 8)0y.4 0.0 (5.99)

This equation is solved with similar methods as outlined in the Appendix of [22] for the
correlation function. As a result we obtain

/ Ot —s) 4y =
it s/, 2) = 2D (1, (30 9) Ly (09 [T Fea0=5) (5100

For the case T' =T, = 1 the surface autoresponse function can again be evaluated in the
scaling regime, yielding (with Y =¢/s)

2d [ 21\ ~?
Rit,s) = — (T} s 5Ly —1)" (@22 (5.101)
T. \ d
and therefore
d 2d [ 21\ ~?
w=y dm=diz 0 =Z(5)@-ptt e

We can now also compute the surface fluctuation-dissipation ratio from the expressions

(5.94) and (5.101)) and obtain

Tch(t, S)

Xlbs) = 5 G s

(5.103)

d

(Y —1)"271
Y(<Y 17 (Y 1>‘%_1> - <(Y —1)7 - (Y + 1)‘%)
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from which the limit value X{° = 1/2 follows.

Comparing with the results obtained for the spherical model, see Table [5.2] we note that
the values of the nonequilibrium exponents in the critical short-range Ising model in the
limit of high dimensions are in full agreement with the values obtained for the critical
spherical model in dimensions d > 4 [16]. Even the scaling functions are identical up to
a nonuniversal numerical prefactor. Both models are mean-field like in the limit of large
dimensions, and the values of the universal quantities are identical to the values obtained
within mean-field approximation. This demonstrates that universal nonequilibrium fea-
tures are indeed encountered close to critical surfaces.

Semi-infinite models with continuous spins

In this subsection we consider continuum models described by the O(N)-symmetric Landau-
Ginzburg-Wilson Hamiltonian

1
H(9) =5 /dda: {T0¢2 + (Vo) + go(¢%)? (5.104)
where ¢ = (¢, ..., ¢n) is a N-component vector. In order to treat the semi-infinite case,

this Hamiltonian has to be augmented by the appropriate boundary term [70, [71].
Critical dynamics:

The case of semi-infinite O(/N) models quenched to the critical point has already been
discussed in Ref.[45]. For completeness, we shall here briefly summarise their results which
we cast in a slightly different form.

The general scaling forms of the space- and time-dependent surface response and corre-
lation functions are easily obtained close to the surface, yielding the results [45]

) a1 [0 STl ) /e N(B1—B) /v
Rt s;y,y, ) = Aps @ |-—1 - (y-y )"

s s
x Fr (y (t—s)"V2 g/ (t—s) V2 x(t — )77, ;) (5.105)
t —by t _)\Cl/z+b1
C(t7 8; y7 y/7 w) - ACS_b1 (; - ]_> <g) (y . y/)(ﬁl_/g)/l/
x  Fc <y (t—s) Vo (t—s)" V2 x(t —s) V7, ;) (5.106)

where the amplitudes Ag and A¢ are fixed by requiring F(0,0,0,0) = 1 and F¢(0,0,0,0) =
1. In addition, one finds that the surface critical exponents a; and b; are equal and are
related to known critical exponents by [195] [45]
2(3, — 2(3, —
alza—i—M and blzb—l—M. (5.107)
vz vz
In the Gaussian approximation (for which one sets go = 0 in Equation (5.104))) two-time
quantities can be computed exactly [45], yielding in the dynamical scaling regime the
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expressions (with ¢ > s)

Rsa) = rt=) b (2

o () e () e

C(t,s;y,y,x) = /
t

—S

X

duRu,0:y.9' @)~ [ duR(u0ip.y2). (5109

t+s

from which critical exponents and the fluctuation-dissipation ratio can be inferred. For ex-
ample, for Dirichlet boundary conditions one has in the scaling regime the expressions[45)]

Ri(t,s) = (4m) %5 5! <_ _ 1)‘5—1

Ci(t,s) = @3_5 ((2 _ 1) - (2 + 1)g> (5.110)

at the surface, yielding a1 = by = %l, AR, = A¢, = d + 2 (where we used that z = 2),
whereas X° is equal to 1/2. Therefore, the Gaussian model in high dimensions is in the
same dynamical surface universality class as the critical lattice model with Ising spins
considered in the last subsection.

Phase-ordering kinetics:

Below the critical temperature the factor rg in the Hamiltonian ({5.104)) is not vanishing
any more. In order to make progress in this case, we consider for the bulk system the
equation of motion [37] of the i-th component ¢;,

0H
00

Replacing go by 5% (with the new coupling constant ), we can substitute in the limit
of large N the term +¢?(r,t) by the correlator C(t;7,7) = (¢;(r,t)¢;(r,t)) (for any 1),
which leads to the following differential equations for the one and two-time correlation
functions:

Qi = ——— = (10 + V*)¢; — 290(¢*) - (5.111)

oCt;r,r') = (rg+V23)C(t;r,r) —ul(t;r,r )C(t;r, 7 )
+ (ro+VZ)C(t;r, vy —ulCt;r ', v C(t;r, 7 ), (5.112)
0,0t s;r,r’) = (ro+VH)O(t, s;r,r’) —uC(t;r,r)C(t,s;m, 7). (5.113)

As we are for the moment discussing the bulk system, translation invariance holds, and
a(t) :== C(t;r,r) merely depends on time and not on the spatial coordinates. This allows
for a self-consistent solution that yields eventually critical exponents and a fluctuation-
dissipation ratio that are identical to those known from the bulk spherical model.

In the semi-infinite geometry, where spatial translation invariance is broken, one has, in
principle, to solve the full non-linear diffusion equations and with the

boundary condition C(¢,s;0,0,x) = 0. The general solutions to these equations are not



196 Chapter 5. Ageing at surfaces in semi-infinite systems

known. We shall therefore further simplify the problem: Instead of replacing %cf by a
simple (local) average, we perform a spatial average over the direction perpendicular to
the surface. We can do this in the following two ways:

e We can give the same weight to every layer, i.e. a;(t) := limy_ fOL C(t;y,vy,0)dy,
thus treating all the layers on the same footing. This approach corresponds in fact
to the treatment done in our study of the semi-infinite spherical model [16]. We call
this the "case 17.

e We can take the weighted average as(t) := fooo w(y)C(t;y,y,0 ) dy where w(y) is a
positive function with fooo w(y)dy = 1. In order to fulfil this latter condition, the
function w(y) must vanish for y — oo. We call this the ”case 2”.

Introducing the average into the equations of motion obtained in the semi-infinite system
yields the equations (with i = 1,2)

OC(ty.y ) = (20 + 2V + 05 + 05 — 2um(t))C(ty,y' ), (5.114)

ato(ta 5Y, y/’ CL') = (TO + Vi + a; - uaz(t))o(tu 53Y, y/7 w) : (5115)

These equations can be solved by standard methods, similar to those outlined in Ref. [16]

and above, whereby a Fourier-Sine transformation is performed in the direction perpen-

dicular to the surface, whereas in all other directions an ordinary Fourier transformation
is used. The solution of equation (5.114]) in Fourier space is then given by

Clt;k,K,q ) =exp ((2ro — 2q % — k> — K'2)t — 2ub,(t)) C(0; k, k', q ) (5.116)
with b;(¢) = fot a;(t")dt'. For decorrelated initial conditions we have C(0;k, k', q ) =
(m/2) 0(k — k'), so that the back transformation to direct space yields

2

Cltyy,y,x) = e¥ot=2ubi®(8rt)=4/2exp (—w8—t>

(o (-U5) e (4] oarn

Using the definition of a;(¢), one can now write for case 1

L

al(t) = lim 0 C(t;y,y,0 ) dy (5.118)
_ 62r0t—2uh1(t)(8ﬂ_t)_% ngr()lo OL (1—€_y2/(2t)> dy, (5.119)
) —g(t) ’
with
g(t) = Jim OL (1= e ) ay = i DoV

for all times ¢. In the case 2, we find

g(t) = /OOO w(y) (1 - e—y"’/@ﬂ) dy. (5.121)
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Provided w(y) decreases rapidly for y — 0, the factor 1 — e~v*/(2) contributes mainly
close to the surface, thus yielding the following asymptotic behaviour:

oo .2

e [Ty wly g

g(t)tfv/ —Qt()dyfv?o (5.122)
0

with a constant gy. One can easily check this asymptotic behaviour for typical functions
w(z) (like for instance w(x) = exp(—1)).
Altogether the asymptotic large time behaviour for both cases can be written as

0 for case 1

—1 for case 2 (5.123)

g(t) ~ got",  with F = {

The behaviour of b(t) (from now on we suppress the subscript ) is then found similarly
as in Ref.[147], with

Bib(t) = a(t) = e2ot=2400) (87) =% gyt . (5.124)
In terms of the variable b(t) := 2rot — 2ub(t), this equation is given by
Bb(t) = 219 — 2ugo(87) 2B —5. (5.125)

Admitting that for large times 8;b = 0 [147, [37], we find in that limit the behaviour

o To(8m)

2t (5.126)
ugo

Inserting this expression into Equation yields the asymptotic expression for the
one-time correlator.

The equation for the two-time correlator can be treated along the same lines as that for
the one-time correlator, yielding the asymptotic expression we were looking for:

Cltosipfia) = ()7 (50) tante vt e (5

_ ”’(L)_g (t-5) 7% (t45) % exp <4(tmj 8)>

For the surface correlation function we obtain

Ci(t,s) ~crs 7 F (E)

S

ol

X

(f + 1) E (5.129)

which yields the critical exponents (as z = 2)

bh=F+1 and A, =--+2+F. (5.130)
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The response function is rapidly found from the equation

0tk q) = (ro— q* — k*)o(t: k. q ) — a()o(t:k,q ) + h(t:k, q ), (5.131)

with the result

N|=

R(t,s;y,y,x) = 6(t—s) <€5(t)675(5)> (8 (t — 5))7% exp <—8(tw—_25))

(o(5) = (5)) em

for the space-time response and

Ri(t,s) =rys 2! (2) B (é - 1)_g (5.133)

for the surface autoresponse function. The corresponding critical exponents are then

alzg and )\Rlzg—i-Q—i-F—i—l:)\cl. (5.134)
It is interesting to compare these results with those obtained in our previous study of
the semi-infinite spherical model quenched below the critical point [16], see Table II in
the concluding subsection. We first remark that for the case 1, where all layers enter
into the average with the same weight, we recover the results from the spherical model.
Especially, we also obtain that the exponent b, which governs the scaling behaviour of
the autocorrelation, is different from zero for the O(N — 00) model undergoing phase-
ordering. For the case 2, however, we see that the weighted average leads to b; = 0, which
is the same value as that obtained for the corresponding exponent in the bulk system.
This indicates that for the considered models the way we treat the influence of the bulk
on the surface has a deep effect on the out-of-equilibrium dynamical behaviour close to
the surface.

A different approach for phase-ordering kinetics

We conclude this subsection on exactly solvable models by generalising to the semi-infinite
geometry an approach to phase-ordering kinetics due to Bray and Humayun [36]. Follow-
ing the basic idea introduced by Ohta, Jasnow and Kawasaki [I81], the order parameter
field ¢(t,r ), which at 7' = 0 is +1 everywhere except at domain walls, is replaced by an
auxiliary and smoothly varying field m(¢, 7 ), with the interfaces given by m = 0. For this
auxiliary field, Bray and Humayun derived for the bulk the equation of motion [36, [37]

om = V2m + (1 —|Vm[ )m (5.135)

as a starting point for a systematic calculation of scaling functions.

For the semi-infinite system we are interested in, we replace the term (1 —|Vm/|?) by an
average a(t) over the direction perpendicular to the surface. After the average, we have
the following equation of motion for the auxiliary field m:

om = V*m + a(t)m (5.136)
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where a(t) is given by

L

a(t) = lim (1 —|Vm|?)dy case 1, (5.137)

a(t) = / w(y)(1 — |[Vm|?) dy case 2, (5.138)
0

where we distinguish the same two averages as before. Equation ([5.136)) can be solved in
exactly the same way as before, yielding

m(t;k,q) =m0k, q)exp (—(q>+ k*)t + b(t)) (5.139)
with b(t) = fg dt'a(t’). Using in Fourier space the initial correlations (A > 0)
(m(0;k,q )m(0;K,q")) = A(r/2)(2m)* 1, (5.140)

corresponding to initial short-range spatial correlations [36], as well as the equations

(5.137)) and (5.138)), we obtain again a self-consistent equation with the long-time solution
exp(2b(t)) ~ got? " (5.141)

with a constant gy that will drop out in the end. The values of the exponent F are the
same as those encountered in the previous subsubsection. With this, we obtain for the
two-time correlation function the expression

d
2

(m(t;y, ®)m(s;y,0)) = (gotg‘F)é<gosg—F)élA—6(4w) (t+s)°2 (5.142)

con (git) (v (SD) (520

We note that this quantity behaves close to the surface and for x = 0 and y = ¢ as

(m(t;y,0 )m(s:y,0)) =y (got%—Ff (gos%—Ff 13 (Am) 72 (t+s)75 7 (5.143)

In order to come back to the original fields, the joint probability distribution of the fields
m(t;y, x) [36, B7] is used, with the result

2
C(t,s;y,y,x ) = —arcsin (£(t, 859,y , ¢ )) (5.144)
77

where £(t, s;y,y', @ ) is given by [36] 37]

cud ) = _mtyz)m(sy,0) 5 145
Wby e v (m2(t;y,0 ) (m?(s;/,0 ) (5:145)

It has to be noted that due to the normalisation the terms involving the exponent f drop
out, so that in this approach the final result for the correlation function is independent on
the chosen way of making the average in the direction perpendicular to the surface. If we
restrict ourselves to the surface-autocorrelator in the scaling regime, we can evaluate the
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expression ([5.145)) with the help of Eq. (5.143)). This gives us the following expression in
the scaling regime with ¢t > s:
t —5-1
(— + 1) (5.146)

e

+

N

S

t
¢(t,59,y,0) ~ (—)
5
Finally, in the same regime the surface autocorrelation is given by
Ci(t,s) ~ &(t, 539, y,0) (5.147)

so that by = 0 and A\, = %—i— 1. These are exactly the same exponents as those obtained in
the previous subsubsection for the O(/N) model with a weighted average perpendicular to
the surface. Especially, it has to be noticed that the Bray/Humayun approach, generalised
to semi-infinite systems, always yields the value 0 for the exponent b;.

Response functions in bulk systems with phase-ordering kinetics have been studied re-
cently within a perturbative theory approach [I70]. We did, however, not attempt to
generalise this rather involved approach to the semi-infinite geometry.

5.2.3 Quenching semi-infinite systems from high temperatures:
numerical results

The exactly solvable models discussed in [5.2.2] are all to some extend artificial. It is
therefore unclear whether results derived from these models apply to more realistic cases.
This is especially true for the case of semi-infinite systems undergoing phase-ordering as
here some exactly solvable models (as, e.g., the spherical model [16]) yield b, # 0 for
the exponent governing the scaling of the correlation function. As discussed in the last
subsection, however, this does not seem to be a generic feature as other approaches to
phase-ordering kinetics, extended towards the semi-infinite geometry, yield b; = 0.

In the following we present the results of extensive numerical simulations of the stan-
dard two-dimensional semi-infinite Ising model with only nearest-neighbour interactions
quenched inside the ordered phase. The Hamiltonian is given by the usual expression

H=-J> o0, (5.148)
(i.9)

where 7 and j label the sites of a semi-infinite lattice. The sum extends over nearest
neighbour pairs, and we have the same coupling strength J > 0 for every bond connecting
neighbouring spins. This system exhibits a continuous phase transition at the bulk critical
point 7, = 2/In(v/2 4 1) &~ 2.269 (where the temperature is measured in units of .J/kg,
with kp being the Boltzmann constant).

Whereas surface ageing behaviour has already been studied in the past for Ising models
quenched onto the critical point [195], this does not seem to be the case for quenches
below the critical point. The following numerical study therefore allows us to close a gap
in our understanding of the nonequilibrium dynamical behaviour of classical spin models.
Especially, it yields new insights into the local dynamical behaviour of systems undergoing
phase-ordering in the presence of surfaces.

For these simulations we use periodic boundary conditions in one direction and free bound-
ary conditions in the other direction. We thereby consider square systems with N = L x L
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spins were L ranges from L = 300 to L = 1000, thus making sure that the data obtained at
any one of the two surfaces are representative of the semi-infinite system. Only data free
of finite-size effects are discussed in the following. Our focus lies on the surface autocor-
relation function and on the surface autoresponse function. The surface autocorrelation
function is given by the expression

Ci(t,s) = i | > {oilt)oils)). (5.149)
i€sur face

where the sum is over all the spins in the two surfaces. The date discussed in the fol-

lowing have been obtained after averaging over at least 5000 different runs with different

realizations of the noise. In order to study the response to a magnetic field, we apply a

weak binary random field between the time ¢ = 0 (at which the quench takes place) and

the time t = s [I3]. After the field has been switched off, we monitor the decay of the

surface thermoremanent magnetisation given by the expression

Mifts) = 50 S Thady/T, (5.150)

i€sur face

where h; is the strength of the binary random field at site i. In addition to averaging
over the realizations of the noise we also average over the realizations of the random field
as indicated by the bar. We discuss here data obtained with |h;| = 0.1 (we checked that
our conclusions remain the same when we slightly vary the value of |h;]). As response
functions are very noisy, we average over many more runs than for the autocorrelation.
The thermoremanent magnetisation data discussed in this subsection have been obtained
after averaging over typically 200,000 runs.

Autocorrelation function

Before discussing the surface autocorrelation function, let us briefly mention some re-
sults obtained for the autocorrelation function in the corresponding two-dimensional bulk
system. The expected scaling form

C(t,s) = s fa(t)s) with fo(t/s) ~ (t/s)™2/* for t/s>>1 (5.151)

has been verified in various numerical studies. These studies showed that b = 0 and
yielded the value A\¢/z = 0.63(1) [85], B9, 110] (recall that z = 2) for the exponent
governing the long-time decay of the scaling function. Numerous theoretical approaches
have been proposed for computing the scaling function fo [34, 35, 160l 210, 169], the
most successful being the recent exploitation of space-time symmetries within the theory
of local scale-invariance [114] [161], [126].

The main question we address here concerns the scaling behaviour of the surface autocor-
relation function. Let us start by looking at the long-time decay of C (¢, s) with s = 0, as
it is well known that this quantity is usually the most appropriate for the determination
of A¢,. In Figure |5.5| we show this quantity for two different temperatures, 7" = 1 and
T = 1.5, lower than the critical temperature. For comparison we also include the bulk
autocorrelation function C(t,s = 0) for the same two temperatures. Whereas at short
times the surface autocorrelation (this is also true for the bulk quantity) is clearly tem-
perature dependent, at longer times the two curves get identical. Interestingly, the decay
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Figure 5.5: (Color online) The surface and bulk autocorrelation functions C (¢, s = 0) and
C(t,s = 0) for two different temperatures. At the surface the correlations decay much
faster than inside the bulk, yielding the value A¢, /z = 0.95(3) for the long-time power-law
exponent, considerably larger than the value A\¢/z = 0.63(1) in the bulk case.

of the surface correlations follow a power-law at late times. This power-law decay is faster
at the surface than inside the bulk, yielding the value A¢, /z = 0.95(3) which should be
compared to the value A\¢/z = 0.63(1) obtained inside the bulk. Obviously, this faster
decay is due to the reduced coordination number at the surface.

In Figure [5.6| we discuss the behaviour of the surface autocorrelation function Ci (¢, s) with
s > 0. When plotting C(t, s) versus t/s, we do not observe a data collapse, see Figure
2a, in contrast to the data collapse observed when plotting the bulk autocorrelation as a
function of ¢/s. The data shown in Figure at first look suggest that the local exponent
by is different from zero at the surface. A more thorough analysis reveals however that a
good scaling behaviour can not be achieved with a constant b; > 0. Figure shows our
best result obtained for b = 0.13. A reasonable data collapse can be achieved this way for
large values of t/s, but scaling breaks down for ¢/s < 25. Taken at face value, this would
suggest for the surface autocorrelation function the existence of a large threshold value
of t/s below which dynamical scaling is not observed. The possible physical mechanism
responsible for this threshold is far from obvious. A better data collapse can be achieved
by allowing the exponent b; to depend itself on ¢/s, but a non-constant exponent varying
as a function of ¢/s is not supported by any theoretical approach.

We propose here another interpretation of the numerical data that is based on the recent
observation that large finite-time corrections can to some extend mask the true scaling
behaviour of the autocorrelation function in phase-ordering systems [125]. In order to
take the existence of finite-time corrections into account, we try to describe our data by
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Figure 5.6: (Color online) Discussion of the surface autocorrelation C (¢, s) obtained after
quenching the semi-infinite two-dimensional Ising model to 7" = 1. (a) Autocorrelation
as a function of ¢/s. The expected data collapse with b; = 0 is not observed. (b) Plotting
sO13C (¢, s) versus t/s leads to a collapse of data for large values of /s, but no scaling is
observed for smaller values of t/s. (c) Plot of C(ys, s) as a function of s for various values
of y = t/s. The full lines are fits to the extended scaling form ((5.152) with ¥’ = 0.49. (d)
Scaling function fe,(t/s) obtained from the data shown in (a) after subtracting off the
finite-time correction term. In (c) and (d) error bars are smaller than the symbol sizes.

the ansatz
Cl (tv 8) = fcl (t/s) + S_b/gcl (t/S) ) (5'152)

where the first term is the expected scaling behaviour with b; = 0, whereas the second term
is the finite-time correction that is of decreasing importance for increasing values of the
waiting time s. This ansatz has recently been used for the analysis of the autocorrelation
functions in disordered ferromagnets quenched below their critical point [125, 121]. In
Figure we show C'(ys, s) as a function of s for various values of the ratio y = t/s.
The lines show that an excellent fitting of the data can be achieved with the extended
scaling form ([5.152)) with a common value b = 0.49(1). The scaling function f¢,(t/s),
obtained after subtracting off the correction term, is shown in Figure [5.6d. As the curves
for the different values of s are not distinguishable on the scale of the Figure, we only
show selected points as symbols. The data collapse shown in Figure [5.6d supports our
interpretation that the true scaling behaviour of the surface autocorrelation function is
masked by strong finite-time corrections. As a consistency check, we note that the data in
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Figure present for large values of t/s a power-law decay with an exponent 0.95(2), in
full agreement with the value of A\¢, /2 obtained directly from Ci(¢,s = 0). Even though
our data are perfectly described by Eq. , we must emphasise that we do not yet
know why this finite-time correction shows up close to the surface but is not encountered
inside the bulk.

Let us end the discussion of the surface autocorrelation function by noticing that the value
b = 0.49(1) of the correction term exponent is compatible with 1/2 = 1/z. However, we
refrain from making the conjecture b’ = 1/z here without having studied other systems
with surfaces (as for example semi-infinite Potts models).

Response function

Before discussing the surface thermoremanent magnetisation M(t,s), let us again first
recall the behaviour of the corresponding bulk quantity. The bulk thermoremanent mag-
netisation M (t,s) is a temporally integrated response function that is related to the
response function R(t, s) by the integral

s

M(t,s) = /duR(t,u) : (5.153)

0

where the integration is over the whole time interval during which the magnetic field was
acting on the system. From the scaling form of R(t,s), we therefore obtain the
scaling behaviour

M(t,s) = s *fa(t/s) (5.154)

for the integrated response. Zippold, Kiihn, and Horner [240)] were the first to point out
the existence of a subleading correction term which can be quite sizeable. For the ther-
moremanent magnetisation this leads to the following more complete scaling behaviour
[112] 117,

M(t,s) = s fa(t)s) + s 2gp(t]s) . (5.155)

The second term in this equation is in fact the response of the system to fluctuations in
the initial state, where the scaling function gy, (t/s) is expected to be proportional to the
power-law (t/s)~*=/* [131]. For the two-dimensional Ising model we have a = 1/z = 1/2
and Ag/z = 0.63. Therefore this correction to scaling can not be neglected but must be
included in order to obtain the correct description of the scaling behaviour of the bulk
thermoremanent magnetisation [112, 117, 161].

In Figure we summarise our findings for the surface thermoremanent magnetisation in
the two-dimensional semi-infinite Ising model quenched below the critical point. Figure
shows the behaviour of this local response as a function of t/s for various values of
the waiting time s. In a first attempt, we might try to achieve a scaling behaviour by

assuming that
M(t,s) = s far, (t/s) (5.156)

thereby neglecting any possible corrections to scaling. A reasonable scaling behaviour
is achieved this way for a value of a; ~ 0.40, slightly lower than the expected value
1/z = 1/2. For a more thorough analysis we can fix y = t/s and plot the response as
a function of the waiting time in a log-log-plot. Fitting a straight line to the data, we
obtain from the slope of that line a value of a; for every considered value of ¢/s. Thus,
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we obtain a; = 0.38 for t/s = 5, a; = 0.39 for t/s = 10, a; = 0.40 for t/s = 15, and
a; = 0.42 for t/s = 20. This points to the existence of a correction term that vanishes for
increasing values of t/s. In Figure we test the more complete scaling form

My(t,s) = s~ far, (t/s) + s /2 gap, (t]5) (5.157)

where the correction term with the scaling function gy, (t/s) = ri(t/s)™#1/# describes
the response of the surface to fluctuations in the initial state. Plugging in the value
Ar,/z = 0.95 (where we assume that Az, = A\¢, holds), we obtain a consistent description
for any t/s with common values r; = —0.106(1) for the amplitude of the correction term
and a; = 0.50(1) for the exponent of the leading term. The correction term being now
completely fixed, we can subtract it off from the numerical data and obtain the data
collapse shown in Figure [5.7c. Thus, as for the thermoremanent magnetisation in the
bulk [112] 117, 161], we are able to identify the leading correction term and in addition
obtain the value a; = a = 1/z.

We close this subsection by a brief discussion of the surface fluctuation-dissipation ratio.
In Figure we plot the ratio

TMl(t, S)

Zi68) = i)

(5.158)

as a function of s/t for various values of s. This ratio yields asymptotically the limit value

X1° of the fluctuation-dissipation ratio ([5.80)), as

X = lim <t1£“oo Z\(t, s)> . (5.159)
For a given value of the waiting time, the ratio Z;(t, s) converges towards a constant finite
value when s/t — 0. At first look this might seem surprising as in coarsening systems one
expects the limit value X{° = 0. However, this constant decreases for increasing values of
s. Taking into consideration the leading scaling behaviours of Ci(t,s) ~ f¢,(t/s) and of
M, (t,s) ~ s7Y2fy (t/s) found in our study as well as the fact that the scaling functions
fo,(t/s) and fyr, (t/s) display for large arguments a power-law behaviour with the same
exponent 0.95, we find that the saturation value lim, ., Z(t,s) should vanish as s~1/2.
This is indeed verified in Figure , where /27, (t,s) leads to a collapse of the data
onto a common curve for s/t small. This is also an a posteriori check that we have indeed
correctly identified the leading scaling behaviours of both the surface autocorrelation and
the surface integrated response functions.

5.2.4 Conclusions of this section

In this section we have extended the investigation of surface ageing phenomena to cases not
studied previously. On the one hand we have computed nonequilibrium surface quantities
in a series of exactly solvable models (short-range Ising model in the limit of a large
number of space dimensions, two modifications of the O(N) model quenched below the
critical point, an extension to the semi-infinite geometry of the Bray /Humayun approach
to phase-ordering kinetics), on the other hand we have presented numerical simulations
of the standard semi-infinite Ising model quenched inside the ordered phase. Our study
has yielded a fairly complete picture of surface ageing properties in magnetic systems.
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Figure 5.7: (Color online) Discussion of the surface thermoremanent magnetisation
M (t, s) obtained after quenching the semi-infinite two-dimensional Ising model to 7' =1
where a random magnetic field of strength A = 0.1 is applied between ¢t = 0 and ¢ = s.
(a) M(t,s) plotted against t/s for various waiting times s. (b) Plot of M;(ys,s) as a
function of s for various values of y = t/s. The full lines are fits to the extended scaling
form . A consistent description of the data for any value of ¢/s is achieved for
Ar/z = 0.95, a = 0.5, and r; = —0.106, see main text. (c) Scaling function fy, (t/s)
obtained from the data shown in (a) after subtracting off the finite-time correction term.
Error bars are smaller than the symbol sizes. (d) Plot of Zi(¢,s), see Equation (5.158),
versus s/t for different waiting times. (e) Plotting s'/2Z,(t, s) versus s/t leads to a data
collapse for small values of s/t.

For a quench to the critical point, we added the semi-infinite Ising model in high dimen-
sions to the list of exactly solved models. The universal nonequilibrium surface quantities
obtained in this study agree with those obtained for the critical semi-infinite spherical
model [16], as expected for a mean-field like model. In Table I we summarise the known
results for surface ageing phenomena in critical systems at the ordinary transition (the only
situation studied in this section) by listing the values of the different universal nonequilib-
rium exponents as well as those of the asymptotic value of the fluctuation-dissipation ratio.
It is worth mentioning that the existing numerical data for the semi-infinite Ising model
[195] indicate a non-monotonous behaviour of the limit value of the surface fluctuation-
dissipation ratio as a function of the dimensionality of the system (being % for d > 4, then
increasing to 0.59 in three dimensions, before decreasing to 0.31 in the two-dimensional
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Table 5.2: Available values of nonequilibrium critical surface quantities at the ordinary
transition determined in ageing systems quenched to the critical point.

H model H a; = by \ AR, = Ay \ X7 H
spherical model (2 < d < 4) [16] d 3 1-2
spherical model (d > 4)[16] d d+2 :
Gaussian model[45] g d+2 3
Ising model in large dimensions d d+2 3
Ising model in d = 3, ordinary transition[195] || 1.24(1) | 2.10(1) | 0.59(2)
Ising model in d = 2[195] 0.46(1) | 1.09(1) |0.31(1)

system). This behaviour is unexpected, and a satisfactory explanation is still lacking.
Our emphasis in this section was on surface ageing phenomena in systems undergoing
phase-ordering. Prior to this work, only the semi-infinite spherical model quenched be-
low the critical point has been studied [I6]. On the one hand we added in this section
various exactly solvable models that display dynamical scaling when quenched inside the
ordered phase, on the other hand we presented large-scale numerical simulations of the
two-dimensional semi-infinite Ising model undergoing coarsening. From these results we
conclude that the result b; # 0 for the spherical model [16] is not a generic one but can
be traced back to the spatial average in the direction perpendicular to the surface that
was introduced in [I6] in order to make this model solvable. Introducing a weighted av-
erage already yields b; = 0, as demonstrated in this section for the O(N) model in the
limit N — oo. In addition, the Bray/Humayun approach to phase-ordering kinetics
[36] as well as the numerical simulations of the two-dimensional Ising model yield b; = 0.
This indicates that generically the exponent by, that governs the scaling of the surface
correlations, vanishes, similarly to what is observed inside the bulk.

One of the main conclusions of this section is that surface ageing phenomena in systems
undergoing phase-ordering display the same general features as bulk ageing phenomena.
Simple scaling forms prevail asymptotically for two-time quantities like the surface autore-
sponse and the surface autocorrelation functions, and universal nonequilibrium quantities,
with values that differ from the bulk values, can also be identified in semi-infinite coarsen-
ing systems, see Table For finite times, corrections to scaling can be rather important
and might even mask the leading scaling behaviour. In our study of the two-dimensional
semi-infinite Ising model we not only identified a sub-leading contribution to the ther-
moremanent surface magnetisation (a similar correction also appears inside the bulk),
but we also showed the existence of corrections to scaling in the surface autocorrelation
function. The physical origin of this last term is not yet clear. It is however worth noting
that a similar correction term has recently been shown to exist for the random bond Ising
model quenched below the critical point [125].

The semi-infinite geometry discussed in this chapter is of course only a special case of a
more general wedge-shaped geometry. Wedges in critical systems have been studied quite
intensively in the past [50, [133] 193] [196], as they lead to static critical quantities whose
values depend on the opening angle of the wedge. However, the local critical dynamical
behaviour in a wedge-shaped geometry has not yet been discussed in the literature. Phase-
ordering in wedges can also be viewed as being one of the simplest cases of phase-ordering
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Table 5.3: Available values of nonequilibrium surface quantities determined in ageing
systems quenched below the critical point.

H model H ay \ by \ AR, = Aoy H
spherical model[16] 711 742
O(N — 00) model, case 1 | £ | 1 442
O(N — 00) model, case 2 | 2 | 0 2+1
Bray/Humayun approach | — | 0 %l +1
Ising model in d = 2 =1 0] 1.90(6)

in confined geometries. The study of edge ageing phenomena is therefore the next logical
step in the study of local nonequilibrium dynamical behaviour in confined geometries,
and work along this line is in progress.



Chapter 6

Conclusions

The subject of this thesis have been systems far from thermal equilibrium undergoing
ageing. We have contributed several results to the following aspects of this field:

(1) The problem of a general description of out-of-equilibrium systems with an arbitrary
dynamical exponent z in terms of a dynamical symmetry.

( 2) The ageing behaviour of systems without detailed balance and the differences occur-
ring in comparison to magnetic systems.

(3) The change of the out-of-equilibrium behaviour of the system when a surface is in-
troduced.

In the following we sum up the results we have obtained for each one of these points.

( 1) At present, a general framework for the description of out-of-equilibrium systems
is still lacking. By analogy with the description of two-dimensional equilibrium critical
phenomena, it was proposed by Henkel [I09] in 2002 to consider local extensions of dy-
namical scaling, which led to a first formulation of the principles of a theory of local
scale-invariance (LSI). For the case z = 2 it was shown in [192] how also noisy systems
can be described [192]. Here we have extended this theory to arbitrary values of z. This
has been done by taking the same approach suggested by Henkel, but modifying the con-
struction of the infinitesimal generators of LSI through a new kind of fractional derivative
V¢. Using purely algebraic arguments we have arrived at a set of operators, which act
as symmetry operators on certain linear deterministic dynamical equations. Due to the
newly introduced fractional derivative V& we have also been able to deduce a general-
isation of the so-called Bargmann superselection rule and we discovered an interesting
connection to integrable systems. This rule has allowed us to generalise the consider-
ations of Picone et.al. [192], which reduce averages of the noisy theory to expressions
which can be determined via the symmetries of the deterministic part of the theory. In
this way, we have derived concrete expressions for the response and correlation functions.
The response and correlation functions are particularly interesting as they show a fairly
simple scaling behaviour in many situations, which allows the introduction of ageing ex-
ponents and scaling functions. They characterise the universality class of the system.
LSI reproduced these scaling forms correctly, although the ageing exponents remain as
undetermined parameters in this approach.

209
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The predictions obtained have been thoroughly tested against concrete models. On the
one hand, this was done for a certain number of relatively simple, exactly solvable mod-
els with linear Langevin equations like the spherical model with long-range interactions
or the Mullins-Herring model for surface growth, for which perfect agreement has been
found. On the other hand, the predictions were compared to numerical results in the
diluted Ising model quenched into the ordered phase (where z > 2) and a good agreement
with LSI was found. This suggests that the assumptions of LSI also hold in this highly
nonlinear system and might be applicable to much wider range of models. In fact we
are not aware of any other general theory for phase-ordering kinetics which yields such
a good agreement. We stress however, that the applicability of LSI to nonlinear systems
has not been proven yet. Only for the case z = 2 (see point (2)), a first step towards the
inclusion of nonlinear models has been achieved [17]. -

Another interesting type of system, in which ageing has scarcely been considered in the
past, are growing surfaces and interfaces. As a first step we have only looked at linearised
models like the Edward-Wilkinson model or the Mullins-Herring model. The actual chal-
lenge in this field is however the Kardar-Parisi-Zhang equation [141] (KPZ-equation)
which has an additional, quite complicated nonlinearity. We hope that LSI might become
useful here in the future.

(2) In order to learn more about the ageing behaviour of systems without detailed bal-
ance, we have considered in detail several reaction-diffusion systems. The motivation for
this have been numerical results obtained by Enss et. al [80] and Ramasco et. al [203]
in the fermionic contact process, which is one representative of the paradigmatic directed
percolation universality class. These results showed that for the autoresponse R(t,s)
function and the connected autocorrelation function G(¢, s) the scaling forms

S
frly) "=" gy, faly) ="y el

known from magnetic systems do hold at the critical point, but with b = a + 1, whereas
a = b holds for critical magnets. This has for instance consequences for the definition of
a fluctuation-dissipation ratio (FDR), as a = b is needed to obtain a nontrivial quantity
in the limit ¢ — oo and then s — oco. It was already suggested by Enss et. al. to use the
quantity =(t, s) = R(t,s)/G(t, s) instead of the usually defined FDR.

We have first investigated the directed percolation universality class via the field-theoretical
renormalisation group. We have confirmed that indeed b = a + 1 at criticality and we
have shown that this is a direct consequence of the so-called rapidity reversal symme-
try, which is a special symmetry of the fermionic contact process. Also the equality
Ag = Agr = 2z + 20 + d was proven, where ¢ is the critical exponent defined via the be-
haviour of the survival probability P(t) ~ t~°. Further, we have suggested a concrete
interpretation of the quantity Z(¢,s)~! + 1: it measures the distance of the system from
its stationary state, in analogy to the usual fluctuation-dissipation ratio X(¢,s). We
have also computed Z(t, s) to first order in the epsilon-expansion and have found a good
agreement with the numerical results.

On the other hand, we have realised, that the autoresponse function to first order in
e = 4 — d does not agree with the prediction of LSI. Probably one of the reasons for
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this comes from the fact that in this system the average of the order parameter is non-
vanishing, but LSI in its present formulation does require a vanishing average of the order
parameter.

Two reaction-diffusion systems of a completely different type were also considered. The
bosonic contact process with diffusion (BCPD) and the bosonic pair-contact process with
diffusion (BPCPD). In these systems an arbitrary number of particles is allowed on each
lattice site. In the BCPD scaling behaviour is found with a = b, if the particle creation
and annihilation rate balance each other. In the BPCPD the situation is more involved: If
particle creation and annihilation are equally strong, the model can be solved exactly. For
d < 2, one never finds scaling behaviour. For d > 2, if diffusion is dominant compared to
reactions the model behaves like the BCPD but if reactions dominate diffusion, one does
not have scaling behaviour either. In between these two regimes, there is a multicritical
point corresponding to a clustering transition, where scaling behaviour is found, but
again with a # b. We have however not recovered the relation b = a + 1 found in the
directed percolation universality class. This does not only provide further evidence that
the equality a = b does in general not hold in reaction-diffusion systems but also shows,
that there is no apparent relation between the two exponents a and b.

Finally we have adapted the existing version of LSI for the case z = 2 to these two
bosonic systems. These extended versions of LSI include also certain non-linear models.
This work was based on previous results about nonlinear Schrodinger equations obtained
by Stoimenov et. al. [222] in 2005.

(3) Finally, we have looked at ageing phenomena close to surfaces of semi-infinite sys-
tem. This constitutes a first step towards more realistic systems, as every real physical
system has surfaces, edges and corners. The understanding of this type of system will lead
the way towards the investigation of the dynamics of more complicated geometries. One
could think here about wedge- or cusp-shaped geometries. On the one hand, some results
about the static behaviour of these systems are already available, one the other hand this
type of system is already quite close to what turns up in an experimental situation, in
particular in thin films or nanoobjects.

For the case of critical dynamics we have added two exactly solvable models to previ-
ously established results: The semi-infinite spherical model and the Ising model for large
dimensionality. In both cases, surface ageing exponents, surface scaling functions and
the surface fluctuation-dissipation ratio were exactly calculated. The results fit into the
general scaling picture found in previous works, which is similar to the known bulk scaling
behaviour. Previously established scaling relations between the critical exponents were
also confirmed.

We have also considered for the first time phase-ordering kinetics close to surfaces. The
solution of the spherical model suggest here, that the ageing exponent b; does not vanish
for Dirichlet boundary conditions, which is markedly different from the situation in the
bulk, where the corresponding bulk ageing exponent vanishes. We have also found this
result in a modified version of the O(N) model. To clarify this issue further we looked
at other simply models like for instance a generalisation to semi-infinite geometries of the
Bray and Humayun approach. In addition we have performed simulations in the 2D-Ising
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model. The results clearly show that b; = 0 also in semi-infinite systems, which indicates
that the result for the spherical model and of the modified version of the O(N) model
should rather be considered as an unphysical features of these simple systems.

In this way we have obtained a quite complete picture about the out-of-equilibrium dy-
namics at surfaces of semi-infinite magnetic systems. The general scaling behaviour is
similar to what is known from the bulk, both in the case of critical dynamics and in the
case of phase-ordering. However ageing exponents and scaling functions will in general
be different from the corresponding bulk system. One reason which makes the numerical
study of phase-ordering difficult is the fact, that there a strong finite time effects which
can obscure the true behaviour.



Conclusions

Le sujet de cette these est I'étude des systemes hors équilibre qui montrent un com-
portement de vieillissement. On a pu contribuer a de nouveaux résultats aux problemes
suivants.

(1) Une description générale d’un systeme hors équilibre avec un exposant dynamique z
arbitraire & I'aide de symétries dynamiques.

(2) Le comportement de vieillissement dans des systemes sans bilan detaillé et les
différences qui apparaissent par rapport aux systémes magnétiques.

(3) Le changement du comportement hors équilibre du systeme quand une surface est
introduite.

Résumons les résultats qu’on a obtenus pour ces différents points.

(1) A ce jour, il n’y a pas de théorie générale pour la description d’un systeme hors
équilibre. Par analogie avec la desription des phénomenes critiques & deux dimensions,
il a été proposé par Henkel [109] en 2002 de considérer une généralisation du comporte-
ment d’échelle dynamique global vers un comportement d’échelle dynamique local. Cette
démarche a abouti a une premiere formulation des principes de la théorie d’invariance
d’échelle locale (LSI). Pour le cas z = 2 cette approche a méme permis de décrire des
systemes avec du bruit. Dans ce travail on a élargi cette théorie a des valeurs arbitraires
de z. Pour cela on a emprunté I'approche proposée par Henkel, tout en modifiant la
construction des générateurs infinitésimaux de la LSI a travers I'utilisation d’une nouvelle
forme de derivée fractionnaire VZ. En utilisant des arguments purement algébriques on
arrive a un ensemble d’opérateurs qui agissent comme des opérateurs de symétrie sur cer-
taines équations dynamiques linéaires et deterministes. A 'aide de cette nouvelle forme
de derivées V2, une généralisation des regles de Bargmann a pu étre déduite et un lien
intéressant vers des systemes integrables est devenu apparent. Ces regles permettent de
réduire les valeurs moyennes de la théorie incluant du bruit aux expressions qui peuvent
étre calculées en exploitant les symétries de la partie déterministe de la théorie. De cette
facon, nous avons derivé des expressions concretes pour les fonctions de réponse et de
corrélation. Les fonctions de corrélation et de réponse sont particulierement intéressantes
parce qu’elles montrent un comportement d’échelle plutot simple dans de nombreuses sit-
uations. Ceci permet I'introduction d’ezposants de vieillissement et de fonctions d’échelle
qui caractérisent la classe d’'universalité du systeme. Nous avons trouvé que la LSI repro-
duit ces fonctions d’échelles correctement, quoique les exposants de vieillissement restent
des parametres indeterminés dans cette approche.
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Les prédictions obtenues ont été testées soigneusement dans des modeles concrets. Les
premiers tests ont été faits dans un certain nombre de modeles relativement simples décrits
par des équations de Langevin linéaires comme par exemple le modele sphérique avec des
interactions a longue portée ou le modele de Mullins-Herring qui décrit la croissance d’une
surface. Pour ces modeles on a trouvé un accord parfait avec la LSI. Les prédictions ont
également été comparées aux résultats numériques dans le modele d’Ising dilué, trempé
dans la phase ordonnée (o z > 2). On constate un bon accord avec la LSI. Ceci suggere
que I’hypotheése d'une invariance d’échelle locale est valide également dans ces systemes
fortement non-linéaires et qu’elle est peut-étre applicable a une classe beaucoup plus vaste
de modeles. A notre connaissance, il n’existe pas d’autre théorie générale qui donne un
résultat aussi précis pour des phénomenes de cinétique de domaines dans la phase or-
donnée. Nous précisons cependants que l'existence d’une symétrie dynamique locale dans
des systemes non-linéaires n’a pas encore été prouvée d’une fagon rigoureuse. Pour le cas
z = 2 (voir le point (2)), une premicre étape vers I'inclusion des systémes non-linéaires
a 6té réalisées [17].

Les modeles de croissance d’interfaces et de surfaces sont des systemes dans lequels les
phénomenes de vieillissement n’ont guere été considerés. Dans ce travail on a consideré
les modeles linearisés comme le modele de Edward-Wilkinson ou le modele de Mullins-
Herring. Le grand défi dans ce domaine est toutefois 1’équation de Kardar-Parisi-Zhang
(equation KPZ) qui a une non-linéarité compliquée. On espere que dans le futur la LSI
pourrait également s’avérer utile dans ce domaine-ci.

(2) Pour apprendre plus sur le comportement de vieillissement des systemes sans bilan
detaillé, on a considéré en detail plusieurs systémes de réaction-diffusion. Notre motiva-
tion est due aux travaux de Enss et. al. [80] et de Ramasco et. al. [203] sur le processus de
contact fermionique, qui est un représentant de la classe d’universalité paradigmatique de
la percolation dirigée. Les résultats montrent que pour la fonction d’autoréponse R(t, s)
et la fonction de corrélation connectée G(t, s) les formes d’échelle

R(t,s)=s"""fr (E) : Glt,s) =s"fa (%)
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sont valides. Ces formes sont connues des systemes magnétiques ou a = b, tandis que
pour le processus de contact fermionique on trouve b = a + 1. Or la condition a = b est
nécessaire pour que la définition habituelle d’un rapport fluctuation-dissipation (FDR)
donne une quantité non-triviale dans la limite ¢ — oo puis s — oo. Il a déja été
suggéré par Enss et.al. d’utiliser pour le processus de contact fermionique la quantité
=(t,s) = R(t,s)/G(t, s) au lieu du rapport FDR habituel.

Dans ce travail, on a d’abord considéré la percolation dirigée en utilisant le groupe de
renormalisation dynamique. Nous avons confirmé que b = a + 1 au point critique et nous
avons montré que cela est une conséquence directe de la symétrie de renversement de la
rapidité qui est elle-méme une symétrie spécifique du processus de contact fermionique.
On a également montré I'égalite \¢ = A\g = 2+ 20+d, ol § est un exposant critique defini
a travers le comportement de la probabilité de survie P(t) ~ t°. On a également proposé
une interprétation concrete de la quantité Z71(¢, s) +1: elle mesure la distance du systeme
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par rapport a son état stationaire. Elle est 'analogue du rapport fluctuation-dissipation
habituel X (¢,s). Nous avons aussi calculé Z(¢,s) au premier ordre dans l’expansion de
epsilon et nous avons trouvé un bon accord avec les résultats numériques.

D’autre part on a apercu que la fonction d’autoréponse au premier ordre en € = 4 — d
n’est pas en accord avec la prédiction de la LSI. Une raison probable de ce désaccord
pourrait étre la valeur moyenne du parametre d’ordre qui ne s’annule. Or cette condition
est nécessaire dans la LSI.

Deux systemes de réaction-diffusion d'un type completement different ont aussi été con-
sidérés: le processus de contact bosonique (BCPD) et le processus de contact a paires
bosoniques (BPCPD). Dans ces deux systémes un nombre aléatoire de particules est per-
mis sur chaque site. Dans le BCPD on trouve un comportement d’échelle avec a = b,
si les taux d’ annihilation et de création de particules sont égaux. Dans le BPCPD la
situation est plus compliquée: si les processus de création et d’annihilation de particules
sont égaux, le modele peut étre résolu exactement. Pour d < 2 on ne trouve pas de com-
portement d’échelle. Pour d > 2, si la diffusion est dominante comparée aux réactions, le
systeme se comporte comme le BCPD et montre un comportement d’échelle dynamique.
Dans le cas contraire quand les réactions dominent sur la diffusion, on ne trouve pas de
comportement d’échelle. Entre ces deux régimes, il y a un point mulitcritique qui cor-
respond a une transition d’agglomération, ot on trouve un comportement d’échelle avec
a # b. On n’obtient pas la relation b = a + 1 comme dans la classe d’universalité de la
percolation dirigée. Ceci montre qu’il n’y a pas de relation apparente entre les exposants
a et b dans les systemes de réaction-diffusion.

Finalement on a adapté la version présente de la LSI pour le cas z = 2 a ces deux modeles
bosoniques. Cette version adaptée de la LSI décrit aussi certains modeles non-linéaires.
Ce travail est basé sur des résultats anterieurs sur I’équation de Schrodinger non-linéaire
obtenu par Stoimenov et. al. [222] en 2005.

(3) Finalement, on a considéré des phénomenes de vieillissement proches des surfaces
de systéemes magnétiques semi-infinis. Ces systémes représentent un premier pas vers des
systemes plus réalistes, puisqu'un systeme réel présente des surfaces, des bords et des
coins. La compréhension des systemes de ce type est necéssaire pour 'investigations de
la dynamique dans des géometries plus complexes. On pourrait penser ici aux géométries
en forme de prisme ou de pointe. D’une part, on connait déja certaines choses sur le
comportement statique dans ce type de systemes, d’autre part ces systemes sont plus
proches des situations expérimentales, notamment quand on pense aux couches minces
ou aux systemes nanométriques.

Pour le cas d'une dynamique critique nous avons ajouté deux modeles exactement sol-
ubles aux résultats établis anterieurement : le modele sphérique semi-infini et le modele
d’Ising a hautes dimensions. Dans les deux cas, les exposants de vieillissement de surface,
les fonctions d’échelle de surface et le rapport fluctuation-dissipation de surface ont été
calculés exactement. Les résultats sont en accord avec le comportement d’échelle général
qui a été établi antérieurement et qui est similaire aux formes d’échelle dans le volume.
Des relations d’échelle établies ont été confirmées également.
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Nous avons également consideré pour la premiere fois la cinétique de domaine dans la
phase ordonnée proche dune surface. La solution du modele sphérique suggére dans ce
cas que l'exposant de vieillissement b; ne s’annule pas pour des conditions de bord de
Dirichlet, contrairement a ce qu’on trouve dans le volume ou l’exposant de volume cor-
respondant est nul. Nous avons aussi rencontré ce phénomene dans une version modifiée
du modele O(N). Pour rendre plus clair ce point on a aussi consideré d’autres modeles
simples comme par exemple un géneralisation aux géometries semi-infinies de I’approche
de Bray et Humayun. De plus, on a effectué des simulations dans le modele Ising en deux
dimension. Les résultats montrent clairement que b; = 0 aussi dans des systemes semi-
infinis, ce qui indique que le résultats pour le modele sphérique et pour la version modifiée
du modele O(N) devraient étre considerés plutot comme des propriétés non-physique de
ces modeles simples.

Nous avons pu obtenir ainsi une image assez claire de la dynamique hors-équilibre proche
des surfaces pour des systemes magnétiques semi-infinis. Le comportement d’échelle
général est similaire a ce qu’on connait des systemes infinis, que ce soit dans le cas d'une
dynamique critique ou dans le cas d’une cinétique de domaine dans la phase ordonnée.
Il y a tout méme des différences importantes au niveau des exposants de vieillissement
et des fonctions d’échelle, qui sont en général différents de leur homologue de volume.
Une raison pour laquelle I’étude numérique d’une cinétique de domaines dans la phase
ordonnée proche d’une surface est difficile provient du fait qu’il y a des effets de temps
fini tres forts, qui peuvent cacher le vrai comportement d’échelle.



Schluf3folgerungen

Das Thema dieser Dissertation waren Systeme fern des thermischen Gleichgewichts, die
Alterungsverhalten zeigen. Wir haben mehrere Ergebnisse zu den folgenden Aspekten
dieses Themengebietes beigetragen:

(1) Das Problem einer allgemeinen Beschreibung von Nichtgleichgewichtssystemen mit
beliebigem dynamischen Exponenten z unter Zuhilfenahme dynamischer Symmetrien.
(2) Das Alterungsverhalten von Systemen ohne detailliertes Gleichgewicht und die Un-
terschiede, die in diesen Systemen im Vergleich zu magnetischen Systemen auftreten.
(3) Die Anderung des Nichtgleichgewichtverhaltens des Systems wenn eine Oberflache
eingefiigt wird.

Im Folgenden fassen wir die Ergebnisse zu jedem dieser Punkte zusammen.

( 1) Gegenwartig existiert noch keine allgemeine Theorie zur Beschreibung von Nicht-
gleichgewichtssystemen. In Analogie zur Beschreibung von zweidimensionalen kritischen
Phénomenen im Gleichgewicht wurde von Henkel [109] 2002 vorgeschlagen, lokale Er-
weiterungen von dynamischem Skalenverhalten zu betrachten, was zu einer ersten For-
mulierung einer Theorie lokaler Skaleninvarianzen (LSI) fithrte. Fiir den Fall z = 2 wurde
diese Theorie weiterentwickelt, so daf sie auch verrauschte System beschreibt [192]. In
dieser Arbeit haben wir diese Theorie auf beliebige Werte von z erweitert. Dies erfolgt
durch den gleichen Zugang wie von Henkel vorgeschlagen, aber mit einer modifizierten
Konstruktion der Massenterme der infinitesimalen Erzeuger von LSI, die eine neue Art
von fraktionaler Ableitung V¢ verwendet. Durch rein algebraische Argumente erhielten
wir Operatoren, die als Symmetrieoperatoren fiir bestimmte (lineare) deterministische dy-
namische Gleichungen wirken. Durch die Einfithrung der neuen fraktionalen Ableitung V¢
gelang es einerseits, Querverbindungen zu integrablen Systemen aufzuzeigen, andererseits,
eine Verallgemeinerung der sogenannten Bargmannschen Uberauswahlregel abzuleiten.
Dies wiederum erlaubte es uns die Uberlegungen von Picone et.al [192] zu verallgemein-
ern, welche Erwartungswerte der verrauschten Theorie auf Ausdriicke reduziert, die mit
Hilfe der Symmetrien des deterministischen Anteils der Theorie bestimmt werden konnen.
Auf diese Weise wurden konkrete Ausdriicke fiir die Anwort- und Korrelationsfunktionen
abgeleitet. Diese beiden Funktionen sind besonders interessant, da sie in vielen Situatio-
nen ein relativ einfaches Skalenverhalten zeigen, welches die Einfithrung von Alterungsex-
ponenten und Skalenfunktionen erlaubt. Sie charakterisieren die Universalitatsklasse des
Systems und LSI reproduziert die Skalenformen korrekt, obwohl die Alterungsexponenten
in diesem Zugang als unbestimmte Parameter verbleiben.
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Die erhaltenen Vorhersagen wurden griindlich mit konkreten Modellen verglichen. Dabei
haben wir zunachst einige exakt losbare Modelle untersucht, die durch lineare Langevin-
gleichungen beschrieben werden, wie das spharische Modell mit langreichweitigen Wechsel-
wirkungen oder mit erhaltenem Ordnungsparameter oder das Mullins-Herring Modell fiir
Oberflachenwachstum, fiir die perfekte Ubereinstimmung mit LSI gefunden wurde. An-
dererseits wurden die Vorhersagen verglichen mit numerischen Ergebnissen im verdiinnten
Isingmodell, das in die geordnete Phase abgeschreckt wurde (wo z > 2). Auch hier wurde
eine gute Ubereinstimmung erzielt. Dies legt nahe, da die Voraussetzungen fiir LSI auch
in stark nichtlinearen Systemen erfiillt sein konnte, so daf§ die Theorie auch auf eine sehr
viel groflere Klasse von Modellen als der hier betrachteten anwendbar sein konnte. Uns
ist keine andere allgemeine Theorie fiir Phasenordnungskinetik bekannt, die eine solch
gute Ubereinstimmung liefert. Es sei aber an dieser Stelle angemerkt, daf die Giiltigkeit
von LSI fiir nichtlineare Theorien noch nicht streng bewiesen ist. Nur fiir den Fall z = 2
(siehe Punkt (2)) wurde ein erster Schritt hin zur Beschreibung von nichtlinearen The-
orien bereits vollzogen [17].

Eine andere interessante Art von physikalischen Systemen, in dem Alterungsphanomene
noch kaum betrachtet wurden, sind Oberflichenwachstumsmodelle. Als einen ersten
Schritt betrachteten wir nur die linearisierten Modelle wie das Edward-Wilkinson Mod-
ell oder das Mullins-Herring Modell. Die eigentliche Herausforderung auf diesem Ge-
biet ist jedoch die Kardar-Parisi-Zhang Gleichung [141] (KPZ-Gleichung), welche eine
zusatzliche, recht komplizierte Nichtlinearitdt aufweist. Wir hoffen, dafl LSI hier in
Zukunft niitzlich werden konnte.

(2) Um mehr iiber das Alterungsverhalten von Systemen ohne detailliertes Gleichgewicht
zu erfahren, betrachteten wir mehrere Reaktions-Diffusionssystem genauer. Die Mo-
tivation hierfiir waren numerische Ergebnisse von Enss et.al. [80] und Ramasco et.
al. [203] im fermionischen Kontaktprozess, einem Représentaten der paradigmatischen
Universalitatsklasse der gerichteten Perkolation. Diese Ergebnisse zeigen, dafi fiir die
Selbstantwort R(t,s) und die zusammenhéngende Autokorrelationsfunktion G(t,s) die

Skalenformen
—a—1 t —b t
R(t,s) = s frl -1, G(t,s) =s"fq 5

S
frly) "~" y ez, faly) "7 y Al

gliltig sind, analog zu den bekannten von magnetischen Systemen. Filir die gerichtete
Perkolation wurde die Beziehung b = a + 1 gefunden, wahrend fiir kritische Magneten
a = b gilt. Dies hat zum Beispiel Auswirkungen auf die Definition eines Fluktuations-
Dissipationsverhéltnisses (FDR), da die Eigenschaft a = b notwendig ist, um eine nicht-
triviale Grofle im Limes zu erhalten wenn erst t — oo, dann s — oco. Es wurde bereits
von Enss et. al. vorgeschlagen, die GroBe Z(t, s) = R(t, s)/G(t, s) statt des normalerweise
verwendeten FDR zu benutzen.

Wir haben die Universalitatsklasse der gerichteten Perkolation unter Verwendung der
feldtheoretischen dynamischen Renormierungsgruppe untersucht. Dabei wurde die
Gleichung b = a + 1 bestatigt und es wurde gezeigt, dafl dies eine direkte Konsequenz
der sogenannten Rapiditats-Inversions-Symmetrie ist, die eine spezielle Symmetrie des
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fermionischen Kontaktprozesses darstellt. Es wurde auch die Gleichung A\q = Agp =
z + z0 + d abgeleitet, wobei der kritische Exponent § durch das Langzeitverhalten der
Uberlebenswahrscheinlichkeit P(t) ~ t=% definiert ist. Weiterhin wurde eine konkrete In-
terpretation der Grofie =71 (¢, s) +1 vorgeschlagen: Sie mifit den Abstand des Systems von
seinem stationdren Zustand, in Analogie zu dem gewohnlichen Fluktuations-Dissipations-
verhéltnis X (¢,s). Wir haben auch die den konkreten Wert von Z=(t, s) zur ersten Ord-
nung in der Epsilon-Entwicklung berechnet und fanden eine gute Ubereinstimmung mit
numerischen Ergebnissen.

Andererseits bemerkten wir, dafl die Selbstantwort in der ersten Ordnung in € = 4—d nicht
mit den LSI-Vorhersagen tibereinstimmt. Ein vermutlicher Grund hierfiir ist die Tatsache,
daB in diesem System der Erwartungswert des Ordnungsparameters nicht verschwindet,
wahrend LSI in seiner aktuellen Formulierung einen verschwindenden Erwartungswert er-
fordert.

Zwei Reaktions-Diffusionssysteme vollkommen anderen Typs wurden auch untersucht.
Der bosonische diffusive Kontaktprozess (BCPD) und der bosonische diffusive Paarkon-
taktprozess (BPCPD). In diesen Systemen kann sich eine beliebige Anzahl von Teilchen
auf einem Gitterplatz aufhalten. Im BCPD tritt Skalenverhalten mit a = b auf, falls
die Teilchenerzeugungs- und die Teilchenvernichtungsprozesse sich gerade ausgleichen.
Im BPCPD ist die Situation komplizierter: Falls Erzeugungs- und Vernichtungsprozesse
gleich stark sind, kann das Modell exakt gelost werden. Fiir d < 2 findet man eben-
falls kein Skalenverhalten. Fir d > 2 und falls die Diffusion der dominante Prozess
im Vergleich zu den Reaktionen ist, verhélt sich das Modell so wie der BCPD. Falls
aber die Reationsprozesse starker sind als die Diffusion, findet man kein Skalenverhalten.
Zwischen diesen beiden Bereichen befindet sich ein multikritischer Punkt, der einem Clus-
teriibergang entspricht, an dem wieder Skalenverhalten mit a # b auftritt. Wir fanden
hier aber nicht die Beziehung b = a + 1, die in der gerichteten Perkolation auftrat. Dies
ist nicht nur ein weiterer Beleg dafiir, daf§ in Reaktion-Diffusionssystemen die Gleichheit
a = b im Allgemeinen nicht gilt, sondern zeigt auch, dafl es keine offensichtliche simple
Beziehung zwischen a und b gibt.

Schliellich wurde die existierende version von LSI fiir den Fall z = 2 an diese bei-
den bosonischen Systeme angepasst. Diese erweiterte Version von LSI beinhaltet auch
bestimmte nichtlineare Modelle. Diese Arbeit basierte auf Vorarbeiten tiber nichtlineare
Schrédingergleichungen von Stoimenov et. al. [222] von 2005.

(3) Schliellich betrachteten wir Alterungsphanomene nahe der Oberflache eines
halbunendlichen Systems. Dies stellt einen ersten Schritt in Richtung realistischerer Sys-
teme dar, da jedes reale physikalische System Oberflachen, Kanten und Ecken besitzt.
Das Verstandnis dieser Art von Systemen ist die Voraussetzung fiir das Verstandnis der
Dynamik in komplizierteren Geometrien. Hier konnte man an keilformige Geometrien
oder scharfe Spitzen denken. Einerseits sind iiber die Statik solcher Systeme schon einige
Dinge bekannt, andererseits kommt diese Art von System experimentellen Systemen schon
relativ nahe, vor allem in diinnen Schichten oder fiir Nanoobjecte.

Fiir den Fall der kritischen Dynamik konnten wir zwei exakt losbare Modelle zu den bereits
existierenden Losungen hinzufiigen: Das halbunendliche sphérische Modell und das Ising-
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modell fiir hohe Dimensionen. In beiden Fallen wurden Oberflachen-Alterungsexponenten,
Oberflachen-Skalenfunktionen und das Oberflichen Fluktuations-Dissipationsverhaltnis
wurden exakt berechnet. Die Ergebnisse pafiten in das allgemeine Skalenverhalten, das
in fritheren Arbeiten gefunden wurde und das stark dem gewohnlichen Skalenverhalten in
translationsinvarianten Systemen dhnelt. Auch bereits bekannte Skalenbeziehungen zwis-
chen den kritischen Exponenten wurden bestéatigt.

Wir betrachteten auch den Fall von Phasenordnungskinetik nahe einer Oberflache. Die
Losung des spharischen Modells ergibt, dal der Alterungsexponent by fiir Dirichletrandbe-
dingungen nicht verschwindet, im Gegensatz zu der Situation, die man im Volumen
vorfindet, wo der entsprechende Volumenexponent Null ist. Dieses Ergebnis erhielten
wir auch in einer modifizierten version des O(N) Modells. Um diesen Punkt zu kléren,
wurden auch noch andere Modelle betrachtet, zum Beispiel eine Verallgemeinerung eines
Ansatzes von Bray und Humayun. Zusétzlich wurden Simulationen im zweidimension-
alen Isingmodell durchgefiihrt. Die Ergebnisse zeigen klar, dal auch in halbunendlichen
Systemen b; = 0 gilt, was dafiir spricht, da} das Ergebnis im spharischen Modell und
im modifizierten O(N) Modell eher als unphysikalische Besonderheiten dieser simplen
Modelle betrachtet werden sollten.

Auf diese Weise konnte ein recht komplettes Bild tiber das Nichtgleichgewichtsverhalten an
Oberflachen von halbunendlichen Systemen erstellt werden. Das allgemeine Skalenverhal-
ten ist dem Skalenverhalten im Volumen sehr ahnlich, sowohl im Falle von kritischer Dy-
namik als auch fiir den Fall von Phasenordnungskinetik. Allerdings sind einige Alterung-
sexponenten und Skalenfunktionen verschieden von den entsprechenden Volumensyste-
men. Numerische Untersuchungen von Phasenordnungsphanomenen werden durch sehr
starke Effekte endlicher Zeit erschwert, die das eigentliche Skalenverhalten tiberlagern.



Chapter 7

Appendices

A On fractional derivatives

This appendix is taken from [2I]. We discuss the fractional derivative V¢, applied on

functions f : R? — C. To this end we use the Fourier representation of f € L'(R):

1) = [ e e . J) = [ ar e (A1)

with r = (r1,...,rq) and k = (ky,...,ks). We can then define V¢ as a pseudodifferential
operator.

Definition: The action of the operator V§ with a € R on the function 15 defined
as

VeI =it [ o ke (A.2)

where the righthand side of is to be understood in a distributional sense [92].

With this definition at hand let us first give a simple example. We consider the case when
V¢ is applied to the function f(r) = exp(ig - r) for a constant vector g € R¢. Using the
definition, we obtain

V&exp(ig-r) =i /Rd (Qd:;d\k\o‘ exp(ir - k:)/

R

) dsexp(—is - k) exp(iq - s) (A.3)

The inner integral gives (27)46(q — k). Therefore
Vyexp(ig - r) = i%q|" exp(iq - 7) (A4)

The exponential function is thus an eigenfunction of V. Similar statements are true for
sin(q - r) and cos(q - r):

Vi cos(q-r) =i%g|"cos(q-7), Vysin(q-r)=igq|"sin(q - r) (A.5)

These results suggest that V¢ might be viewed as a generalized Laplace operator to which
it reduces for a = 2, rather than a ‘true’ fractional derivative. The main calculational
rules are as follows:
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Lemma A1l: The linear operator VS has the following properties

i) vavﬂ vots (A.6)
ii.) Z PR =Vi=A, (A7)
iii.) [%ff, i = ad,, Vo2 (A.8)
iv.) [VY 7Y =2a(r-0,)Ve? +ala—2+d)Ve? (A.9)
v.) Vi f(ur) = |p[7VEf () (A.10)
vi) VL f(r) = [u/ " Vif(r) (A.11)

where A, is the Laplacian with respect to r. We also use the shorthand v -0, := Zle 70y,
and Oy, = % denotes the usual partial deriwative into the i-th direction.

Proof:
i.) Let f be a functlon R? — C Then according to the definition - g(r) =
VEf(r) =i’ - |k|P ek f and the Fourier transform of ¢ is given by
(
gk) = 1" K| (k) (A12)

Therefore, applying V¢ on g(r) we have
dk
Ve Vi) =i [ ) = ) (A13
Rd

ii.) follows trivially by applying the ordinary partial derivative to the Fourier represen-
tation (A.1)) of a function f.

iii.) We prove this first for the case when o ¢ Z. Let again f be a function R? — C.
Denote also g(r) := r;f(r). Then we find

Vinfr) = i* [ ikt

:io‘/ dk / dr'r! f (v')elr—T)k (A.14)
re (2m)7 a

At this point we use the following formula from [92] (p. 363, formula 4), which holds
for 3(a+d) ¢ —N.

/IR ke | = garipg LU D/2) (P(?_J;‘/g/f)myad (A.15)

and compute the left-hand side of ({A.8)

dk I
Verlfm) = [ arei=rf) [ SRk (a)

_ getdjond (F(é‘(ij—o%z)) /R A ) (o e —
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On the other hand, the right-hand side of (A.8) gives

dk o
a—2 _ a2 / / a—=2 i(r—r')-k
a0, Vo= f(r) =i"""a0,, (/Rd dr f(’r)/Rd (27r)d|k| e ) (A.17)

_ aia—Q a—i—d—Qﬂ_g F((d + o — 2)/2) v F(r)r — ¢! —a—d+2
-ai? 2 S ) o [

Recall that for an arbitrary x € R the formula

O e —7'|" = k(ry —r})|jr —7'|" 2 (A.18)

holds true. It follows that (A.16) is equal to (A.17))

It remains to do the cases when o € Z. As a matter of fact, it suffices to look at the
three cases a € {—1,0, 1}, as all the others follow then by induction with the help of
property . The case a = 0 is trivial and for the case & = 1 the above argument
goes through, as formula still holds. The case & = —1 can be obtained with
the help of property and the fact that we have already proven the claim for
a ¢ Z:

Vot = VY2 VY2 ]+ (VY2 VY2 = -0, V3. (A.19)

This completes the proof of property (A.8)).

iv.) Using iii.), a straightforwad evaluation of commutators gives the expression

(Ve r7] = 2ar;0, Ve + ala —2)02 Ve + aVe? (A.20)

from which expression (A.9)) follows immediately.

v.) We first write

Vi) = 2n) [

R

dk (il ] @ik /
d

dse *=f(s) (A.21)
R

Now one can transform this by rescaling the integration variables as k — k' = uk
and s — &' = p~'s. This yields

Vidur) = @0l [ dspus) [ ak(Rrete (a2

In the same way, one shows that the righthandside of (A.10]) equals this expression,
so that the equality is proven.

vi.) Follows from (A.10)) as
Vi (1) = Vo f(up) = lul ="V f (1™ p) = [u| V3 f(r) (A.23)
q.e.d.

Before we proceed, let us compare the definition of V¢ to other kinds of fractional deriva-
tives which are known from the literature. We will restrict to the case d = 1 for simplicity.
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e One of the most commonly used definitions is the Riemann-Liouville/Griinwald-

Letnikov/Marchaud fractional derivative (D¢, see [211} 200, [I74] for details. If e is
not a negative integer, Hadamard gave the following definition
Pletl) ca

o G A.24
o T Te—at1) (A.24)

The derivative of any function f(r) = )  for® is then found from the assumed
linearity of ¢D?. In particular, this reduces to the normal derivative d™/dr"™ when
« is a positive integer n

oDy f(r) = dr”f( r) for neN. (A.25)

On the other hand, the exponential function is no longer an eigenfunction of (D¢
for generic @ and one rather has the more complicated form [174]

oDy exp(r) =r “Ei1_4(r), with E, s(r Z
k=0

I'( T]k +6) (4.26)

The Riemann-Liouville fractional derivative has the drawback that the property
(A.6) does not hold true in general.

The Riemann-Liouville derivative can be extended in a distributional sense such
that the composition law holds true [92, [109], along with several other handy
formulae such as a generalised Leibniz rule [I09]. In consequence, the consideration
of sequential fractional derivatives as required for the Riemann-Liouville derivative
[174] is unnecessary. On the other hand, eq. remains true if o ¢ N for the
non-singular (non-distributional) part of this fractional derivative. This definition
of a fractional derivative was used for the ‘old” formulation of LSI.

The Weyl fractional derivative W [I74] does satisfy the composition law (A.6)). It
has the further nice property that the exponential function is an eigenfunction of
WX since

W exp(igr) = 1%¢™ exp(igr) (A.27)
but with respect to (A.4) there is no absolute value taken on ¢®. It follows directly
that [174]

1
W cos(qr) = ¢“ cos <q7‘ — 5%@) (A.28)
which is quite distinct from (A.5)).

In [237] the following definition was used
o = | —— (ik)"e™ A2
021 = [ gy (R)° €7k (A.29)

which corresponds to our definition (A.2)) but without the absolute values. It can be

shown that both properties (A.6)) and (A.25)) hold true and furthermore, egs. (A.27)

and (A.28) remain valid, up to some prefactor [237]. This shows the importance of
the absolute values in our definition (A.2)).
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This short review of some of the properties of several inequivalent fractional derivatives
taken from the literature shows that the fractional derivative given in is distinct to
all of them. Apparently the absolute values in our definition are essential for its
distinct properties.

As we have shown, the property holds for V. We have however partially sacrified
property , which only holds for even n for VI (in d = 1). This is of course also a
consquence of the absolute values used in the definition. The operator V¢ should there-
fore be viewed as a generalisation of the Laplace operator V2 = Zf’:l 92 rather than of
the simple partial derivative.

Interestingly, we have (at least in one dimension) a kind of Cauchy formula for this deriva-
tive. More precisely:

Lemma A2: Ford=1 and o # —1,-2,... and a holomorphic function f(z), we have
the following formula

vof(s) = Lt 7{ dw% (A.30)

271

where C', is a contour containing z.

Proof: We first write the function f(z) with the help of Cauchy’s theorem as f(z) =
ﬁ 3502 dwi®@  and apply then the definition of V¢. This yields

w—z"

1 1 612 ik (z-9)
« _ aeiklz A31
Ve = o dus) [ ay o [ ak ke (A31)
The inner integral can be found in [92], so that we obtain finally

VO f(z) = i*sin(ra/2)T(a+ 1) }{ dw f(w) /Rdy 1 1 (A.32)

2m w—y [z -yl

We denote the integral over y by J and write it as a sum of two integrals in order to get
rid of the absolute values

1 1
J = /dy
R W=y |z—ylot

2 1 1 00 1 1
— d d A.
/_ yw—y(z—y)"‘+1+/z Y=y y— 2ot (4.33)

[e.9]

now the two integrals can be rewritten by a few standard integral transforms into

u—a—l

J==2w-2z)""[ d A.34
=2 [t (A4

The principal value of this integral exists if « € (—2,0). The last step of the proof is to
compute this integral, which we do in the following Proposition:
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Proposition Al: If o € (=2,0) and § € R, one has

o u—o ! T 1
doy———rn=————p37°32 A.35
/0 u? + 3 2 Sil’l(Tka/Z)ﬁ ( )
This function is analytical in o and (3, therefore one can continue it analytically provided
one does not run over a singularity. In particular we can take the limit 3 — i.

Proof of the proposition: We consider the following expression

Z—a—l

C denotes the contour shown in figure , consisting of a small circle (radius r) and a
big circle (radius R) around the origin, which are connected by straight lines along the
positive real axis. We can then write J as

'\
X/

Figure A.1: Contour used for the integration in the proof of the proposition.

00 u—a—l 00 (U627ri>—o¢—1
J=J gy du———; du——— A.37
Rt +/0 uu2—|—ﬁ2+/0 U 25 B ( )

where Jg and J,. denote the contributions of the two arcs. Then it is straightforward to
show that the contribution of these two arcs vanishes for R — oo and r — 0 as

|Jr| < const x R™*7?, and |J,| < const x r™* (A.38)

Therefore, in the limit R — oo and » — 0, we get

e u—a—l —27i(a

On the other hand the residue theorem yields that

J o ﬂfafleiﬂ'ﬂ(fafl) 670471637ri/2(7a71)
= <m 25ei7r/2 + 26€3m/2

Therefore, from equating (A.39)) and (A.40)), we get the result of the lemma. q.e.d.

(A.40)
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B Generalised representations of the ageing algebras
for semi-linear Schrodinger equations

This appendix is taken from [I7]. We discuss the Schrodinger-invariance of semi-linear
Schrodinger equations of the form and especially with non-linearities of the form
. With respect to the well-known Schrodinger-invariance of the linear Schrodinger
equation, the main difference comes from the presence of a dimensionful coupling constant
g of the non-linear term.

It is enough to consider explicitly the one-dimensional case which simplifies the nota-
tion. In one spatial dimension, the Schrodinger algebra sch, is spanned by the following

generators
5Cb1 = <X*17X07X17Y—1/27Y1/2;MO> <B1)

while its subalgebra age; is spannned by
age; = <X07X17Y—1/27)/1/27M0> (B2)

These generators for ¢ = 0 are listed explicitly in eq. (4.117) and the non-vanishing
commutators can be written compactly

[Xo, Xor] = (n—n")Xppw
[Xm YM] = (n/2 - m)Y,Hm
Yy, Y4] = Mo (B.3)

where n,n' € {+1,0} and m € {3} (see [109] for generalizations to d > 1).

Following the procedure given in [222] 223], we now construct new representations of age,
and of sch; which takes into account a dimensionful coupling g with scaling dimension 3
as follows.

1. The generator of space-translations reads simply

Y. . =-0,. (B.4)

[ NI

2. The generator of scaling transformations is assumed to take the form

X

1 .
Xo=—t0y — =10, — yg0, — (B.5)
2 2
where ¥ is the scaling dimension of the coupling g.
3. For sch; we also keep the usual generator of time-translations
X_1 - —at. (BG)

4. The remaining generators we write in the most general form adding a possible g-
dependence through yet unknown functions L, Q, P.

My = —M—L(t,r g)0,
Y1 = _tar - Mr — Q(t7r7 g)ag (B7)

X1 = —tQat — tr@r — %7’2 —at — P(ta r, g>ag
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The representation given by eqs. (B.4B.5|[B.6|B.7) must satisfy the commutation relations
for age; or sch,. From these conditions the undetermined functions L, () and P are
derived. A straigthforward but slightly longish calculation along the lines of [222] shows
that for age;, one has

L=0, Q=0 , P=p(M)t" " m(t/g) (B.8)

Here, m(v) is an arbitrary differentiable function and po(M) a M-dependent constant.
We shall use the shorthand v = #¥/g in what follows.

In consequence, for age; only the generator X is modified with respect to the represen-
tation eq. and this is described in by the function m(v) and the constant py(M).
On the other hand, for sch, the additional condition (X, X 1] = 2X, leads to py =
2y, m(v) = vt

Hence, the new representations are still given by eq. with the only exception of
X, which reads

age, : Xy = —t20, — tro, — po(M)t"'m (tg/g) Oy —

2

Tt (B.9)

sch, Xy = —t20, — trd, — 2ytgd, —

We require in addition the invariance of linear Schrodinger equation (2M3; — 92)¢ = 0

with respect to this new representation. In terms of the Schrodinger operator S this
means

[, X] = AS ; where & :=2MX_; — Yflﬂ (B.10)
and X is one of the generators of age; eq. (B.2)) or of sch; eq. (B.1). Obviously, A = 0 if
X € (X_1, Y412, Mp) and A = —1if X = Xy. Finally, for X; we have from the definition
of the Schrédinger operator S

[3\7 X1:| = —4MyX, + (Y1/2Y71/2 + Y71/2Y1/2)
= —2t8 + M (1 — 2z — 4540, (B.11)

where in the second line the explicit forms eqs. (B.4|B.5|B.6B.7) were used. This also
holds for all those representations of age, for which there exists an operator X_; ¢ age,
such that [ X7, X ;] = 2X, and we shall restrict our attention to those in what follows.
On the other hand, the direct calculation of the same commutator with the explicit form

(B.9) gives for age,

{§, Xl} = 25+ M (1 — 22) — 2Mpo(M)E [(§ + 1)m(v) + Gom/(v))] 9, (B.12)
Besides A = —2¢, the consistency between these two implies for m(v) the equation
o
o <@+ Dm(v) + gvdrg—f;")) -2 (B.13)

with the general solution
(B.14)
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where my = mo(M) is an arbitrary constant. The larger algebra sch, is recovered from
this if we set py = 2y and my = 0. Hence the final form for the generator X in the special
class of representations of the algebra age,; defined above is

Mr?
2

Summarizing, this class of representations of age; we constructed is characterized by the
triplet (z, M, my), whereas for sch,, the same triplet is (z, M, 0).
Finally, to make X; a dynamical symmetry on the solutions ® = @,(t, r) of the Schrodinger

X, = 120, — tro, — 2ytgd, — mgng/@ag — —xt (B.15)

equation S ¢, = 0 we must impose the auxiliary condition (1 — 2z — 4yg09,)®, = 0 which
leads to ~
O, (t,r) = g2 EDp (¢, r) (B.16)

In particular, we see that if z = 1/2, we have a representation of age; without any further
auxiliary condition. R

We now look for those semi-linear Schrédinger equations of the form S® = F'(¢,r, g, &, &*)
for which the representations of age; or sch; as given by eqs. (B.4|B.5B.6|B.7) and with
Xy as in act as a dynamical symmetry. The non-linear potential F' is known
to satisfy certain differential equations which can be found using standard methods, see
[31],[222] eq. (2.8)]. In our case these equations read

X, : 8F=0 (B.17)
Y. o+ 9F=0 (B.18)
Y i [t0,F — Mr(@ — @06 — D] F =0 (B.20)
1
X, : {t&t 510+ 90, + 1~ 5 (900 + B0 — 1)} F=0 (B.21)
X, - [t26t + 110, + 2t(5g0, + 1) + mog" /70,
_/\/lr2

5 (00 — @ Dge — 1) = 21(Dy + "D — 1)} F=0 (B.22)

We first solve these for sch,. From the conditions eqgs. (B.17|B.18|B.19B.20B.21)) we
easily find

F=a @)/ f (;f (@cp*)?) (B.23)
where f is an arbitrary differentiable function. Two comments are in order:

1. For a dimensionless coupling g, that is ¥ = 0, we have © = 1/2. Then the scaling
function reduces to a g-dependent constant and we recover the standard form for
the non-linear potential F' as quoted ubiquitously in the mathematical literature,
see e.g. [8§].

2. Taking into account the generator X; from eq. as well does not change the
result. Hence in this case translation-, dilatation- and Galilei-invariance are indeed
sufficient for the special Schrédinger-invariance generated by X, see also [I11].
We point out that traditionnally an analogous assertion holds for conformal field-
theory, see e.g. [51], but counterexamples are known where in local theories scale-
and translation-invariance are not sufficient for conformal invariance [199] 206].
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Second, we now consider the representation of age; where X is given by (B.15). We have
the conditions eqs. (B.18B.19IB.20||B.21lB.22)). We write F' = ®F(w,t,g) with w = P*
and the remaining equations coming from X, and X; are

(t0, + Y90y — zud, + 1) F = 0

(tzat + mong/gag) F =0 (B.24)
with the final result
1/z gyl —1/7 myo e
F =0 (09" f | (dD*)Y |g~1/0 - = (B.25)
Y

and where f is the same scaling function as encountered before for sch;. Finally, the
result for the general representations of age; which depend on an arbitrary function m(v)
are not particularly inspiring and will not be detailed here. We observe

1. For my = 0, this result is identical to the one found for sch;.

2. Even for mg # 0, the form of the non-linear potential reduces in the long-time limit

t — oo to the one found in eq. (B.23]) for the larger algebra sch;.

We can summarize the main results of this appendix as follows.

Proposition. Consider the following generators

MO = _M 3 Yfl/Q = _87" 5 }/1/2 - _tar - MT s X_1 = —at
1 ~
Xo = —to — 57“& — Y90, — g (B.26)
- . Mr?
X, = —t%9, —tro, — 2ytgd, — mong/yag _ xt

where x, M, mqg are parameters. Define the Schrodinger operator S = 2MoX_1 — Y_21/2.
Then:

(i) the generators (Xoa,Yi1/2, Mo) form a representation of the Lie algebra age,. If fur-
thermore mo = 0, then (Xo 11, Yii9, My) is a representation of the Lie algebra sch,.

(i1) These representations are dynamical symmetries of the Schridinger equation SO = 0,
under the auziliary condition (1 — 2z — 4yg0,)® = 0.

(11i) For the Schridinger-algebra sch, and also in the asymptotic limit t — oo for the
ageing algebra age,, the semi-linear Schrodinger equation invariant under these represen-
tations has the form

ST = & (30*)/* f (g“ (qxp*)@> (B.27)
where f is an arbitrary differentiable function.

This general form includes our potential (4.155]) since the scaling dimension 7 is a remain-
ing free parameter in our considerations
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Abstract

Ageing phenomena and dynamical scaling behaviour have been observed in many out-
of-equilibrium systems, both in experiments, simulations and exactly solvable models.
However a general framework for the description of such systems is still missing. Based
on a Langevin equation, a first step in this direction is the theory of local scale-invariance
(LSI), proposed some time ago, which attempts to identify generalised forms of spatio-
temporal dynamical scaling. For systems with a dynamical exponent z = 2, it has already
been known how to treat stochastic partial differential equations and the consequences
for response and correlation functions have been verified in many explicit models.

In this thesis a reformulation and extension of LSI for systems with z # 2 is presented.
Starting from the known axioms of LSI, our approach involves a reformulation on how
to construct the mass terms in the generators of LSI. As a consequence, generalised
Bargmann superselection rules can be derived for the first time. This permits the first
discussion of extended dynamical symmetries of Langevin equations with z # 2 and we
can establish a formalism for the calculation of non-equilibrium correlation -and response
functions. The results are tested and confirmed in several new model calculations, both
analytical and numerical. This includes as a new application of LSI the investigation of
surface-growth models.

Secondly, the ageing behaviour in reaction-diffusion systems is investigated. Although
the main features of ageing as seen previously in magnets are still valid, important dif-
ferences in exponent relations are found which imply modifications of the definition of
fluctuation-dissipation ratios. Explicitly, the contact process (directed percolation uni-
versality class) is studied through field-theoretical methods and two bosonic models are
solved exactly. For the latter, we show how to extend LSI with z = 2 to nonlinear models.

Thirdly, the ageing behaviour in semi-infinite magnetic systems close to the surface is
considered. The analytical and simulational results provide a fairly complete picture about
this type of system. The general scaling picture known from infinite systems remains valid,
but some ageing exponents and scaling functions differ from the bulk quantities.

keywords: systems far from equilibrium, field theory, conformal invariance, local scale-
invariance, reaction-diffusion systems, semi-infinite systems



Zusammenfassung

Alterungsphédnomene und dynamisches Skalenverhalten wurden in vielen Nichtgleich-
gewichtssystemen beobachtet, sowohl in Experimenten als auch in Simulationen und ex-
akt losbaren Modellen. Allerdings gibt es bis jetzt keine allgemeine Theorie, in deren
Rahmen solche System beschrieben werden konnen. Als erster Schritt zu einer solchen
Theorie wurde, basierend auf einem Zugang iiber Langevin-Gleichungen, vor einiger Zeit
die Theorie lokaler Skaleninvarianzen (LSI) vorgeschlagen, welche versucht, allgemeine
Raumzeit-Skalenformen zu identifizieren. Fiir Systeme mit einem dynamischen Exponen-
ten z = 2 ist bereits bekannt, wie partielle stochastische Differentialgleichungen behandelt
werden konnen, und die Konsequenzen fiir Antwort- und Korrelationsfunktionen wurden
in vielen expliziten Modellen verifiziert.

In dieser Dissertation wird eine Neuformulierung und Erweiterung von LSI fiir Systeme
mit z # 2 prasentiert. Beginnend mit den bekannten LSI-Axiomen schlagen wir eine
Reformulierung der Konstruktion der Massenterme vor. Als eine Konsequenz kénnen
zum ersten Mal verallgemeinerte Bargmannsche Uberauswahlregeln abgeleitet werden.
Dies wiederum erlaubt erstmalig die Diskussion von erweiterten dynamischen Symme-
trieen von Langevin-Gleichungen mit z # 2 und wir entwickeln einen Formalismus fiir
die Berechnung von Nichtgleichgewichts Korrelations -und Antwortfunktionen fern des
Gleichgewichts. Die Ergebnisse werden in mehreren neuen Modelrechnungen gepriift und
bestatigt, sowohl analytisch als auch numerisch. Dazu gehort auch, als eine neue Anwen-
dung von LSI, eine Untersuchung von Oberflachenwachstums-Modellen.

Zweitens wird das Alterungsverhalten von Reaktions-Diffusionssystemen untersucht. Ob-
wohl die grundlegenden Alterungseigenschaften, wie sie in den vorher untersuchten mag-
netischen Systemen auftreten, erhalten bleiben, so treten doch wichtige Unterschiede bei
Exponentenbeziehungen auf, welche Auswirkungen auf die Definition eines Fluktuations-
Dissipationsverhéltnisses haben.  Explizit wird der Paarkontaktprozess (gerichtete
Perkolations-Universalitdtsklasse) mit feldtheoretischen Methoden untersucht, und zwei
bosonische Modelle werden exakt gelost. Fiir letztere zeigen wir, wie LSI mit z = 2 auf
nichtlineare Modelle erweitert werden kann.

Drittens wird das Alterungsverhalten von halbunendlichen magnetischen Systemen nahe
der Oberflache untersucht. Die Ergebnisse aus analytischen Rechnungen und Simulationen
ergeben ein ziemlich vollstdndiges Bild iiber Systeme dieses Typs. Das grundlegende
Skalenverhalten, das von unendlichen Systemen bekannt ist, bleibt erhalten, aber einige
Alterungsexponenten und Skalenfunktionen unterscheiden sich von den entsprechenden
Volumengrofien.

Stichworte: Systeme fern des Gleichgewichts, Feldtheorie, konforme Invarianz, lokale Skalen-
invarianz, Reaktions-Diffusions-Systeme, halbunendliche Systeme



Résumé

Les phénomenes de vieillissement et comportement d’échelle dynamique ont été observés
dans le passé dans beaucoup de systemes hors-équilibre : dans des expériences, des simula-
tions numériques et dans des modeles exactement solubles. Toutefois il n’y a pas de théorie
générale pour la description de ce type de systeme. Un premier pas a été réalisé avec la
théorie d’invariance d’échelle locale (LSI) basée sur une équation de Langevin. Elle a été
proposée il y a un certain temps et elle tente d’indentifier une forme généralisée du com-
portement d’échelle dynamique spatio-temporelle. Pour des systemes avec un exposant
critique z = 2, il était déja connu comment traiter des équations partielles stochastiques.
Les conséquences pour la fonction de réponse et de corrélation ont été verifiées explicite-
ment dans beaucoup de modeles.

Dans cette these nous proposons une reformulation et un élargissement de la LSI aux
systemes avec z # 2. Comme point de départ on choisit les axiomes connus de la LSI,
mais on reformule la construction des termes de masse. On en déduit pour la premiere fois
des regles de Bargmann généralisées. Cela permet pour la premiere fois une discussion
des symétries dynamiques élargies d’une équation de Langevin avec z # 2. Puis on établit
un formalisme pour le calcul des fonctions de corrélations et de réponse hors équilibre.
Les résultats sont testés et confirmés dans plusieurs nouveaux calculs dans des modeles
concrets tant numériquement qu’analytiquement. Cela permet une nouvelle application
de la LSI : I'investigation des modeles de croissance de surfaces.

En vue des applications nous étudions le comportement de vieillissement dans des systemes
de réaction-diffusion. Bien que les propriétés principales observées dans les systemes
magnétiques soient toujours valides, des différences importantes dans certaines relations
des exposants apparaissent. Elles impliquent un changement dans la définition du rapport
fluctuation-dissipation. Nous étudions explicitement le processus de contact (classe d uni-
versalité de la percolation dirigée) par des méthodes du groupe de renormalisation dy-
namique. Puis deux modeles bosoniques sont réesolus exactement. Nous montrons pour
ces derniers comment élargir la LSI pour z = 2 afin d’inclure des modeles non-linéaires.

Finalement, nous considérons le comportement de vieilissiment proche d’une surface dans
un systeme magnétique . Les résultats analytiques et numériques fournissent une image
presque complete de ce type de systeme. Les formes d’échelle qu’on trouve dans le volume
restent valides, mais certains exposants et fonctions d’échelle sont différents des quantités
de volume correspondantes.

Mots clés: systemes hors équilibre, théorie de champs, invariance conforme, invariance
d’échelle locale, systemes de reaction-diffusion, systemes semi-infinis
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