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## Introduction

Suppose Mr. Athos wishes to write a private message to Mrs. Bonacieux while keeping its contents secret from his Eminence of Richelieu, to whom the courier is most certainly beholden; he could put the message in a safe box whose combination is only known to himself and to Bonacieux, and that would be very costly to break.

Rather than physical devices, cryptography rests on computational power to ensure data security and integrity. Athos and Bonacieux are each given a black box: Athos' is parametrized by a key and transforms messages into unintelligible data called ciphertexts; with the corresponding key, Bonacieux's reverses this operation. Ciphertexts can then be transmitted openly over any medium. Chapter I gives a brief overview of such techniques, with an emphasis on schemes allowing Athos' key to be public: they are only a few decades old and make extensive use of mathematical structures.

Abelian varieties are objects upon which such schemes can be built very efficiently and securely; they are formally introduced in Chapter II, which concisely presents certain of their theoretical aspects, focusing on computations over finite fields. Subsequent chapters, where the original contributions of this thesis are located, are concerned with algorithmic properties related to the endomorphism ring structure of abelian varieties; most of the theoretical background on this topic forms what is known as complex multiplication theory, which Chapter III covers.

An important application of endomorphism rings is the construction of abelian varieties with desirable properties. For instance, many featureful cryptographic schemes have recently been enabled by pairings; to make these schemes practical, abelian varieties endowed with efficient pairings must be generated. Chapter iv discusses this subject, including the work of B. and SATOH (2008) and related results.

The second half of this thesis addresses the problem of computing the endomorphism ring of a prescribed abelian variety, which can be seen as the inverse problem to variety generation. Chapter v recalls prior state-of-the-art methods, all of which have an exponential runtime in the size of the input. It also describes the general structure of isogeny graphs, which is later extensively relied on.

Our subexponential algorithms for computing endomorphism rings of ordinary abelian varieties are first described in Chapter vi in an idealized setting. They exploit complex multiplication theory in its relevance to the structure of isogeny graphs. When specialized to the case of dimension-one abelian varieties, this directly yields highly effective methods which are essentially equivalent to that of B. and SUTHERLAND (2009). Their complexity is rigorously analyzed in Chapter viI, as was done in B. (201I); this chapter ends with a discussion of the results of B. and SUTHERLAND (201I) in this context, from a different perspective than the original article.

Chapter Viir finally explains how our methods can be adapted to be effective in higher dimension, and reports on the implementation of B., COSSET, and Robert (2010) enabling the evaluation of general maps between abelian varieties (so-called isogenies), which is an important building block of our algorithms. We conclude by applying our technique to the computation of several illustrative and record examples.
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# Abelian Varieties in Cryptography 

## ONE

## Panorama of Cryptography

Historically, cryptography has prevalently been employed for secrecy, although over time it has come to provide other features, such as integrity protection and authentication. This chapter concisely presents standard techniques achieving such classical primitives; it serves as both a motivation and practical framework for computational number theory.

## I.I Symmetric Primitives

Early cryptography necessitated a secret, called the key, to be shared between the parties involved. Primitives of that lineage are said to be symmetric; they are in widespread use and development today, mostly due to their flexible and fast implementations.

## Ciphers

Denote by $\mathbb{S}=\{0,1\}^{(\mathbb{N})}$ the set of all strings, that is, finite sequences of bits.
Definition I.I.I. Symmetric encryption schemes consist of two families E and D of functions, not necessarily everywhere defined, from $\mathbb{S}$ to $\mathbb{S}$ such that $\mathrm{D}_{k} \circ \mathrm{E}_{k}=\mathrm{Id}_{\mathrm{dom}\left(\mathrm{E}_{k}\right)}$ for all strings $k$.

Intuitively, E and D are the black boxes to provide Athos and Bonacieux: the cipher E is parametrized by a key $k$, takes plaintexts $m$ as input, and returns ciphertexts $\mathrm{E}_{k}(m)$, while the decipher D does the converse. His Eminence should be unable to gain any insight on the message $m$ from the sole knowledge of the ciphertext $\mathrm{E}_{k}(m)$; in the strictest sense, this is formalized as perfect secrecy, which requires that, for all finite sets of strings $M$ and $M^{\prime}$,

$$
\operatorname{Prob}_{k, m}\left[m \in \mathrm{M} \mid \mathrm{E}_{k}(m) \in \mathrm{M}^{\prime}\right]=\operatorname{Prob}_{m}[m \in \mathrm{M}] .
$$

Early ciphers, going back to several centuries BC, simply swapped or shifted bytes of the plaintext in a regular fashion derived from the key; for instance, splitting strings as sequences of bytes that encode letters $\mathrm{A}-\mathrm{Z}$ as integers 0-25, the cipher

$$
\mathrm{E}_{k}:\left(m_{i}\right) \longmapsto\left(m_{i}+k \bmod 26\right)
$$

is still in limited use today with $k=13$. Similar schemes not obviously as weak have also been designed using larger keys; virtually all have since been broken by the development of frequency analysis.

ShanNON (1949) established the existence and essential uniqueness of a cryptosystem achieving perfect secrecy: the one-time pad - it requires a key to be drawn independently and uniformly at random from $\{0,1\}^{n}$ for each $n$-bit plaintext, and returns as ciphertext the bit-by-bit xor of the plaintext and the key. Its practical use is only limited by the ability to carry suitcases full of pads around, prior to doing any encryption.

To mimic its behavior while overcoming the need for lengthy keys transmission, stream ciphers (also known as pseudorandom number generators), on input a small key called the seed, deterministically generate pads to be xored with the plaintext; as before, measurable statistical deviations of such pads from random strings should be avoided. Nowadays, block ciphers, which encrypt fixed-length blocks of bits, are the most widely used, and particularly that of DAEMEN and RIJMEN (1999) later standardized as the AES. Procedures for encrypting sequences of blocks, known as modes of operations, prevent additional information leakage when handling messages of arbitrary length.

## Concrete Security

The above overview calls for a more down-to-earth discussion of security aspects: the result of SHANNON (1949) concerns whether the key can theoretically be recovered from a certain amount of ciphertext, not how resource-demanding that process is.

One of the cheapest ways of effectively compromising the key is to peek at Athos' notebook, or simply to ask him about it over a nice glass of wine; such side-channel attacks will not be discussed here, as we focus on cryptosystems themselves, not their implementations.

Definition I.I.2. A cipher E is computationally secure if, for most keys $k$, it is computationally infeasible to derive plaintexts $m$ from ciphertexts $\mathrm{E}_{k}(m)$.
"Computationally infeasible" means that, with today's state-of-the-art machines, this computation would take more time than is available, say, billions of years.

Other conditions might be desirable as well; for instance, that the output of $\mathrm{E}_{k}$ cannot feasibly be told apart from that of a random function. However, as our interest will shift to the mathematical building blocks of cryptosystems, this distinction will bear little relevance.

Most cryptosystems do not achieve perfect secrecy, and are thus susceptible to brute-force attacks, which decrypt given ciphertexts by trying all possible keys in turn. For "ideal ciphers," this is the best attack, and for "ideal keys," which have no special property that reduces the search range, it takes $2^{n} / 2$ runs on average to find an $n$-bit key.

With today's technology, the total number of elementary arithmetic operations realistically achievable can be bounded from above by $2^{128}$; keys bearing (at least) 128 bits of entropy are thus recommended. Naturally, this should be tempered by several factors:

- the gravity of the encrypted information;
- the desired lifetime of the cryptosystem;
- the available processing power.

For instance, a news agency broadcasting encrypted live reports to its paying subscribers with different keys each day might only need to withstand limited-resources attacks for 24 hours.

Summing up the above, assessing the security of a cryptosystem calls for a deep understanding of the ways and costs to attack it. Moore (1965) predicted an exponential growth in available computing power which has been verified for the past four decades; as a consequence, the costs should be considered for increasing key-sizes.

Rather than relying on a rigorous computing model such as the multi-tape universal machines of TURING (1937), we will simply analyze algorithms by looking at both their actual runtime on practical computations, and their long-term behavior embodied in asymptotic bit-complexity estimates. In particular, we disregard quantum-computing models.

To emphasize the need for an asymptotic analysis, denote by $c_{\mathrm{E}}(n)$ the operation count of the best method for attacking a cipher E with $n$-bit keys: if $c_{\mathrm{E}}$ grows subexponentially, key-sizes are required to increase more than linearly in time to provide a constant level of security, which may eventually prove to be quite cumbersome.

## Hash Functions

One-way functions formalize the behavior which is expected of ciphers parametrized by unknown keys; they have countless applications, far beyond cryptography, such as hash tables. Like ciphers, they can be defined in a complexity-theoretic way, as functions that can be evaluated by polynomial-time algorithms, but for which no polynomial-time algorithm can successfully find preimages on more than an exponentially small fraction of the image.

Since the existence of such functions implies $\mathrm{P} \neq \mathrm{NP}$, we look for a more practical stance.
Definition I.I.3. A function $h: \mathbb{S} \rightarrow \mathbb{S}$ is one-way if it is computationally infeasible to find preimages of most of its image. It is also a hash function if its image is contained in $\{0,1\}^{n}$ for some $n$ and it is computationally infeasible to find two strings $x \neq x^{\prime}$ verifying $h(x)=h\left(x^{\prime}\right)$.

Again, additional conditions might be required for specific applications. The random oracle is a convenient ideal encompassing most expectations: it is nothing but the Cartesian power by $\mathbb{S}$ of the uniform distribution on $n$-bit strings, or, more pragmatically, a "map" whose images are drawn uniformly at random from $\{0,1\}^{n}$.

Since there typically are at least a few functions (such as constant ones) that are unsuitable, designs using hash functions $h$ are often analyzed by assuming that $h$ has the uniform distribution, and proving that the desired properties hold with overwhelming probability.

Traditionally, hash functions are crafted as a mix of logic gates, but some have also been built on top of mathematical structures, which allows to analyze their behavior much more rigorously. For instance, the construction of Charles, LaUTER, and Goren (2009) involves isogeny graphs of supersingular elliptic curves, a structure that we will investigate later (for completely independent reasons).

## Provable Security

Confidently evaluating the complexity $c_{\mathrm{E}}$ of the best attack on a cryptosystem E is a difficult task. Provable cryptography aims at designing cryptosystems on which successful attacks can be reduced into disproofs of certain ideal properties of the underlying blocks. However, since many traditional blocks feature components specifically designed to obscure their behavior, assessing the veracity of these ideal properties is not always possible.

Alternatively, the machinery of mathematics provides well-studied building blocks, bundled with tools adapted to rigorous analyses, although this often comes at the expense of slower implementations.

As a prominent example, let us give a result of SHOUP (I997) regarding the discrete logarithm problem, which is that of inverting the function $\exp _{g}: n \in \mathbb{Z} \mapsto g^{n} \in \mathrm{G}$, where $g$ is a fixed element of a group $G$.

Theorem I.1.4. In prime-order groups G, no generic algorithm can solve random instances of the discrete logarithm problem in time o $(\sqrt{\# \mathrm{G}})$.

Later, we will rigorously define generic algorithms and explain how they can invert discrete logarithms in time $\mathrm{O}(\sqrt{\# \mathrm{G}})$; in essence, this theorem states that no attacker using the group as a black box (thus unable to exploit any "special" property) can do better than that.

Assuming that a cryptosystem E builds upon the discrete logarithm problem on a group where generic attacks are the best available, we can often, after some calibration, estimate the value of $c_{\mathrm{E}}$ at finite parameters by its asymptotic behavior: if a key $k$ has about the same size as the group $G$ that $E_{k}$ uses, then it must be roughly 256-bit long in order to provide an expected 128 bits of symmetric security.

Researches have built cryptographic blocks upon mathematical objects of various kinds: Diffie and Hellman (1976) used discrete logarithms, Merkle and Hellman (1978) relied on knapsacks, RIVEST, Shamir, and AdLEmAN (1978) suggested using integer factorization, McEliece (1978) made the case for error-correcting codes, Matsumoto and IMAI (1988) employed certain multivariate polynomials, ZÉMOR (1994) exploited Cayley graphs, AjTAI (I 996) proposed using lattices, etc.

This thesis is concerned with some of the underlying mathematical aspects of discrete-logarithm-based systems. The groups G with which they are concerned will be presented in the next chapter - for now, let us keep motivating their introduction.

## I. 2 Asymmetric Primitives

Although ciphers can be implemented efficiently, the need for a shared key to be secretly transmitted prior to any two-party communication is inconvenient. Most often today, a shared key is first established using asymmetric techniques (which overcome this problem) over the insecure channel, and then used to encrypt the data via a stream or block cipher.

## Public-Key Paradigm

Diffie and Hellman (1976) introduced the key exchange below, which solves precisely this problem: making two individuals agree, over an open channel, on a shared secret key (to be subsequently used for encryption); it proceeds as follows:
I. Athos chooses an element $g$ of some group $G$ and sends it to Bonacieux.
2. Athos picks an integer $a$ and sends $g^{a}$ to Bonacieux.
3. Bonacieux picks an integer $b$ and sends $g^{b}$ to Athos.
4. Athos and Bonacieux compute the shared secret $g^{a b}$ as $\left(g^{a}\right)^{b}$ and $\left(g^{b}\right)^{a}$ respectively.

When a passive observer breaks this scheme, they have solved the following.
Definition I.2.I. The Diffie-Hellman problem is that of computing $g^{a b}$ from $g$, $g^{a}$, and $g^{b}$.
It is obviously no harder than the discrete logarithm problem, and is believed to neither be weaker. This key-exchange is hence considered secure in well-chosen groups of order $2^{256}$.

The problem of authentication remains, since Milady de Winter could bribe the courier so as to intercept and forge messages: she would pick her own integer $c$ and impersonate Bonacieux to Athos (with secret $g^{a c}$ ) and Athos to Bonacieux (with secret $g^{b c}$ ), thus spying on (and actively interfering with) the whole communication.

Definition 1.2.2. Asymmetric encryption schemes consist of two families E and D offunctions, not necessarily everywhere defined, from $\mathbb{S}$ to $\mathbb{S}$ and a one-way function w such that $\mathrm{D}_{k} \circ \mathrm{E}_{w(k)}=$ $\mathrm{Id}_{\mathrm{dom} \mathrm{E}_{w(k)}}$ for all strings $k$. It is a signing scheme provided $\mathrm{E}_{w(k)} \circ \mathrm{D}_{k}=\mathrm{Id}_{\mathrm{dom}_{k}}$ also holds.

The map $w$ is the key-generation function: it takes a private key $k$ as input and returns the corresponding public key $w(k)$, to be publicly distributed along with E , making anybody able to encrypt messages that only the holder of $k$ can decrypt. Conversely, if the key holder of a signing scheme broadcasts $\mathrm{D}_{k}(m)$ for some message $m$, everyone can evaluate $\mathrm{E}_{w(k)}\left(\mathrm{D}_{k}(m)\right)$ and be assured that the signature $\mathrm{D}_{k}(m)$ originates from the holder of $k$.

In practice, signing schemes are designed independently from encryption schemes; however, for our brief presentation, this naïve framework encompassing both will suffice.

Asymmetric schemes rarely deal with large amounts of data: for encryption, ciphers are used and only their keys are encrypted asymmetrically; for authentication, it suffices to sign a hash of the message. Without loss of generality, we will therefore now describe primitives dealing with subsets of $\mathbb{S}$ whose coding as bits will be understood.

## Early Constructions

Definition 1.2.3. In a group G noted multiplicatively, the short product problem is that of finding a subsequence of a given sequence $\mathrm{S} \in \mathrm{G}^{(\mathbb{N})}$ whose product is a prescribed element $z$.

Products of subsequences of $S$ are called short products; in addition, when S has no repeated elements, this problem is known as the subset sum problem in additive groups and as the knapsack problem for $\mathrm{G}=\mathbb{Z}$.

Some of its instances are equivalent to discrete logarithm problems: if $S^{\prime}$ is a subsequence of $S=\left(g^{2^{0}}, g^{2^{1}}, \ldots, g^{2^{[\log 2} z^{* G]}}\right)$ with product $z$, then $z=g^{n}$ where the $i^{\text {th }}$ bit of $n$ is one if $g^{2^{i}} \in S^{\prime}$ and zero otherwise. From a cryptographic standpoint, this means that the map

$$
\mathrm{E}_{\mathrm{S}}:\left(x_{i}\right) \in\{0,1\}^{\left[\log _{2} \# \mathrm{G}\right\rfloor} \mapsto \prod_{i=1}^{\left\lfloor\log _{2} \# \mathrm{G}\right\rfloor} s_{i}^{x_{i}} \in \mathrm{G}
$$

is a tentative one-way function for certain groups $G$ and sequences $S$ of length about $\log _{2} \# G$.
Merkle and Hellman (1978) proposed an asymmetric scheme which scrambles easy knapsacks (the private keys) into seemingly harder ones (the public keys): let $\left(s_{i}\right) \in \mathbb{N}^{n}$ be a sequence such that $\sum_{i<j} s_{i}<s_{j}$ for $j \in\{1, \ldots, n\}$, put $v=\sum s_{i}$, and define $S$ as the projection of $\left(s_{i}\right)$ to $\mathbb{Z} / v$; the map $\mathrm{E}_{S}$ can then be inverted in polynomial time by a greedy algorithm. Now, choose an integer $u$ coprime to $v$, and publish the sequence $\mathrm{T}=\left(t_{i}\right)=\left(u s_{i} \bmod v\right)$. In the formalism above, we have $k=(\mathrm{S}, u, v)$ as the private key, $w: k \mapsto \mathrm{~T}$ as the key-generation
map, and $\mathrm{E}_{w(k)}:\left(m_{i}\right) \in\{0,1\}^{n} \mapsto \sum m_{i} \cdot t_{i}$ as the encryption function; the greedy algorithm decrypts a ciphertext $m^{\prime}$ by finding a subsequence of $S$ with sum $u^{-1} m^{\prime} \bmod v$. SHAMIR (1982) later broke this scheme due to the simplicity of its scrambling process.

Merkle (1979) constructed a much more conservative signature scheme, built entirely from a hash function $b$, and certified its security assuming that of $h$. This was achieved by developing an original idea of LAMPORT (1979): if one selects private strings $x$ and $y$ and publishes their images $h(x)$ and $h(y)$ by a hash function, he may later sign a bit of data by releasing either $x$ (if the bit is zero) or $y$ (if it is one).

## Modern Constructions

The RSA cryptosystem of Rivest, Shamir, and Adleman (1978) rests on the problem of integer factoring, although subexponential factoring algorithms were already known at the time. Nevertheless, it has become widely used despite the large keys and a fortiori computing resources required by reasonable levels of security.

Let $n=p q$ be a product of two primes, and pick an integer $r$ coprime to $(p-1)(q-1)$; this ensures that the map $m \mapsto m^{r}$ is an automorphism of $(\mathbb{Z} / n)^{\times}$. Let the private key be $(p, q, r)$, and publish $(n, r)$ as the public key and $\mathrm{E}_{(n, r)}: m \mapsto m^{r} \bmod n$ as the encryption function; decrypting then consists in applying the inverse automorphism $\mathrm{D}: m \mapsto m^{s}$ where $s$ can be computed from $p$ and $q$ (and conversely) since $s=r^{-1} \bmod (p-1)(q-1)$.

The key-length of an RSA cryptosystem is the bit-size of $n$. The following table shows, at various levels of security, the key-lengths recommended by ECRYPT II (20IO) for RSA, ElGamal (see below), and equivalently secure symmetric schemes in the best case, that is, assuming well-chosen parameters. The superlinear growth of RSA keys is due to the aforementioned subexponential factoring techniques.

| SYMMETRIC | RSA | ElGamal |
| :---: | :---: | :---: |
| 80 | 1248 | 160 |
| 128 | 3248 | 256 |
| 256 | 15424 | 512 |

ElGamal (1985) designed a cryptosystem based on the Diffie-Hellman problem: let $g$ be a generator of some group G, and pick an integer $x$. The public key is $(g, h)$ where $h=$ $g^{x}$, and $x$ is the secret key. The ciphertext of a message $m$ (encoded as an element of G) is $\left(g^{y}, m \cdot b^{y}\right)$ where $y$ is a random integer; to decrypt it, simply put $g^{y}$ to the power $x$ and divide it out from $m \cdot h^{y}$.

Compared to many other cryptosystems, the ElGamal scheme stands out for its elegance and flexibility: since the group $G$ it uses is not restricted to a certain class (such as RSA which
uses $\left.\mathrm{G}=(\mathbb{Z} / n)^{\times}\right)$, it has more latitude to find one that has both an effective group law, and in which no attack is faster than generic ones.

## Advanced Primitives

Beyond encrypting and signing, many advanced and/or exotic cryptographic schemes exist, most of which are enabled by the computability of certain mathematical objects.

Zero-knowledge proofs are protocols where Athos is to convince Bonacieux that he knows some secret without revealing anything about it. For instance, the secret could be a (dedicated) private key; to be convinced of his knowledge of the private key, Bonacieux could send Athos a random message encrypted with the associate public key and challenge him to reveal the plaintext - she would learn nothing regarding the private key but that Athos knows it. Many other constructions exist, notably that of Goldreich, Micali, and Wigderson (1986) which demonstrated the power of a graph-based approach.

Homomorphic encryption aims at performing operations on plaintexts seamlessly via ciphertexts. For instance, in the ElGamal scheme, the term-by-term product of ciphertexts for $m$ and $m^{\prime}$ is a valid ciphertext for $m m^{\prime}$ since

$$
\left(g^{y}, m b^{y}\right) \cdot\left(g^{y^{\prime}}, m^{\prime} b^{y^{\prime}}\right)=\left(g^{y+y^{\prime}}, m m^{\prime} b^{\nu+y^{\prime}}\right) .
$$

Fully homomorphic systems feature two such algebraic operations; they are far more powerful as they enable the encrypted evaluation of any circuit. GENTRY (2009) described such a scheme using lattices but its practicality is still a topic of active research.

The past decade also saw a plethora of novel cryptographic schemes exploiting the richness of pairings, that is, non-degenerate bilinear maps $\Psi: \mathrm{G}_{1} \times \mathrm{G}_{2} \rightarrow \mathrm{H}$ where the groups $\mathrm{G}_{i}$ are noted additively, and H is noted multiplicatively. The first was a one-round tripartite Diffie-Hellman key-exchange: assume Athos, Bonacieux, and Chevreuse are to derive a shared secret key over an insecure channel; the protocol of JOUX (2000) goes as follows:

1. Athos chooses and broadcasts a pairing $\Psi$ and a pair $(x, y) \in \mathrm{G}_{1} \times \mathrm{G}_{2}$.
2. Athos picks an integer $a$ and broadcasts $a x$ and $a y$.
3. Bonacieux picks an integer $b$ and broadcasts $b x$ and $b y$.
4. Chevreuse picks an integer $c$ and broadcasts $c x$ and $c y$.
5. Everybody computes $\Psi(a x, b y)^{c}=\Psi(b x, c y)^{a}=\Psi(c x, a y)^{b}$.

## I. 3 Generic Methods

The security of a cryptographic scheme based on a group does not depend on its isomorphism type alone, since an explicit isomorphism might be very costly to compute; it depends on how the group problem is encoded by the function E. For instance, discrete logarithm problems are much easier to solve in $\mathbb{Z} /(p-1)$ than in $(\mathbb{Z} / p)^{\times}$although their underlying groups are isomorphic.

This section considers algorithms which apply to any group $G$ regardless of its coding; later, we will come back to which specific codings make which problems easier.

## Generic Algorithms

The framework of generic algorithms abstracts group problems (such as the discrete logarithm problem) from specific codings which might render it "artificially" easier. Beware that our definition is not strictly-speaking the most classical one, as we assume that elements are uniquely identified and can be drawn uniformly at random.

Definition I.3.1. A coding of a group G is an injective map $\gamma: \mathrm{G} \rightarrow \mathbb{S}$.
$A$ generic group is a black-box interface to a group G which can output $\gamma(z)$ for a random $z$ and evaluate $(x, y) \mapsto \gamma\left(\gamma^{-1}(x) \cdot \gamma^{-1}(y)\right)$ and $x \mapsto \gamma\left(1 / \gamma^{-1}(x)\right)$, where the coding $\gamma$ is unknown.
$A$ generic algorithm takes as input a sequence of encoded group elements $\gamma\left(x_{i}\right)$ and is allowed calls to the black box; its complexity is measured by the number of such calls.

Intuitively, a generic group is a group with shuffled elements, so that nothing is left to exploit in their representation: generic algorithms can only compute the group law.

We will see that many hard problems can be solved by generic algorithms in time $\mathrm{O}(\sqrt{\# \mathrm{G}})$ but not less. However, determining the order of an element (a special case of discrete logarithm) and, as a consequence, computing the group structure of abelian groups were recently proved by Sutherland (2007) to require far fewer operations. Nevertheless, for the specific problems we are concerned with, namely the discrete logarithm problem and the short product problem, the generic algorithms described below are believed to be the best known to date.

## Reduction to Prime Groups

The method of Pohlig and Hellman (1978) was originally directed at computing discrete logarithms in $(\mathbb{Z} / p)^{\times}$but, more generally, it reduces many problems on abelian groups $G$ into smaller prime groups. It combines two ingredients, the first of which is the following consequence of the Chinese remainder theorem.

Theorem 1.3.2. Let G be an abelian group of order $n=\prod p^{\alpha_{p}}$ for some primes $p$ and positive integers $\alpha_{p}$. The map

$$
x \in \mathrm{G} \longmapsto\left(x^{n / p^{x p}}\right)_{p} \in \prod_{p \mid n} \mathrm{G}\left[p^{\infty}\right]
$$

is an isomorphism where the $p$-Sylow subgroup $\mathrm{G}\left[p^{\infty}\right]$ denotes the subgroup of all elements whose order is a power of $p$. Its inverse is effectively given by the Chinese remainder theorem.

Once the order of G is factored, this reduces any instance of a problem compatible with the group law to several instances, one in each group $\mathrm{G}\left[p^{\infty}\right]$ of prime-power order.

To get down to prime-order groups, the second ingredient is a lifting approach: assuming that G has order $p^{\alpha}$, a subgroup series $\mathrm{G}=\mathrm{G}_{0} \rightarrow \mathrm{G}_{1} \rightarrow \cdots \rightarrow \mathrm{G}_{\alpha}=\{1\}$ where each arrow has index $p$ is used to reduce problems into the quotient groups $\mathrm{G}_{i} / \mathrm{G}_{i-1}$. This technique applies to many problems, such as computing square roots modulo $n$ as Tonelli (i89I) showed, but its specifics depend on the particular problem considered.

For instance, suppose that $g \in G$ has order $p^{\alpha}$, and write the discrete logarithm of a certain $h=g^{x}$ as $x=\sum_{i=0}^{\alpha-1} x_{i} p^{i}$ for some $x_{i} \in\{0, \ldots, p-1\}$; the integers $x_{i}$ can be recursively computed by

$$
x_{i}=\log _{g^{\left(p^{\alpha-1}\right)}}\left(g^{-\sum_{j=0}^{i-1} x_{j} p^{j}} b^{\left(p^{\alpha-1-i}\right)}\right)
$$

which amounts to projecting discrete logarithms from $\mathrm{G}_{i} / \mathrm{G}_{i-1}$ to $\mathrm{G}_{\alpha-1}$.
Here, we have assumed that the group order was known; in many cryptographic settings, this is actually the case. Although generic algorithms require exponential time to compute the group structure, we believe that it is questionable to base the security of a scheme on hiding the structure of a group (as RSA does), and that almost exclusively groups of prime (or near-prime) orders should be used in cryptography.

## Baby-Step Giant-Step

Shanks (197I) developed the baby-step giant-step method for computing discrete logarithms, although it applies to a broad range of problems. Our presentation here uses the formalism of B. and SUTHERLAND (201I), the generality of which we will later exploit.

The general idea is to design sets A and B so that collisions, that is, common elements to $A$ and $B$, yield solutions to the problem. Specifically, we construct $A$ and $B$ as the respective images of two maps $\phi$ and $\psi$ with values in G and seek collisions of the form $\phi(x)=\psi(y)$.

For instance, to compute the logarithm of $h$ in base $g$, put $\phi: i \mapsto g^{i}$ and $\psi: j \mapsto h g^{-\mathrm{N} j}$ for $i, j \in\{0, \ldots, \mathrm{~N}\}$ where $\mathrm{N}=\lceil\sqrt{\# \mathrm{G}}\rceil$; collisions of the form $\phi(i)=\psi(j)$ yield $\log _{g} h=i+\mathrm{N} j$, and there must exist at least one such collision due to the existence of the discrete logarithm.

To quickly search for elements of $\mathrm{A} \cap \mathrm{B}$, a data structure allowing fast lookups is required; fast insertions are also a must. We therefore typically use hash tables or red black trees. The cost of computing $\mathrm{A} \cap \mathrm{B}$ is then $(\# \mathrm{~A}+\# \mathrm{~B}) \mathrm{O}(\log n)$ for $n=\# \mathrm{G}$, where the last term denotes the complexity of the searching and inserting.

When A and B are not as explicit as above, it might not be possible to prove the existence of a collision. The algorithm can then be randomized to rely on the birthday paradox:

Proposition 1.3.3. Let A and B be uniformly distributed subsets of cardinality $a \sqrt{n}$ and $b \sqrt{n}$ in a set G of cardinality $n$; then

$$
\operatorname{Prob}[\mathrm{A} \cap \mathrm{~B}=\varnothing] \underset{n \rightarrow \infty}{\longrightarrow} e^{-a b}
$$

Assuming $\phi$ and $\psi$ are random, $\sqrt{n}$ images of each thus suffice to have a $1-1 / e$ chance of finding a collision. In the unlucky event there is none, we can repeat this process $m$ times, adding more images to our red-black tree; this increases the likelihood of success to $1-1 / e^{m^{2}}$.

From now on, we say that a probabilistic algorithm has complexity $X$, or that an algorithm has probabilistic complexity X , to mean that it always returns the correct answer (this is known as a Las Vegas algorithm) and that, with probability at least $1 / 2$, its runtime is bounded by X. By the discussion above, up to a constant, it is equivalent to the notion of average complexity.

## Pollard's Rho

The baby-step giant-step method requires storing $\mathrm{O}(\sqrt{n})$ elements; an algorithm emulating its behavior with minimal space storage was developed by Pollard (i975) for integer factoring, and later applied to discrete logarithms by Pollard (i978).

Let us first unify things in a map $\pi: \mathscr{C} \rightarrow G$ equal to $\phi$ and $\psi$ on their respective domains, where $\mathscr{C}$ denotes their disjoint union. The rho method involves a pseudorandom function $p: \mathscr{C} \rightarrow \mathscr{C}$, that is, an effective map for which the distribution of $\rho^{(i)}(w)$ (the composition of $i$ copies of $\rho$ ) is seemingly uniform as $w \in \mathscr{C}$ is fixed and the integer $i$ varies. It is required to preserves collisions, that is, $\pi(x)=\pi(y) \Rightarrow \pi(\rho(x))=\pi(\rho(y))$.

The map $\rho$ is thought of as generating A and B under $\pi$, and the crucial step is to find collisions $\pi \rho^{(i)}(w)=\pi \rho^{(j)}(w)$ without storing many values; when $\rho^{(i)}(w) \neq \rho^{(j)}(w)$ collide through $\pi$, we expect that one is an image of $\phi$ and the other is one of $\psi$, which gives a proper collision - when their sizes are equal, this happens with probability a half.

Avoiding storage requires a cycle-detection method on the graph of iterates of $p$ evaluated at $w$. The simplest such method is due to Floyd who observed that, whenever $p^{(i)}(w)$ and $\rho^{(j)}(w)$ collide for some integers $i$ and $j$ satisfying $i>2 j$, then $p^{(2(i-j))}(w)$ and $\rho^{(i-j)}(w)$ also
collide. Thus, it suffices to compute $\rho^{(2 i)}(w)$ alongside $\rho^{(i)}(w)$ for increasing $i$ 's and wait for them to collide; then, $\rho$ maps are unstacked until the original collision is found. Better cycledetection methods improve the runtime by a constant factor using more memory.

The difficulty lies in designing a function $\rho$ suited to a given problem; more details will be given on that later, especially for the short product problem. To factor an integer $n$, Pollard (1975) put $\mathscr{C}=\mathbb{Z} / n$ and chose $\rho$ to be a polynomial function; the map $\pi$ can then be the projection to any subgroup of $\mathbb{Z} / n$ which need not be known: by computing $\operatorname{gcd}\left(\rho^{(i)}(w)-\rho^{(j)}(w), n\right)$, we can detect when a collision occurs and hopefully find a factor of $n$. This method is nowadays mostly used for small integers $n$, as asymptotically faster factoring algorithms have since been developed.

A current international effort (2009) aims at solving a discrete logarithm problem challenge in a group of 129-bit order (this group is an elliptic curve where generic algorithms are the best available); when completed, it will likely be the record rho algorithm run.

## I. 4 Cryptographic Groups

Let us now review the cryptographic security of various groups, mostly focusing on the discrete logarithm problem.

## Finding Primes

We advocated for prime-order groups; now let us mention how prime numbers can be found. The best method for this is simply to draw numbers at random until a prime is found; for numbers of $n$ bits, this requires an expected $\mathrm{O}(n)$ operations by the theorem below.

Assuming the generalized Riemann hypothesis, Miller (1975) first derived a fast (polynomial time) deterministic primality test, later turned into an unconditional but probabilistic method by Rabin (1980). Although Agrawal, Kayal, and Saxena (2004) have since proved that deterministic primality proving need not rely on unproven assumptions, the dependency on the generalized Riemann hypothesis is interesting: this conjecture predicts the behavior of primes in various fields. First recall the celebrated prime number theorem of Hadamard (i896) and de la Vallée-Poussin (1896).

Theorem I.4.I. The number of prime integers less than $x$ is asymptotically equivalent to

$$
\int_{2}^{x} \frac{d t}{\log t} \sim \frac{x}{\log x}
$$

Proofs of this theorem involve establishing certain properties of analytic functions related to integers; more generally, if K is any number field, define, for $s \in \mathbb{C}$ with $\mathfrak{R}(s)>1$,

$$
\zeta_{\mathrm{K}}(s)=\sum_{\mathfrak{a} \in \mathfrak{I}} \mathrm{N}(\mathfrak{a})^{-s}
$$

where $\mathfrak{I}$ is the set of ideals of the ring of integers of K , and extend $\zeta_{\mathrm{K}}$ to $\mathbb{C}$ by analytic continuation. This function encodes the behavior of prime ideals of $K$; to obtain precise results on their distribution, one often assumes the extended Riemann hypothesis which states that all zeroes $s$ of $\zeta_{K}$ in the strip $0<\mathfrak{R} s<1$ lie on the line $\Re(s)=1 / 2$. The extended Riemann hypothesis follows from the stronger generalized Riemann bypothesis, and we often assume the latter when only the former is needed.

Miller (i975) actually exploited the following result of AnKENY (1952), where the label "(GRH)" denotes that the statement holds under the generalized Riemann hypothesis.

Theorem I.4.2 (GRH). Let $p$ and $q$ be integers such that $q$ divides $p-1$. The least integer $x$ which cannot be written as $y^{q} \bmod p$ for some $y \in \mathbb{N}$ is asymptotically $\mathrm{O}\left(\log ^{2} p\right)$.

We conclude with a conjecture of BATEMAN and HORN (1965) generalizing the prime number theorem; it is useful for generating elliptic curves as we will see later. Essentially, it asserts that distinct irreducible polynomials take prime values almost independently, and that this "almost" is quantified by their values modulo primes $p$.

Conjecture 1.4.3. Let F be a set of distinct irreducible non-constant polynomials of $\mathbb{Z}[\mathrm{X}]$. The number of integers less than $x$ at which all its polynomials simultaneously take prime values is asymptotically equivalent to

$$
\begin{gathered}
\frac{\mathrm{C}}{\prod_{f \in \mathrm{~F}} \operatorname{deg} f} \int_{2}^{x} \frac{d t}{(\log t)^{\# \mathrm{~F}}} \\
\text { where } \mathrm{C}=\prod_{p}\left(1-\frac{1}{p} \#\left\{z \in \mathbb{F}_{p}: \prod_{f \in \mathrm{~F}} f(z)=0\right\}\right) /\left(1-\frac{1}{p}\right)^{\# \mathrm{~F}} .
\end{gathered}
$$

## Index Calculus

Since the baby-step giant-step or rho method use $\mathrm{O}(\sqrt{p})$ operations to find a factor $p$ of an integer $n$, factors of $n$ can always be found in $\mathrm{O}\left(n^{1 / 4}\right)$ time. By iterating this search for factors and testing the primality of the factors obtained, an integer $n$ can be factored in probabilistic time $\mathrm{O}\left(n^{1 / 4}\right)$. When the RSA cryptosystem was proposed, much faster algorithms already existed and they were substantively improved subsequently.

The simplest such method is due to Kraitchik (1926). To split an integer $n$, it crafts a nontrivial relation $x^{2}=y^{2} \bmod n$ by combining many easier relations so as to eliminate nonsquare factors; the easier relations are of the form $z^{2} \bmod n=\prod p^{\alpha_{p}}$ for primes $p$ less than some bound $\mathrm{L}(n)$. To bound the probability that such a factorization exists, we rely on this result of Canfield, Erdős, and Pomerance (i983).

Theorem 1.4.4. For any $c>0$, the probability for a random number of $\{1, \ldots, x\}$ to have no prime factor larger than $\mathrm{L}(x)^{c}$ is equivalent to $\mathrm{L}(x)^{-1 / 2 c+o(1)}$ as $x \rightarrow \infty$, where we used the function

$$
\mathrm{L}_{\alpha}(x)=\exp \left((\log x)^{\alpha}(\log \log x)^{1-\alpha}\right)
$$

with the convention that omitting the parameter $\alpha \in(0,1)$ means $\alpha=1 / 2$.
Assuming Gaussian elimination takes cubic time in the number of variables, we set $c=$ $1 / 2$ and obtain a nontrivial splitting of $n$ in time $\mathrm{L}(n)^{3 / 2+o(1)}$.

The broad family of combining congruences algorithms encompasses methods using factor bases (as the primes up to $\mathrm{L}(n)$ ); they apply to many integer-based problems such as discrete logarithms in finite fields and integer factoring. Under unproven assumptions, the asymptotically fastest such method is the number field sieve of COPPERSMITH (1993), which builds up on the work of many including LENSTRA and LENSTRA (1993), with heuristic complexity

$$
\mathrm{L}_{1 / 3}^{c_{\mathrm{NFS}}}(n) \quad \text { where } \quad c_{\mathrm{NFS}}=2 \sqrt[3]{\frac{46+13 \sqrt{13}}{108}} \approx 1.902
$$

Recently, Kleinjung et alii (2010) used a similar method to factor a 768-bit RSA modulus, thereby deprecating smaller RSA keys; the effectiveness of this attack is blatant when compared to elliptic curves whose discrete logarithms can only be attacked up to 130 bits.

Unconditionally proven factoring algorithms are slightly slower, with the state-of-theart method of LENSTRA and Pomerance (1992) using an expected $\mathrm{L}(n)^{1+o(1)}$ operations; it exploits a similar factor base paradigm in certain class groups. Since these objects are built from ideals it is not surprising that subexponential methods should apply to them as well, and we will elaborate on that later as class groups become a building block of our own algorithms.

## Abelian Varieties

Cryptosystems based on the discrete logarithm problem in finite fields have been proposed as alternatives to RSA; however, up to certain modifications, modern integer factoring algorithms also apply to this problem, so it provides no additional security.

Shortly after LENSTRA (1987) introduced a novel factoring algorithm based on elliptic curves, Miller (i986) and KOBLITZ (1987) suggested their use in cryptography; subsequently, KOBLITZ (1989) further proposed using the broader class of abelian varieties. This has motivated tremendous developments in computational number theory, and has enabled a wide spectrum of possibilities in cryptography.

These applications are motivated by two facts: first, that the group law of abelian varieties can be computed efficiently, and second, that no algorithm better than generic ones is currently known to attack the discrete logarithm problem on most abelian varieties of dimension one and two. Before formally defining abelian varieties, we briefly give loose statements highlighting their applicability to cryptography.

Abelian varieties are objects endowed with two compatible structures:

- a geometric structure: it is the zero locus of multivariate polynomials over a field $k$;
- a group structure: it admits a group law given by rational functions.

When the defining polynomials have certain forms, the group law can be evaluated efficiently using short rational functions. This can be done for all varieties of dimension one and two (the dimension is roughly the number of variables minus the number of polynomials).

Cryptography uses finite fields $k$ and such forms, allowing fast arithmetic; for instance, BERNSTEIN and LANGE (2007) suggested defining $G$ as the set of points $(x, y) \in k^{2}$ verifying

$$
x^{2}+y^{2}=1+d x^{2} y^{2}
$$

for some non-square parameter $d \in k$, endowed with the addition law defined by

$$
(x, y)+\left(x^{\prime}, y^{\prime}\right)=\left(\frac{x y^{\prime}+x^{\prime} y}{1+d x x^{\prime} y y^{\prime}}, \frac{y y^{\prime}-x x^{\prime}}{1-d x x^{\prime} y y^{\prime}}\right)
$$

Since the number of points of an abelian variety of dimension $g$ defined over $k$ (that is, the order of the underlying group) is roughly $(\# k)^{g}$ and otherwise behaves quite randomly, a prime-order one can be sought by drawing varieties at random while their orders are composite. Alternatively, we will later discuss the theory of complex multiplication which provides means to generate abelian varieties with a prescribed order.

## Special Attacks

We stated that attacks on the discrete logarithm problem of most elliptic curves are not known to be faster than generic ones. To conclude this chapter, we give an exhaustive list of classes of abelian varieties for which this does not hold, so remaining ones can a priori be considered secure. Details on these attacks can be found in Avanzi, Cohen, Doche, Frey, Lange, Nguyen, and Vercauteren (2005).

Index-calculus with subspace as factor base. Gröbner basis algorithms can decompose points of abelian varieties into sums of points in certain subspaces (such as having certain coordinates equal to zero, or defined over some strict subfield); this enables index-calculus attacks effective on varieties of dimension $g>2$ or defined over non-prime base fields.

Reduction to finite fields via pairings. The Weil pairing maps pairs of points of order $\ell$ from an abelian variety to the multiplicative group of an extension of degree $e(\ell)$ of the base field $k$. It transports the discrete logarithm problem, so the value of $e(\ell)$ must be large enough to prevent attacks in the extension field from being feasible.

Lift to characteristic zero. Certain abelian varieties with special properties (such as the infamous anomalous curves, whose cardinality is that of their base field) can be lifted to $p$ adic fields, from where discrete logarithm problems can be transferred to $\mathbb{Z} / p$.

Isogenies. Isogenies are morphisms between abelian varieties; they can transport the discrete logarithm from a variety $\mathscr{A}$ to about $\ell^{g}$ other varieties in time $\ell^{\mathrm{O}\left(马^{2}\right)}$ for most primes $\ell$; if any of those varieties have one of the above weaknesses, then so does $\mathscr{A}$.

Since no attack faster than generic algorithms is known to affect randomly chosen, primeorder abelian varieties of dimension one or two defined over finite fields with $p$ or $2^{p}$ elements where $p$ is a prime, we conclude that these are currently the best choice for public-key cryptography in a cryptosystem of ElGamal type.
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## TWO

## Abelian Varieties

Having established the important role of abelian varieties in modern cryptography, we turn to formally defining their properties from a mathematical standpoint.

We will present this theory concisely, in a conceptually elementary way which we believe highlights its effectiveness. For details, we refer to Avanzi, Cohen, Doche, Frey, Lange, Nguyen, and Vercauteren (2005), SHafarevich (i974), Cornell and Silverman (1986), Shimura (i998), Milne (i998), and Mumford (i970), in increasing levels of abstraction.

## II. 1 General Theory

## Algebraic Varieties

Fix a perfect field $k$, referred to as the base field, and a sufficiently large integer $n=$ DIMN_MAX. ${ }^{\text {I }}$ For any ideal $\mathfrak{I}$ of the ring $k[x]=k\left[x_{1}, \ldots, x_{n}\right]$ of polynomials in $n$ variables with coefficients in $k$, define the affine variety $\mathscr{V}_{\mathfrak{I}}$ as consisting, over any extension field $\mathrm{K} / k$, of the set $\mathscr{V}_{\mathfrak{I}}(\mathrm{K})$ of common zeroes of $\mathfrak{I}$ in $\mathrm{K}^{n}$ called points of the variety. Hilbert (I893) proved the famous Nullstellensatz:

Theorem II.I.I. When $k$ is algebraically closed, the largest ideal of $k[x]$ vanishing on $\mathscr{V}_{\mathfrak{I}}(k)$ is the radical ideal $\sqrt{\mathfrak{I}}$ formed by polynomials of which a power lies in $\mathfrak{I}$.

This puts in bijection radical ideals with affine varieties over algebraically closed fields; computationally, one might therefore use generating sets of $\sqrt{\mathfrak{I}}$ to represent $\mathscr{V}_{\mathfrak{I}}$.

[^0]Such varieties are endowed with the Zariski topology whose closed sets are subvarieties. Via the Nullstellensatz, the topological notion of irreducibility corresponds to its algebraic counterpart. To avoid unnecessary technical contortions, we shall exclusively consider absolutely irreducible varieties, that is, varieties irreducible over an algebraic closure.

Affine varieties lie in the affine space $\mathbb{A}(\mathrm{K})=\mathscr{V}_{0}(\mathrm{~K})$, also written as $\mathbb{A}^{n}(\mathrm{~K})$ when dimension $n$ needs to be made explicit. In many contexts, it instead proves advantageous to:

- work with projective varieties;
- use Galois action to define objects over extension fields.

Over an algebraically closed field $\overline{\mathrm{K}}$, define the projective space $\mathbb{P}(\overline{\mathrm{K}})$ (of dimension $n-1$ ) as the set of lines passing through the origin of $\mathbb{A}(\bar{K})$, and over any field $K$ as the fixed subset

$$
\mathbb{P}(\mathrm{K})=\mathbb{P}(\overline{\mathrm{K}})^{\mathrm{Gal}(\overline{\mathrm{~K}} / \mathrm{K})}
$$

under its absolute Galois group. Pragmatically, the projective space $\mathbb{P}(\mathrm{K})$ can be seen as formed by equivalence classes of collinear (non-zero) vectors, which gives the projection

$$
x \in \mathbb{A}(\mathrm{~K}) \backslash\{0\} \longmapsto\left\{\lambda x: \lambda \in \overline{\mathrm{K}}^{\times}\right\} \in \mathbb{P}(\mathrm{K})
$$

Working in affine coordinates means representing projective points by distinguished elements of $\mathbb{A}$ (typically, by enforcing $x_{0}=1$; this covers almost all of $\mathbb{P}$ but requires inversions to compute the distinguished element); on the other hand, working in projective coordinates means representing projective points as non-unique $n$-tuples.

Similarly, projective varieties are projections of affine varieties invariant under coordinatewise scalar multiplication: if $\mathfrak{I}$ is a homogeneous ideal of $k[x]$, that is, generated by sums of monomials of the same degree, the projective variety $\mathscr{V}_{\mathfrak{I}} \subset \mathbb{P}$ consists of equivalence classes (under scalar multiplication) of the affine variety $\mathscr{V}_{\mathfrak{J}} \subset \mathbb{A}$ endowed with the (quotient) Zariski topology.

From now on, we will exclusively consider absolutely irreducible open subsets of projective varieties, and refer to them simply as varieties (they are known to part of the literature as quasiprojective varieties); we will always implicitly assume that they are defined over algebraically closed fields, but say that they are defined over smaller fields when invariant under their absolute Galois group.

## Morphisms

Consistent with the topology, morphisms are algebraic maps. For the affine space, they form the ring $\operatorname{Hom}(\mathbb{A}, \mathbb{A})$ of $n$-tuples of $n$-variate polynomials. If $\mathscr{V}$ and $\mathscr{W}$ are two affine varieties, $\operatorname{Hom}(\mathscr{V}, \mathscr{W})$ consists of those morphisms of $\operatorname{Hom}(\mathbb{A}, \mathbb{A})$ mapping $\mathscr{V}$ to $\mathscr{W}$.

Morphisms of projective varieties can be seen either conceptually, looking down from $\mathbb{A}$, as equivalence classes of tuples P of polynomials of $k[x]$ of homogeneous polynomials with the same degree for the relation $\mathrm{P} \sim \mathrm{P}^{\prime} \Leftrightarrow\left\{\mathrm{P}_{i} \mathrm{P}_{j}^{\prime}-\mathrm{P}_{j} \mathrm{P}_{i}^{\prime}\right\} \subset \mathfrak{I}$, or visually, looking up from specific hyperplanes of $\mathbb{A}$, as compatible collections of affine morphisms.

Two cases are of particular interest:

- the coordinate ring $\operatorname{Hom}\left(\mathscr{V}_{\mathfrak{I}}, \mathrm{K}\right) \simeq \mathrm{K}[x] / \mathfrak{I}$, with addition and scalar multiplication.
- the endomorphism monoid $\operatorname{Hom}(\mathscr{V}, \mathscr{V})=\operatorname{End}(\mathscr{V})$, endowed with composition; later, when we give $\mathscr{V}$ a group law, it will become a ring.

Rational maps are defined similarly to above from tuples of rational functions. Most important are rational maps from a variety $\mathscr{V}$ to a field of definition $K$, which form its function field, denoted $\mathrm{K}(\mathscr{V})$. For projective varieties $\mathscr{V}=\mathscr{V}_{\mathfrak{I}}$, it can be explicitly defined as the set of fractions $\mathrm{P} / \mathrm{Q}$ of homogeneous polynomials in $\mathrm{K}[x]$ of the same degree, with $\mathrm{Q} \notin \mathfrak{I}$, up to the relation $P / Q \sim P^{\prime} / Q^{\prime} \Leftrightarrow P Q^{\prime}-P^{\prime} Q \in \mathfrak{I}$.

Various properties can be read off directly from function fields, such as:
Proposition II.1.2. The Krull dimension of an ideal is equal to the transcendence degree of the function field associated to its variety; it is called the dimension of the variety.

Algebraic extensions have finer indicators: a morphism $\phi \in \operatorname{Hom}(\mathscr{V}, \mathscr{W})$ induces (by composition on the right) an embedding $\phi^{\star}: \mathrm{K}(\mathscr{W}) \rightarrow \mathrm{K}(\mathscr{V})$; the degree of $\phi$ is the dimen$\operatorname{sion}\left[\mathrm{K}(\mathscr{V}): \phi^{\star} \mathrm{K}(\mathscr{W})\right]$ which is finite when $\phi(\mathscr{V})$ has the same dimension as $\mathscr{W}$.

## Algebraic Groups

Combining algebraic varieties with group structures yields algebraic groups:
Definition II.1.3. An algebraic group is an (absolutely irreducible) non-empty algebraic variety endowed with a group law (noted additively) for which the map $(x, y) \mapsto x-y$ is a morphism.

By non-empty, we mean that it must admit one rational point over its base field, so that it contains the neutral element for the group law. An important property of algebraic groups is given by the following algebraic equivalent to the analytic notion of differentiability.

Definition II.1.4. An irreducible algebraic variety $\mathscr{V}$ is nonsingular if the quotient of $\{f \in$ $\bar{k}[\mathscr{V}]: f(\mathrm{P})=0\}$ by its square has the same dimension (namely $g=\operatorname{dim} \mathscr{V}$ ) for all $\mathrm{P} \in \mathscr{V}(\bar{k})$.

Algebraic groups are nonsingular varieties; indeed, translation maps $\tau_{\mathrm{P}}: \mathrm{Q} \mapsto \mathrm{P}+\mathrm{Q}$ induce isomorphisms of tangent spaces, whose dimensions are that of the quotients above.

One simply defines morphisms of algebraic groups as morphisms of algebraic varieties preserving the group law, and subgroups of algebraic groups as subgroups that are closed. From now on, we shall work with categories as a whole: when we consider algebraic groups, morphisms and subgroups will be implicitly understood to be of algebraic groups (not just of algebraic varieties).

The proposition below argues that this behaves as expected.
Proposition II.1.5. Let $\mathscr{H}$ be an (algebraic) normal subgroup of an algebraic group $\mathscr{G}$. The quotient $\mathscr{G} / \mathscr{H}$ has a unique structure of algebraic group such that:

- the projection $\operatorname{map} \mathscr{G} \rightarrow \mathscr{G} / \mathscr{H}$ is a morphism;
- all morphisms from $\mathscr{G}$ with kernel containing $\mathscr{H}$ factor through $\mathscr{G} / \mathscr{H}$.

For instance, the group $\mathrm{GL}_{n}(\mathrm{~K})$ of invertible $n$-by- $n$ matrices over K is a quasiprojective variety, a closed subvariety of which is $\mathrm{SL}_{n}(\mathrm{~K})$ comprising of matrices with determinant one. In fact, all affine algebraic groups are isomorphic to subgroups of $\mathrm{GL}_{n}(\mathrm{~K})$, and a result of Chevalley (1960) states that the remaining ones are of the type we shall next discuss.

Proposition in.1.6. Every algebraic group $\mathscr{G}$ has a unique normal subgroup $\mathscr{H}$ isomorphic to an affine variety such that $\mathscr{G} / \mathscr{H}$ is projective and irreducible.

## Abelian Varieties

Definition II.I.7. Abelian varieties are irreducible projective algebraic groups.
Most of the rich structure of abelian varieties stems from the projectiveness condition (completeness, an algebraic equivalent to compactness, could equivalently be required).

Proposition II.I.8. Any algebraic map from an abelian variety to another is a morphism (of algebraic groups) composed with a translation.

In other words, morphisms of algebraic varieties are essentially morphisms of abelian varieties; this means that abelian varieties are entirely characterized by their geometry. This is a crucial fact with the notable consequence that abelian varieties are commutative groups; indeed, since the algebraic map $x \mapsto-x$ fixes the neutral element, it is a morphism, which implies the commutativity.

Since abelian varieties $\mathscr{A}$ are commutative, they admit quotients by any closed subgroups $\mathscr{H}$. We will later be interested in the case of finite subgroups $\mathscr{H}$, which are evidently closed: in that case, the dimension of the quotient $\mathscr{A} / \mathscr{H}$ is the same as that of the variety $\mathscr{A}$, and as we will see later, many other invariants are preserved.

As a further restriction to prevent unnecessary contortions, we henceforth assume, unless otherwise stated, that all abelian varieties we consider are absolutely simple, that is, do not contain any proper nontrivial abelian subvariety over an algebraic closure.

## II. 2 Practical Settings

Let us now focus on two types of base field: finite fields, over which abelian varieties admit efficient representations, and the complex numbers, over which their relationship to tori yields a rich theory, part of which descends to finite fields.

## Finite Fields

Let $\mathscr{A}$ be an abelian variety defined over a finite field $k=\mathbb{F}_{q}$; its zeta function

$$
\mathrm{Z}_{\mathscr{A}}(t)=\exp \sum_{n=1}^{\infty} \# \mathscr{A}\left(\mathbb{F}_{q^{n}}\right) \frac{t^{n}}{n}
$$

encodes its number of points, on which WEIL (1945) proved the following.
Theorem II.2.I. The zeta function of a dimension-g abelian variety $\mathscr{A}$ is of the form

$$
\mathrm{Z}_{\mathscr{A}}(t)=\prod_{n=0}^{2 g} \mathrm{P}_{n}(t)^{(-1)^{n+1}}
$$

for some polynomials $\mathrm{P}_{n} \in \mathbb{Z}[t]$ whose complex zeroes have absolute value $q^{-n / 2}$.
This constrains cardinalities of abelian varieties. To better see this, consider the Frobenius endomorphism $\pi$, which acts over any field extension $K / \mathbb{F}_{q}$ by raising coordinates of points of $\mathscr{A}(\mathrm{K})$ to the $q^{\text {th }}$ power; it fixes just $\mathscr{A}\left(\mathbb{F}_{q}\right)$, so we have $\# \mathscr{A}\left(\mathbb{F}_{q}\right)=\operatorname{deg}(1-\pi)$.

Any endomorphism $\phi$ of an abelian variety of dimension $g$ has a monic characteristic polynomial $\mathrm{P} \in \mathbb{Z}[t]$ of degree $2 g$ such that $\operatorname{deg} \mathrm{Q}(\phi)=\operatorname{Res}(\mathrm{P}, \mathrm{Q})$ for all polynomials $\mathrm{Q} \in$ $\mathbb{Z}[t]$. For the particular Frobenius endomorphism, denoting by $\chi_{\pi}$ its characteristic polynomial, we obtain

$$
\# \mathscr{A}\left(\mathbb{F}_{q^{n}}\right)=\operatorname{Res}_{u}\left(\chi_{\pi}(u), u^{n}-1\right)
$$

which makes computing $\chi_{\pi}$ equivalent to counting points on $\mathscr{A}$ over $g$ distinct field extensions of the base field. Transcribing the theorem above to $\chi_{\pi}$ yields the following.

Corollary II.2.2. The complex roots of $\chi_{\pi}$ all have absolute value $\sqrt{q}$, and the polynomial $\mathrm{P}_{2 g}(t)$ in the zeta function is $\Pi(1-\alpha t)$ where a ranges over products of $2 g$ distinct such roots.

Generalizing an algorithm of SCHOOF (1985), Pila (1990) proved that for any fixed dimension $g$ all the above can be computed in polynomial time in the size of the base field.

Theorem II.2.3. The zeta function of an abelian variety defined over $\mathbb{F}_{q}$ can be computed in polynomial time in $\log (q)$ where the implied exponent depends on the dimension of the projective space where it is embedded, and on the degrees of its defining equations and group law equations.

This result is mostly of theoretical interest. Improvements on the algorithm of SCHOOF (1985) by Atkin and Elkies have made it possible to count points on abelian varieties of dimension $g=1$ far beyond cryptographic range; for $g=2$, the practicality of point counting methods on varieties of cryptographic size was only recently demonstrated by GAUDRY and SChost (20IO) who used an extension of the algorithm of SChoof (1985).

From now on, we shall regard the dimension $g$ as being fixed in complexity statements, so asymptotic analyses focus on behavior with respect to the base field; this is partly motivated by the fact that only $g=1$ and $g=2$ are cases of cryptographic interest.

## Complex Numbers

We have noted that abelian varieties are nonsingular. Over $\mathbb{C}$, abelian varieties are therefore connected compact Lie groups, which are well-understood objects; such a variety $\mathscr{A}$ has the analytic structure of a complex torus: since the exponential map folds its tangent space onto $\mathscr{A}$, there is an isomorphism of Lie groups $\mathscr{A} \simeq \mathbb{C}^{g} / \Lambda$ where $\Lambda=\operatorname{ker}\left(\exp _{\mathscr{A}}\right)$ is a lattice of $\mathbb{C}^{g}$, that is, a discrete subgroup of full rank.

Similarly to the algebraic case, holomorphic maps between complex tori are just group morphisms composed by translations. Holomorphic morphisms $\phi$ from a complex torus $\mathbb{T}=\mathbb{C}^{g} / \Lambda$ to another $\mathbb{T}^{\prime}=\mathbb{C}^{g^{\prime}} / \Lambda^{\prime}$ are induced by $\mathbb{C}$-linear maps, denoted $\phi$ as well, from $\mathbb{C}^{g}$ to $\mathbb{C}^{g^{\prime}}$ satisfying $\phi(\Lambda) \subset \Lambda^{\prime}$. Hence, as $\mathbb{Z}$-module, $\operatorname{Hom}\left(\mathbb{T}, \mathbb{T}^{\prime}\right)$ has rank at most $4 g g^{\prime}$; this implies that $\operatorname{End}(\mathscr{A})$ is a torsion-free $\mathbb{Z}$-algebra of dimension at most $(2 g)^{2}$.

Even if complex abelian varieties have the analytic structure of tori, conversely, not all complex tori correspond to abelian varieties, although those that do are precisely known:

Proposition II.2.4. Define the Siegel upper half-space $\mathbb{H}^{g}$ as the set of $g$-by-g symmetric matrices with positive definite imaginary part. Complex tori $\mathbb{C}^{g} / \Lambda$ corresponding to abelian varieties are exactly those whose lattice $\Lambda$ can be put under the form $\mathbb{Z}^{g}+\Omega \mathbb{Z}^{g}$ for some matrix $\Omega \in \mathbb{H}^{g}$.

## Polarizations

Many results on abelian varieties over finite fields exploit reduction from characteristic zero fields $k$, that is, consider varieties arising through maps $k \rightarrow k / \mathfrak{p}$ for prime ideals $\mathfrak{p}$ of $k$.

For instance, the bound of $\operatorname{HASSE}(\mathrm{I} 934)$ which states that one-dimensional abelian varieties $\mathscr{A}$ defined over $\mathbb{F}_{q}$ satisfy

$$
\left|q+1-\# \mathscr{A}\left(\mathbb{F}_{q}\right)\right| \leqslant 2 \sqrt{q}
$$

can be extended, for varieties arising as reductions from characteristic zero, into a precise description of the distribution of cardinalities: the Sato-Tate conjecture. Note that recent work of TAYLOR (2008) comes close to proving it.

Conjecture II.2.5. Let $\mathscr{A}$ be a non-empty abelian variety of dimension one defined over the rationals with $\operatorname{End}(\mathscr{A}) \simeq \mathbb{Z}$. The asymptotic distribution, as the prime p goes to infinity, of

$$
\arccos \left(\frac{p+1-\# \mathrm{~A}\left(\mathbb{F}_{p}\right)}{2 \sqrt{p}}\right)
$$

is uniform on $[0 ; \pi]$ where $\# \mathscr{A}\left(\mathbb{F}_{p}\right)$ denotes the number of points of the reduction of $\mathscr{A}$ at $p$.
When $g>1$, abelian varieties have infinite automorphism groups over algebraically closed fields. For more rigidity, we bundle them with a projective embedding or, rather, the following (simpler) analytic analog.

Definition 11.2.6. Let $\mathscr{A} \simeq \mathbb{C}^{g} / \Lambda$ be a complex torus. $A$ polarization of $\mathscr{A}$ is a positive definite Hermitian form $\mathscr{P}$ on $\mathbb{C}^{g}$ satisfying $\mathscr{P}(\Lambda, \Lambda) \subset \mathbb{Z}$. It is principal if its determinant is invertible, or equivalently if there is no $x \notin \Lambda$ satisfying $\mathscr{P}(\Lambda, x) \subset \mathbb{Z}$.

Principally polarized abelian varieties are pairs $(\mathscr{A}, \mathscr{P})$ whose morphisms $\phi:(\mathscr{A}, \mathscr{P}) \rightarrow$ $\left(\mathscr{A}^{\prime}, \mathscr{P}^{\prime}\right)$ are required to preserve polarizations in the sense that $\phi^{\star} \mathscr{P}^{\prime}=\lambda \mathscr{P}$ for some positive $\lambda \in \mathbb{Q}$. WEIL (1955) showed that this has the intended effect:

Proposition II.2.7. Polarized abelian varieties have a finite automorphism group.
For instance, on the torus $\mathbb{C}^{g} /\left(\mathbb{Z}^{g}+\Omega \mathbb{Z}^{g}\right)$ for $\Omega \in \mathbb{H}^{g}$, there is a natural polarization $\mathscr{P}(u, v)=\mathrm{E}(i u, v)+i \mathrm{E}(u, v)$ where the Riemann form E is expressed, on the block basis $\left(e_{i}\right)\left(\Omega e_{i}\right)$, by the block matrix

$$
\left(\begin{array}{cc}
0 & \text { Id } \\
-\mathrm{Id} & 0
\end{array}\right)
$$

Proposition II.2.8. Two matrices $\Omega$ and $\Omega^{\prime}$ of the Siegel upper half-space $\mathbb{H}^{g}$ yield isomorphic principally polarized abelian varieties if and only if they are conjugate under the action

$$
\left(\begin{array}{cc}
\mathrm{A} & \mathrm{~B} \\
\mathrm{C} & \mathrm{D}
\end{array}\right) \in \mathrm{Sp}_{2 g}(\mathbb{Z}): \Omega \longmapsto(\mathrm{A} \Omega+\mathrm{B})(\mathrm{C} \Omega+\mathrm{D})^{-1} .
$$

Polarizations are needed in actual computations, as efficient arithmetic (via theta functions or Jacobian varieties) relies on them. Worse, it is nontrivial to determine whether the varieties corresponding to two theta coordinates are isomorphic, disregarding polarizations.

Before moving on, we emphasize once more that, in dimension one, all varieties admit a unique principal polarization - so they can hopefully be forgotten altogether.

## Jacobian Varieties

Theorem II.2.9. Up to isomorphism, there is a unique abelian variety through which any morphism from a given algebraic variety $\sqrt[V]{ }$ to an abelian variety factors. It is the Albanese variety of $\mathscr{V}$.

General Albanese varieties are hardly practical: they have no effective group law, and are not naturally endowed with a principal polarization, so there is no simple manner to identify them such as invariants (as we will see below). Cryptography is only concerned with the following subclass, on which our exposition shall now focus.

Proposition II.2.Io. Abelian varieties of dimension one or two are Jacobian varieties of hyperelliptic curves.

Before defining hyperelliptic curves, let us briefly discuss Jacobian varieties: these are just Albanese varieties of algebraic curves, that is, one-dimensional algebraic varieties. The Jacobian variety $\operatorname{Jac}(\mathscr{C})$ of a curve $\mathscr{C}$ has an explicit group structure: denote by Div ${ }^{0}$ the submodule of degree-zero divisors of the free $\mathbb{Z}$-module generated by points of $\mathscr{C}$, that is, formal sums of points whose coefficients add up to zero; it contains Princ, the set of sums of zeroes and poles (counted with multiplicities) of non-zero elements of the function field.

Proposition II.2.1 I. Jac( $\mathscr{C})$ has the group structure of the quotient Div $^{0}$ / Princ.
We can say much more for hyperelliptic curves; for this, we assume char $k \neq 2$.
Definition 1I.2.12. Curves $\mathscr{C}$ of the form $y^{2}=f(x)$, for some squarefree polynomial $f$ of degree $2 g+1$ or $2 g+2$, are called hyperelliptic, and $g$ is known as the genus of $\mathscr{C}$.

By the theorem of RIEMANN (1857) and RoCH (1865), $g$ is also the dimension of $\mathrm{Jac}(\mathscr{C})$. In the case that $g=1$, they are known as elliptic curves, and verify $\operatorname{Jac}(\mathscr{C}) \simeq \mathscr{C}$.

When $\operatorname{deg}(f)$ is odd, there is a unique projective, non-affine point (with coordinate $z=$ 0 ); this point at infinity $\infty$ is often used as a distinguished projective point. By RIEMANN (1857) and ROCH (1865) each divisor class then has a unique reduced representative of the form $\sum\left(\mathrm{P}_{i}-\infty\right)$ for at most $g$ affine points $\mathrm{P}_{i} \in \mathscr{C}$, none of which is conjugate to another under the hyperelliptic involution $(x, y) \mapsto(x,-y)$.

Assume, for simplicity, that the points $\mathrm{P}_{i}=\left(x_{i}, y_{i}\right)$ are distinct. The divisor $\sum\left(\mathrm{P}_{i}-\infty\right)$ can be represented by a pair of polynomials $(u, v)$ satisfying

$$
u(x)=\prod\left(x-x_{i}\right), \quad v\left(x_{i}\right)=y_{i}
$$

It can be checked that the $\mathrm{P}_{i}$ lie on $\mathscr{C}$ by verifying that $u \mid v^{2}-f$. In this representation, the group law is given by (assuming $u_{0}$ and $u_{1}$ have no common root)

$$
\left(u_{0}, v_{0}\right)+\left(u_{1}, v_{1}\right)=\left(u_{0} u_{1},\left(u_{2}^{-1} \bmod v_{2}\right) u_{2} v_{1}+\left(u_{1}^{-1} \bmod u_{2}\right) u_{1} v_{2}\right)
$$

To reduce the output to a unique representative, CANTOR (1987) iterates the transformation

$$
(u, v) \mapsto\left(u^{\prime}, v^{\prime}\right) \quad \text { with } u^{\prime}=\frac{1}{\operatorname{lc}\left(f-v^{2}\right)} \frac{f-v^{2}}{u} \text { and } v^{\prime}=-v \bmod u^{\prime}
$$

while $\operatorname{deg}(u) \leqslant g$, where $\operatorname{lc}(\cdot)$ denotes the leading coefficient. This gives $\operatorname{Jac}(\mathscr{C})$ an efficient group law, and an algebraic structure. Additionally, the image of the map $\left(\mathrm{P}_{i}\right) \in \mathscr{C}^{g-1} \longmapsto$ $\sum\left(\mathrm{P}_{i}-\infty\right)$ is a subvariety of dimension $g-1$ that is the zero-locus of certain theta functions which naturally endow the Jacobian variety with a principal polarization $\mathscr{P}$.

Torelli (1913) showed that this comprises all the information from the original curve:
Theorem II.2.13. Up to isomorphism, the polarized abelian variety (Jac $\mathscr{C}, \mathscr{P}$ ) determines the curve $\mathscr{C}$.

Moduli spaces are varieties whose points represent isomorphism classes of a given type of variety (we will soon discuss invariants); complementing the proposition above, we have:

$$
\begin{array}{ccl}
\text { the moduli dimension of } & \text { genus- } g \text { hyperelliptic curves } & \text { is } \\
\text { genus- } g \text { curves } & " & 3-1 \\
" & \text { abelian varieties of dimension } g & " \\
3(g-1) \text {, or } 1 \text { if } g=1 \\
g(g+1) / 2
\end{array}
$$

The moduli space dimension is the same for Jacobian varieties and their underlying curves. For $g=3$, abelian varieties are Jacobian varieties, but not all of hyperelliptic curves.

## II. 3 Pairings

## Torsion Subgroups

The center of the endomorphism ring $\operatorname{End}(\mathscr{A})$ of an abelian variety $\mathscr{A}$ of dimension $g$ always contains a subring isomorphic to $\mathbb{Z}$ formed by scalar multiplication maps:

$$
[n]: \mathrm{P} \in \mathscr{A} \longmapsto n \mathrm{P}=\underbrace{\mathrm{P}+\cdots+\mathrm{P}}_{n \text { times }}
$$

for every integer $n$. Over an algebraic closure, the kernel of $[n]$ is the full $n$-torsion subgroup $\mathscr{A}[n]$; its structure is well understood:

Theorem II.3.I. The degree of $[n]$ is $n^{2 g}$. It is separable when $n$ is coprime to $p=$ char $k$; then $\mathscr{A}[n] \simeq(\mathbb{Z} / n)^{2 g}$. When $n$ is a power of $p$, then $\mathscr{A}[n] \simeq \mathbb{Z} / n^{r}$ where $r \leqslant g$ is called the $p$-rank of $\mathscr{A}$.

The generic case is that of ordinary abelian varieties which have $p$-rank $g$ : the moduli dimension of non-ordinary varieties is strictly smaller. Unless explicitly stated, all abelian varieties will now be assumed ordinary (this is crucial for the next chapter).

We will later compute $\ell$-torsion subgroups (for primes $\ell$ ) of abelian varieties $\mathscr{A}$ defined over finite fields $\mathbb{F}_{q}$. The embedding degree $e_{\mathscr{A}}(\ell)$, which is the extension degree of the smallest field over which the points of $\mathscr{A}[\ell]$ are defined, is the primary cost factor of this process.

If $\chi$ is the characteristic polynomial of the Frobenius endomorphism $\pi$ of $\mathscr{A}$, the morphism $\chi(\pi)$ obviously vanishes on $\mathscr{A}[\ell]$; as this only depends on the class of $\chi$ in $(\mathbb{Z} / \ell)[x]$, the embedding degree $e(\ell)$ must divide the multiplicative order of $x \in(\mathbb{Z} / \ell)[x] /(\chi)$. Consequently, it is bounded by $\ell^{2 g}$.

When points can be drawn uniformly at random from $\mathscr{A}\left(k^{(\ell)}\right)$, a basis for $\mathscr{A}[\ell]$ can be found by taking random points, multiplying them by the cofactor of $\ell^{\infty}$ in \# $\mathscr{A}\left(k^{e(\ell)}\right)$, and iteratively applying $[\ell]$ until a point of $\ell$-torsion is found, possibly lifting points already found along their preimage under [ $\ell]$. The lifting process can either use simple baby-step giant-step computations in $\mathscr{A}[\ell]$, or faster discrete logarithm methods in $k^{(\ell)}$ via the pairing. For a fixed $g$, the whole method uses polynomially many operations in $\ell$; it will be described in detail in the second half of this thesis.

## General Pairings

Definition II.3.2. A pairing is a non-degenerate bilinear map $\Psi: \mathrm{G}^{2} \rightarrow \mathrm{H}$, where G and H are abelian groups.

Strictly speaking, pairings can be defined on modules over any ring; but from a cryptographic standpoint, nothing of value is lost by restricting to $\mathbb{Z}$-modules. On the other hand, cryptographic use requires additional properties:
easy evaluation: Given $(x, y) \in \mathrm{G}^{2}$, the pairing $\Psi(x, y)$ is easily evaluated.
HARD INVERSION: Given $z \in \mathrm{H}$, a preimage $(x, y) \in \Psi^{-1}(z)$ is hard to find.
These terms could be given a rigorous meaning by considering a sequence of pairings $\Psi_{i}$ : $\mathrm{G}_{i}^{2} \rightarrow \mathrm{H}_{i}$, and requesting that there exists an algorithm for evaluating $\Psi_{i}$ in polynomial time in $\log \left(\# \mathrm{G}_{i}\right)$ and that no algorithm finds preimages of $\Psi_{i}$ in subexponential time on a
positive fraction of $\mathrm{H}_{i}$; however, we prefer to use the simpler and down-to-earth notion of computational infeasibility.

Similarly to the discrete logarithm problem, the pairing inversion problem has many variants, such as bilinear analogs to the computational and decisional Diffie-Hellman problems, or inversion problems where one of the parameters is fixed, not all of which are strictly equivalent to the pairing inversion problem itself. We refer to Galbraith, Hess, and VerCAUTEREN (2008) for a discussion of these problems.

Out of all known effective pairings, only those that arise from abelian varieties satisfy the conditions above. In fact, the problem of pairing inversion, that is, of inverting the map $\Psi$, appears to be extremely difficult for such pairings. Their cryptographic use therefore involves relying on a new hypothesis (alongside the hardness of the discrete logarithm problem) but they provide elliptic and hyperelliptic cryptography with a unique structure, which has led to the development of many novel features.

## Effective Pairings

Instructional pairing examples include scalar products of vector spaces, and, if (R,,$+ \times$ ) is a ring, the multiplication map from $(\mathrm{R},+)^{2}$ to $(\mathrm{R}, \times)$. A more interesting example is

$$
\left(x y, x^{\prime} y^{\prime}\right) \in\left((\mathbb{Z} / n)^{2 g}\right)^{2} \longmapsto \exp \left(\frac{2 i \pi}{n}\left(\widehat{x} y^{\prime}-\widehat{y} x^{\prime}\right)\right)
$$

where $x y$ denotes the concatenation of the row vectors $x, y \in(\mathbb{Z} / n)^{g}$, and $\widehat{x}$ denotes the transpose of $x$. This actually is the general form of the Weil pairing expressed on a symplectic basis of the $n$-torsion subgroup of a complex torus.

None is suitable for cryptographic use, as they are typically easy to invert; currently, the only known cryptographic pairings arise from abelian varieties:

Let $\mathscr{A}$ be the Jacobian variety $\operatorname{Jac}(\mathscr{C})$ of a curve $\mathscr{C}$ of genus $g$, which we further assume to be a hyperelliptic curve defined over a finite field. Recall that the full $n$-torsion subgroup $\mathscr{A}[n]$ is isomorphic to $(\mathbb{Z} / n)^{2 g}$ when $n$ is coprime to the ambient characteristic. For cryptographic reasons we choose $n$ to be prime, and define the map

$$
\Psi_{\text {Weil }}:\left\{\begin{array}{ccc}
\mathscr{A}[n] \times \widehat{\mathscr{A}}[n] & \longrightarrow & \mu_{n} \subset \bar{k}^{\times} \\
(\mathrm{P}, \mathrm{Q}) & \longmapsto & f_{\mathrm{P}}(\mathrm{Q}) / f_{\mathrm{Q}}(\mathrm{P})
\end{array}\right.
$$

where $\mu_{n}$ is the group of $n^{\text {th }}$ roots of unity, and $f_{\mathrm{P}}$ and $f_{\mathrm{Q}}$ are functions of $\bar{k}(\mathscr{A})$ with disjoint support whose sum of zeroes and poles are the principal divisors $n \mathrm{P}$ and $n \mathrm{Q}$, respectively. Its evaluation at a divisor $\mathrm{Q}=\sum \mathrm{Q}_{i}$ is explicitly $\prod f\left(\mathrm{Q}_{i}\right)$.

Theorem II.3.3. $\Psi_{\text {Weil }}$ is a Galois-invariant antisymmetric pairing called the Weil pairing.

Most of the proof relies on the reciprocity of WEIL (I940).
When $\mathscr{A}$ is principally polarized, the polarization gives an isomorphism $\mathscr{A} \simeq \widehat{\mathscr{A}}$, and the pairing can therefore be defined on $\mathscr{A}[n] \times \mathscr{A}[n]$.

In the case of elliptic curves, points P of the variety are of the form $\mathrm{R}-\infty$ where R is a point of the curve or the point at infinity itself. Miller (1986) noted that the function $f_{i}$ whose sum of zeroes is the principal divisor $i \mathrm{R}-[i] \mathrm{R}-(i-1) \infty$ can be computed iteratively by setting $f_{i+j}=f_{i} \cdot f_{j} \cdot u / v$, where $u$ is the line containing $[i] \mathrm{R}$ and $[j] \mathrm{R}$ (it vanishes at $[i] \mathrm{R}$, $[j] \mathrm{R}$, and $-[i+j] \mathrm{R}$, and has a pole of order 3 at $\infty)$ and $v$ the vertical line passing through $[i+j] \mathrm{R}$ (it vanishes at $[i+j] \mathrm{R}$ and $-[i+j] \mathrm{R}$, and has a pole of order 2 at $\infty$ ).

This yields an algorithm for evaluating the Weil pairing of elliptic curves which can also be extended to Jacobian varieties of hyperelliptic curves following Cantor's algorithm for evaluating the group law. Pairings of general abelian varieties were recently shown by LUBICZ and ROBERT (20IO) to be effectively computable as well.

## Cryptographic Applications

Before novel cryptographic primitives exploited their structure, pairings were mainly used as a cryptanalysis tool. Indeed, if P and Q are two points in a subgroup of prime order $\ell$ of a variety $\mathscr{A}$, the bilinearity of pairings implies

$$
\Psi(\mathrm{P}, \mathrm{Q})=\Psi(\mathrm{P}, \mathrm{P})^{\log _{\mathrm{p}} \mathrm{Q}}
$$

which shows that $\log _{\mathrm{P}} \mathrm{Q}$ is also the discrete logarithm problem of $\Psi(\mathrm{P}, \mathrm{Q})$ in base $\Psi(\mathrm{P}, \mathrm{P})$ in an extension $\mathrm{K} / k$ of degree $e(\ell)$. Since discrete logarithm problems are much easier over finite fields, $e(\ell)$ must be big enough to compensate for this weakness.

The last ten years have, on the other hand, seen pairings enabling innovative cryptographic constructions, so that the extra structure they give to abelian varieties is now seen as a feature. To exploit them, the value of $e(\ell)$ is selected large enough to make attacks impracticable on the discrete logarithm of the field K, but still low enough so as to permit the efficient evaluation of the pairing.

As an example of the new features enabled by abelian varieties and their pairings, we can for instance recall the one-round tripartite Diffie-Hellman key-exchange of JOUX (2000) that we presented in the previous chapter.

## II. 4 Isogenies

## Abstract Isogenies

Definition II.4.I. An isogeny is a surjective morphism of abelian varieties $\phi: \mathscr{A} \rightarrow \mathscr{B}$ with finite kernel. It is separable if the corresponding function field extension $k(\mathscr{A}) / \phi^{\star}(k(\mathscr{B}))$ is.

When $\phi: \mathscr{A} \rightarrow \mathscr{B}$ is an isogeny, the abelian varieties $\mathscr{A}$ and $\mathscr{B}$ are said to be isogenous; this is an equivalence relation since there then exists a dual isogeny $\bar{\phi}: \mathscr{B} \rightarrow \mathscr{A}$, of the same degree $n$, which is simply the multiplication-by- $n$ map of $\mathscr{A}$ factored through $\phi$.


Proposition 11.4.2. If $\mathscr{H}$ is the kernel of a separable isogeny $\phi: \mathscr{A} \rightarrow \mathscr{B}$, then $\phi$ is the projection map under the isomorphism $\mathscr{B} \simeq \mathscr{A} \mid \mathscr{H}$; in particular, we have $\operatorname{deg}(\phi)=\# \mathscr{H}$.

The group structure of $\mathscr{H}$ is called the type of $\phi$.
From now on, the word "isogeny" should implicitly mean "separable isogeny;" this is the case for all isogenies whose degree is coprime to the characteristic of the base field.

Since composition of isogenies corresponds to inclusion of subgroups, and the latter are abelian, we deduce that all isogenies can be written as the composition of isogenies of prime degree. In dimension $g>1$, although there is currently no known method for computing general isogenies of type $\mathbb{Z} / \ell$ where $\ell$ is a prime, there are algorithms for evaluating isogenies of type $(\mathbb{Z} / \ell)^{g}$ which we call $\ell$-isogenies.

Recall that we assume isogenies between principally polarized abelian varieties $\mathscr{A}$ to preserve polarizations. The induced polarization on $\mathscr{A} / \mathscr{H}$ for a finite subgroup $\mathscr{H}$ is principal if and only if $\mathscr{H}$ is a maximal isotropic subgroup for the Weil pairing; when we compute isogenies from their kernel, we will first start by enumerating all such subgroups.

## Honda-Tate Theory

Over finite fields, there is a bijection between isogeny classes of abelian varieties and their zeta functions. We have already explained the relationship between the zeta function of an abelian variety and the characteristic polynomial of its Frobenius endomorphism, and the following description of isogeny classes is due to Tate (1966).

Theorem II.4.3. Two varieties are isogenous if and only if their respective Frobenius endomorphisms have the same characteristic polynomial.

A monic polynomial with integer coefficients and $2 g$ complex roots, each of absolute value $\sqrt{q}$, is called a $q$-Weilpolynomial. Recall that this is the case of the characteristic polynomial of the Frobenius endomorphism. As a reciprocal to that statement, HONDA (1968) proved:

Theorem II.4.4. Each q-Weil polynomial is the characteristic polynomial of the Frobenius endomorphism of a certain simple ordinary abelian variety of dimension $g$ defined over $\mathbb{F}_{q}$.

Tate (1968) presented these two theorems in a combined way, and this has become known as Honda-Tate theory.

The next chapter will be concerned with an explicit form of this theory which aims at constructing explicit abelian varieties whose Frobenius endomorphisms have prescribed characteristic polynomials. This enforces certain properties on the abelian variety, such as the cardinality.

## Explicit Isogenies

For elliptic curves $\mathscr{E}$, VÉLU (I97I) gave explicit formulas for computing an isogeny $\phi$ : $\mathscr{E} \rightarrow \mathscr{E}^{\prime}$ defined by its kernel $\operatorname{ker}(\phi) \subset \mathscr{E}:$ if $x, y$ are coordinates in which an affine equation for $\mathscr{E}$ is $y^{2}=f(x)$, then there exist coordinates $\mathrm{X}, \mathrm{Y}$ in which an equation for $\mathscr{E}^{\prime}$ has the form $\mathrm{Y}^{2}=g(\mathrm{X})$ and the isogeny can be written as

$$
\phi: \mathrm{P} \in \mathscr{E} \longmapsto\binom{\mathrm{X}_{\phi(\mathrm{P})}=\sum x_{\mathrm{P}+\mathrm{Q}}-x_{\mathrm{Q}}}{\mathrm{Y}_{\phi(\mathrm{P})}=\sum y_{\mathrm{P}+\mathrm{Q}}-y_{\mathrm{Q}}}
$$

where the sums range over all points Q of $\operatorname{ker}(\phi)$, with the convention that $x_{\infty}=y_{\infty}=0$.
This relies heavily on properties of the Weierstrass coordinates for elliptic curves, and a higher-dimensional analog was only found recently by LUBICZ and ROBERT (2009), and later made practical by Cosset and ROBERT (20II); it relies on the structure of theta functions, which we now briefly describe.

Geometric invariants identify isomorphism classes of abelian varieties. For instance, isomorphism classes of elliptic curves are identified, over an algebraic closure, by the canonical $j$-invariant. It is effective as $j(\mathscr{E})$ is a rational function in the coefficients of a Weierstrass equation for $\mathscr{E}$, and conversely the coefficients of such an equation are rational functions in $j(\mathscr{E})$.

In arbitrary dimension, a system of invariants for principally polarized abelian varieties is given by theta constants, which not only identify the isomorphism class of a variety but also part of its torsion. Theta constants are the constant terms of theta functions which yields a convenient coordinate system for points on the variety it identifies.

In the particular case of abelian varieties of dimension $g<4$, which are all, up to isomorphism, Jacobian varieties of algebraic curves, invariants can be expressed, via Torelli's theorem, on the curves themselves, as functions of the coefficients of their equations. For $g=2$, a popular set of invariants are the Igusa invariants, which consists of 10 coordinates (this bears some redundancy since the dimension of the moduli space is 3 ); they can be efficiently computed from the equation of a curve, but conversely, to retrieve such an equation from the invariants themselves, a specific method of MESTRE (I99I) is required.

The relationship between the invariants of a curve and the theta constants of its Jacobian variety are given by formulas of THOMAE (1870).

Let $\mathscr{A} \simeq \mathbb{C}^{g} /\left(\mathbb{Z}^{g}+\Omega \mathbb{Z}^{g}\right)$ be a complex torus with $\Omega \in \mathbb{H}^{g}$. Define the theta functions

$$
\Theta_{a, b}^{\mathscr{A}}: z \in \mathbb{C}^{g} \longmapsto \sum_{(u+a) \in \mathbb{Z}^{g}} \exp i \pi\left(\frac{1}{n} \widehat{u} \Omega u+2 \widehat{u}(z+b)\right)
$$

where $a$ and $b$ are vectors of $\mathbb{Q}^{g}$ and $\widehat{u}$ denotes the transpose of $u$. IGUSA (I960) proved:
Theorem II.4.5. Fix an integer $n>2$. The theta constants $\Theta_{a, b}^{\mathscr{A}}(0)$ for $a, b \in\left\{\frac{1}{n}, \ldots, \frac{n}{n}\right\}^{g}$ uniquely determine the isomorphism class of $\mathscr{A}$ as a principally polarized abelian variety.

Details on implementing and practically computing isogenies between abelian varieties of dimension two will be found in the last chapter.

## Modular Correspondence

Some applications do not require to explicitly evaluate isogenies, that is, to effectively evaluate the map: it is sometimes sufficient to enumerate abelian varieties which are (rationally) $\ell$-isogenous to a prescribed abelian variety $\mathscr{A}$, for a given prime $\ell$, and there could exist a faster way than enumerating all subgroups of type $(\mathbb{Z} / \ell)^{g}$ and then evaluating the associated isogenies.

Ideally, this information could be encoded in polynomials via invariants $\mathrm{I}(\mathscr{A}) \in k^{n}$ : we would have $n$ polynomials $\Phi_{\ell}^{i}\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{n}, \mathrm{Y}_{1}, \ldots, \mathrm{Y}_{n}\right)$ for $i \in\{1, \ldots, n\}$ such that
$\mathscr{A}$ is $l$-isogenous to $\mathscr{B} \Longleftrightarrow\left\{\begin{array}{l}\Phi_{\ell}^{1}\left(\mathrm{I}_{1}(\mathscr{A}), \ldots, \mathrm{I}_{n}(\mathscr{A}), \mathrm{I}_{1}(\mathscr{B}), \ldots, \mathrm{I}_{n}(\mathscr{B})\right)=0, \\ \Phi_{\ell}^{2}\left(\mathrm{I}_{1}(\mathscr{A}), \ldots, \mathrm{I}_{n}(\mathscr{A}), \mathrm{I}_{1}(\mathscr{B}), \ldots, \mathrm{I}_{n}(\mathscr{B})\right)=0, \\ \vdots \\ \Phi_{\ell}^{n}\left(\mathrm{I}_{1}(\mathscr{A}), \ldots, \mathrm{I}_{n}(\mathscr{A}), \mathrm{I}_{1}(\mathscr{B}), \ldots, \mathrm{I}_{n}(\mathscr{B})\right)=0,\end{array}\right.$
For elliptic curves, this is achieved by the classical modular polynomials $\Phi_{\ell}(\mathrm{X}, \mathrm{Y})$. ENGE (2009) computed them via the floating point method which consists in evaluating $\Phi$ over
the complex number with just enough precision so as to identify its integer coefficients. Recently, BRÖKER, LAUTER, and SUTHERLAND (2010) demonstrated the competitiveness of a method based on the Chinese remainder theorem which exploits the structure of isogeny volcanoes that we will study later.

The higher-dimensional case is not as straightforward: GAUDRY (2000) described an analog construction for $g=2$, and the computation of explicit polynomials was later done by DUPONT (2006) and improved by Bröker and LaUter (2009). However, the height of the polynomials $\left(\Phi_{\ell}^{i}\right)$ makes their use prohibitive; currently, state-of-the-art algorithms for explicitly evaluating isogenies remain a faster alternative.

We note that this difference between elliptic curves and higher-dimensional abelian varieties is the main reason why point counting algorithms are much faster for the former than for the latter.
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## THREE

## Complex CMultiplication

The theory of complex multiplication describes endomorphism rings of abelian varieties; this thesis will investigate two of its applications, inverse of each other:

- constructing abelian varieties equipped with efficiently computable pairings;
- computing the endomorphism ring of prescribed abelian varieties.

There are many facets to complex multiplication theory; here, while trying to be somewhat general, we will focus on effective aspects in the case of dimension $g=1,2$, which are of primary interest to cryptography. For details, we refer to Cox (1989) for $g=1$, to STRENG (2010) for $g=2$, and otherwise to Shimura (i998), Cornell and Silverman (i986), and Milne (2006).

## III. I Endomorphism Rings

## Abelian Varieties with Complex Multiplication

Let us first consider the endomorphism ring structure of abelian varieties; via the following theorem of Poincaré and Weil (1945), it suffices to consider simple varieties.

Theorem III.I.I. Every abelian variety is isogenous to a product of powers of non-isogenous simple ones.

The endomorphism ring of a perfect power $\mathscr{A}^{m}$ is naturally the matrix algebra of dimension $m^{2}$ over the endomorphism ring of $\mathscr{A}$; therefore, the endomorphism ring of a product $\prod \mathscr{A}_{i}^{m_{i}}$ of non-isogenous simple abelian varieties $\mathscr{A}_{i}$ is $\prod$ Mat ${ }_{m_{i}}\left(\right.$ End $\left.\mathscr{A}_{i}\right)$.

Since isogenies need not preserve endomorphism rings, the above does not completely rule out the case of non-simple varieties. Nevertheless, we will now assume that $\mathscr{A}$ is a simple
abelian variety of dimension $g$. Its endomorphism ring $\operatorname{End}(\mathscr{A})$ contains at least the scalar multiplication maps, which form a subring isomorphic to $\mathbb{Z}$. To better comprehend the ring $\operatorname{End}(\mathscr{A})$, first consider the algebra $\mathbb{Q} \otimes \operatorname{End}(\mathscr{A})$ : if it contains a field K of degree $2 g$, the variety $\mathscr{A}$ is said to have complex multiplication by the number field K or, more precisely, by the order $\mathrm{K} \cap \operatorname{End}(\mathscr{A})$. Over number fields, this is a rare situation; but over finite fields, all ordinary abelian varieties have complex multiplication.

Recall that, over finite fields, the Frobenius endomorphism $\pi$ of a dimension $g$ abelian variety $\mathscr{A}$ admits a monic characteristic polynomial $\chi_{\phi}$ of degree $2 g$, and that this polynomial uniquely identifies the isogeny class of $\mathscr{A}$. Tate (1966) further established the following, of which a proof can be found in Waterhouse and Milne (1971).

Theorem III.I.2. If $\mathscr{A}$ is a simple abelian variety, the characteristic polynomial of its Frobenius endomorphism $\pi$ is some powerm ${ }^{e}$ of its minimalpolynomial, whence $\mathbb{Q} \otimes \operatorname{End}(\mathscr{A})$ is a division algebra of dimension $2 e g$, and its center K is the field $\mathbb{Q}(\pi) \simeq \mathbb{Q}[x] /(m(x))$ of degree $2 g / e$.

The number field K is known as the complex multiplication field of $\mathscr{A}$. The structure of such fields can easily be investigated since they are quotients of $\mathbb{Q}[x]$ by $q$-Weil polynomials $\chi_{\pi}(x)$ : under the embedding to $\mathbb{Q} \otimes \operatorname{End}(\mathscr{A})$, the field K is an extension by the polynomial $\mathrm{X}^{2}-(\pi+\bar{\pi}) \mathrm{X}+q$ of the totally real field $\mathrm{K}_{+}=\mathbb{Q}(\pi+\bar{\pi})$. Therefore, complex multiplication fields are totally imaginary quadratic extensions of totally real number fields $\mathrm{K}_{+}$of degree $g$.

So far, we have not been too concerned about fields of definition; we will continue not to be, due to the following proposition.
Proposition III.1.3. Endomorphism rings of simple ordinary abelian varieties defined over finite base fields are unaffected by base field extensions.

## Complex Tori with Complex Multiplication

Complex multiplication also concerns complex tori, and due to their simpler structure it yields a rich theory; many results concerning abelian varieties over finite fields are reductions of results on complex tori. For now, we assume that the base field is $k=\mathbb{C}$.

Let us first fix a particular embedding ı of the complex multiplication field K in $\mathbb{Q} \otimes$ $\operatorname{End}(\mathscr{A})$. The exponential map sends $\mathscr{A}$ to a complex torus $\mathbb{C}^{g} / \Lambda$, and $\mathfrak{l}$ to an embedding $\imath^{\prime}: K \rightarrow \operatorname{End}\left(\mathbb{C}^{g}\right)$. Using representation theory, one can prove that, up to isomorphisms of $\mathbb{C}^{g}$, the map ${ }^{\prime}$ is of the form

$$
\iota_{\Phi}:\left\{\begin{array}{ccc}
\mathrm{K} & \longrightarrow & \mathbb{C}^{g} \\
x & \longmapsto & (\phi(x))_{\phi \in \Phi}
\end{array}\right.
$$

for a certain set $\Phi$ of $g$ distinct embeddings of $K$ in $\mathbb{C}$, no two of which are complex conjugate of each other, so that all $2 g$ embeddings are in $\Phi \sqcup \Phi$. This set $\Phi$ is called the complex multiplication type of the abelian variety $\mathscr{A}$.

Isogenies transport the embedding 1 and type $\Phi$ from one variety to the next; by the following result, found for instance as Proposition 3.12 of Milne (2006), fixing one is equivalent to fixing the other.

Proposition III.I.4. There is a bïection between the set of isogeny classes of simple ordinary pairs $(\mathscr{A}, \mathrm{\imath})$ and the set of isomorphism classes of primitive types $(\mathrm{K}, \Phi)$.

We will now consider abelian varieties $\mathscr{A}$ endowed with an embedding ıor, equivalently, a complex multiplication type $\Phi$.

Conversely, a complex torus with complex multiplication by a prescribed complex multiplication field $K$ and type $\Phi$ can be constructed as follows. Let $\mathfrak{a}$ be an integral ideal of $K$; the $g$-tuple of embeddings $\Phi$ maps it to a certain lattice of $\mathbb{C}^{g}$ and we may consider the complex torus $\mathbb{C}^{g} / \Phi(\mathfrak{a})$. To obtain a polarization as a Riemann form $E$ on it, take an algebraic integer $\xi$ that generates $K / K_{+}$, whose imaginary part is totally positive, and whose square is a totally negative element of $K_{+}$, then define $E$ by

$$
\mathrm{E}_{\Phi}^{\xi}(\Phi(x), \Phi(y))=\operatorname{tr}(\xi \cdot \bar{x} \cdot y)
$$

which takes integral values on $\Phi(\mathfrak{a})^{2}$ and thus induces a polarization on the complex torus $\mathbb{C}^{g} / \Phi(\mathfrak{a})$; it is obviously principal since $\xi$ is invertible. Integral elements $x$ of K can be seen acting as endomorphisms of the torus by

$$
\left(z_{i}\right) \in \mathbb{C}^{g} \longmapsto\left(z_{i} \phi_{i}(x)\right)
$$

where an ordering on the embeddings $\phi$ of $\Phi$ has been fixed by indexing them by $i \in\{1, \ldots, g\}$. Since distinct orderings yield isomorphic complex tori, $\Phi$ can be simply thought of as a set.

Other transformations of the type yield isomorphic varieties as well. In the case (where we assume to be) of simple varieties, we have:

Theorem III.I.5. All principally polarized complex tori with complex multiplication by a ring of integers $O_{\mathrm{K}}$ arise, via the construction above, from a triple $(\Phi, \mathfrak{a}, \xi)$.

Two triples $(\Phi, \mathfrak{a}, \xi)$ and $\left(\Phi^{\prime}, \mathfrak{a}^{\prime}, \xi^{\prime}\right)$ yield isomorphic polarized tori if and only if there exists an automorphism $\sigma$ and an element $\gamma$ of K such that $\Phi^{\prime}=\Phi \sigma, \mathfrak{a}^{\prime}=\gamma \mathfrak{a}$, and $\xi^{\prime}=(\gamma \bar{\gamma})^{-1} \xi$.

## Complex Multiplication Orders

The complex multiplication field K embedded in $\mathbb{Q} \otimes \operatorname{End}(\mathscr{A})$ is an important invariant; however, it fails to capture the exact isomorphism type of $\operatorname{End}(\mathscr{A})$, which is precisely what the order $\mathscr{O}=\mathrm{K} \cap \operatorname{End}(\mathscr{A})$ does.

Generally-speaking, an order $\mathscr{O}$ in a number field K is a lattice that is also a subring of the ring of integers $\mathscr{O}_{\mathrm{K}}$ - the latter is therefore commonly called the maximal order. In our context, there is also a minimal order due to the following result of WATERHOUSE (1969).

Proposition III.I.6. Let K be the complex multiplication field of some ordinary abelian variety defined over a finite field $k$ with Frobenius endomorphism $\pi$. The orders of K containing $\mathbb{Z}[\pi, \bar{\pi}]$ are exactly those that arise as endomorphism rings of abelian varieties defined over $k$ with complex multiplication by K .

The Verschiebung endomorphism $\bar{\pi}$ can also be written as $q \pi^{-1}$, since Theorem III.3.5 will show that the degree of an endomorphism is the norm of the corresponding number field element.

Now consider an abelian variety $\mathscr{A}$ defined over a number field $k$. If $\mathfrak{p}$ is a discrete place of $k$, its residue field $k / \mathfrak{p}$ is finite, and we might obtain an abelian variety $\mathscr{A}_{\mathfrak{p}}$ over $k / \mathfrak{p}$, of the same dimension as $\mathscr{A}$, by pushing $\mathscr{A}$ forward through the quotient map $k \rightarrow k / \mathfrak{p}$; when we do, we say that $\mathscr{A}$ has good reduction at the prime $\mathfrak{p}$. Most things independent from $\mathfrak{p}$ reduce nicely:

Proposition III.I.7. Let $\mathscr{A}$ and $\mathscr{B}$ betwo abelian varieties of the same dimension defined over a number field with good reduction at some discrete place $\mathfrak{p}$. The natural map $\operatorname{Hom}(\mathscr{A}, \mathscr{B}) \rightarrow$ $\operatorname{Hom}\left(\mathscr{A}_{\mathfrak{p}}, \mathscr{B}_{\mathfrak{p}}\right)$ is injective and preserves the degree of isogenies.

Specialized to an abelian variety $\mathscr{A}=\mathscr{B}$ with complex multiplication, this states that reduction leaves the complex multiplication field unchanged and can only make the endomorphism ring larger.

When the reduction $\phi_{\mathfrak{p}}$ of an isogeny $\phi \in \operatorname{End}(\mathscr{A})$ is separable, that is, whenever its degree is coprime to $\mathfrak{p}$, then the reduction map $\operatorname{ker}(\phi) \rightarrow \operatorname{ker}\left(\phi_{\mathfrak{p}}\right)$ is a bijection.

## Non-Ordinary Varieties

For completeness, we briefly address the case of non-ordinary abelian varieties $\mathscr{A}$ over a finite field $\mathbb{F}_{q}$; the characteristic polynomial of the Frobenius endomorphism is then some proper power $m^{e}$ with $e>1$ of its minimal polynomial.

Contrary to the ordinary case, the endomorphism ring of non-ordinary abelian varieties might be smaller over the base field than it is over an algebraic closure.

For an elliptic curve, not being ordinary coincides with being supersingular, and also with the characteristic of the base field dividing the integer $\pi+\bar{\pi}$. Then, all endomorphisms are defined over $\mathbb{F}_{q}$ if and only if $q$ is a square and $\pi= \pm \sqrt{q}$.

Over fields with square cardinalities, there are thus two isogeny classes of supersingular curves with all endomorphisms defined, corresponding to the two $q$-Weil numbers $\pm \sqrt{q}$. Over a quadratic extension, those two become isogenous, but another isogeny class appears. Supersingular curves with not all endomorphisms defined can form up to three more isogeny classes. This has been rigorously studied by WATERHOUSE (1969), and to conclude we summarize his result concerning endomorphism rings of supersingular curves.

Proposition III.1.8. Endomorphism rings of supersingular elliptic curves are

- if all endomorphisms are defined: the maximal orders;
- otherwise: the $p$-maximal orders containing $\pi$;
in the quaternion $\mathbb{Q}$-algebra ramified at infinity and $p$ (the characteristic of the base field).


## III. 2 Orders and Ideals

For a moment, let us turn to topics of algebraic number theory with a computational flavor; they will later be put to use when we need to apply complex multiplication theory.

## Algebraic Orders

Orders of a number field K are lattices (that is, discrete subgroups of full rank) with an induced ring structure; inclusion therefore yields a partial order on orders of K, where the italicized word is meant in the set-theoretic sense. From now on, we consider orders of a fixed complex multiplication field K, and refer to them just as "orders"; they are contained in the maximal order $\mathfrak{M}=\mathscr{O}_{\mathrm{K}}$, and we are particularly interested in those containing a certain minimal order $\mathfrak{m}$ of the form $\mathbb{Z}[\pi, \bar{\pi}]$. Since $K=\mathbb{Q}(\pi)$, there are finitely many such orders.

This induces a finite lattice structure (again, in the in the set-theoretic sense) and we will often be speaking about orders located above or below from others, meaning respectively that they contain or are contained in others. This structure extends to ideals: assuming $\mathscr{O} \subset \mathscr{O}^{\prime}$ are two orders, we have natural maps

| $\mathfrak{I}\left(\mathscr{O}^{\prime}\right)$ |  | $\mathfrak{I}(\mathscr{O})$ |
| :---: | :---: | :---: |
| $\mathfrak{a}$ | $\longmapsto$ | $\mathfrak{a} \cap \mathscr{O}$ |
| $\mathfrak{b} \mathscr{O}^{\prime}$ | $\longleftrightarrow$ | $\mathfrak{b}$ |

and while the latter is a right inverse to the former, the converse is not true in general.

A more satisfying setting arises when we restrict to invertible ideals of an order $\mathscr{O}$, that is, fractional ideals $\mathfrak{a}$ for which there exists another fractional ideal $\mathfrak{b}$ satisfying $\mathfrak{a b}=\mathscr{O}$. All non-zero fractional ideals of the maximal order are invertible, but as we go down the lattice of orders, fewer and fewer are. To measure this notion of depth, we introduce the conductor, which measures how far $\mathscr{O}$ is from its integral closure $\mathfrak{M}$.

Definition III.2.I. The conductor of an order $\mathcal{O}$ is the ideal $\mathfrak{f}_{\mathscr{O}}=\{x \in \mathfrak{M}: x \mathfrak{M} \subset \mathscr{O}\}$.
The conductor gives a sufficient condition for invertibility: prime ideals that are coprime to $f_{\mathscr{O}}$ are invertible in $\mathscr{O}$. Conversely, up to principal ideals, all invertible ideals are equivalent to one coprime to the conductor. As a result, invertible ideals coprime to the conductor always have a unique decomposition into invertible prime ideals.

## Ideal Class Groups

Similarly to class groups of ring of integers, ideal class groups can be constructed from general orders. This construction resembles that of Jacobian varieties in terms of divisors, but the resulting group differs in various subtle aspects.

Definition III.2.2. The Picard group of an order $\mathscr{O}$, denoted by $\operatorname{Pic}(\mathscr{O})$, is the quotient group $\mathfrak{I}(\mathscr{O}) / \operatorname{Princ}(\mathscr{O})$ of invertible ideals by principal ideals; it is finite and abelian.

The Picard group of an order $\mathcal{O}$ with conductor $\mathfrak{f}$ is related to that of the maximal order $\mathfrak{M}=\mathscr{O}_{\mathrm{K}}$ via the exact sequence

$$
1 \longrightarrow \mathscr{O}^{\times} \longrightarrow \mathfrak{M}^{\times} \longrightarrow(\mathfrak{M} / \mathfrak{f})^{\times} /(\mathscr{O} / \mathfrak{f})^{\times} \longrightarrow \operatorname{Pic}(\mathscr{O}) \longrightarrow \operatorname{Pic}(\mathfrak{M}) \longrightarrow 1
$$

which shows that Picard groups grow roughly linearly in the norm of the conductor $f$; more precisely, the sequence yields the following formula (which generalizes the well-known explicit formula for imaginary quadratic orders) for the class number:

$$
\left.\# \operatorname{Pic}(\mathscr{O})=\frac{\# \operatorname{Pic}(\mathfrak{M})}{\left[\mathfrak{M}^{\times}: \mathscr{O}^{\times}\right]} \#(\mathfrak{M} / \mathfrak{f})^{\times}\right](\mathscr{O} / \mathfrak{f})^{\times}
$$

The asymptotic growth of the class number of the maximal order $h=\# \operatorname{Pic}(\mathfrak{M})$ obeys the following conjecture of SIEGEL (1935) proved by BRAUER (1947).

Theorem III.2.3. For any sequence of number fields K whose class number, regulator, and discriminant we respectively denote by $h, \mathrm{R}$, and $\Delta$, we have:

$$
\frac{\log b+\log \mathrm{R}}{\log \sqrt{|\Delta|}} \rightarrow 1 \quad \text { as } \quad \frac{[\mathrm{K}: \mathbb{Q}]}{\log |\Delta|} \longrightarrow 0
$$

And we note that, for the fields K we are most interested in, namely quadratic and quartic complex multiplication fields, the regulator is respectively $\mathrm{R}=1$ and $\mathrm{R}=\mathrm{O}(\log |\Delta|)$.

Picard groups are compatible with the lattice-of-orders structure:
Proposition III.2.4. Let $\mathcal{O} \subset \mathscr{O}^{\prime}$ be two orders. The map $\mathfrak{a} \mapsto \mathfrak{a} O^{\prime}$, for invertible ideals $\mathfrak{a}$ of $\mathcal{O}$ coprime to $\mathfrak{f}_{\odot}$, induces a surjective morphism of Picard groups.

Therefore, if some set $\mathfrak{B}$ of ideals of the minimal order $\mathfrak{m}$ generates its Picard group, it can be mapped into generating sets for each order above $\mathfrak{m}$. We form the free abelian group $\mathbb{Z}^{\mathfrak{B}}$, and let $\Lambda_{\mathscr{O}}$ denote the lattice of relations of $\mathscr{O}$, consisting of tuples $(\lambda)_{\mathfrak{B}}$ for which the product $\prod_{\mathfrak{B}}(\mathfrak{b} \mathscr{O})^{\lambda}$ is a principal ideal of $\mathscr{O}$. This gives a description of the Picard group as

$$
\operatorname{Pic}(\mathscr{O}) \simeq \mathbb{Z}^{\mathfrak{B}} / \Lambda_{\mathscr{O}}
$$

and when one order is contained in another, their lattices of relations are too.

## Computing Orders

To list all possible endomorphism rings, that is, all orders containing $\mathfrak{m}=\mathbb{Z}[\pi, \bar{\pi}]$, one could simply focus on the lattice structure: subgroups of the quotient group $\mathfrak{M} / \mathfrak{m}$ can easily be enumerated, and each yields a lattice that contains $\mathfrak{m}$; elementary techniques can then test whether such a lattice is closed under multiplication.

This approach is inefficient as most lattices are not orders, but also inadequate since there might be exponentially many orders above $\mathfrak{m}$. We can bound the conductor gap as follows:

Lemma III.2.5. The index $[\mathfrak{M}: \mathfrak{m}]$ is bounded from above by $2^{g(g-1)} q^{g^{2} / 2}$, where $q$ is the norm of $\pi$ and $2 g$ its degree.

Proof. Recall that $[\mathfrak{M}: \mathfrak{m}]$ is the square root of $\operatorname{disc}(\mathfrak{m}) / \operatorname{disc}(\mathfrak{M})$. The discriminant of the maximal order $\mathfrak{M}$ can be small so we simply bound that of the minimal order $\mathfrak{m}$ using

$$
|\operatorname{disc}(\mathfrak{m})|=|\operatorname{disc}(\mathbb{Z}[\pi])| /[\mathbb{Z}[\pi, \bar{\pi}]: \mathbb{Z}[\pi]]^{2}
$$

The numerator can be bounded by $(2 \sqrt{q})^{2 g(2 g-1)}$ since $\chi_{\pi}$ is a $q$-Weil polynomial of degree $2 g$. For the denominator, we have $[\mathbb{Z}[\pi, \bar{\pi}]: \mathbb{Z}[\pi]]=q^{\frac{g(g-1)}{2}}$ from which the result follows.

Instead of enumerating all orders, we will navigate the lattice of orders and locate the endomorphism ring using complex multiplication theory. The proposition below shows that it suffices to go up or down by small powers of primes. Due to the lemma above, only polynomially many descending steps in $g$ and $\log (q)$ are needed to reach $\mathfrak{m}$ from $\mathfrak{M}$.

Proposition III.2.6. Consider two orders $\mathscr{O}^{\prime} \subset \mathscr{O}$ of relative index divisible by a prime $\ell$. There exists an order $\mathscr{O}^{\prime \prime}$ in between whose index in $\mathscr{O}$ is in $\left\{\ell, \ell^{2}, \ldots, \ell^{2 g-1}\right\}$ where $2 g=\operatorname{degK}$.

To prove this, let $\mathscr{O}^{\prime \prime}$ be the order generated by $\ell \mathscr{O}$ and $\mathscr{O}^{\prime}$ : since $\ell \mathscr{O}$ has index $\ell^{2 g}$ in $\mathscr{O}$ and both contain $\mathbb{Z}$, its index in $\mathscr{O}$, and therefore also that of $\mathscr{O}^{\prime \prime}$, must divide $\ell^{2 g-1}$.

Consider now the problem of going down, that is, enumerating all orders contained in a prescribed order $\mathscr{O}$ with index $n$ (to go $u p$ the process would be entirely equivalent).

In discussions with ENGE, we devised a simple method to enumerate all orders contained in a prescribed order $\mathscr{O}$ with index $n$. The integer $n$ should preferably be a small prime power to limit the size of the output; this amounts to considering the lattice of orders locally at this prime. When we only consider endomorphism rings of principally polarized abelian varieties, we can further restrict to those orders that are closed under complex conjugation.

Fix a $\mathbb{Z}$-module basis $\left(\omega_{i}\right)$ of $\mathscr{O}$ so that each sublattice is uniquely identified by a basis $\left(\alpha_{j}=\sum a_{i j} \omega_{i}\right)$ in Hermite normal form, meaning that the integral matrix $\left(a_{i j}\right)$ is upper triangular, has non-zero coefficients on the diagonal, and satisfies $a_{i j}<a_{i i}$ for $i \neq j$; see Chapter 4.7 of COHEN (I993) for details. Such a sublattice is an order if it contains all products

$$
\alpha_{j} \alpha_{j^{\prime}}=\sum_{i, i^{\prime}} a_{i j} a_{i^{\prime} j^{\prime}} \omega_{i} \omega_{i^{\prime}}=\sum_{k} \underbrace{\left(\sum_{i, i^{\prime}} a_{i j} a_{i^{\prime} j^{\prime}} m_{k}^{i^{\prime}}\right)}_{b_{k}^{j^{\prime}}(a)} \omega_{k}
$$

where the vector $m^{i i^{\prime}}$ expresses $\omega_{i} \omega_{i^{\prime}}$ on the basis $\left(\omega_{k}\right)$; this vector and the polynomial $b_{k}^{i j^{\prime}}$ only depend on $\mathscr{O}$. Therefore, $a$ is an order if and only if, for all $j$ and $j^{\prime}$, the preimage of the vector $b^{j^{\prime}}$ by the matrix $a$ has integral coordinates; for sublattices of index $\operatorname{det}(a)=n$, this gives:

Proposition III.2.7. All orders contained in $\mathscr{O}$ with index $n$ correspond to solutions of the polynomial system $(n \cdot a)^{-1} b^{i j^{\prime}}=0 \bmod n^{2 g} \mathbb{Z}^{2 g}$ in the coefficients of the matrix a.

Unless there are 0 or $\Omega(n)$ such orders, this system is nonsingular and its solutions can be listed by a Gröbner basis algorithm in time polynomial in $\log n$ albeit exponential in $g$.

## Computing Class Groups

Fix an order $\mathscr{O}$ and consider computing its Picard group; this requires a generating set of ideals for $\operatorname{Pic}(\mathscr{O})$, an efficient ideal multiplication algorithm, and a way of finding a distinguished representative of the class of a prescribed ideal, which we call reducing an ideal. Under the generalized Riemann hypothesis (GRH), BACH (I990) solved the first problem:

Theorem III.2.8. Assume the GRH and let $\mathscr{O}$ be the ring of integers of a number field of discriminant $\Delta$. The class group $\operatorname{Pic}(\mathscr{O})$ is generated by prime ideals of norm at most $12 \log ^{2}|\Delta|$.

Note that a less explicit, but more precise result of JaO, Miller, and Venkatesan (2009), which also assumes the GRH, implies that, for any $\varepsilon>0$, the class group of any order $\mathscr{O}$ is generated by prime ideals of norm less than $\mathrm{O}\left(\log ^{2+\varepsilon}|\Delta|\right)$, where $\Delta=\operatorname{disc}(\mathscr{O})$.

Let $\mathfrak{B}$ be the set of prime ideals with norm less than some bound $B$, and define

$$
\sigma_{\mathscr{O}}:\left\{\begin{array}{ccc}
\mathbb{Z}^{\mathfrak{B}} & \longrightarrow & \operatorname{Pic}(\mathscr{O}) \\
n & \longmapsto & \prod_{\mathfrak{p} \in \mathfrak{B}} \mathfrak{p}^{n_{\mathfrak{p}}}
\end{array}\right.
$$

By the results above, when $B$ is big enough, the map $\sigma_{\mathscr{O}}$ is surjective and therefore we have

$$
\operatorname{Pic}(\mathscr{O}) \simeq \mathbb{Z}^{\mathfrak{B}} / \Lambda_{\mathscr{O}}
$$

where the lattice $\Lambda_{\mathscr{O}}$ is the kernel of $\sigma_{\mathscr{O}}$. Later, we will see how to compute the Picard group, that is, find a generating set of vectors for $\Lambda_{\mathscr{O}}$.

When the order $\mathscr{O}$ lies in an imaginary quadratic field, its ideals can be represented as binary quadratic forms via the map

$$
a x^{2}+b x y+c y^{2} \longmapsto a \mathbb{Z}+\frac{-b+\sqrt{b^{2}-4 a c}}{2} \mathbb{Z}
$$

where the right-hand side is a proper ideal of $\mathscr{O}$ as soon as the integers $a, b$, and $c$ are coprime and satisfy $b^{2}-4 a c=\operatorname{disc}(\mathscr{O})$. SCHÖNHAGE (199I) gave algorithms with quasi-linear runtime (that is, linear up to logarithmic factors) in $\log |\operatorname{disc}(\mathscr{O})|$ for performing on such forms the operations which correspond to multiplying two ideals, and to reducing one into a canonical representative of its class.

When $\mathscr{O}$ is an order of a general number field K , no such nice structure exists and a simpler approach must be used. Given a primitive element $\alpha$, the field K can be represented as $\mathbb{Q}[x] /\left(\chi_{\alpha}(x)\right)$, and its elements as rational vectors over the basis $\left(1, x, x^{2}, \ldots, x^{\operatorname{deg} \mathrm{K}-1}\right)$. Ideals $\mathfrak{a}$ can then be expressed as $\mathbb{Z}$-modules, of which a generating set of cardinality $\operatorname{deg}(\mathrm{K})$ can be written as a matrix over a basis of the order to which they belong. As mentioned before, this matrix can be put in Hermite normal form to uniquely identify ideals.

Since there is no canonical set of ideal representatives for classes of the Picard group, it is difficult to identify ideal classes precisely. Cohen, Diaz y Diaz, and Olivier (i997) demonstrated that this can nevertheless be done to some extent: the matrix that represents an ideal $\mathfrak{a}$ can be reduced via the so-called LLL algorithm of LENSTRA, LENSTRA, and LOVÁsz (1982), and the resulting matrix represents an ideal of the same class, but which is smaller. Such small ideals can be used as non-unique representatives of their class, and this permits one to perform most computations, notwithstanding some overhead.

## III. 3 Plain Complex Multiplication

We have seen that endomorphism rings of ordinary abelian varieties are isomorphic to orders in number fields, and have then considered their ideals from a computational standpoint. Let us now explain how these ideals can be seen as acting as isogenies.

This aspect of complex multiplication theory will be referred to as the plain action, as opposed to the polarized action to be discussed later. This section, does not assume that isogenies preserve any polarization structure of abelian varieties, and borrows many results of Waterhouse (1969).

## Finite Field Setting

Let $\mathcal{O}$ be an order isomorphic to the endomorphism ring of a simple ordinary abelian variety $\mathscr{A}$ of dimension $g$ defined over a finite field $\mathbb{F}_{q}$. We additionally consider an embedding $1: \mathrm{K} \rightarrow \mathbb{Q} \otimes \operatorname{End}(\mathscr{A})$ of the number field of $\mathscr{O}$; its elements are then seen as endomorphisms of $\mathscr{A}$. An isogeny $\phi$ sends the variety $\mathscr{A}$ to the variety $\mathscr{B}=\phi(\mathscr{A})$, and also maps an embedding l for $\mathscr{A}$ to an embedding for $\mathscr{B}$ given as $\phi(\imath)=\frac{1}{\operatorname{deg} \phi} \phi \circ \stackrel{\rightharpoonup}{\phi}$ where $\widehat{\phi}$ denotes the dual isogeny. In fact, we have:

Proposition iII.3.1. If 1 is an embedding of K into $\mathbb{Q} \otimes \operatorname{End}(\mathscr{A})$, all other embeddings l'are of the form $\phi()$ for some endomorphism $\phi$ of $\mathscr{A}$.

Let $\mathscr{A}$ be such an abelian variety endowed with an embedding tof $\mathscr{O}$ into its endomorphism ring, let $\mathfrak{a}$ be an invertible ideal of $\mathscr{O}$, and consider the isogeny $\phi_{\mathfrak{a}}: \mathscr{A} \rightarrow \mathscr{A} / \operatorname{ker}\left(\phi_{\mathfrak{a}}\right)$ with kernel

$$
\operatorname{ker}\left(\phi_{\mathfrak{a}}\right)=\bigcap_{\alpha \in \mathfrak{a}} \operatorname{ker}(\imath(\alpha))
$$

For instance, if $\mathfrak{a}$ is a principal ideal $(\alpha)$, then the kernel of $\phi_{\mathfrak{a}}$ is simply that of $\alpha$; therefore, $\phi_{\mathfrak{a}}$ is nothing but an endomorphism whose separable part coincides with that of $\alpha$ (recall that the totally inseparable part of an isogeny is not characterized by its kernel).

Now consider the composition of two such isogenies: let $\mathscr{A}$ be an abelian variety, $\mathfrak{a}$ be an invertible ideal of $\mathscr{O}=1^{-1}$ (End $\left.\mathscr{A}\right)$, and denote the corresponding isogeny by $\phi_{\mathfrak{a}}: \mathscr{A} \rightarrow$ $\mathscr{B}$; then, let $\mathfrak{b}$ be an invertible element of $\phi(\imath)^{-1}($ End $\mathscr{B})$, and denote the corresponding isogeny by $\phi_{\mathfrak{b}}: \mathscr{B} \rightarrow \mathscr{C}$; in that situation, the isogeny $\phi_{\mathfrak{b}} \circ \phi_{\mathfrak{a}}$ corresponds canonically to $\phi_{\mathfrak{a b}}: \mathscr{A} \rightarrow \mathscr{C}$. In simple terms, composing isogenies corresponds to multiplying ideals.

As a consequence, there is a well-defined map

$$
\mathfrak{a} \in \operatorname{Pic}(\mathscr{O}): \mathscr{A} \in \operatorname{AV}_{\mathscr{O}}(k) \longmapsto \phi_{\mathfrak{a}}(\mathscr{A}) \in \operatorname{AV}(k)
$$

where $\operatorname{AV}(k)$ denotes the set of isomorphism classes of abelian varieties defined over $k$, and $\mathrm{AV}_{\mathscr{O}}(k)$ the subset of such classes with endomorphism ring $\mathscr{O}$. Since the above is an isogeny, the complex multiplication is unchanged and we have $\mathbb{Q} \otimes \operatorname{End}(\mathscr{A})=\mathbb{Q} \otimes \operatorname{End}\left(\phi_{\mathfrak{a}}(\mathscr{A})\right)$; note that, for elliptic curves, $\operatorname{End}\left(\phi_{\mathfrak{a}}(\mathscr{A})\right)$ is actually always equal to $\operatorname{End}(\mathscr{A})$ as Proposition III.3.7 will show, but in general we might only have End $\mathscr{A} \subset \operatorname{End}\left(\phi_{\mathfrak{a}}(\mathscr{A})\right)$.

## Complex Elliptic Torus

For elliptic curves, Waterhouse (1969) proved that the image of the map above is actually $\mathrm{AV}_{\mathscr{O}}(k)$, and that the action of $\operatorname{Pic}(\mathscr{O})$ on $\mathrm{AV}_{\mathscr{O}}(k)$ this defines is transitive, which means that for any elliptic curve $\mathscr{A}$ with endomorphism ring $\mathscr{O}$, the map $\mathfrak{a} \mapsto \phi_{\mathfrak{a}}(\mathscr{A})$ induces a bijection between $\operatorname{Pic}(\mathscr{O})$ and $\mathrm{AV}_{\mathscr{O}}(k)$. The specific approach that he used then enabled him to establish a similar result for (non-polarized) abelian varieties. Here, let us describe a more standard way of seeing this on elliptic curves, using complex tori.

In the elliptic case, the use of complex tori to obtain results over finite fields greatly exploits the following lifting theorem of DeURING (194I).

Theorem III.3.2. Let $\alpha$ be an endomorphism of an elliptic curve $\mathscr{A}$ defined over a finite field $\mathbb{F}_{p}$. There exists an endomorphism $\beta$ of some abelian variety $\mathscr{B}$ defined over a certain number field which, modulo some prime $\mathfrak{p}$ above p of good reduction, reduces precisely to $\alpha \in \operatorname{End}(\mathcal{A})$.

In the case where $\operatorname{End}(\mathscr{A})=\mathbb{Z}[\alpha]$, the variety $\mathscr{B}$ of the above theorem has $\mathbb{Z}[\beta]$ as endomorphism ring and reduction induces an isomorphism $\operatorname{End}(\mathscr{B}) \simeq \operatorname{End}(\mathscr{A})$, since we saw earlier that endomorphism rings of abelian varieties defined over number fields are mapped injectively into that of their good reductions at prime ideals. Endomorphism rings of ordinary elliptic curves are always of the form $\mathbb{Z}[\alpha]$, so in this case there always exist lifts with the same endomorphism ring.

Conversely, for the ordinary case, we need to reduce modulo primes totally split in $\mathscr{O}$ :
Proposition III.3.3. Let $\mathscr{A}$ be an elliptic curve with endomorphism ring $\mathscr{O}$ defined over a number field. Take an unramified prime $\mathfrak{p}$, and let $p=\mathfrak{p} \cap \mathbb{Z}$. Then:

- ifp splits completely in $\mathcal{O}$, then the reduction $\mathscr{A}_{p}$ is ordinary and defined over $\mathbb{F}_{p}$.
- ifp is inert in $\mathcal{O}$, then the reduction $\mathscr{A}_{\mathfrak{p}}$ is supersingular and defined over $\mathbb{F}_{p^{2}}$.

Now, over the complex numbers, an elliptic curve with endomorphism ring $\mathscr{O}$ always corresponds to a complex torus $\mathbb{C} / \mathfrak{b}$ where $\mathfrak{b}$ is a certain ideal of $\mathscr{O}$. The action of invertible ideals $\mathfrak{a}$ of $\mathscr{O}$ on $\mathrm{AV}_{\mathscr{O}}(\mathbb{C})$ can then be seen as

$$
\mathfrak{a}: \mathbb{C} / \mathfrak{b} \in \mathrm{AV}_{\mathcal{O}}(\mathbb{C}) \longmapsto \mathbb{C} /\left(\mathfrak{a}^{-1} \mathfrak{b}\right) \in \mathrm{AV}_{\mathscr{O}}(\mathbb{C})
$$

This action is obviously transitive, and two ideals $\mathfrak{a}$ and $\mathfrak{a}^{\prime}$ act identically if and only if they are homothetic, that is, if and only if they belong to the same class of $\operatorname{Pic}(\mathscr{O})$. Therefore, this action factors through the Picard group into a faithful and transitive action of $\operatorname{Pic}(\mathscr{O})$ on $\operatorname{AV}_{\mathscr{O}}(\mathbb{C})$; modulo prime ideals $\mathfrak{p}$ of norm $p$, it reduces to the action of $\operatorname{Pic}(\mathscr{O})$ on $\mathrm{AV}_{\mathscr{O}}\left(\mathbb{F}_{p}\right)$.

Theorem III.3.4. Let $\mathscr{O}$ be an imaginary quadratic order. For elliptic curves defined over a finite field $k$, the above defines a faithful and transitive action of $\operatorname{Pic}(\mathscr{O})$ onto $\mathrm{AV}_{\mathscr{O}}(k)$.

We must finally mention that this action can also be seen on invariants of elliptic curves: if $\mathscr{B} \in \mathrm{AV}_{\mathscr{O}}(\mathbb{C})$, its invariant $j(\mathscr{B})$ lies in the ring class field of $\mathscr{O}$, which is an abelian extension of $\mathrm{K}=\mathbb{Q}(\mathscr{O})$ with Galois group $\operatorname{Pic}(\mathscr{O})$. The action of $\operatorname{Pic}(\mathscr{O})$ on $\mathrm{AV}_{\mathscr{O}}(\mathbb{C})$ is then that of the Galois group via the Artin symbol.

## General Abelian Varieties

The situation in higher dimension is far from being as nice as in the elliptic case. Certain properties nevertheless hold as they should, such as the following one of GIRAUD (1968).

Theorem III.3.5. Let $\mathscr{A}$ be a simple ordinary abelian variety defined over a finite field; if $\mathfrak{a}$ is an invertible ideal of its endomorphism ring, the degree of the isogeny $\phi_{\mathfrak{a}}$ is the norm of $\mathfrak{a}$.

The transitivity of the action of the Picard group, which would generalize the result on elliptic curves above, has only been shown to hold in the case that the endomorphism ring of $\mathscr{A}$ is maximal by Waterhouse (1969); to prove this, he first argued that all invertible ideals are, in his terminology, kernel ideals, which implies the following.

Theorem III.3.6. Let $\mathscr{A}$ be a simple ordinary abelian variety defined over a finite field $k$, and assume that $\operatorname{End}(\mathscr{A})$ is a maximal order $\mathscr{O}_{\mathrm{K}}$; then, for any invertible ideal $\mathfrak{a}$ of $\mathscr{O}_{\mathrm{K}}$ :

- the endomorphism ring of $\phi_{\mathfrak{a}}(\mathscr{A})$ is exactly that of $\mathscr{A}$.
- the induced action of $\operatorname{Pic}\left(\mathscr{O}_{\mathrm{K}}\right)$ on $\mathrm{AV}_{O_{\mathrm{K}}}(k)$ is faithful and transitive.

The number of isomorphism classes of simple ordinary abelian varieties with endomorphism ring some maximal order $\mathscr{O}_{\mathrm{K}}$ can thus be estimated using the conjecture of SIEGEL (1935) proved by BraUER (1947); as a direct consequence of Lemma III.2.5, we have

$$
\operatorname{disc}(\mathbb{Z}[\pi, \bar{\pi}])<2^{2 g(g-1)} q^{g^{2}}
$$

which gives, as $g$ is fixed and $q$ goes to infinity, the asymptotic behavior

$$
\# \operatorname{AV}_{\mathscr{O}_{\mathrm{K}}}\left(\mathbb{F}_{q}\right)=\# \operatorname{Pic}\left(\mathscr{O}_{\mathrm{K}}\right)<q^{g^{2} / 2+o(1)}
$$

## Explicit Action

In our application, we wish to use the above theory for maximal orders as well as nonmaximal ones. Therefore, we rely on the following consequence of the results above, combined with the observation that, if the norm of an invertible ideal $\mathfrak{a}$ is coprime to $\ell$, since it is also the degree of the isogeny $\phi_{\mathfrak{a}}$, then the index $\left[\operatorname{End}\left(\phi_{\mathfrak{a}} \mathscr{A}\right): \operatorname{End}(\mathscr{A})\right]$ cannot be divisible by $\ell$. Note that we proved the contrapositive statement earlier.

Proposition III.3.7. Let $\mathscr{A}$ be a simple ordinary abelian variety defined over a finite field $k$, let $\pi$ be its Frobenius endomorphism, let $\mathrm{K}=\mathbb{Q}(\pi)$, and let $\mathcal{O} \subset \mathrm{K}$ be its endomorphism ring.

The invertible ideals of $\mathscr{O}$ of norm coprime to the discriminant of $\mathbb{Z}[\pi, \bar{\pi}]$ act on $\mathrm{AV}_{\mathscr{O}}(k)$ as isogenies of degree their norm, and this defines a faithful action of $\operatorname{Pic}(\mathscr{O})$ on $\mathrm{AV}_{\mathscr{O}}(k)$.

To make this proposition effective, we need to compute the isogeny $\phi_{\mathfrak{a}}$. Denote its degree by $\ell$; since $\ell=\mathrm{N}(\mathfrak{a})$, we can start by enumerating all subgroups of cardinality $\ell$ of the full $\ell$-torsion subgroup $\mathscr{A}[\ell]$. Recall than even when $\phi_{\mathfrak{a}}$ is rational, the points of its kernel need not be individually, but they are collectively invariant under the Galois action. Still, we need a practical way of telling $\phi_{\mathfrak{a}}$ apart from other isogenies of degree $\ell$.

The improvements of Atkin and Elkies to the elliptic curve point counting method of SCHOOF (1985) exploit certain aspects of complex multiplication theory. In particular, they give a means to determine which specific isogeny of degree $\ell$ corresponds to $\phi_{\mathfrak{a}}$. It was also written as Stage 3 of the algorithm by Galbraith, Hess, and Smart (2002).

This result actually holds for general abelian varieties, which follows elementarily from the theory of Tate modules (from which most of the results that we stated above are derived); we therefore state it in its full generality.

Proposition III.3.8. Let $\mathscr{A}$ be a simple ordinary abelian variety defined over a finite field, $\mathscr{O}$ its endomorphism ring and $\pi \in \mathscr{O}$ the element corresponding to its Frobenius endomorphism.

Let $\mathfrak{a}$ be an invertible prime ideal of $\mathscr{O}$, written as $\ell(\mathcal{O}+u(\pi) \mathscr{O}$, where $\ell$ is its norm and $u$ is an irreducible factor modulo $\ell$ of the characteristic polynomial $\chi_{\pi}$ of the primitive element $\pi$. Assume that $\ell$ is coprime to the discriminant of $\mathbb{Z}[\pi, \bar{\pi}]$.

Then, the characteristic polynomial of the Frobenius endomorphism acting on $\operatorname{ker}\left(\phi_{\mathfrak{a}}\right)$ is $u$.
This proposition cannot be readily applied to non-prime ideals $\mathfrak{a}$, but we will explain later how this issue can be dealt with.

## III. 4 Polarized Complex Multiplication

In practical computations, abelian varieties are represented as Jacobian varieties of hyperelliptic curves or as theta-coordinates. Since both naturally work with principal polar-
izations, complex multiplication theory needs to be adapted to take this extra structure into account. Most of this theory originates from SHImURA and Taniyama (196I).

As in the plain case, we start by considering complex multiplication fields before focusing on the specific endomorphism ring order and the action of its ideals.

## Reflex Fields and Maps

Recall that if $\mathscr{A}$ is an ordinary abelian variety of dimension $g$, its complex multiplication field $\mathrm{K}=\mathbb{Q} \otimes \operatorname{End}(\mathscr{A})$ is a totally imaginary quadratic extension of a totally real number field $\mathrm{K}_{+}$of degree $g$, and that a complex multiplication type on K is a set of embeddings of K in $\mathbb{C}$ satisfying $\Phi \sqcup \bar{\Phi}=\operatorname{Hom}(\mathrm{K}, \mathbb{C})$ where the union is disjoint.

Here, there is actually no need to involve $\mathbb{C}$, or even the algebraic numbers $\overline{\mathbb{Q}}$, since the image of any embedding of K is necessarily contained in its normal closure $\mathrm{K}^{c}$. From now on, we therefore consider complex multiplication types given as sets of embeddings of K to its normal closure; this is equivalent and allows for a simpler exposition.

Definition III.4.I. Let $\Phi$ be a type of K . The reflex field $\mathrm{K}^{r}$ is the fixed field of

$$
\left\{\sigma \in \operatorname{Gal}\left(\mathrm{K}^{c}, \mathbb{Q}\right): \Phi=\Phi \circ \sigma\right\}
$$

the automorphisms of $\mathrm{K}^{c}$ leaving $\Phi$ globally invariant. It admits a unique reflex type $\Phi^{r}$ which is the restriction of automorphisms of $\mathrm{K}^{c}$ whose inverses yield $\Phi$ when restricted to K , that is,

$$
\left\{\phi \in \operatorname{Aut}\left(\mathrm{K}^{c}\right):\left.\phi\right|_{\mathrm{K}^{r}} \in \Phi^{r}\right\}=\left\{\phi^{-1} \in \operatorname{Aut}\left(\mathrm{~K}^{c}\right):\left.\phi\right|_{\mathrm{K}} \in \Phi\right\}
$$

More generally, for any field extension $K^{\prime} / K$, the type $\left\{\phi \in \operatorname{Hom}\left(K^{\prime}, K^{\prime c}\right):\left.\phi\right|_{K} \in \Phi\right\}$ is called the induced type by $\Phi$ on $\mathrm{K}^{\prime}$. Types $\Phi$ which are not induced from a strictly smaller subfield are said to be primitive. Simple abelian varieties have primitive types, and in that case, we canonically have $\mathrm{K}^{r r}=\mathrm{K}$ and $\Phi^{r r}=\Phi$.

Define the type trace $\operatorname{tr}_{\Phi}: x \in \mathrm{~K} \mapsto \sum_{\Phi} \phi(x)$; its image actually generates the field $\mathrm{K}^{r}$ and this can be used as an equivalent definition for the reflex field; more importantly, define the type norm

$$
\mathrm{N}_{\Phi}: x \in \mathrm{~K} \mapsto \prod_{\phi \in \Phi} \phi(x) \in \mathrm{K}^{r}
$$

(it is elementary to verify that the images of both these maps are in $\mathrm{K}^{r}$ ). There is also a reflex type trace $\mathrm{tr}_{\Phi^{r}}$ and a reflex type norm $\mathrm{N}_{\Phi^{r}}: \mathrm{K}^{r} \rightarrow \mathrm{~K}$.

The latter is particularly important to us, as we will make great use of it via the map it induces on Picard groups: if $\mathfrak{a}$ is an ideal of $\mathscr{O}_{\mathrm{K}^{r}}$, there is a unique ideal of $\mathscr{O}_{\mathrm{K}}$, which we write $\mathrm{N}_{\Phi^{r}}(\mathfrak{a})$, such that

$$
\mathrm{N}_{\Phi^{v}}(\mathfrak{a}) \mathscr{O}_{\mathrm{K}^{c}}=\prod_{\phi \in \Phi} \phi(\mathfrak{a}) \mathscr{O}_{\mathrm{K}^{c}}
$$

(see for instance Proposition 29 in Chapter II of Shimura (1998)). By the above, the map $\mathrm{N}_{\Phi^{r}}: \Im\left(\mathscr{O}_{\mathrm{K}^{r}}\right) \rightarrow \mathfrak{I}\left(\mathscr{O}_{\mathrm{K}}\right)$ induces a morphism of Picard groups, which we also write similarly:

$$
\mathrm{N}_{\Phi^{r}}: \operatorname{Pic}\left(\mathscr{O}_{\mathrm{K}^{r}}\right) \rightarrow \operatorname{Pic}\left(\mathscr{O}_{\mathrm{K}}\right)
$$

## The Polarized Class Group of Shimura

Fix a primitive type $\Phi$ of a complex multiplication field K of degree $2 g$, and denote the totally real subfield of $K$ by $K_{+}$.

Recall that a triple $(\Phi, \mathfrak{a}, \xi)$ yields the principally polarized complex torus $\mathbb{C}^{g} / \Phi(\mathfrak{a})$ with the polarization $\mathrm{E}_{\Phi}^{\xi}$; Theorem III.I.5 explained that all tori arise in this way and gave necessary and sufficient conditions for two triples to yield isomorphic polarized varieties.

Following Section 14 of Shimura (1998), a group $\mathfrak{C}(O)$ can be constructed so as to naturally act on this set of triples representing isomorphism classes of principally polarized abelian varieties:

1. Let $P$ be the group of pairs $(\mathfrak{a}, \rho)$ where $p \in K_{+}$is totally positive and $\mathfrak{a}$ is a fractional ideal of $\mathscr{O}$ satisfying $\mathfrak{a} \overline{\mathfrak{a}}=\rho \mathscr{O}$, endowed with component-wise multiplication.
2. Let I be the subgroup formed by the $(\mu \mathscr{O}, \mu \bar{\mu})$ for $\mu \in \mathrm{K}^{\times}$.
3. Let $\mathfrak{C}(\mathscr{O})$ be the quotient group $\mathrm{P} / \mathrm{I}$.

As a consequence to Theorem III.I.5, we therefore have:
Corollary 1II.4.2. For $\mathscr{O}=\mathscr{O}_{\mathrm{K}}$, the group $\mathfrak{C}(\mathscr{O})$ acts faithfully and transitively on the set of isomorphism classes of principally polarized abelian varieties having complex multiplication by $\bigcirc$ with type $\Phi$. In particular, they have the same cardinality.

It might be easier to understand the group $\mathfrak{C}(\mathscr{O})$ as part of the exact sequence

$$
\mathbb{U}(\mathrm{K}) \longrightarrow \mathbb{U}^{+}\left(\mathrm{K}_{+}\right) \longrightarrow \mathfrak{C}(\mathscr{O}) \longrightarrow \operatorname{Pic}(\mathscr{O}) \longrightarrow \operatorname{Pic}^{+}\left(\mathscr{O}_{+}\right)
$$

where the implied maps are, respectively, the norm of $\mathrm{K} / \mathrm{K}_{+}$, the embedding $\rho \mapsto(\mathscr{O}, \rho)$, the projection $(\mathfrak{a}, \rho) \mapsto \mathfrak{a}$, and the map $\mathfrak{a} \mapsto \mathfrak{a} \overline{\mathfrak{a}} \cap K_{+}$; also, $\mathbb{U}^{+}\left(\mathrm{K}_{+}\right)$denotes the totally positive units of the totally real subfield $\mathrm{K}_{+}$, and $\operatorname{Pic}^{+}\left(\mathscr{O}_{+}\right)$denotes the quotient of the group of fractional ideals of $\mathscr{O} \cap \mathrm{K}_{+}$by those that admit a totally positive generator.

Intuitively, the class $\operatorname{group} \operatorname{Pic}(\mathscr{O})$ acts on the set of abelian varieties up to isomorphism, as proven by WATERHOUSE ( I 969 ) for $\mathscr{O}=\mathscr{O}_{\mathrm{K}}$; the subgroup $\mathrm{Pic}^{+}\left(\mathscr{O}_{+}\right)$encodes the different ways an isogeny can alter polarizations, and the group $\mathbb{U}^{+}\left(\mathrm{K}_{+}\right) / \mathrm{N}_{\mathrm{K} / \mathrm{K}_{+}}(\mathbb{U}(\mathrm{K}))$ corresponds to isomorphism classes of principal polarization.

For instance, in the case of dimension $g=2$, when the totally-real subfield $K_{+}$contains a unit of norm -1 , which exactly means that its fundamental unit is not totally positive, the quotient $\mathbb{U}^{+}\left(\mathrm{K}_{+}\right) / \mathrm{N}_{\mathrm{K} / \mathrm{K}_{+}}(\mathbb{U}(\mathrm{K}))$ is trivial so we have a one-to-one map:

$$
\mathfrak{C}(\mathscr{O}) \longrightarrow \operatorname{ker}\left(\operatorname{Pic}(\mathscr{O}) \rightarrow \operatorname{Pic}^{+}\left(\mathscr{O}_{+}\right)\right)
$$

Although the computation of the polarized class group $\mathfrak{C}(\mathscr{O})$ of Shimura is a much less classical topic than that of Picard groups, it is not more difficult; for instance, we note that similar groups have been studied from an algorithmic viewpoint by COHEN, DIAZ Y DIAZ, and Olivier (1998).

## Polarized Action

There is a particular subgroup of the polarized class group of Shimura formed by elements arising as Galois actions. Here, we give a simplified exposition of this general theory and refer to Section is of SHIMURA (1998) for a more robust construction.

Let $\mathscr{A}$ be a principally polarized abelian variety defined over $\mathbb{C}$ with complex multiplication by the maximal order $\mathscr{O}_{\mathrm{K}}$ of a field K with type $\Phi$. In fact, the abelian variety $\mathscr{A}$ can be defined over the Hilbert class field $\mathscr{H}_{\mathrm{K}^{\prime}}$ which is the maximal abelian unramified extension of the reflex field, and in particular its invariants lie in that field; the action that we now describe can be seen as that of the Galois group of $\mathscr{H}_{\mathrm{K}^{\prime}}$ via the Artin symbol.

Theorem III.4.3. Invertible ideals of $\mathrm{K}^{r}$ act on polarized tori with complex multiplication by $\mathscr{O}_{\mathrm{K}}$ with type $\Phi$ via

$$
\mathfrak{r} \in \Im\left(\mathrm{K}^{r}\right): \mathbb{C}^{g} / \Phi(\mathfrak{a}), \mathrm{E}_{\Phi}^{\xi} \longmapsto \mathbb{C}^{g} / \Phi\left(\mathrm{N}_{\Phi^{r}}(\mathfrak{r})^{-1} \mathfrak{a}\right), \mathrm{E}_{\Phi}^{\mathrm{N}_{\mathrm{K}^{r} / \ell}(\mathfrak{r}) \xi} ;
$$

an ideal $\mathfrak{r}$ acts trivially when its reflex type norm ideal $\mathrm{N}_{\Phi^{r}}(\mathfrak{r})$ is a principal ideal of $\mathscr{O}_{\mathrm{K}}$ generated by an invertible element $\mu \in \mathrm{K}^{\times}$which satisfies $\mu \bar{\mu}=\mathrm{N}_{\mathrm{K}^{r} / \mathbb{Q}}(\mathfrak{r})$.

Recall that the set of principally polarized abelian varieties with endomorphism ring $\mathscr{O}_{\mathrm{K}}$ is acted upon faithfully and transitively by the polarized class group $\mathfrak{C}\left(\mathscr{O}_{\mathrm{K}}\right)$ of Shimura. The isogenies that arise via the reflex type norm (by theorem above) therefore act as the subgroup of $\mathfrak{C}\left(\mathscr{O}_{\mathrm{K}}\right)$ formed by the elements

$$
\left(\mathrm{N}_{\Phi}(\mathfrak{r}), \mathrm{N}_{\mathrm{K}^{\prime} / \mathbb{Q}}(\mathfrak{r})\right)
$$

where $\mathfrak{r}$ ranges over ideals of $\mathscr{O}_{\mathrm{K}^{\prime}}$. We emphasize that other elements of $\mathfrak{C}\left(\mathscr{O}_{\mathrm{K}}\right)$ also act as isogenies, but that they might not be rational.

For instance, in dimension two, if $(\mathfrak{a}, \ell) \in \mathfrak{C}\left(\mathscr{O}_{\mathrm{K}}\right)$, and $\ell$ totally splits as $\mathfrak{p p q} \overline{\mathfrak{q}}$ in $K$, then the possible values for $\mathfrak{a}$ are $\mathfrak{p q}, \mathfrak{p q}$, and their respective conjugates; in that case, $\ell$ also splits
completely in $\mathrm{K}^{r}$ and the reflex type norm maps the prime factors of $\ell \mathscr{O}_{\mathrm{K}^{r}}$ onto those four elements of $\mathfrak{C}$ with norm $\ell^{2}$. In other cases, elements of $\mathfrak{C}\left(\mathscr{O}_{\mathrm{K}}\right)$ of norm $\ell^{2}$ might not be in the image of the reflex type norm.

## Reduction to Finite Fields

We briefly review how the action that we have just defined transports to finite fields, in the case of simple ordinary abelian varieties of dimension two. For details, we refer to the work of Goren (1997) and Goren and Lauter (2007).

We first consider a principally polarized abelian variety $\mathscr{A}_{p}$ defined over a finite field of characteristic $p$; given any embedding $\iota_{p}$ of $\mathscr{O}_{\mathrm{K}}$ into $\operatorname{End}\left(\mathscr{A}_{p}\right)$, implying that $\mathscr{A}_{p}$ has complex multiplication by $\mathscr{O}_{\mathrm{K}}$, there exists an abelian variety $\mathscr{A}$ defined over a number field and an embedding ı: $\mathscr{O}_{\mathrm{K}} \rightarrow \operatorname{End}(\mathscr{A})$ which, at a certain prime, reduce to $\mathscr{A}_{p}$ and ${ }_{p}$ respectively.

Conversely, if $\mathscr{A}$ is a simple polarized abelian variety with complex multiplication by the maximal order of some field K , its invariants lie in the Hilbert class field $\mathscr{H}_{\mathrm{K}^{r}}$ which is the maximal abelian unramified extension of the reflex field. For almost all primes $\mathfrak{p}$ of its field of definition, the abelian variety $\mathscr{A}$ has good reduction modulo $\mathfrak{p}$.

Now, let $p$ denote the rational prime below $\mathfrak{p}$, that is $p \mathbb{Z}=\mathfrak{p} \cap \mathbb{Z}$; when $p$ splits completely in the complex multiplication field K this reduction is a simple ordinary abelian variety. Denote by $\mathscr{A}_{\mathfrak{p}}$ the reduction of $\mathscr{A}$ modulo $\mathfrak{p}$; due to the injective map $\operatorname{End}(\mathscr{A}) \rightarrow \operatorname{End}\left(\mathscr{A}_{\mathfrak{p}}\right)$, we know that $\mathscr{A}_{\mathfrak{p}}$ also has complex multiplication by $\mathscr{O}_{\mathrm{K}}$. In that case, all elements of norm $\ell^{g}$ of the polarized class group of Shimura arise from the reflex type norm, and they give all isogenies of type $(\mathbb{Z} / \ell)^{g}$.

There is another splitting case for $\mathfrak{p}$ which can result in the reduction $\mathscr{A}_{\mathfrak{p}}$ being a simple ordinary abelian varieties: that where $p$ is inert in $K_{+}$but $s p l i t s$ as $\mathfrak{q} \overline{\mathfrak{q}}$ in $K$ and as $\overline{r \mathfrak{r}}^{\prime}$ in $K^{r}$, where $\mathfrak{r}^{\prime}$ has norm $p^{2}$. In that case, reduction modulo a prime above $\mathfrak{r}$ or $\overline{\mathfrak{r}}$ also yield a simple ordinary abelian variety. However, the reduction of $\mathscr{A}$ modulo $\mathfrak{r}^{\prime}$ is a superspecial variety, that is, far from being ordinary.

If $\mathscr{A}$ is a simple ordinary abelian variety of dimension $g=2$ defined over a finite field $k$ of sufficiently large characteristic, we will later exploit complex multiplication theory to predict the structure of its isogeny graph from that of its polarized class group of Shimura, or rather do the converse: predict the structure of the group $\mathfrak{C}(\mathscr{O})$ from that of the isogeny graph. For this, we have seen that we can always use isogenies of type $(\mathbb{Z} / \ell)^{2}$ for primes $l$ which split completely in the reflex field $\mathrm{K}^{r}$.

However, we observe that elements of $\mathfrak{C}(O)$ of the form $(\mathfrak{a}, \ell)$, where $\ell$ is a prime, which are not in the image of the reflex type norm, often also act as rational isogenies of type $(\mathbb{Z} / \ell)^{2}$, and we make use of these as well. In certain cases, this approach can be fully rigorous by
solely exploiting the action of $\mathfrak{C}(\mathscr{O})$ under the type norm, or that of certain elements $(\mathfrak{q}, \ell)$ for primes $\ell$ splitting in $K$ as $\mathfrak{q} \bar{q}$. In other cases, this requires additional hypotheses, which we will then specify.
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## FOUR

## Pairing-Friendly Varieties

## Iv.i Cryptographic Requirements

The use of pairings enables many cryptographic protocols; as we have mentioned before, cryptography-grade pairings, that is, pairings which can be evaluated efficiently and are hard to invert, are only known to be defined on abelian varieties.

Here, we first review cryptographic requirements for pairing-based constructions, and then consider how abelian varieties satisfying these conditions can be generated.

## General Considerations

Let $\mathscr{A}$ be an abelian variety defined over a finite field $\mathbb{F}_{q}$ and containing a cyclic subgroup of order $r$. The embedding degree e $(r)$, also written $e$ when there is no ambiguity on the subgroup, is defined as the smallest integer such that the Weil pairing

$$
\Psi_{\text {Weil }}: \mathscr{A}[r]\left(\mathbb{F}_{q^{e}}\right) \times \mathscr{A}[r]\left(\mathbb{F}_{q^{c}}\right) \longrightarrow \mu_{r} \subset \mathbb{F}_{q^{e}}^{\times}
$$

is non-degenerate; extending a result of Balasubramanian and Koblitz (1998), RuBIN and Silverberg (2009) proved that, if $r$ does not divide $q-1$ and the degree of the polarization of $\mathscr{A}$ is coprime to $r$, then $e$ divides the order of $q$ modulo $r$.

Using this pairing for cryptographic purposes imposes the following:
I. It must be computationally infeasible to solve discrete logarithm problems in $\mathscr{A}[r]$.
2. It must be computationally infeasible to solve discrete logarithm problems in $\mu_{r} \subset \mathbb{F}_{q^{\circ}}{ }^{\text {. }}$
3. It must be practical to compute over the field $\mathbb{F}_{q^{q}}$.

The last condition ensures that the algorithm of Miller (1986) evaluates the Weil pairing efficiently. Note that many constructions do not directly use the Weil pairing but rather variants of it that enable evaluation speedups by small factors; however, from a variety generation point of view, this makes little difference: so long as field operations in $\mathbb{F}_{q^{q}}$ can efficiently be computed, pairings with embedding degree $e$ can be evaluated with more or less effort.

Later, it will be convenient to allow $r$ to be a prime times a small cofactor; this does not invalidate the above: the security simply rests on the largest prime factor of $r$.

There are two big decisions to be made:
Binary or prime fields? Fields of characteristic two (also known as binary fields) are suited to efficient hardware implementations; on the other hand, software implementations work equally well with prime fields.

Supersingular or ordinary varieties? Supersingular varieties are easy to generate and readily have small embedding degrees; however, they are quite special and have an easy decisional Diffie-Hellman problem.

We choose to work with ordinary varieties defined over prime fields. Some authors argue that prime powers with exponent greater than one have density zero amongst prime powers, but here we justify this choice by its convenience and the fact that it avoids Weil-descent attacks altogether. Although attractive for the design of cryptographic protocol, the properties of supersingular curves can be seem unnecessarily special; they are mostly interesting over fields of small characteristic, and it is not so challenging to generate them.

To avoid wasting bits, we wish to balance the expected hardness the discrete logarithm problem in the abelian variety $\mathscr{A}\left(\mathbb{F}_{q}\right)$ and in the group $\mu_{r} \subset \mathbb{F}_{q^{e}}^{\times}$as they are rendered equivalent by the pairing. When $q$ is a prime power, $\operatorname{HITT}(2007)$ warned that $\mu_{r}$ might reside in a strict subfield of $\mathbb{F}_{q^{e}}^{\times}$, leading to faster attacks on its discrete logarithm problem. However, this problem does not arise when $q$ is prime.

## Asymptotics

Suppose $\mathscr{A}$ is an ordinary abelian variety of dimension $g$ defined over a prime field $\mathbb{F}_{q}$ of which the discrete logarithm problem and pairing are considered for cryptographic use. By the Pohlig-Hellman reduction, it is sufficient to consider its largest prime subgroup $\mathscr{H}$; we denote its order by $r$ and its embedding degree by $e$. In order avoid attacks on high-genus varieties, we furthermore assume that $g=1,2$; this conveniently enables us to use the fast arithmetic of Jacobian varieties of hyperelliptic curves.

To measure the cryptographic efficiency, fix $g$ and let $q$ go to infinity: the complexity of additions in $\mathscr{A}\left(\mathbb{F}_{q}\right)$ is polynomial in $\log q$; disregarding the pairing, the discrete logarithm
problem in $\mathscr{A}\left(\mathbb{F}_{q}\right)$ achieves an expected security of $\frac{1}{2} \log _{2} r$ bits. Hence, we introduce the quantity

$$
\rho=\frac{g \log _{2} q}{\log _{2} r}
$$

which, since $\# \mathscr{A}\left(\mathbb{F}_{q}\right) \sim q^{g}$, also indicates the proportion of bits used to represent points of $\mathscr{A}\left(\mathbb{F}_{q}\right)$ that actually contribute to the security of scheme: if $p \approx 1$ then nearly all of the variety is put to use; if $p \approx 2$ then only half of the bits are needed to identify points of $\mathscr{H}$.

Recall the best-known bounds on the complexity of solving discrete logarithm problems:
I. Discrete logarithm problems in $\mathscr{A}\left(\mathbb{F}_{q}\right)$ can be solved in $\mathrm{O}\left(r^{1 / 2+o(1)} \log q\right)$.
2. Discrete logarithm problems in $\mathbb{F}_{q^{c}}^{\times}$can be solved heuristically in $\mathrm{L}_{1 / 3}^{c}\left(q^{e}\right)$.

To solve the first problem, in general, no better algorithm than generic ones is known, for which a lower bound of $\sqrt{r}$ is proven; the other term in the complexity denotes the cost of operations in $\mathscr{A}\left(\mathbb{F}_{q}\right)$. Many variants of the number field sieve can be used to solve the second problem: the method of MATYUKHIN (2003) applies to prime fields, and that of JOUX and LERCIER (2006) is particularly adapted to extension fields such as here.

In the most effective case that $\rho \approx 1$, balancing the two complexities above requires

$$
\frac{1}{2} g \log q \log \log q \approx c(e \log q)^{1 / 3}(\log e+\log \log q)^{2 / 3}
$$

which implies $e \sim\left(\frac{g}{2 c}\right)^{3}\left(\frac{1}{3} \log q\right)^{2} \log \log q$ and shows that the embedding degree should grow quadratically in the size of the base field; this is another reason to avoid supersingular varieties: since their embedding degrees are uniformly bounded as $g$ is fixed (see below), they do not scale well to higher levels of security.

## Practice

To select the parameters $q$ and $e$ according to the level of security chosen (or equivalently the desired date until when the cryptosystem should withstand attacks), the cost of attacks on the discrete logarithm problems in both finite fields and abelian varieties must be carefully considered. Various agencies and organizations regularly publish updated tables listing parameter tuples for various security levels, such as ECRYPT II (2010) whose table was featured in the first chapter. Most agree that pairing-based cryptosystems aimed at being secure beyond 2030 should have a 256 -bit $r$ and a 3248 -bit $q^{e}$; as usual, more is better.

The practical cost of an attack can be estimated by using timings of previous attacks to calibrate the big-O (and possibly other) constants in the asymptotic complexity; this usually gives a fair estimation for larger instances. Here, we need to control both the hardness of


Figure i. The abscissa bounds the security level of the discrete logarithm problem in $\mathbb{F}_{q^{e}}^{\times}$ while the ordinate does the same in $\mathscr{E} / \mathbb{F}_{q}$. The diagonal represents the optimal case that these are balanced. The curves plot what elliptic curves achieve for selected values of $e / \rho$.
the discrete logarithm problem in the curve and the embedding field. Figure 臬 does such a rough analysis for the parameters ( $\rho, e, q$ ) of pairing-friendly curves. It shows, for instance, that 128 bits of security are best achieved by elliptic curves for which $e / \rho \approx 12$, with the most preferable choice of $p \approx 1$ implying that $e=12$ and $q \approx 2^{256}$.

Before explaining how to generate elliptic curves and abelian varieties with the above properties, let us first say a bit more on supersingular varieties.

## Supersingular Varieties

While ordinary varieties are the generic case, supersingular varieties are the other extreme: recall that supersingular abelian varieties are defined as being isogenous to powers of supersingular elliptic curves (elliptic curves with zero $p$-rank) or, equivalently, as having Frobenius endomorphisms that satisfy $\pi^{n}= \pm q^{n / 2}$ for some integer $n$.

Their cryptographic interest stems from the following result of Galbraith (200I).
Proposition IV.I.I. The embedding degree of any subgroup of any $g$-dimensional supersingular abelian variety defined over a finite field is uniformly bounded by some quantity $e_{g}$.

We have for instance $e_{1}=6, e_{2}=12, e_{3}=30, e_{4}=60$.
For certain types of base fields, the bound $e_{g}$ can be lowered: the optimal bound for $e_{1}$ is 4 in characteristic two, 6 in characteristic three, 3 in higher characteristic, and 2 over prime fields with more than three elements.

An interesting feature of supersingular varieties is the existence of distortion maps, that is, non-rational endomorphisms. For ordinary varieties, we have seen that all endomorphisms defined over an algebraic closure are also defined over the base field, so their field of definition makes no difference. However, for supersingular varieties, there exist endomorphisms which do not commute with the Frobenius endomorphism.

Such distortion maps $\psi$ are useful in cryptography because they send points of the rational $r$-torsion subgroup to points of $\mathscr{A}[r]\left(\mathbb{F}_{q^{e}}\right)$ which might not be rational. Then, the application

$$
(\mathrm{P}, \mathrm{Q}) \in \mathscr{A}[r]\left(\mathbb{F}_{q}\right)^{2} \longmapsto \Psi_{\text {Weil }}(\psi(\mathrm{P}), \mathrm{Q}) \in \mu_{r}
$$

is a "self" pairing which is a very attractive object to build cryptographic primitives on, as its domain is the Cartesian product of two copies of the same cyclic group of order $r$, rather than the Cartesian product of two different ones.

On the other hand, this makes the decisional Diffie-Hellman problem easy, since for any triple of integers $(a, b, c)$ and point P on $\mathscr{A}$, one can verify whether $c=a b$ given $\mathrm{P}, a \mathrm{P}, b \mathrm{P}, c \mathrm{P}$ by checking whether

$$
\Psi_{\text {Weil }}(\psi(a \mathrm{P}), b \mathrm{P})=\Psi_{\text {Weil }}(\psi(\mathrm{P}), c \mathrm{P})
$$

from a security viewpoint, this can be seen as an undesirable property. Naturally, many protocols take advantage of that situation as well.

Since embedding degrees of supersingular curves are bounded, the base field size must grow more than linearly in the desired security level in order to avoid discrete logarithm attacks in $\mathbb{F}_{q^{e}}^{\times}$via the pairing; this lack of scalability is unpractical in the long term, and we now shift our focus to the ordinary case.

## IV. 2 Complex Multiplication Method

The problem of constructing ordinary abelian varieties defined over a finite field on which pairings are efficiently computable (meaning that the embedding degree is small) is an active topic of research.

This section describes the so-called complex multiplication method for generating ordinary abelian varieties with prescribed endomorphism rings; as a consequence, it also generates varieties whose Frobenius endomorphism have prescribed polynomials. Since the existence of a subgroup of order $r$ with embedding degree $e$ only depends on this polynomial, the next section will exploit this method to generate pairing-friendly varieties.

## Scarcity of Pairing-Friendly Varieties

As we have argued before, abelian varieties of dimension $g=1$ and 2 are the most suitable for cryptosystems which rely on the discrete logarithm problem. When no additional structure (such as a pairing) is required, abelian varieties need just have a near-prime group order, and are best generated by random search, which additionally reduces their likelihood of having undesirable special properties. For elliptic curves, such computations are classical, and for $g=2$ it was recently demonstrated practical by GAUDRY and SCHOST (2010).

When, on top of a near-prime group order, one seeks a small embedding degree, this approach is not feasible anymore due to the scarcity of abelian varieties with the desired condition. More precisely, Balasubramanian and Koblitz (1998) proved the following.

Theorem IV.2.I. There are at most $\mathrm{M}^{1 / 2+o(1)}$ isogeny classes of elliptic curves $\mathscr{E} / \mathbb{F}_{p}$ with prime order and embedding degree less than $\log ^{2} p$, where $p$ is a prime in $\{M / 2, \ldots, M\}$.

Since there are roughly $\mathrm{M}^{3 / 2}$ isogeny classes of elliptic curves defined over $\mathbb{F}_{p}$ with $p \in$ $\{\mathrm{M} / 2, \ldots, \mathrm{M}\}$, this is a pretty slim fraction of the total. LAUTER and SHANG (2010) recently gave a similar result for dimension-two abelian varieties:

Theorem IV.2.2. Let H and K be positive integers, the number of pairs $(p, \mathrm{~N})$ where N is the order of a dimension-two abelian variety defined over $\mathbb{F}_{p}$ with $p \in\{\mathrm{M} / 2, \ldots, \mathrm{M}\}$, such that $\mathrm{N}=$ hr where $h \leqslant \mathrm{H}$, $r$ is prime and has embedding degree less than K is at mos $\mathrm{M}^{3 / 2+o(1)} \mathrm{HK}^{2}$ for M large enough.

Since there are roughly $\mathrm{M}^{5 / 2}$ pairs $(p, \mathrm{~N})$ arising as orders of two-dimensional abelian varieties, this gives, similarly to the one-dimensional case, a probability of $p^{-1+o(1)}$ of finding a pairing-friendly abelian variety by random search over $\mathbb{F}_{p}$.

The theory of complex multiplication provides a method for generating such varieties efficiently. This involves two steps: we will first describe how varieties with prescribed endomorphism rings and prescribed fields of definition can be constructed using the so-called complex multiplication method, and we will then consider characterizing pairing-friendly varieties in terms of their endomorphism ring and base field.

## Class polynomials

Since abelian varieties of dimension three or more are not interesting for cryptography, we restrict to Jacobian varieties of hyperelliptic curves $\mathscr{C}$ since all principally polarized abelian variety of dimension one or two are of this type. This allows to use invariants which uniquely identify the isomorphism class of such a variety and are expressed as rational functions of the coefficients of an equation for $\mathscr{C}$.

Fix a genus $g$ and a family of invariants $\left(\mathrm{I}_{i}\right)$ that uniquely identify birationally equivalent classes of hyperelliptic curves. For instance, in dimension one, the $j$-invariant

$$
\mathscr{C}: y^{2}=x^{3}+a x+b \longmapsto j(\mathscr{C})=\frac{2^{8} 3^{3} a^{3}}{2^{2} a^{3}+3^{3} b^{2}}
$$

(where we have assumed the characteristic to be different from 2 and 3) alone suffices. In higher dimension, as we have mentioned before, more invariants are necessary.

Let $\mathscr{O}$ be the order of a complex multiplication field K of degree $2 g$, that is, a totally imaginary quadratic extension of a totally real number field. Spallek (1994) first proposed to encode the information about all abelian varieties $\mathscr{A}$ of dimension $g$ defined over the complex numbers into the following polynomial

$$
\mathscr{H}_{i}^{\mathscr{O}}(x)=\prod_{\{\mathscr{A}: \text { End } \mathscr{A} \simeq \mathscr{O}\}}\left(x-\mathrm{I}_{i}(\mathscr{A})\right)
$$

where $\mathscr{A}$ ranges over isomorphism classes of abelian varieties. In dimension one, they are usually called Hilbert class polynomials when $\mathscr{O}$ is the maximal order of K , as their roots, the invariants of abelian varieties with endomorphism ring $\mathscr{O}$, generate the Hilbert class field of $\mathscr{O}$; for non-maximal orders and in higher dimension, these lie in the ring class field of $\mathscr{O}$ and the polynomials are simply known as class polynomials.

Weng (200I) later developed this theory and explained how these polynomials could be used to generated abelian varieties over finite fields with prescribed endomorphism ring, as we will soon explain. When there are two invariants or more (that is, for $g>1$ ), these polynomials do not encode which root of $\mathscr{H}_{1}^{\Theta}$ corresponds to which root of $\mathscr{H}_{i}^{\Theta}$ for $i>1$; in other words, the invariant tuples we are interested in are lost amongst tuples of unrelated invariants.

To address this issue, Gaudry, Houtmann, Kohel, Ritzenthaler, and Weng (2006) interpolated the values $\mathrm{I}_{i}(\mathscr{A})$ at the $\mathrm{I}_{1}(\mathscr{A})$ : they defined

$$
\mathscr{H}_{i}^{\prime O}(x)=\sum_{\text {End } \mathscr{A} \approx O} \mathrm{I}_{i}(\mathscr{A}) \prod_{\substack{\text { End } \mathscr{B} \neq \mathscr{A} \\ \mathscr{A} \neq \mathscr{C}}}\left(x-\mathrm{I}_{1}(\mathscr{B})\right)
$$

for $i>1$. This encodes exactly the information wanted.

## Reduction to Prime fields

Let $\mathscr{A}$ be an ordinary abelian variety with complex multiplication by $\mathscr{O}$ defined over some number field, and let $\mathfrak{p}$ be a prime of degree one at which the reduction $\mathscr{A}_{\mathfrak{p}}$ of $\mathscr{A}$ is itself an ordinary abelian variety defined over $\mathbb{F}_{p}$ where $p$ is the rational prime below $\mathfrak{p}$. Since invariants are compatible with reduction, we have $\mathrm{I}_{i}\left(\mathscr{A}_{\mathfrak{p}}\right)=\mathrm{I}_{i}(\mathscr{A})_{\mathfrak{p}}$.

As the endomorphism ring of $\mathscr{A}$ is mapped injectively into that of $\mathscr{A}_{\mathfrak{p}}$, we have $\mathscr{O} \subset$ (End $\mathscr{A}_{\mathfrak{p}}$ ); when $\mathscr{O}$ is the maximal order, equality must hold, and this is also the case for any order when $\mathscr{A}_{\mathfrak{p}}$ is an elliptic curve, due to the Deuring lifting theorem.

Consequently, an abelian variety with complex multiplication by $\mathscr{O}$ defined over a finite field can be found using the following algorithm.

## Algorithm IV.2.3.

Input: A prime p, and an order $\mathfrak{O}$, either imaginary quadratic or maximal in a quartic complex multiplication field.
Output: An abelian variety $\mathscr{A} / \mathbb{F}_{p}$ with End $\mathscr{A} \simeq 0$.
I. Compute the class polynomials $\mathscr{H}_{i}^{\prime O}(x)$.
2. For each root $\mathrm{I}_{1}$ of $\mathscr{H}_{1}^{\circ}(x) \bmod p$ :
3. $\quad$ For all $i>1$, $\operatorname{let} \mathrm{I}_{i}=\mathscr{H}_{i}^{\prime O}\left(\mathrm{I}_{1}\right) / \mathscr{H}_{1}^{O}\left(\mathrm{I}_{1}\right)$.
4. Use the method of MESTRE (Ig9I) to compute a hyperelliptic
curve whose Jacobian variety has invariants $\left(\mathrm{I}_{i}\right)$.
Note that the output of this algorithm might be empty; for instance, when there are no abelian varieties with endomorphism ring $\mathscr{O}$ defined over the field with $p$ elements. In other cases, the number of curves returned might not be constant as $\mathscr{O}$ is fixed and $p$ varies. The conceptually simplest case is that where $p$ completely splits in the ring class field of $\mathscr{O}$ : then, the $\mathscr{H}_{i}^{\Theta}$ split into linear factors modulo $p$.

## Computation of Class Polynomials

Before making use of the method above, let us briefly describe the current methods available for computing class polynomials in dimension one and two.

Since the class polynomials $\mathscr{H}_{i}^{\Theta}$ are defined over the complex numbers and have good reduction to finite fields, there are, as with modular polynomials, two methods to compute them: a complex analytic method and one based on the Chinese remainder theorem.

The complex analytic version evaluates the invariants $\mathrm{I}_{i}(\mathscr{A})$ for complex tori verifying End $\mathscr{A} \simeq \mathscr{O}$ to sufficient precision to identify the coefficients of the class polynomial; it requires tight bounds on the height of these coefficients. COUVEIGNES and Henoce.
(2002) also proposed a $p$-adic version which proceeds similarly but uses the canonical lift of an abelian variety defined over a small extension of $\mathbb{F}_{p}$ to transport the computation to $\mathbb{Q}_{p}$.

The Chinese remainder theorem version reconstructs the polynomials $\mathscr{H}_{i}^{\varrho} \in \mathbb{Q}[x]$ from their reduction to many small prime fields $\mathbb{F}_{p}$ by enumerating the abelian varieties with endomorphism ring $\mathscr{O}$ in each such field; typically, a first variety with complex multiplication $\mathbb{Q} \otimes \mathscr{O}$ is found by sheer luck (this requires computing the endomorphism ring of many random curves), and isogenies are then used to find a curve with endomorphism ring exactly $\mathscr{O}$ and to enumerate all other such varieties.

When the dimension of $\mathscr{O}$ is fixed, the complexity of all methods mainly depends on the order of the Picard group of $\mathscr{O}$, which dictates the number of roots of the class polynomials.

For elliptic curves, all methods have a quasi-linear runtime in the size of the output; see the careful analyses of ENGE (2009), , BRÖKER (2008), and SUTHERLAND (201 I). A practical advantage of the Chinese remainder theorem version is that it need not keep the full polynomials $\mathscr{H}_{i}^{0} \in \mathbb{Q}(x)$ in memory: only their reductions modulo many primes are required; from these, $\mathscr{H}_{i}{ }^{\circ}$ can be directly reconstructed in the prime field where we seek an abelian variety with endomorphism ring $\mathscr{O}$. This is particularly useful as memory requirements are the current bottleneck of the other two methods.

In dimension two, WENG (200I) introduced the complex analytic method, CHAO, MATSUO, KAwashiro, and Tsuji (2000) the Chinese remainder theorem one, and GaUdry, Houtmann, Kohel, Ritzenthaler, and Weng (2006) a 2 -adic method. All have since been improved by many researchers. Their respective speeds do not support a range of orders $\mathscr{O}$ as wide as for elliptic curves, but quite a fair number of class polynomials have been computed and made available, for instance in the ECHIDNA (2008) package.

## IV. 3 Elliptic Curve Generation

Let us now explain how to apply the material of the previous section to generate pairingfriendly elliptic curves; very satisfying results can be obtained in this case. This is however not the case for higher-dimensional varieties, as the next section will discuss.

## The Cocks-Pinch Method

We have explained how an ordinary elliptic curve with prescribed order $\mathscr{O}$ can be generated over a prescribed finite field $\mathbb{F}_{p}$ when $\mathscr{O}$ has small class number or, equivalently, small discriminant. We now consider which parameters $p$ and $\mathscr{O}$ should be chosen in order for the resulting curve to be pairing-friendly.

Let $\mathscr{E}$ be an ordinary elliptic curve over the prime field with $p$ elements; the characteristic polynomial $\chi_{\pi}(x)$ of its Frobenius polynomial is of the form $x^{2}-t x+p$ where the integer $t$ satisfies $|t|<2 \sqrt{p}$. Conversely, for each such nonzero integer, there exists an ordinary curve $\mathscr{E} / \mathbb{F}_{p}$ with cardinality $p+1-t$ (we assume $p \neq 2,3$ ). If $r$ is the largest prime factor of $\# \mathscr{E}$, we require that its embedding degree be small, that is, $r \mid p^{e}-1$ for some small integer $e$.

Additionally, for the complex multiplication method to be practical, there must exist orders of small discriminants in $\mathbb{Q}(\pi)$, that is, the squarefree part of $4 p-t^{2}$ must be small.

Therefore, we require that:
I. $p$ be a prime number.
2. $t$ be a nonzero integer less than $2 \sqrt{p}$ in absolute value.
3. $r$ be a prime factor of $p+1-t$ such that $r \mid p^{e}-1$ for a small $e$.
4. the squarefree part $\Delta$ of $t^{2}-4 p$ be small in absolute value.

Since $\Delta$ and $e$ need to be small, we first fix them: if an integer $p$ can be derived as a function of $\Delta$ and $e$ and it is not prime, we can always rerun the algorithm on a different input and hope that it takes a prime value after roughly $\log p$ trials; however, fixing $p$ and deriving $\Delta$ or $e$ would have little chances of producing small numbers.

Once $\Delta$ and $e$ have been fixed, the method of COCKS and PINCH (200I) consists in rewriting the above set of conditions to the equivalent one:

$$
\left\{\begin{array}{l}
t^{2}-4 p=v^{2} \Delta \\
r \mid \Phi_{e}(t-1) \\
r \mid v^{2} \Delta-(t-2)^{2}
\end{array}\right.
$$

where $\Phi_{e}$ denotes the $e^{\text {th }}$ cyclotomic polynomial; the second condition asserts that $e$ is the smallest integer such that $r \mid p^{e}-1$ but this stronger condition is not as important as the construction that it enables: since $\Phi_{e}$ is irreducible it yields a number field where to work. This gives the following algorithm.

Algorithm Iv.3.1.
Input: A negative and a positive integer, $\Delta$ and e.
Output: A primep and an order $\mathscr{O}$ such that there exists a pairingfriendly elliptic curve with endomorphism ring $\mathscr{O}$ over $\mathbb{F}_{p}$.

1. Choose a prime field $\mathbb{F}_{r}$ containing $\sqrt{\Delta}$ and an $e^{\text {th }}$ root of unity $\zeta_{e}$.
2. Put $t=1+\zeta_{e}$ and $v=(t-2) / \sqrt{\Delta}$ in $\mathbb{F}_{r}$
3. Lift t and $v$ to $\mathbb{Z}$ and put $p=\frac{1}{4}\left(t^{2}-v^{2} \Delta\right)$.
4. Unless p is prime, go back to Step I.
5. Outputp and the order $\mathcal{O}=\mathbb{Z}+u^{2} \mathscr{O}_{\mathbb{Q}(\sqrt{\Delta})}$ where $u$ is any divisor of $v$.

Due to $p$ being a sum of squares lifted from $\mathbb{F}_{r}$ the resulting elliptic has $p \approx 2$ on average.

## Families of Pairing-Friendly Curves

Better $\rho$ values are achieved by families of curves with a constant embedding degree $e$ and discriminant $\Delta$ over fields $\mathbb{F}_{p}$ for increasing primes $p$. Families of elliptic curves are given by tuples $(\Delta, e, p(x), t(x), r(x), v(x))$ where the last four parameters are polynomials in a formal variable $x$; additionally to the conditions above, since $p$ and $r$ are expected to take prime values, they are required to be irreducible. The density of primes they produce can be estimated using Conjecture 1.4.3.

Before explaining how to adapt the method above to this context, let us give two explicit families; for a broader coverage, we refer to Freeman, Scott, and Teske (2009).

MNT curves. Shortly before the constructive use of pairings in cryptography was uncovered, Miyaji, Nakabayashi, and Takano (200I) warned that certain explicit families of curves had a small embedding degree and therefore were probably unsuitable for cryptographic use: they exhaustively studied the case that $\rho \approx 1$ and the cyclotomic polynomial $\Phi_{e}$ is quadratic, that is, $e \in\{3,4,6\}$; they gave an explicit description of all such ordinary elliptic curves; it was later noticed that they provide interesting pairing-friendly curves. For example, they proved that a curve features $p \approx 1$ and $e=6$ if and only if $p(x)=4 x^{2}+1$ is prime and $t(x)=1 \pm 2 x$ for some integer $x$.

The Barreto-Naehrig family. BarReto and NaEHRIG (2006) exhibited a family of ordinary elliptic curves with $\rho \approx 1$ and $e=12$; as we have seen before, this is optimal to achieve the 128 -bit security level using primes $p$ of 256 bits. Their family has $\Delta=-3$ and

$$
p(x)=6^{2} x^{4}+6^{2} x^{3}+4 \cdot 6 x^{2}+6 x+1 \quad t(x)=1+6 x^{2}
$$

with $r(x)=p(x)+1-t(x)$.

The advantage of such families is that they fix the discriminant $\Delta$ and the asymptotic value of $\rho$, as we indeed have the $\operatorname{limit} \rho \rightarrow \operatorname{deg} p / \operatorname{deg} r$ as $x \rightarrow \infty$. This enables the generation of good pairing-friendly curves with $\rho$ bounded below 2 over large prime fields.

Deriving curves from such an explicit family is easy: for an expected $p$ of $n$ bits, take a random integer $x$ having $n / \operatorname{deg}(p)$ bits, evaluate $p(x)$ and $r(x)$ and repeat the process until both $p(x)$ and $r(x)$ are primes; this requires an expected $\mathrm{O}\left(n^{2}\right)$ trials.

## The Brezing-Weng Method

Brezing and Weng (2005) adapted the method of CoCkS and Pinch (200I) to generate families of polynomials as defined above. Their construction follows the above except that the arithmetic is done over polynomial rings rather than over the integers.
Algorithm IV.3.2.
Input: A negative and a positive integer, $\Delta$ and e.
Output: A pairing-friendly family of curves given by $p(x), t(x)$, and $r(x)$.

1. Choose an irreducible polynomial $r(x)$ with positive leading coefficient such that the field $\mathbb{Q}(x) / r$ contains $\sqrt{\Delta}$ and an $e^{\text {th }}$ root of unity $\zeta_{e}$.
2. Put $t=1+\zeta_{e}$ and $v=(t-2) / \sqrt{\Delta}$, as elements of $\mathbb{Q}(x) / r$.
3. Lift $t$ and $v$ to $\mathbb{Z}[x]$ and put $p=\frac{1}{4}\left(t^{2}-v^{2} \Delta\right)$.
4. Unless $p$ is irreducible, go back to Step 1 .
s. Output $p(x), t(x)$, and $r(x)$.

Since the polynomial $p(x)$ is constructed as a sum of squares of lifts from $\mathbb{Q}(x) / r$, its degree is roughly twice that of $r$. However, when $\operatorname{deg}(r)$ is small, the degree of $p(x)$ can be much smaller and yield $\rho$ values below 2 ; note that $\operatorname{deg}(p)$ being smaller is not a problem: curves defined over large prime fields can still be obtained by evaluating $p(x)$ at large integers $x$; in fact, this is preferable since the slower increase of polynomials gives more flexibility.

## Larger Conductors

To conclude this section, we discuss the results of B. and SATOH (2008).
In this paper, we noted that the two methods described above only fix the complex multiplication field or, equivalently, the isogeny class, but not a specific endomorphism ring order $\mathscr{O}$ which the complex multiplication method takes as input. Actually, our presentation of the Cocks-Pinch method above already showed that fact, since it stated that the order to be output could be of the form $\mathbb{Z}+u \mathscr{O}_{\mathbb{Q}(\pi)}$ for any divisor $u$ of $v$, where $t^{2}-4 p=v^{2} \Delta$ is the discriminant of the minimal order $\mathbb{Z}[\pi]$.

This means that, once parameters for a pairing-friendly curve or family have been computed, before applying the complex multiplication method and obtaining an actual elliptic curve, there is still some choice to be made on the specific endomorphism ring desired. In the Brezing-Weng method, since $v(x)$ is constructed as $(t-2) / \sqrt{\Delta}$, its degree as polynomial is likely to be roughly that of $r$; this typically gives a large (and predictable in size) pool of factors to choose from as the conductor of the endomorphism ring.

Therefore, pairing-friendly curves with non-maximal endomorphism rings $\mathscr{O}$ can be generated as easily as maximal ones as long as $\mathscr{O}$ is in the range of the complex multiplication method.

Denote by $\mathscr{E}_{1}$ and $\mathscr{E}_{u}$ the elliptic curves with trace $t$ and endomorphism rings respectively $\mathscr{O}_{\mathbb{Q}(\pi)}$ and $\mathscr{O}=\mathbb{Z}+u \mathscr{O}_{\mathbb{Q}(\pi)}$; there is an isogeny of degree $u$ going from $\mathscr{E}_{1}$ to $\mathscr{E}_{u}$. Computing this isogeny takes essentially quadratic time in the largest prime factor of $u$, as we will see in subsequent chapters. Therefore, as it takes $u^{2+o(1)} \Delta$ time to generate the curve $\mathscr{E}_{u}$ via class polynomials, using different values for $u$ does not yield fundamentally new cryptosystems; it simply shows that a small range of conductors is readily available from pairing-friendly curve generation methods.

## IV. 4 Variety Generation

As a natural generalization of the problem of pairing-friendly elliptic curves generation, we now consider generating higher-dimensional pairing-friendly abelian varieties. We will first give general statements before mentioning state-of-the-art results.

## Motivation and Setting

From a mathematical viewpoint, it is only natural to switch our focus to abelian varieties when we feel the pool of interesting elliptic curves has been depleted, since abelian varieties with an efficient arithmetic (such as Jacobian varieties of genus-2 hyperelliptic curves) have equally effective and secure pairings; they can even be evaluated faster than that of elliptic curves as Frey and Lange (2006) demonstrated.

Originally, abelian varieties were proposed for cryptographic use not only as alternatives to elliptic curves but also as a potential improvement: since the size of the group is $g$ times the size of the base field, where $g$ is the dimension, the parameters of a cryptosystem based on dimension-two abelian varieties need only be of half the size of an equivalently secure elliptic cryptosystem; in addition, the smaller base field can possibly be exploited to yield a faster (or at least competitive) arithmetic to that of elliptic curves.

Although abelian varieties readily provide a good framework for cryptosystems based on the discrete logarithm problem only, other factors need to be taken into account for pairingbased cryptography. Before explaining how the situation degrades for ordinary varieties, let us recall that two-dimensional supersingular abelian varieties have an embedding degree of at most 12 and $\rho$ values which can be close to 1 ; they are currently the only kind of twodimensional abelian varieties suitable for cryptographic use.

All known constructions of ordinary pairing-friendly varieties of dimension two have large $\rho$ values: we will see that none has $\rho \leqslant 2$, and that $\rho$ values close to 2 are only achieved by special constructions; generic constructions feature $\rho \geqslant 4$, at the time of this writing.

It therefore appears as if genus-two constructions had a lot of room for improvement.

## Complex Multiplication Method

We have seen that the computation of class polynomials, although harder for abelian varieties of dimension two than for elliptic curves, can be done (and has been done) for a limited number of orders $\mathscr{O}$, all of which are ring of integers of quartic complex multiplication fields with relatively small discriminant.

Therefore, it is even more important to fix $\mathscr{O}$ as a first step of any construction than it was with elliptic curves. We distinguish two types of constructions:
I. Generic constructions, which take an arbitrary maximal quartic complex multiplication order as input, and output generic pairing-friendly abelian varieties.
2. Specific constructions, which focus on varieties of a particular form (usually implying that $\mathscr{O}$ is fixed too) and exploit explicit results due to this form.

Here, by "generic" we mean that the former methods output varieties with no particular properties other than those required; in particular, the varieties are usually absolutely simple and ordinary. This is to be compared to the varieties obtained by the latter method which are typically simple but not absolutely simple.

## Generic Constructions

The first construction of ordinary pairing-friendly abelian varieties of dimension $g>1$ with cryptographic size are due to Freeman (2007). It can be considered a genus-two analog to the Cocks-Pinch method, and proceeds by solving explicit equations which arise by writing the characteristic polynomial of the Frobenius endomorphism in terms of parameters for the desired complex multiplication field. The abelian varieties it generates have a typical $\rho$ value of 8 .

Later, Freeman, Stevenhagen, and Streng (2008) provided a cleaner framework for constructing pairing-friendly ordinary abelian varieties of dimension two by using more of the theory of complex multiplication.

Let $\pi$ be the Frobenius endomorphism of a simple ordinary abelian variety $\mathscr{A}$ over a finite field. Their idea was to write the condition that $\mathscr{A}$ has a subgroup of order $r$ with embedding degree $e$ as

$$
\left\{\begin{array}{l}
r \mid \mathrm{N}_{\mathbb{Q}(\pi) / \mathbb{Q}}(\pi-1) \\
r \mid \Phi_{e}(\pi \bar{\pi})
\end{array} .\right.
$$

Now let $\Phi$ be a type on the complex multiplication field K , and denote by $\Phi^{r}$ and $\mathrm{K}^{r}$ their respective reflexes. The key observation is that, if $r$ is a prime congruent to one modulo
$e$ that splits completely in K, and if

$$
\prod_{\phi \in \Phi^{\prime}}\left(\xi \bmod \mathfrak{r}_{\phi}\right)=1 \quad \text { and } \quad \prod_{\phi \in \Phi^{\prime}}\left(\xi \bmod \overline{\mathfrak{r}_{\phi}}\right)=\zeta_{e}
$$

where $\zeta_{e}$ is an $e^{\text {th }}$ root of unity and $\prod_{\phi \in \Phi^{\prime}} \mathfrak{r}_{\phi} \overline{\boldsymbol{r}_{\phi}}$ denotes the factorization of $r$ in $K^{r}$, then the type norm $\pi=\mathrm{N}_{\Phi^{\prime}}(\xi)$ of $\xi$ is a $q$-Weil number (that is, a root of a $q$-Weil polynomial) satisfying the conditions above asserting that it represents an ordinary pairing-friendly abelian variety.

Computationally, numbers $\xi$ can be constructed from their reductions modulo the prime factors of $r$ so as to satisfy the above requirement; after sufficiently many trials, the integer $q=\mathrm{N}_{\mathrm{K}^{r} / \mathbb{Q}}(\xi)$ is expected to be prime, and when it is additionally unramified in K and $\pi$ generates K , this yields, by Honda-Tate theory, an isogeny class of ordinary pairing-friendly abelian varieties with complex multiplication by K .

The method above still produces varieties whose embedding degree is 8 or more, but Freeman (2008) soon adapted it to generate families of pairing-friendly varieties similarly to the Brezing-Weng method for elliptic curves. He applies it to find many families with $\rho$ less than 8, and a particular one with an asymptotic $\rho$ value of 4 for $e=5$.

## Specific Constructions

To improve on the $\rho$ values obtained by constructions applicable to arbitrary complex multiplication fields, one way is to consider abelian varieties $\mathscr{A}$ of a particular form and exploit explicit results regarding this form as much as possible. Usually, $\mathscr{A}$ is taken as the Jacobian variety $\operatorname{Jac}(\mathscr{C})$ of a hyperelliptic curve $\mathscr{C}$ of genus two with a particular shape of Weierstrass polynomial.

For instance, consider curves $\mathscr{C}$ of the form $y^{2}=x^{5}+a x$ for some number $a \in \mathbb{F}_{p}$ where $p$ is a prime congruent to one modulo eight; in that situation, the associated Jacobian variety $\mathrm{Jac}(\mathscr{C})$ is ordinary and simple, and Kawazoe and TAKAHASHI (2008) exploited explicit formulas for the characteristic polynomial of the Frobenius endomorphism in terms of $a$ and $p$ to obtain an analog of the Cocks-Pinch method for that specific type of curves. They obtained a $\rho$ value of 3 with the embedding degree $e=24$.

The varieties they constructed are not absolutely simple: over an extension containing fourth roots of $e$, they split as products of two elliptic curves. Freeman and Satoh (20II) studied such varieties from a much more general perspective: from an elliptic curve $\mathscr{E}$ which is pairing-friendly over some extension of its base field, they explain how to derive a simple ordinary pairing-friendly abelian variety which becomes isomorphic to a power of $\mathscr{E}$ over some extension of the same base field. As an application, they construct families of such
abelian varieties with $\rho \approx 2.22$ and $e=27$, which are to date the best known ordinary pairingfriendly varieties of dimension two.
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## Computation of Endomorphism Rings

## FIVE

## Exponential Methods

The last chapter was concerned with constructing abelian varieties with prescribed endomorphism rings and we now turn to the inverse problem: that of computing the endomorphism ring of a prescribed variety. Our contribution is covered by the next three chapters; here, we review prior state-of-the-art algorithms, all of which have a worst case running time exponential in the size of the base field.

All sections but the last solely consider ordinary varieties, and our complexity analyses concern a fixed dimension $g$ and a cardinality $q$ of the base field going to infinity.

If $\mathscr{A}$ is an ordinary abelian variety with complex multiplication field K , an isomorphism $\mathbb{Q}(\pi) \simeq \mathrm{K}$ between the field of fractions of $\operatorname{End}(\mathscr{A})$ and K will be understood throughout this chapter; this identifies endomorphism rings uniquely as orders of $K$.

## V.I Isogeny Volcanoes

Let us first describe the structure of the connected component of the isogeny graph containing a prescribed simple ordinary abelian variety over a finite field; we will emphasize vertical isogenies and their role in the algorithm of KOHEL (1996) for computing endomorphism rings in the dimension-one case.

## Vertical Isogenies

Following Fouquet and Morain (2002), we say that an isogeny is horizontal when its domain and codomain have isomorphic endomorphism rings, and that it is vertical otherwise; we first focus on the latter kind, in the context of computing endomorphism rings. Later, we will use horizontal isogenies, via complex multiplication theory, as the key to our subexponential-time algorithm for computing endomorphism rings.

To put to light the relationship between endomorphism rings and vertical isogenies, we use an observation of Конец:

Lemma v.i.i. Let $\phi: \mathscr{A} \rightarrow \mathscr{B}$ be an isogeny of type $(\mathbb{Z} / \ell)^{g}$ between ordinary abelian varieties defined over a finite field. The order $\operatorname{End}(\mathscr{B})$ is bounded below by $\mathbb{Z}+\ell \operatorname{End}(\mathscr{A})$.

Indeed, since $\phi$ splits multiplication by $\ell$, we have $\ell \operatorname{End}(\mathscr{A}) \subset \operatorname{End}(\mathscr{B})$, and since the latter is an order it must also contain $\mathbb{Z}$. Note that applying this lemma to the dual isogeny $\widehat{\phi}$ gives a bound on $\operatorname{End}(\mathscr{B})$ from above. To encompass both bounds, we generalize the inclusion index to the following distance on the lattice of orders.

Definition v.i.2. For any two orders $\mathscr{O}$ and $\mathscr{O}^{\prime}$ of the same field, define the order distance $\operatorname{dist}\left(\mathscr{O}, \mathscr{O}^{\prime}\right)$ as $\left[\mathscr{O}: \mathscr{O} \cap \mathscr{O}^{\prime}\right]+\left[\mathscr{O}^{\prime}: \mathscr{O} \cap \mathscr{O}^{\prime}\right]$.

Corollary v.i.3. Let $\phi: \mathscr{A} \rightarrow \mathscr{B}$ be an isogeny of type $(\mathbb{Z} / \ell)^{g}$ between ordinary abelian varieties defined over a finite field. The distance dist(End $\mathscr{A}$, End $\mathscr{B})$ is divisible by $\ell^{4 g-2}$.

This follows from the lemma, since $\mathbb{Z}+\ell \mathscr{O}$ has index $\ell^{2 g-1}$ in $\mathscr{O}$, for any order $\mathscr{O}$. By exploiting the symmetry of the lattice of orders, the distance could even be proven to divide $\ell^{2 g-1}$. However, this simple result is sufficient for us; as a consequence, there can only be finitely many vertical isogenies of a given type leaving from any given variety $\mathscr{A}$ since:

- only finitely many orders of K are endomorphism rings, that is, contain $\mathbb{Z}[\pi, \bar{\pi}]$;
- therefore there are only finitely many possible degrees for vertical isogenies;
- since $\mathscr{A}[\ell]=(\mathbb{Z} / \ell)^{2 g}$ there are finitely many suitable subgroups.

Recall the results of Tate (1966) and Waterhouse (1969):
Theorem v.i.4. Isogeny classes of abelian varieties defined over a finite field are identified by the characteristic polynomial of their Frobenius endomorphism. Endomorphism rings of ordinary varieties $\mathscr{A}$ are exactly those orders of the complex multiplication field K that contain $\mathbb{Z}[\pi, \bar{\pi}]$.

This shows that the structure of vertical isogenies is quite rigid: the possible degrees are fixed per isogeny class by the index of the minimal order $\mathbb{Z}[\pi, \bar{\pi}]$ in the maximal one of K . Worse, they can be as large as $\left[\mathscr{O}_{\mathrm{K}}: \mathbb{Z}[\pi, \bar{\pi}]\right]$ which Lemma $I I I .2 .5$ showed can only be bounded by $q^{q^{2} / 2+o(1)}$ where $q$ is the cardinality of the base field and $g$ the dimension of the variety. This does not give much flexibility for working with vertical isogenies, and can make it quite costly to evaluate them.

On the other hand, we will later argue that horizontal isogenies are convenient to work with, as there are infinitely many with domain any given variety.


Figure 2. Structure of the graph of vertical isogenies and of the lattice of orders.

## Global Structure

As a consequence to the above, the structure of the vertical-isogeny graph can be described as resembling that of the lattice of orders which contain the minimal order $\mathbb{Z}[\pi, \bar{\pi}]$.

Corollary v.i.s. Let $G$ be the graph whose vertices are classes of varieties with Frobenius endomorphism $\pi$, up to horizontal isogenies, with edges the vertical isogenies of type $(\mathbb{Z} / \ell)^{g}$. Similarly, let H be the graph whose vertices are the orders containing $\mathbb{Z}[\pi, \bar{\pi}]$, with edges between two orders $\mathscr{O} \subsetneq \mathscr{O}^{\prime}$ when there is no $\mathscr{O}^{\prime \prime}$ satisfying $\mathscr{O} \subset \mathscr{O}^{\prime \prime} \subset \mathscr{O}^{\prime}$.

The map $\left(\mathscr{A} \rightarrow \mathscr{A}^{\prime}\right) \in \mathrm{G} \mapsto\left(\right.$ End $\mathscr{A} \rightarrow$ End $\left.\mathscr{A}^{\prime}\right) \in \mathrm{H}$ is bijective on the vertices, and splits edges into sequences of at most $2 g-1$ edges.

Figure 2 is probably worth all the above words: it depicts the graph of vertical isogenies (the big circles denote horizontal isogenies classes) to the left, and the corresponding lattice of orders to the right. In fact, this is a simple case, similar to the situation in dimension one: each order above $\mathbb{Z}[\pi, \bar{\pi}]$ is uniquely identified by its index in $\mathscr{O}_{\mathrm{K}}$, and vertical isogenies are in bijection with edges of the lattice of orders, that is, they do not jump orders.

Computing the endomorphism ring of a variety is therefore equivalent to determining its location up to horizontal isogenies in the isogeny graph.

To see how big this structure can be, consider the typical case of ordinary varieties of dimension $g=2$ defined over the prime field with $p$ elements. From the conditions on $p$-Weil polynomials, we deduce that there must be $p^{3 / 2+o(1)}$ isogeny classes. Since there are $p^{3+o(1)}$
isomorphism classes of curves, each isogeny class contains, on average, $p^{3 / 2+o(1)}$ isomorphism classes.

From now on, we will assume that the discriminant of $\mathbb{Z}[\pi, \bar{\pi}]$ (and therefore its index in the maximal order) has been factored, so that we can make use of the various algorithms for lattices of orders developed earlier.

From a cryptanalysis viewpoint, if $\mathscr{A}$ is an abelian variety of which the discrete logarithm problem is to be used in a cryptographic scheme, and $\mathscr{A}^{\prime}$ is a variety in the same isogeny class for which this problem is known to be weak, it should be ensured that it is infeasible to compute any isogeny $\mathscr{A} \rightarrow \mathscr{A}^{\prime}$.

By the theory of complex multiplication, there are many horizontal isogenies of small degree going from any abelian variety $\mathscr{A}$ to others with the same endomorphism ring; therefore, horizontal isogeny classes can be "walked around" quite easily. Note, however, that finding an explicit path from a prescribed variety to another might be a difficult task when the horizontal isogeny class is big, since only generic methods are available.

However, when $\mathscr{A}$ and $\mathscr{A}^{\prime}$ have different endomorphism rings, denoting by $l$ the largest prime factor of dist(End $\mathscr{A}$, End $\left.\mathscr{A}^{\prime}\right)$, any isogeny chain going from $\mathscr{A}$ to $\mathscr{A}^{\prime}$ must contain an isogeny of degree $\ell$. Since current isogeny-computing algorithms require exponential time in $\log (\ell)$, this bounds below the time needed to transport the discrete logarithm problem.

## Local Structure in Dimension One

FOUQUET and MORAIN (2002) gave a metaphorical interpretation of the work of KOHEL (1996) on the structure of the graph of isogenies of type $\mathbb{Z} / \ell$, for a fixed prime $\ell$, between ordinary elliptic curves defined over a finite field. In dimension one, a number of properties which we sum up in the proposition below indeed give graphs of degree- $\ell$ isogenies a distinctive volcano look.

Recall that the complex multiplication fields of ordinary elliptic curves are exactly the imaginary quadratic number fields; orders of such fields are of the form $\mathbb{Z}+f \mathscr{O}_{\mathrm{K}}$ where $f$ is the index in the maximal order $\mathscr{O}_{\mathrm{K}}$.

The following rephrases Proposition 23 of KOHEL (1996) and, for short, refers to isomorphism classes of elliptic curves as curves and to the valuation at a fixed prime $\ell$ of the conductor of their endomorphism ring as their depth.

Proposition v.r.6. Consider the graph of isogenies of prime degree $\ell$ between isomorphism classes of elliptic curves defined over a finite field with complex multiplication by the imaginary quadratic field $\mathrm{K}=\mathbb{Q}(\sqrt{\mathrm{D}})$ of discriminant D , and denote by $v$ the valuation of $\left[\mathcal{O}_{\mathrm{K}}: \mathbb{Z}[\pi]\right]$ at l . The following exhaustively describes all edges of this graph.


Figure 3. Typical volcano structure in dimension one when the discriminant is a square modulo $\ell$ (the prime degree of isogenies); here, in the case that $\ell=3$.

1. From a curve at depth $u>0$, there is one isogeny going up to a curve at depth $u-1$.
2. From a curve at depth $u<v$, there are $\ell$ isogenies going down to $\ell$ curves at depth $u+1$, unless $u=0$ in which case there are $\ell-1, \ell$, or $\ell+1$ when D is respectively a square, zero, or a non-square modulo $\ell$.
3. From a curve at depth 0 , there are two isogenies going to curves at depth 0 when D is a square modulo $\ell$, and one when D is divisible by $\ell$.

Again, Figure is likely worth the above words: it displays one connected component of the graph that we discussed; note that by the proposition and results of complex multiplication theory, all connected components of this graph are isomorphic.

The algorithm of KOHEL (1996) computes the endomorphism ring of an ordinary curve $\mathscr{E}$ by determining the valuation of its conductor at certain primes $\ell$, for which it probes the location of $\mathscr{E}$ in the graph structure that we have just described.

This relies on the vertical structure of this graph being that of trees rooted on the (possibly degenerated) cycle of curves with locally maximal endomorphism rings. Note that this structure is lost in higher dimension, as we will later see.

## Kohel's Algorithm

KOHEL (1996) introduced many ideas and results related to the computation of endomorphism rings of elliptic curves over finite fields. Let us just describe two of them which lead to his deterministic algorithm for computing the endomorphism ring End $(\mathscr{E})$ of an ordinary elliptic curve $\mathscr{E}$ over $\mathbb{F}_{q}$ in time $q^{1 / 3+\varepsilon}$.

The first idea directly exploits the structure of the volcano discussed above: the valuation of the conductor of $\operatorname{End}(\mathscr{E})$ at some prime $\ell$ can be found by determining on which level of the graph of degree- $\ell$ isogenies $\mathscr{E}$ lies. To this extent, compute three chains of degree- $\ell$ isogenies starting from $\mathscr{E}$; one chain necessarily descends to levels of higher depth, and eventually hits a leaf, that is, a curve with depth $v$ from which no isogeny leaves but the dual of that with which we arrived. The set of leaves is called the floor of rationality; its curves only have one rational subgroup of order $\ell$ (whence the expression), and the $\ell$ remaining subgroups define isogenies over an extension of the base field. This gives the following algorithm.

## Algorithm v.i.7.

InPut: An ordinary elliptic curve $\mathscr{E} / \mathbb{F}_{q}$.
OUTPUT: The conductor of its endomorphism ring.
I. Count the points of $\mathscr{E}$ and deduce its complex multiplication field K .

For each prime l dividing $\left[\mathscr{O}_{\mathrm{K}}: \mathbb{Z}[\pi]\right]$ :
Compute three curves l -isogenous to $\mathscr{E}$.
Keep walking a non-backward chain of l-isogenies from each.
Denote by $u_{\ell}$ the length of the chain that ends first.
$\operatorname{Return}\left[\mathscr{O}_{\mathrm{K}}: \mathbb{Z}[\pi]\right] / \Pi \ell^{u^{{ }_{e}}}$.
By non-backward, we mean that we avoid duals of isogenies already computed. The first step uses polynomially many operations in $\log (q)$. Each isogeny can then be computed in time $\ell^{2+o(1)}$ using the independent improvement of Dewaghe (1995) and KOHEL (1996), Section 2.4, on the formulas of VÉLU (1977); this process will be detailed in the next chapter. Since $\ell$ can be as large as $\sqrt{q}$, the overall complexity is only bounded by $q^{1+o(1)}$.

The second idea then comes to the rescue by trading off vertical isogenies for horizontal ones; the concise presentation below is largely inspired by a talk of KOHEL (2010).

Recall from complex multiplication theory that there are exactly \# Pic $(\mathscr{O})$ curves with endomorphism ring $\mathscr{O}$, and that they form a connected component of the horizontal isogeny graph. Therefore, when $\ell$ is large, the value of $u_{\ell}$ can be tested by comparing the class number of the order $\mathscr{O}$ with valuation $u_{\ell}$ to the number of curves in the horizontal isogeny component. Formally, this gives the algorithm below.

## Algorithm V.i.8.

InPut: An ordinary elliptic curve $\mathscr{E} / \mathbb{F}_{q}$.
OUtput: The conductor of its endomorphism ring.

1. Count the points of $\mathscr{E}$ and deduce its complex multiplication field K .
2. For each prime-power factor $\ell^{\nu} \leqslant q^{1 / 6}$ of $\left[\mathcal{O}_{\mathrm{K}}: \mathbb{Z}[\pi]\right]$ :
3. Apply the former algorithm.
4. For each prime-power factor $\ell^{v}>q^{1 / 6}$ of $\left[\Theta_{\mathrm{K}}: \mathbb{Z}[\pi]\right]$ :
5. Count the number of curves having horizontal isogenies to $\mathscr{E}$.
6. Determine the order whose class group matches.

The horizontal isogenies of Step 5 can be constructed as chains of isogenies of degree up to $12 \log ^{2} \Delta$, where $\Delta=\operatorname{disc}(\mathrm{K})$, by Theorem III.2.8. In addition, not the whole horizontal isogeny class need be enumerated: it is sufficient to compute enough of it so as to rule out other orders with smaller class number.

KOHEL (1996) concludes that:
Theorem v.I. 9 (GRH). For any real number $\varepsilon>0$, endomorphism rings of ordinary elliptic curves can be computed in deterministic time $q^{1 / 3+\varepsilon}$.

## v. 2 Higher Dimension

Before presenting methods for computing endomorphism rings in arbitrary dimension, let us describe more of the structure of isogeny graphs. We start by formalizing the localization of the lattice of orders at a prime; this isolates a subgraph of the corresponding isogeny graph structure. Then, we move on to describing those specific aspects of the isogeny graph which differ from dimension one to dimension two and more.

## Local Order Structure

Fix a number field K and consider the lattice L of orders $\mathscr{O}$ that contain a prescribed minimal order $\mathfrak{m}$, which will be $\mathbb{Z}[\pi, \bar{\pi}]$ in our applications. The index of any such order in the maximal order $\mathfrak{M}=\mathscr{O}_{\mathrm{K}}$ then obviously divides $w=[\mathfrak{M}: \mathfrak{m}]$.

Now if $\ell$ is a prime factor of $w$, we can localize the lattice of orders via the map

$$
\begin{aligned}
\mathrm{L} & \longrightarrow \mathrm{~L}_{\ell}=\left\{\mathscr{O} \in \mathrm{L}:[\mathfrak{M}: \mathscr{O}] \mid \ell^{\infty}\right\} \\
\mathscr{O} & \longmapsto \mathscr{O}_{\ell}=\mathscr{O}+\mathfrak{m}_{\ell}
\end{aligned}
$$

where $\mathfrak{m}_{\ell}$ is the smallest order of the codomain, that is, the smallest order with index in $\mathfrak{M}$ a power of $\ell$. This projects $\mathscr{O}$ onto the maximal order $\mathfrak{M}$ locally at all primes but $\ell$, thus
isolating the local information at $\ell$. This information can be recombined by the isomorphism

$$
\begin{aligned}
\mathrm{L} & \simeq \prod_{\ell} \mathrm{L}_{\ell} \\
\mathscr{O} & \longmapsto \mathscr{O}+\mathfrak{m}_{\ell} \\
\bigcap_{\ell} \mathscr{O}_{\ell} & \longleftrightarrow\left(\mathscr{O}_{\ell}\right)
\end{aligned}
$$

which can be evaluated in time polynomial in $\log |\Delta|$, where $\Delta=\operatorname{disc}(\mathfrak{m})$, using the classical algorithms from Chapter 11 .

For us, K is the complex multiplication field of an ordinary abelian variety $\mathscr{A}$ over a finite field, and $\mathfrak{m}=\mathbb{Z}[\pi, \bar{\pi}]$. We will often say that we consider the endomorphism ring of $\mathscr{A}$ locally at $\ell$ to mean that we consider the localization End $(\mathscr{A})_{\ell} ;$ by the above, knowing $\operatorname{End}(\mathscr{A})_{\ell}$ for each prime factor $\ell$ of $w$ is sufficient to identify $\operatorname{End}(\mathscr{A})$ exactly.

Since isogenies of degree $\ell^{n}$ can only move endomorphism rings by distances that are powers of $\ell$, the endomorphism rings of abelian varieties in a connected degree- $\ell$ vertical isogeny class are injectively projected to $\mathrm{L}_{\ell}$. Therefore, for the purpose of identifying the endomorphism ring using vertical isogenies, those of degree $\ell$ can be considered one prime $\ell$ at a time.

In dimension one, K is an imaginary quadratic field in which orders are uniquely identified by their index in $\mathscr{O}_{\mathrm{K}}$. The local lattice $\mathrm{L}_{\ell}$ is then the chain

$$
\mathscr{O}_{\mathrm{K}} \supset \mathbb{Z}+\ell \mathscr{O}_{\mathrm{K}} \supset \mathbb{Z}+\ell^{2} \mathscr{O}_{\mathrm{K}} \supset \cdots \supset \mathbb{Z}+\ell^{\text {val }_{\ell} w} \mathscr{O}_{\mathrm{K}}
$$

Consequently, it is really worthwhile for many algorithms dealing with imaginary quadratic orders to work locally, so as to benefit from this simple structure: this usually yields conceptually simpler algorithms. However, from dimension two on, the local lattice is not a tree but a general lattice itself, so it makes no conceptual difference whether one works locally or not, although it is advantageous for performance reasons.

## Local Isogeny Structure

Let us now briefly present the major differences between the degree- $\ell$ isogeny graph structure for elliptic curves and for higher-dimensional abelian varieties. Part of the last chapter will be devoted to giving details and results of computations on these aspects.

Let $\mathscr{O}$ be the endomorphism ring of an ordinary elliptic curve defined over a finite field. The distinctive look of its isogeny volcanoes stems from two properties:

- Rational primes $\ell$ split in at most two ideals of $\mathscr{O}$.
- Ideals of prime norm dividing the index $\left[\mathscr{O}_{\mathrm{K}}: \mathscr{O}\right]$ are not invertible in $\mathscr{O}$.


Figure 4. Graph of isogenies of type $(\mathbb{Z} / 3)^{2}$ containing the Jacobian variety of the curve $y^{2}=8 x^{6}+3 x^{5}+7 x^{4}+5 x^{3}+12 x^{2}+5 x+5$ over the field with 23 elements. Red circle varieties have maximal endomorphism ring, and blue triangle ones have index 9 in the maximal order.

By the theory of complex multiplication, the first property implies that elliptic curves with locally maximal endomorphism ring lie on (possibly degenerated) circles: the crater of the volcano. When the prime $\ell$ is inert, these circles degenerate into single vertices; when it splits as $\mathfrak{p p}$, then each circle has length the order of $\mathfrak{p}$ in $\operatorname{Pic}(\mathscr{O})$. The second property implies that there are no horizontal isogenies of prime degree between elliptic curves with locally non-maximal endomorphism rings, that is, other than at the crater of the volcano.

Both properties are lost in higher dimension; indeed, if $\mathscr{O}$ is an order in a complex multiplication field of degree $2 g$ for $g>1$, then:

- Rational primes $\ell$ can split in up to $2 g$ ideals of $\mathscr{O}$.
- Ideals of prime norm not coprime to the index $\left[\mathscr{O}_{\mathrm{K}}: \mathscr{O}\right]$ may be invertible in $\mathscr{O}$.

This implies that horizontal degree- $\ell$ isogenies between varieties with locally maximal endomorphism rings now have a slightly more involved structure than a cycle, and that they might also exit other than at the top of the volcano. Both features are displayed on Figure 4.

We shall say more on this topic in the last chapter. In the meantime, the reader should not be misled into thinking that all higher dimensional local isogeny graphs portray the same structure as this specific one; however, this gives an idea why generalizing the algorithm of KOHEL (1996) for computing endomorphism rings cannot be done straightforwardly.

## Pairings via Torsion Structure

Although endomorphism rings of higher-dimensional abelian varieties cannot be determined by their vertical isogeny graph structure alone, other structures can be involved in a hope to adapt the method of KOHEL (1996) to this generalized setting.

IONICA and JOUX (2010) recently gave a method for finding subgroups of order $\ell$ in ordinary elliptic curves over finite fields that are kernels of ascending or horizontal isogenies, meaning that they lead to curves with larger (or equal) endomorphism rings. Essentially, they exploit the relationship between the rational $\ell^{\infty}$-torsion subgroup structure of an elliptic curve and the valuation at $\ell$ of its endomorphism ring. To obtain the subgroup structure, they rely on pairing computations and on the algorithm of COUVEIGNES (2009) for computing the torsion, which will be discussed in the next section.

This permits one to navigate in the volcano not just blindly relying on the tree structure of vertical isogenies, but with "some sense of orientation." Since we believe their method should be, to some extent, applicable to higher dimension varieties, we briefly present it.

A theorem of LENSTRA (1996) states the following.
Theorem v.2.I. Let $\pi$ be the Frobenius endomorphism of an ordinary elliptic curve $\mathscr{E}$ defined over $\mathbb{F}_{q}$ and put $\mathscr{O}=\operatorname{End}(\mathscr{E})$. The $\mathscr{O}$-modules $\mathscr{E}\left(\mathbb{F}_{q^{n}}\right)$ and $\mathscr{O} /\left(\pi^{n}-1\right)$ are isomorphic.

Since $\mathscr{O}$ is a quadratic order, the group structure of the elliptic curve $\mathscr{E}\left(\mathbb{F}_{q}\right)$ is therefore of the form $\mathbb{Z} / \mathrm{N}_{0} \times \mathbb{Z} / \mathrm{N}_{1}$ where $\mathrm{N}_{0} \mid \mathrm{N}_{1}$. In particular, its $\ell^{\infty}$-torsion subgroup structure is of the form $\mathbb{Z} / \ell^{\alpha_{0}} \times \mathbb{Z} / \ell^{\alpha_{1}}$ and IONICA and Joux (2010) derive explicit formulas for the integers $\alpha_{0}$ and $\alpha_{1}$ which show that they only depend on the valuation at $\ell$ of the conductor of $\operatorname{End}(\mathscr{E})$.

To give an example of the specific way in which $\alpha_{0}$ and $\alpha_{1}$ are affected by vertical isogenies, let us reproduce Proposition 4 of IONICA and Joux (2010).

Proposition v.2.2. Let $\mathscr{E}$ be an elliptic curve of rational $\ell^{\infty}$-torsion subgroup $\mathbb{Z} / \ell^{\alpha_{0}} \times \mathbb{Z} / \ell^{\alpha_{1}}$ with $\alpha_{1}>\alpha_{0}$. If P is a point of order $\ell^{\alpha_{0}}$, then the isogeny with kernel generated by $\ell^{\alpha_{0}-1} \mathrm{P}$ is descending.

The computational ingredients are simple: we will present a torsion-finding method in the next chapter, as it is needed in our own algorithms, and pairing evaluations are used to test relations between the order of $\ell^{\infty}$-torsion points. Therefore, we believe this method has a good potential of being generalized to higher dimension, at least partially.

Since it is based on vertical isogenies, this approach is probably not best suited to computing endomorphism rings, as we argue below. Nevertheless, it has other interesting applications which can be found in the original article.

## Limitations of Vertical Isogenies

Isogeny computation is currently a topic in active development for abelian varieties of dimension $g>1$. The state-of-the-art algorithm of Cosset and Robert (201I) can only compute isogenies of type $(\mathbb{Z} / \ell)^{g}$ and requires the prime $\ell$ to be reasonably small: although the asymptotic complexity is polynomial in $\ell$ and exponential in $g$, the constant factors and exponents are such that only a much more restricted range of isogenies can be computed than in dimension one.

We have argued before that vertical isogenies have constrained degrees; if certain isogenies are not within reach of known isogeny-computing methods, then their local vertical isogeny volcano is simply not computable. After our review of previous methods, the next chapter will present an algorithm which addresses this issue by relying on horizontal isogenies, whose degrees can be chosen with much more flexibility.

Another obstruction arises from the type of the isogenies that can be evaluated: consider a chain of orders

$$
\mathscr{O}_{\mathrm{K}}=\mathscr{O}_{1} \supset \cdots \supset \mathscr{O}_{v}=\mathbb{Z}[\pi, \bar{\pi}]
$$

where each order is contained in the following one with prime order $\ell$; this is a simple case, as we have mentioned that there are others for $g>1$, but it suffices to make our point.

Waterhouse (1969) proved the existence of abelian varieties $\mathscr{A}_{i}$ with endomorphism ring $\mathscr{O}_{i}$ and $\overline{T \mathrm{ATE}}(\mathrm{I} 966)$ proved that there exist isogenies between all of the $\mathscr{A}_{i}$; the degrees of these isogenies are necessarily powers of $\ell$.

However, the kernels of these isogenies need not be of type $(\mathbb{Z} / \ell)^{g}$ or a combination of such subgroups. In other words, in dimension $g$, we might "skip" up to $g-1$ orders when computing vertical isogenies. In the case that $g=2$, for instance, starting from an abelian variety with endomorphism ring $\mathscr{O}_{0}$ and following isogenies of type $(\mathbb{Z} / \ell)^{2}$ we might only reach abelian varieties with endomorphism ring $\mathscr{O}_{i}$ for $i$ even, and fail to reach those with $i$ odd. The last chapter will give several examples illustrating this.

## v. 3 General Methods

Two methods were previously known for computing endomorphism rings of general abelian varieties $\mathscr{A}$ defined over finite fields. Both test whether elements $\alpha$ of the complex multiplication field $\mathrm{K}=\mathbb{Q}(\pi)$ correspond to endomorphisms of $\mathscr{A}$; doing so for generating sets of orders permits one to eventually recover the full endomorphism ring.

To find whether $\alpha \in \operatorname{End}(\mathscr{A})$, the method of Eisenträger and Lauter (2009) tests if some easy-to-evaluate multiple $n \alpha$ kills the full $n$ torsion subgroup of $\mathscr{A}$.

Recently, WAGNER (2009) designed a new method which can loosely be understood as a Chinese remainder theorem variant of the latter: to determine whether $\alpha \in \operatorname{End}(\mathscr{A})$, it tries to interpolate the potential corresponding endomorphism over small torsion subgroups.

## Evaluating Endomorphisms

Let $\mathscr{A}$ be a simple ordinary principally polarized abelian variety defined over the field with $q$ elements. Since the endomorphism ring of $\mathscr{A}$ always contains the order $\mathbb{Z}[\pi, \bar{\pi}]$, let us explain how the action on $\mathscr{A}$ of an endomorphism $\alpha$ of this subring can be evaluated.

Evaluating the Frobenius endomorphism $\pi$ is straightforward: it suffices to put the coordinates of a point to the $q^{\text {th }}$ power, which, using a double-and-add approach, only requires a number of base field multiplications that is polynomial in $\log (q)$. On the other hand, evaluating the Verschiebung endomorphism $\bar{\pi}=q / \pi$ is more involved but can be avoided, unless $p$ divides the conductor of $\mathbb{Z}[\pi, \bar{\pi}]$ where $p$ is the prime of which $q$ is a power.

Since $\mathrm{K}=\mathbb{Q}(\pi)$, any element $\alpha \in \mathrm{K}$ can be written as a rational polynomial in the Frobenius endomorphism $\pi$ : if $2 g$ is the degree of the field, there exist an integer $n$ and integers $\alpha_{i}$ for $i \in\{0, \ldots, 2 g-1\}$ such that

$$
\alpha=\frac{1}{n} \sum_{i} \alpha_{i} \pi^{i}
$$

Computing $\alpha$ therefore amounts to evaluating the Frobenius endomorphism, scalar multiplications, endomorphism compositions, and one division. Note that division by $n$ is easily computed on torsion subgroups of $\mathscr{A}$ of order coprime to $n$ : simply multiply by the inverse of $n$ modulo the order. Subgroups of order not coprime to $n$ will soon be addressed.

In the following, $\alpha$ will always be an algebraic integer of K , and we assume this from now on. Put $w^{\prime}=\left[\mathscr{O}_{\mathrm{K}}: \mathbb{Z}[\pi]\right]$; as a group, $\frac{1}{w^{\prime}} \mathbb{Z}[\pi]$ then contains $\mathscr{O}_{\mathrm{K}}$. Therefore, $\alpha$ can be written in the form above for some integer $n$ dividing $w^{\prime}$. And this is in fact always the case when the above expression is reduced, meaning that $\operatorname{gcd}\left(\alpha_{i}, n\right)=1$.

Recall from Lemma III.2.5 that $w^{\prime} / w=[\mathbb{Z}[\pi, \bar{\pi}]: \mathbb{Z}[\pi]]=q^{g(g-1) / 2}$ where $w=\left[\mathscr{O}_{\mathrm{K}}:\right.$ $\mathbb{Z}[\pi, \bar{\pi}]]$ as before. As a consequence, the prime factors of the denominator $n$ are those of $w$ (that is, the degrees of vertical isogenies) plus, possibly, $q$.

## The Eisenträger-Lauter Method

We now present the method of EISENTRÄGER and LAUTER (2009); it was first targeted at testing whether endomorphism rings of abelian varieties over finite fields are maximal, but it applies to other orders as well. It relies on Corollary 9 which reads as follows.

Proposition V.3.1. Let $\mathscr{A}$ be an abelian variety defined over an algebraically closed field. If $\alpha$ is an endomorphism of $\mathscr{A}$ and $n$ is coprime to the ambient characteristic, then $\mathcal{A}[n] \subset \operatorname{ker}(\alpha)$ if and only if $\alpha / n \in \operatorname{End}(\mathcal{A})$, that is, if there exists an endomorphism $\beta$ such that $\alpha=n \circ \beta=\beta \circ n$.

In other words, the endomorphism corresponding to the algebraic integer $\alpha$ kills the full $n$-torsion subgroup if and only if $\alpha / n$ belongs to the endomorphism ring.

As we have mentioned before, when $\mathscr{A}$ is ordinary, assuming the base field to be algebraically closed does not affect the endomorphism ring; it only demands that we compute the full $n$-torsion of $\mathscr{A}$, possibly over an extension of the actual (finite) base field.

Consequently, an order $\mathscr{O}$ of the complex multiplication field K of $\mathscr{A}$ can be tested to be contained in $\operatorname{End}(\mathscr{A})$ by computing a generating set for $\mathscr{O}$, writing its elements $\alpha$ in the form $\frac{1}{n} \sum_{i} \alpha_{i} \pi^{i}$, and testing whether $\sum_{i} \alpha_{i} \pi^{i}$ kills the full $n$-torsion of $\mathscr{A}$ for all such $\alpha$. A module basis for $\mathscr{O}$ has cardinality $2 g$, but since $\mathbb{Z}$ is contained in both $\mathscr{O}$ and $\mathbb{Z}[\pi]$, only $2 g-1$ tests are really required; furthermore, as only an algebra basis is required, much fewer elements actually need to be tested.

The proposition requires denominators $n$ to be coprime to the order $q$ of the base field. When the index $\left[\mathscr{O}_{\mathrm{K}}: \mathbb{Z}[\pi, \bar{\pi}]\right]$ is coprime to $q$, this can always be made the case: since the index of $\mathbb{Z}[\pi, \bar{\pi}, q \alpha]$ in $\mathbb{Z}[\pi, \bar{\pi}, \alpha]$ divides $q$ and both orders contain $\mathbb{Z}[\pi, \bar{\pi}]$, this index must be one, which means that $q \alpha$ and $\alpha$ belong exactly to the same orders above $\mathbb{Z}[\pi, \bar{\pi}]$; therefore, the factor of $n$ divisible by a power of $q$ can simply be dropped.

This method is suited to local computations: similarly to what we did above, if $\ell$ is a prime, one can show that $\operatorname{End}(\mathscr{A})_{\ell}=\mathscr{O}_{\ell}$ can be determined only using elements whose denominators are powers of $\ell$. We will later rely on this local version to determine the endomorphism ring locally at small primes $\ell$ where our own algorithm fails to compute it.

When $g$ is fixed and we work over base fields of increasing prime cardinality $q$, it becomes increasingly rare for $q$ to divide the index $\mathbb{Z}[\pi, \bar{\pi}]$, although this can be seen to happen. In those cases where we want to determine the endomorphism ring locally at a large prime, the present method is probably not the best suited in the first place.

Two building blocks remain to be explained: computing the full $\ell$-torsion, and efficiently finding the endomorphism ring by testing whether $\mathscr{O} \subseteq \operatorname{End}(\mathscr{A})$ for chosen orders $\mathscr{O}$; algorithms for both will be described and analyzed in the next chapter. When $g$ is fixed and $q$ goes to infinity, we deduce that the worst-case overall complexity of this method is

$$
\ell^{2 g+o(1)} \log ^{2+o(1)} q \quad \text { where } \quad \ell=q^{g^{g^{2} / 2+o(1)}}
$$

Note that in the case that we only wish to test whether $\operatorname{End}(\mathscr{A})$ is maximal, Freeman and LAUTER (2007) subsequently improved this method using specific probabilistic tests.

## Correspondences and Endomorphisms

Let us now briefly introduce elements of the theory of correspondences as background material for the work of WAGNER (2009), which will be discussed below.

First define a function field K over $k$ (which we write $\mathrm{K} / k$ ) as a finitely generated extension of transcendence degree one. In Chapter II, we saw that function fields arise from algebraic varieties, but here we will work with them abstractly. For details on the following, we refer to Chapter IV of the collection of lectures by Deuring (1973).

Definition v.3.2. Let $\mathrm{K} / k$ be a function field, and $\mathrm{K}^{\prime} / k$ an extension field. There exists a function field $\mathrm{L} / l$ such that L contains $\mathrm{K}, l \cap \mathrm{~K}=k$, and L is the composite extension of K and a subfield of $l$ that is $k$-isomorphic to $\mathrm{K}^{\prime}$.

The function field $\mathrm{L} / l$ is called the constant field extension of $\mathrm{K} / k$ by $\mathrm{K}^{\prime} / k$.
DEURING (1937) introduced correspondences as ideals of maximal orders of function fields $\mathrm{L} / l$, up to both principal ideals and constant ideals, that is, ideals with nontrivial intersection with $l$. When L is the constant field extension of a function field $k(\mathscr{C}) / k$ by another $k\left(\mathscr{C}^{\prime}\right) / k$ where $\mathscr{C}$ and $\mathscr{C}^{\prime}$ are two algebraic curves defined over a finite field $k$, he showed that correspondence classes represent isogenies from the Jacobian variety of $\mathscr{C}$ to that of $\mathscr{C}$.

In the particular case that $\mathscr{C}=\mathscr{C}^{\prime}$, this gives a bijection

$$
\mathrm{C}: \operatorname{End}(\operatorname{Jac} \mathscr{C}) \xrightarrow{\sim}\{\text { correspondence classes }\}=\Im\left(\mathscr{O}_{\mathrm{L}}\right) / \sim
$$

which is compatible with the ring structure in the sense that for all endomorphisms $\alpha$ and $\beta$ we have $C(\alpha+\beta)=C(\alpha) \cdot C(\beta)$, and similarly there exists a computational way of deriving the composition $C(\alpha \circ \beta)$ from $C(\alpha)$ and $C(\beta)$.

For instance, correspondences representing the Frobenius endomorphism $\pi$, the Verschiebung endomorphism $\bar{\pi}$, and the identity I are easily obtained; multiplication-by- $n$ is then represented by $\mathrm{C}(\mathrm{I})^{n}$, and so on.

Finally, and this is maybe the most crucial point for what follows, the action of a correspondence on a point, that is, that of the endomorphism it represents can be evaluated simply in terms of elementary function field operations.

## Wagner's Algorithm

To determine whether some prescribed algebraic number of $\mathbb{Q} \otimes \operatorname{End}(J$ Jac $\mathscr{C})$ represents an endomorphism, start as before by writing it as an element $\alpha \in \mathbb{Z}[\pi]$ divided by some integer $n$; the correspondence class $C(\alpha)$ is easily computed from $C(\pi)$, so it remains to determine whether it can be divided by $n$.

The main idea of WAGNER (2009) is to interpolate the hypothetical correspondence class $\mathrm{C}(\alpha / n)$ over a set of small-torsion points: let $\mathrm{P}_{i}$ be a point of $\operatorname{Jac}(\mathscr{C})$ of order $m_{i}$; if it exists, $C(\alpha / n)$ should act as

$$
\mathrm{P}_{i} \longmapsto\left(n^{-1} \bmod m_{i}\right) \mathrm{C}(\alpha)\left(\mathrm{P}_{i}\right)
$$

and we can write equations asserting that a formal correspondence class D acts this way. WAGNER (2009) gives an upper bound on the number of points $P_{i}$ required to completely characterize the action of $\alpha / n$, that is, ensuring that if the system admits a solution D , then we must have $\mathrm{D}=\mathrm{C}(\alpha / n)$, and as a consequence $\alpha / n \in \operatorname{End}(\operatorname{Jac} \mathscr{C})$.

He exhibits correspondence class representatives which are compatible with the above operations and therefore allow efficient correspondence class computations. These representatives are written in Hermite normal form and are almost entirely determined by their norms due to the restrictive conditions required for being a representative.

Therefore, WAGNER (2009) focuses on interpolating the norm, which is of the form

$$
\mathrm{N}_{\mathrm{L} / k(\mathscr{C})}(\mathrm{C}(\alpha / n))=x^{l}+\sum_{i=0}^{l-1} \frac{f_{i}}{g_{i}} x^{i}
$$

for some degree $l \leqslant g$, where the indeterminates $f_{i}$ and $g_{i}$ are polynomials of bounded degree with coefficients in $k(\mathscr{C})$; see "Abschätzung der Grade der Polynome in $x_{2}$ " in Section 4.5 on page 99.

The whole procedure is summarized in "Algorithmus 5: Approximation" of the same section on page 103. That algorithm takes as input a $\mathbb{Z}$-basis $\beta$ of an order $\mathscr{O}$ of which $\mathrm{C}(\beta)$ is known, an element $\alpha$ of some order $\mathscr{O}$, and an integer $n$; if $\alpha / n$ is an endomorphism, it returns a correspondence representing it, or returns false otherwise.

As we will describe in the next chapter, being able to test whether prescribed orders $\mathscr{O}$ are contained in the endomorphism ring suffices to determine it in a polynomial number of steps in the size of the base field.

A short analysis of the method can be found in Section 4.9; in brief, the degree of the norm of $\alpha / n$ is polynomial in $n$ and it thus requires interpolating a number of points which is polynomial in $n$. In the worst case, the overall algorithm therefore uses exponential time in the size of the base field.

Nevertheless, it has the interesting feature that, as $n$ grows, testing whether $\alpha / n$ is an endomorphism becomes easier; indeed, the size of the hypothetical correspondence representing it then gets smaller, so a shorter system of equations can be used. Note that all methods we have previously seen showed the reverse phenomenon.

## v. 4 Supersingular Methods

For the sake of completeness, let us address the case of supersingular elliptic curves in this section (and this section only). Known methods for computing endomorphism rings of such curves all have an exponential asymptotic running time in the size of the base field; however, contrary to the ordinary case, we are quite pessimistic about the possibilities of improvement.

In addition to the methods presented here, we note that KOHEL (1996) has an algorithm that gives some information on the endomorphism ring of supersingular curves which suffices to determine it only in specific cases; however, we are unaware of further developments of this technique.

## Isogenous Supersingular Curves

We first present background results on supersingular elliptic curves, their isogeny classes, and their endomorphism rings. Most results originate from Deuring (1941).

Recall that an elliptic curve $\mathscr{E}$ defined over a finite field of characteristic $p$ is supersingular when it has no $p$-torsion. As a meager compensation for the troubles ahead, we have:

Proposition v.4.i. Up to isomorphism, every supersingular elliptic curve defined over a finite field of characteristic $p$ is defined over $\mathbb{F}_{p^{2}}$.

As a consequence, it is simple to enumerate all such isomorphism classes. Endomorphism rings of supersingular curves can similarly be enumerated simply.

Proposition v.4.2. Endomorphism rings of supersingular curves correspond bijectively to maximal orders of $\mathbb{Q}_{p, \infty}$, the quaternion algebra ramified only at $p$ and $\infty$. Two such curves defined over $\mathbb{F}_{p^{2}}$ bave the same endomorphism ring if and only if they are conjugate under $\operatorname{Gal}\left(\mathbb{F}_{p^{2}} / \mathbb{F}_{p}\right)$.

This is why we are sceptical as to the possibilities of substantial improvements on the computation of endomorphism rings in this case: since all orders are maximal, and there are exponentially many of them, there seems to be no way around considering each, one at a time. Although we have not yet presented our method which exploits the structure of the lattice of orders in the ordinary case, the localization that we have described earlier (and which suffices in dimension one) should convince the reader of the benefit of having such a structure.

As for ordinary curves, there is a theory of complex multiplication; however, care must be taken due to its non-commutativity.

Proposition v.4.3. Fix a supersingular curve $\mathscr{E}$. For any left ideal $\mathfrak{a}$ of $\operatorname{End}(\mathscr{E})$ coprime to p, the degree of the isogeny $\phi_{\mathfrak{a}}$ with kernel $\operatorname{ker}\left(\phi_{\mathfrak{a}}\right)=\cap_{a \in \mathfrak{a}} \operatorname{ker}(\alpha)$ is the norm of $\mathfrak{a}$; all isogenies between supersingular curves arise in this way.

If $\mathscr{E}^{\prime}=\phi_{\mathfrak{a}}(\mathscr{E})$, then $\operatorname{End}\left(\mathscr{E}^{\prime}\right)$ is the right order of $\mathfrak{a}$, that is, $\left\{x \in \mathbb{Q}_{p, \infty}: \mathfrak{a} x \subset \mathfrak{a}\right\}$. If additionally $\mathscr{E}^{\prime \prime}=\phi_{\mathfrak{b}}(\mathscr{E})$, the curves $\mathscr{E}^{\prime}$ and $\mathscr{E}^{\prime \prime}$ are isomorphic if and only if $\mathfrak{a}$ and $\mathfrak{b}$ are in the same left ideal class.

Much more can be said on the structure of this isogeny graph: for instance, when $p=$ 1 mod 12, it is a Ramanujan graph, a particular case of expander graph with desirable properties, such as mixing properties for random walks, which makes it notably a suitable building block for a hash function, as was proposed by Charles, LaUter, and Goren (2009).

## Quaternion Algebras

To give the above an effective flavor, let us briefly recall various results related to the structure of quaternion algebras.

The structure of the quaternion algebra $\mathbb{Q}_{p, \infty}$ is readily given by a result of PIZER (1980) which states that

$$
\begin{aligned}
& \mathbb{Q}_{p, \infty} \simeq \mathbb{Q}[i, j, k] /\left(i^{2}-a, j^{2}-b, i j+j i, i j-k\right), \\
& \text { for } \quad(a, b)= \begin{cases}(-1,-1) & \text { if } p=2, \\
(-1,-p) & \text { if } p=3 \bmod 4, \\
(-2,-p) & \text { if } p=5 \bmod 8, \\
(-p,-q) & \text { if } p=1 \bmod 8,\end{cases}
\end{aligned}
$$

where $q$ can be any prime congruent to three modulo four, modulo which $p$ is not a square.
To enumerate maximal orders of this algebra, we can exploit the proposition above which states that the isogeny graph is connected. Therefore, if $\mathscr{O}$ is any maximal order of $\mathbb{Q}_{p, \infty}$ and $\mathfrak{a}$ ranges through representatives of each left ideal class of $\mathscr{O}$, then the right order of $\mathfrak{a}$ ranges through all maximal orders of the quaternion algebra $\mathbb{Q}_{p, \infty}$.

## The McMurdy-Lauter Method

To find out which specific maximal order of $\mathbb{Q}_{p, \infty}$ is isomorphic to $\operatorname{End}(\mathscr{E})$, MCMURDY and LaUTER (2004) proposed to

- count the number of endomorphisms of $\mathscr{E}$ of degree $\ell$;
- compare it to the number of elements of $\mathscr{O}$ of norm $\ell$.

By the proposition we saw earlier, isogenies correspond to ideals, and endomorphisms correspond to principal ideals. Therefore, when $\mathscr{O}$ is the particular order isomorphic to $\operatorname{End}(\mathscr{E})$, the two numbers must be equal.

Repeating the above for various primes $\ell$ different from the characteristic rules out orders $\mathcal{O}$ from the candidate list, so that eventually the endomorphism ring alone remains. This formally proceeds as the following procedure.

## Algorithm V.4.4.

Input: A supersingular elliptic curve $\mathscr{E} / \mathbb{F}_{p^{2}}$.
Output: An order isomorphic to its endomorphism ring.

1. Let L be the list of maximal orders of $\mathbb{Q}_{p, \infty}$.
2. Until L is a singleton:
3. Pick a prime $\ell$, and count the degree- $\ell$ endomorphisms of $\mathscr{E}$.
4. Rule out orders of L with a different count of elements of norm $\ell$.
5. Return the only element in L .

For Step 4 McMurdy and Lauter (2004) derive an explicit method in Section 3.2; it boils down to finding integer solutions of a quadratic equation.

This procedure behaves quite well in practice: its bottleneck is the enumeration of isogenies of degree $\ell$ from $\mathscr{E}$ to $\mathscr{E}$; MCMURDY and LaUTER (2004) give explicit formulas for $\ell=2$ and $\ell=3$, and the isogeny-computing machinery for elliptic curves is nowadays at a stage of development where such operations can be performed quickly for a large range of $\ell$.

However, we stress that its termination is not guaranteed, as two distinct maximal orders of $\mathbb{Q}_{p, \infty}$ might have the same number of ideals of norm $\ell$ for infinitely many primes $\ell$.

## Cerviño's Algorithm

Although testing the norm of ideals alone is not sufficient to guarantee the termination of the endomorphism-ring identifying process, Cerviño (2004) observed in his Proposition 4.5 that considering both the norm and the trace yields a sufficient amount of information after finitely many tests. More precisely, he proved the following.

Proposition v.4.5. No two maximal orders of the quaternion algebra $\mathbb{Q}_{p, \infty}$ bave the same set

$$
\{(\operatorname{tr}(\alpha), \mathrm{N}(\alpha)): \alpha \in \mathscr{O}, \mathrm{N}(\alpha) \leqslant b\}
$$

where $b$ is a certain bound which is $\mathrm{O}(p)$.
The norm and trace of such numbers map to the norm and trace of the characteristic polynomial of the corresponding endomorphism: we have

$$
\phi_{\mathfrak{a}}^{(2)}-\operatorname{tr}\left(\phi_{\mathfrak{a}}\right) \phi_{\mathfrak{a}}+\mathrm{N}\left(\phi_{\mathfrak{a}}\right)=0
$$

since the degree (or norm) of an isogeny is always known (as we construct them from their kernels), the trace of $\phi$ can be found by testing the possible values in turn over a sufficiently large extension of the base field.

This gives the following algorithm.

## Algorithm v.4.6.

Input: A supersingular elliptic curve $\mathscr{E} / \mathbb{F}_{p^{2}}$.
Output: An order isomorphic to its endomorphism ring.

1. Let L be the list of maximal orders of $\mathbb{Q}_{p, \infty}$.
2. For successive primes $\ell$, starting from $\ell=2$ :
3. Compute the multiset $\mathrm{I}=\{\operatorname{tr}(\phi)\}$,
where $\phi$ ranges over degree- $l$ endomorphisms of $\mathscr{E}$.
4. Rule out from L those orders $\mathscr{O}$ for which $\mathrm{I} \neq\{\operatorname{tr}(\beta)\}$
where $\beta$ ranges over the elements of norm $\ell$ in $\mathscr{O}$.
5. Return the only element in L .

By the proposition above, this algorithm terminates after $\mathrm{O}(p)$ operations. Nevertheless, since computing the trace of the endomorphisms is extremely costly, the former procedure is more suited to a large range of practical problems, although it is not guaranteed to terminate.

## References

1937. Max Deuring.
"Arithmetische Theorie der Korrespondenzen algebraischer Funktionenkörper".
In: Journal für die reine und angewandte Mathematik 1937.177. Pages 161-192. DOI:10.1515/crll.1937.177.161.
1938. Max Deuring.
"Die Typen der Multiplikatorenringe elliptischer Funktionenkörper".
In: Abhandlungen aus dem mathematischen Seminar der hamburgischen Universität 14. Pages 197-272.
1939. John Tate.
"Endomorphisms of abelian varieties over finite fields".
In: Inventiones mathematicae 2.2. Pages 134-144. DOI: 10.1007/BF01404549.
1940. William C. Waterhouse.
"Abelian varieties over finite fields".
In: Annales Scientifiques de l'École Normale Supérieure 2.4. Pages 521-560.
1941. Jacques VÉLU.
"Isogénies entre courbes elliptiques".
In: Comptes Rendus de l'Académie des Sciences de Paris. A 273. Pages 238-24 I.
1942. Max Deuring.

Lectures on the Theory of Algebraic Functions of One Variable. Volume 314. Lecture Notes in Mathematics. Springer. ISBN: 3-540-06 1 52-5.
1980. Arnold Pizer.
"An algorithm for computing modular forms on $\Gamma_{0}(\mathrm{~N})$ ".
In: Journal of Algebra 64.2. Pages 340-390.
DOI: 10.1016/0021-8693(80)90151-9.
1995. Laurent Dewaghe.

Un corollaire aux formules de Vélu. Preprint.
1996. David R. Kohel.
"Endomorphism rings of elliptic curves over finite fields".
PhD thesis. University of California at Berkeley.
URL: http://echidna.maths.usyd.edu.au/kohel/pub/thesis.pdf.
1996. Hendrik W. Lenstra.
"Complex multiplication structure of elliptic curves".
In: Journal of Number Theory 56.2. Pages 227-241.
DOI: 10.1006/jnth. 1996.0015.
2002. Mireille Fouluet and François Morain.
"Isogeny volcanoes and the SEA algorithm".
In: Algorithmic Number Theory - ANTS-V.
Edited by Claus Fieker and David R. Kohel. Volume 2369.
Lecture Notes in Computer Science. Springer. Pages 47-62.
DOI: $10.1007 / 3-540-45455-1 \_23$.
2004. Juan M. Cerviño.

On the correspondence between supersingular elliptic curves and maximal quaternionic orders. arXiv.org: math/0404538.
2004. Ken McMurdy and Kristin E. Lauter.
"Explicit generators for endomorphism rings of supersingular elliptic curves".
In: Number Theory Conference in Honor of Harold Stark. University of Minnesota.
2007. David M. Freeman and Kristin E. Lauter.
"Computing endomorphism rings of Jacobians of genus 2 curves over finite fields".
In: Algebraic Geometry and its Applications - SAGA '07.

Edited by Jean Chaumine, James Hirschfeld, and Robert Rolland. Volume 5. Number Theory and Its Applications. World Scientific. Pages 29-66.
DOI: 10.1142/9789812793430_0002.
2009. Denis X. Charles, Kristin E. Lauter, and Eyal Z. Goren.
"Cryptographic hash functions from expander graphs".
In: Journal of Cryptology 22.1. Pages 93-113.
DOI: $10.1007 / \mathrm{s} 00145-007-9002-\mathrm{x}$.
2009. Jean-Marc Couveignes.
"Linearizing torsion classes in the Picard group of algebraic curves over finite fields".
In: Journal of Algebra 321.8. Pages 2085-2118.
DOI: 10.1016/j.jalgebra.2008.09.032.
2009. Kirsten Eisenträger and Kristin E. Lauter.
"A CRT algorithm for constructing genus 2 curves over finite fields".
In: Arithmetic, Geometry and Coding Theory - AGCT 'io.
Edited by François Rodier and Serge Vladut. Volume 2 i. Séminaires et Congrès.
Société Mathématique de France. Pages 161 1-176.
2009. Markus Wagner.
"Über Korrespondenzen zwischen algebraischen Funktionenkörper".
PhD thesis. Technische Universität Berlin.
URL: http://www.math.tu-berlin.de/~wagner/Diss.pdf.
2010. Sorina Ionica and Antoine Joux.
"Pairing the volcano". In: Algorithmic Number Theory - ANTS-IX. Edited by Guillaume Hanrot, François Morain, and Emmanuel Thomé. Volume 6197. Lecture Notes in Computer Science. Springer. Pages 201-2 18.
DOI: 10.1007/978-3-642-14518-6_18.
2010. David R. Kohel.
"Endomorphisms, isogeny graphs, and moduli".
In: Workshop on Elliptic Curves and Computation - ECC ' 10 . URL:
http://research.microsoft.com/apps/video/dl.aspx?id=140496.
2011. Romain Cosset and Damien Robert.

Computing $(\ell, \ell)$-isogenies in polynomial time on Jacobians of genus 2 curves.
IACR ePrint: 2011/143.

## Subexponential $\mathcal{M}$ Method

We have so far discussed endomorphism-ring computation methods with an exponential worst-case runtime, and will now present one of subexponential complexity.

This method was first introduced in B. and SuTHERLAND (2009) under a form quite specific to elliptic curves, and relying on several unproven assumptions. All assumptions but the GRH were later removed in B. (201I) by modifying parts of the algorithm. Here, we present a variant of this algorithm which applies to general abelian varieties.

We stress that this chapter considers abelian varieties without taking polarizations into account, which is not an effective approach in dimension $g>1$, but allows for a conceptually simpler presentation. For $g=1$, where polarizations are unneeded, it is highly effective, and the next chapter will be devoted to rigorously proving its probabilistic runtime under the generalized Riemann hypothesis, and its unconditional correctness.

Modifications that make our method practical for $g=2$ will be presented in the last chapter; they are expectedly slower and rely on more unproven hypotheses.

## vi.i Algorithm Overview

Let $\mathscr{A}$ be a simple ordinary abelian variety defined over a finite field; denote by K its complex multiplication field and fix an isomorphism $\imath: \mathrm{K} \rightarrow \mathbb{Q} \otimes \operatorname{End}(\mathscr{A})$, which will be implicitly understood from now on.

To locate $\operatorname{End}(\mathscr{A})$ amongst candidate orders of K , the main idea to our subexponential method is to compute certain properties describing the Picard groups of candidate orders, and to test them via complex multiplication in the horizontal isogeny graph. Since there exist subexponential algorithms for computing Picard groups we are done... Almost so.

We now give the main ingredients enabling this approach. Computational details are given in subsequent sections, while proofs and rigorous analysis are in the next chapter.

## Lattice of Orders

Let us first briefly recall results that express where the endomorphism ring is to be sought.
Let $\mathscr{A}$ be a simple ordinary abelian variety of dimension $g$ defined over a finite field with $q$ elements. The Frobenius endomorphism $\pi$ acts on geometric points of $\mathscr{A}$ by raising their coordinates to the $q^{\text {th }}$ power; its characteristic polynomial $\chi_{\pi}(x)$ is a $q$-Weil polynomial, which means that it is monic, has integer coefficients, and has $2 g$ complex roots, each of absolute value $\sqrt{q}$.

Computing this polynomial is equivalent to counting the number of points on the variety over $\mathbb{F}_{q^{n}}$ for $n \in\{1,2, \ldots, g\}$, as we have

$$
\# \mathscr{A}\left(\mathbb{F}_{q^{n}}\right)=\operatorname{Res}_{u}\left(\chi_{\pi}(u), u^{n}-1\right) .
$$

SCHOOF (1985) proved that that this can be done in deterministic polynomial time in $\log (q)$ for elliptic curves; his algorithm was later generalized to abelian varieties by Pila (1990).

Many endomorphisms stem from the Frobenius endomorphism, since $\mathbb{Q} \otimes \operatorname{End}(\mathscr{A}) \simeq$ $\mathbb{Q}(\pi)$. Since the complex multiplication field $\mathrm{K}=\mathbb{Q}(\pi)$ is isomorphic to $\mathbb{Q}[x] /\left(\chi_{\pi}(x)\right)$, by computing the Weil polynomial of $\mathscr{A}$ we have already determined the endomorphism ring $u p$ to fractions. Fixing $!\mathrm{K} \rightarrow \mathbb{Q} \otimes \operatorname{End}(\mathscr{A})$ means fixing this isomorphism; here, we simply put $x=\pi$ and make this implicit from now on.

This isomorphism maps $\operatorname{End}(\mathscr{A})$ to an order in $K$ so we have

$$
\mathbb{Z}[\pi, \bar{\pi}] \subset \operatorname{End}(\mathscr{A}) \subset O_{\mathrm{K}} ;
$$

the index $\left[\mathscr{O}_{\mathrm{K}}: \mathbb{Z}[\pi, \bar{\pi}]\right]$ is the square part of the quotient $\operatorname{disc}(\mathbb{Z}[\pi, \bar{\pi}]) / \operatorname{disc}\left(\mathscr{O}_{\mathrm{K}}\right)$, and it measures how broad the search-range is. As a simple upper bound, we use $\Delta=\operatorname{disc}(\mathbb{Z}[\pi, \bar{\pi}])$ which Lemma III.2.5 proved can be as big as $q^{\rho^{2} / 2+o(1)}$ in the worst case.

The orders of K containing $\mathbb{Z}[\pi, \bar{\pi}]$ form the lattice of orders. Since it might contain exponentially many orders, we need to devise a better way of finding $\operatorname{End}(\mathscr{A})$ than testing each order in turn. Computing $\operatorname{End}(\mathscr{A})$ locally at many primes $\ell$ helps, but is not sufficient since (apart from the case that $g=1$ ) the local lattices themselves might not have any nicer structure than the general one.

Instead of localizing, we use a lattice-ascending algorithm designed to only test polynomially many orders. For those orders $\mathscr{O}$, it tests whether $\mathscr{O} \subset \operatorname{End}(\mathscr{A})$ using tools derived from complex multiplication theory.

## Principal Ideals and Certificates

We exclusively consider ideals of norm coprime to $\Delta$, so that they are unramified and invertible in $\mathbb{Z}[\pi, \bar{\pi}]$. Recall that such ideals of $\mathscr{O}$ act on the set $\mathrm{AV}_{\mathscr{O}}(k)$ of abelian varieties
defined over the finite field $k$ with endomorphism ring $\mathscr{O}$ by $\mathfrak{a}: \mathscr{A} \mapsto \phi_{\mathfrak{a}}(\mathscr{A})$ where $\phi_{\mathfrak{a}}$ denotes the isogeny with $\operatorname{kernel} \bigcap_{\alpha \in \mathfrak{a}} \operatorname{ker}(\alpha)$. We assume that this induces a faithful and transitive action of $\operatorname{Pic}(\mathscr{O})$ on $\mathrm{AV}_{\mathscr{O}}(k)$; by complex multiplication theory, this is always the case when $\mathscr{O}$ is an imaginary quadratic order, or a ring of integers.

Intuitively, the structure of the Picard group of $\operatorname{End}(\mathscr{A})$ therefore dictates that of the horizontal isogeny graph component containing $\mathscr{A}$. Our approach is essentially to look at the latter and deduce information on the former, which might eventually lead to the identification of $\operatorname{End}(\mathscr{A})$. We formalize the notion of structure by the following concept.

Definition vi.i.I. An ideal $\mathfrak{a}$ of $\mathbb{Z}[\pi, \bar{\pi}]$ is said to be principal in $\mathscr{O}$ if the ideal $\mathfrak{a} \mathscr{O}$ is principal; it is said to be principal in the isogeny graph when the isogeny $\phi_{\mathfrak{a}}$ is an endomorphism of $\mathscr{A}$.

In fact, we meant $\phi_{\mathfrak{a} \operatorname{End}(\mathscr{A})}$ rather than $\phi_{\mathfrak{a}}$ since we want it to act on $\mathscr{A}$ even though $\mathfrak{a}$ is an ideal of $\mathbb{Z}[\pi, \bar{\pi}]$. Obviously, since we are looking for $\operatorname{End}(\mathscr{A})$ we cannot really compute $\mathfrak{a} \operatorname{End}(\mathscr{A})$, but we will see later that $\phi_{\mathfrak{a} \operatorname{End}(\mathscr{A})}$ can be computed regardless.

Therefore, an ideal is principal in $\operatorname{End}(\mathscr{A})$ if and only if it is principal in the isogeny graph, which gives a way to tell the endomorphism ring apart from other orders of the lattice. To avoid testing all orders, we rely on this simple result.

Lemma vi.1.2. If an ideal is principal in some order, it is principal in all orders containing it.
Indeed, if $\mathscr{O} \subset \mathscr{O}^{\prime}$ are two orders containing $\mathbb{Z}[\pi, \bar{\pi}]$, the map $\mathfrak{a} \in \mathfrak{I}(\mathscr{O}) \mapsto \mathfrak{a} \mathscr{O}^{\prime} \in \mathfrak{I}\left(\mathscr{O}^{\prime}\right)$ induces, as we have mentioned before, a surjective morphism of Picard groups. Intuitively, this means that more and more ideals become principal as we ascend the lattice of orders, or equivalently that Picard groups get smaller. This is why we chose $\mathbb{Z}[\pi, \bar{\pi}]$ to be the ring of our ideals: via the morphism $\mathfrak{a} \mapsto \mathfrak{a} \mathscr{O}$ we can map ideals of $\mathbb{Z}[\pi, \bar{\pi}]$ to any order of the lattice.

Computationally, the lemma above implies that by verifying whether principal ideals of $\mathscr{O}$ are also principal in the isogeny graph, we can convince ourselves that $\mathscr{O}$ is contained in $\operatorname{End}(\mathscr{A})$. However, this approach does not prove anything (in fact, it fails in certain rare cases that we will cover later); to rigorously assert the location of the endomorphism ring, we use the following concept.

## Definition vi.i.3. $A$ certificate for the order $\mathscr{O}$ consists of:

- a family of orders $\mathscr{O}_{i}$ and ideals $\mathfrak{a}_{i}$ principal in $\mathscr{O}_{i}$ but not in $\mathscr{O}$,
- a family of orders $\mathscr{O}_{j}$ and ideals $\mathfrak{a}_{j}$ principal in $\mathscr{O}$ but not in $\mathscr{O}_{j}$,
such that $\mathscr{O}$ is the only order above $\mathbb{Z}[\pi, \bar{\pi}]$ satisfying $\mathscr{O}_{i} \not \subset \mathscr{O}$ and $\mathscr{O}_{j} \not \supset \mathscr{O}$ for all indices.
It is said to be verified on the abelian variety $\mathscr{A}$ if the ideals $\mathfrak{a}_{j}$ are principal in its isogeny graph whereas the $\mathfrak{a}_{i}$ are not.

If a certificate for the order $\mathscr{O}$ is verified on the abelian variety $\mathscr{A}$, by the contrapositive of the lemma above, then we have $\operatorname{End}(\mathscr{A})=\mathscr{O}$. In fact, the family $\left(\mathscr{O}_{i}, \mathfrak{a}_{i}\right)$ is effectively constructed when one executes the lattice-ascending walk that we are about to describe; the family $\mathscr{O}_{j}$ is then typically chosen to consist of all orders immediately below $\mathscr{O}$, that is, just one level below $\mathscr{O}$ in the lattice of orders.

The next section will address the search for ideals and, as a consequence, show that it takes $\mathrm{L}\left(q^{q^{2}}\right)^{1 / 4 \gamma+o(1)}$ time to generate a certificate that can subsequently be verified within $\mathrm{L}\left(q^{g^{2}}\right)^{3 g \gamma+o(1)}$ operations, as $q$ goes to infinity and $\gamma$ is any positive constant real number. This eliminates the need to carefully ensure the correctness of our algorithm: we can simply run an algorithm that is only proven to return a correct result with probability $\varepsilon>0$ and, when it does return a result, verify it using our certificate method; if it proves to be incorrect, we start over. The expected overhead on the complexity is $1 / \varepsilon$.

## Computing from Below

To search for the endomorphism ring $\operatorname{End}(\mathscr{A})$ in the lattice of orders, we test whether orders $\mathscr{O}$ lie below it by selecting principal ideals of them and checking whether they are principal in the isogeny graph.

It remains to design a general strategy to select the orders to be tested.

We shall say that an order $\mathscr{O}$ lies directly above another $\mathscr{O}^{\prime}$ if we have $\mathscr{O} \supset \mathscr{O}^{\prime}$ but there exists no order $\mathscr{O}^{\prime \prime}$ different from $\mathscr{O}$ and $\mathscr{O}^{\prime}$ satisfying $\mathscr{O} \supset \mathscr{O}^{\prime \prime} \supset \mathscr{O}^{\prime}$; we also define the corresponding notion of "directly below" where inclusions are reversed. As an example, when an order contains another with prime index, then it must lie directly above it.

To ascend the lattice of orders, we proceed one step at a time: each step consists in enumerating all orders lying directly above a prescribed order $\mathscr{O}^{\prime}$. We have seen that the index of $\mathscr{O}^{\prime}$ in any order directly above it is a divisor of $\ell^{2 g-1}$ where $\ell$ is a prime factor of $\left[O_{\mathrm{K}}: \mathbb{Z}[\pi, \bar{\pi}]\right]$. By factoring $\Delta$ we therefore obtain the possible values of $\ell$, and we can then use the algorithm described earlier that lists those orders containing $\mathscr{O}^{\prime}$ with a prescribed index.

Our strategy to locate the endomorphism ring in this lattice by testing orders and ascending in corresponding directions works as follows: given some order $\mathscr{O}^{\prime}$ contained in End $(\mathscr{A})$ (we start with $\mathscr{O}^{\prime}=\mathbb{Z}[\pi, \bar{\pi}]$ ), find some order $\mathscr{O}$ directly above $\mathscr{O}^{\prime}$ which lies below End $(\mathscr{A})$; then replace $\mathscr{O}^{\prime}$ by $\mathscr{O}$ and iterate the process. The ascension ends when no $\mathscr{O}$ is found to be contained in $\operatorname{End}(\mathscr{A})$; then, we must have $\operatorname{End}(\mathscr{A}) \simeq \mathscr{O}^{\prime}$. See Figure $\square$ where we start from the bottom and ascend towards orders $\mathscr{O}$ for which the statement $\mathscr{O} \subset \operatorname{End}(\mathscr{A})$ holds.

Formally, we obtain the following algorithm.


Figure 5 . Locating $\operatorname{End}(\mathscr{A})$ by ascending a test-sequence of orders.

## Algorithm Vi.i.4.

InPUT: A simple ordinary abelian variety $\mathscr{A}$ over a finite field $\mathbb{F}_{q}$.
OUTPUT: An order isomorphic to its endomorphism ring.

1. Compute the Frobenius polynomial $\chi_{\pi}(x)$ of $\mathscr{A}$.
2. Factor the discriminant $\Delta$ and construct the order $\mathscr{O}^{\prime}=\mathbb{Z}[\pi, \bar{\pi}]$.
3. For orders $\mathscr{O}$ directly above $\mathscr{O}^{\prime}$ :
4. If $\mathscr{O} \subset \operatorname{End}(\mathscr{A})$ set $\mathscr{O}^{\prime} \leftarrow \mathscr{O}$ and go to Step 3 .
5. Return $\mathscr{O}^{\prime}$.

To test whether an order lies above $\mathscr{O}$ we compute sufficiently many principal ideals of it and test whether they are principal in the isogeny graph. Before detailing this process, let us present an alternative approach to locating the endomorphism ring in the lattice of orders.

The next sections will show that it requires $\mathrm{L}(|\Delta|)^{1 / 4 \gamma+o(1)}$ time to find random principal ideals $\mathscr{O}$ whose associated isogenies can be computed within $\mathrm{L}(|\Delta|)^{3 g \gamma+o(1)}$ operations; to balance these costs, we set $\gamma=1 / \sqrt{12 g}$ and since $|\Delta|<q q^{g^{2}+o(1)}$ we find an overall runtime of

$$
\mathrm{L}(q)^{g \sqrt{3 g} / 2+o(1)}
$$

Note that for $g=1$ we can do better by using a faster isogeny computing method whose exponent is just $2 \gamma$ instead of $3 g \gamma$ for the arbitrary-dimension method.

## Computing from Above

Rather than start at the bottom of the lattice and ascend towards the endomorphism ring, we can generate certificates for each order starting from the top and attempt to verify them; to ensure this only uses subexponentially many operations, we trim the lattice of orders as we go. The runtime is then bounded in the size of the output, rather than the input. The method of WAGNER (2009) had a similar feature; however, our bound is subexponential.

In most cases, there are only polynomially many orders in $\log |\Delta|$, but to give a subexponential bound on the complexity of our algorithm when there are exponentially many, we eliminate small branches of orders as we go; these branches correspond to small prime power factors $\ell$ of the index $\left[O_{\mathrm{K}}: \mathbb{Z}[\pi, \bar{\pi}]\right]$; by "eliminating them," we mean computing the endomorphism locally at $\ell$ using the method of EISENTRÄGER and LAUTER (2009). Formally, we proceed as follows.

Notation. Let $b_{x}(f(x))$ denote any function satisfying $f(x)<b_{x}(f(x))<f(x)^{1+o(1)}$ that can be evaluated in essentially linear time in $f(x)$.

## Algorithm vi.i.s.

Input: A simple ordinary abelian variety $\mathscr{A}$ over a finite field $\mathbb{F}_{q}$.
Output: An order isomorphic to its endomorphism ring.

1. Compute the Frobenius polynomial $\chi_{\pi}(x)$, and factor $\left[O_{\mathrm{K}}: \mathbb{Z}[\pi, \bar{\pi}]\right]$ as $\Pi \ell^{v^{v}}$.
2. $\operatorname{Set} S \leftarrow \emptyset$ and $r \leftarrow 2$.
3. For all primes $\ell$ with $\ell^{2 g v_{\ell}}<b_{r}(\exp \sqrt{\log (r)})$ :
4. If $\ell \notin S$, compute $\operatorname{End}(\mathscr{A})_{\ell}$ and add $\ell$ to $S$.
5. For all orders $\mathscr{O}$ with $\forall \ell \in S, \mathscr{O}_{\ell}=\operatorname{End}(\mathscr{A})_{\ell}$ and $|\operatorname{disc}(\mathscr{O})|<r$ :
6. Test whether $\operatorname{End}(\mathscr{A})=\mathscr{O}$; if yes, then return $\mathscr{O}$.
7. Set $r \leftarrow r^{1+1 / b_{q}(\log q)}$ and go back to Step 2.

Step 4 applies the method of Eisenträger and Lauter locally at $\ell$; its complexity is therefore $\ell^{2 g v_{v}+o(1)}$, omitting polynomial factors in $\log (q)$. The inequality of Step 3 thus ensures that no more than $\mathrm{L}^{o(1)}(r)$ operations are spent there.

The cost of generating a certificate for $\mathscr{O}$ is bounded by $\mathrm{L}(\operatorname{disc}(\mathscr{O}))^{1 / 4 \gamma+o(1)}$ when the verification time is bounded by $\mathrm{L}(\operatorname{disc}(\mathscr{O}))^{3 g \gamma+o(1)}$; to balance these, Step 6 uses $\gamma=1 / \sqrt{12 g}$ which gives it a complexity bound of $\mathrm{L}(\operatorname{disc}(\mathscr{O}))^{\sqrt{3 g} / 2+o(1)}$. Step 5 ensures that:

- only orders that match the local information obtained in Step 3 are tested;
- testing them all uses at most $\mathrm{L}^{\mathrm{O}(1)}(r)$ computing time.

Step 7 increments $r$ little by little so that, on the one hand, it never goes much beyond the discriminant of $\operatorname{End}(\mathscr{A})$, and, on the other hand, it takes only $\mathrm{O}(g \log q)^{2}$ iterations for $r$ to reach $|\operatorname{disc}(\mathbb{Z}[\pi, \bar{\pi}])|=\mathrm{O}\left(q^{g^{2}+o(1)}\right)$ and thus for our algorithm to have considered all orders.

To bound the number of orders to be tested in Step 6, assume that there are at most $n^{1+o(1)}$ orders contained in $\mathscr{O}$ with index $n$; this is a classical fact for $g=1$ (since orders are identified by their index in $\mathscr{O}_{\mathrm{K}}$ ) and it has been proven by NaKagawa (1996) for $g=2$. We thus find that for $r=n^{2}$ the number of orders satisfying the condition of Step $s$ is bounded, up to exponent $1+o(1)$, by the number of divisors of

$$
\left.\left[\mathscr{O}_{\mathrm{K}}: \mathbb{Z}[\pi, \bar{\pi}]\right]\right|_{\ell^{g^{v} \ell}<\exp \sqrt{\log r}} \ell^{v_{\ell}}
$$

that are less than $n$, where the denominator removes prime powers from $S$; a crude calculation shows that this number is bounded polynomially in $\log (q)$.

Ignoring the cost of factoring the discriminant $\Delta$, and omitting polynomial factors in $\log (q)$, we obtain an overall complexity of

$$
\mathrm{L}(\operatorname{disc}(\text { End } \mathscr{A}))^{\sqrt{3 g} / 2+o(1)}
$$

## VI. 2 Finding Principal Ideals

To test whether some prescribed order $\mathscr{O}$ lies below the endomorphism ring of a simple ordinary abelian variety $\mathscr{A}$, we first compute principal ideals $\mathfrak{a}$ that discriminate the structure of $\operatorname{Pic}(\mathscr{O})$ from that of other orders containing $\mathbb{Z}[\pi, \bar{\pi}]$. Then, we evaluate the corresponding isogenies; for this reason, we compute the factorization $\mathfrak{a}=\prod \mathfrak{p}^{z_{\mathfrak{p}}}$ and then evaluate $\phi_{\mathfrak{a}}$ as the composition of $z_{\mathfrak{p}}$ times the isogeny $\phi_{\mathfrak{p}}$, for all $\mathfrak{p}$.

We therefore consider smooth ideals with small exponents, which we call short ideals.

## Generic Methods

Let $\mathfrak{B}$ be a generating set of ideals for the Picard group of an order $\mathscr{O}$ in a number field K ; for instance, under the generalized Riemann hypothesis, we can take for $\mathfrak{B}$ the set of prime ideals of norm less than $12 \log ^{2}|\operatorname{disc} \mathscr{O}|$. By computing relations of $\mathfrak{B}$, we mean finding products of ideals of $\mathfrak{B}$ that are principal.

For convenience of the exposition and of the implementation, let $\mathfrak{B}$ actually generate the Picard group of the minimal order $\mathfrak{m}$; this way, the set $\{\mathfrak{b} \mathscr{O}: \mathfrak{b} \in \mathfrak{B}\}$ generates the Picard
group of any order $\mathscr{O}$ containing $\mathfrak{m}$, and its relations are vectors under the product map

$$
\sigma:\left\{\begin{array}{clc}
\mathbb{Z}^{\mathfrak{B}} & \longrightarrow & \Im(\mathfrak{m}) \\
x & \longmapsto & \prod_{\mathfrak{p} \in \mathfrak{B}} \mathfrak{p}^{x_{\mathfrak{p}}}
\end{array} .\right.
$$

If we let $\sigma_{\mathscr{O}}(x)$ denote the ideal class of $\operatorname{Pic}(\mathscr{O})$ containing the ideal $\sigma(x) \mathscr{O}$, then the set of relation vectors $x \in \mathbb{Z}^{\mathfrak{B}}$ for $\mathscr{O}$ is exactly the lattice $\Lambda_{\mathscr{O}}=\operatorname{ker}\left(\sigma_{\mathscr{O}}\right)$. Note that since $\mathfrak{B}$ generates the Picard group, the map $\sigma_{O}$ is surjective and we have

$$
\operatorname{Pic} \mathscr{O} \simeq \mathbb{Z}^{\mathfrak{B}} / \Lambda_{\mathscr{O}}
$$

which means that computing relations is essentially equivalent to computing the group structure of $\operatorname{Pic}(\mathscr{O})$. The principal ideals of $\mathscr{O}$ we search for will be obtained in the form $\sigma_{\mathcal{O}}(z)$, where $z \in \Lambda_{\mathscr{O}}$ is a relation vector to be found.

To find kernel vectors of $\sigma_{\mathscr{O}}$, we first need to identify a finite subset of $\mathbb{Z}^{\mathfrak{B}}$ which is big enough to contain a generating set for $\Lambda_{\mathscr{O}}$. Let $n$ denote the class number of $\mathscr{O}$; since $\operatorname{Pic}(\mathscr{O})$ is generated by $\mathfrak{B}$ and its elements have order $n$ at most, the box $\{0, \ldots, n-1\}^{\mathfrak{B}}$ maps surjectively onto the Picard group via $\sigma_{\sigma}$. As a consequence, there exists a generating set for $\Lambda_{\mathscr{O}}$ contained in the box $B=\{0, \ldots, n\}^{\mathfrak{B}}$. We spare the proof to the reader, since a much better bound will be derived (and proved) shortly.

Note that the class number $n$ satisfies $n=|\operatorname{disc} \mathscr{O}|^{1 / 2+o(1)}$; however, analytic methods can be used to derive effective, tighter bounds on $n$.

To find relations of the group $\mathrm{G}=\operatorname{Pic}(\mathscr{O})$ on B , one can use the baby-step giant-step method. It consists in splitting the basis $\mathfrak{B}$ into a disjoint union $\mathfrak{B}_{0} \sqcup \mathfrak{B}_{1}$ of two sets of approximately equal size, so that this splitting carries over to box B and decomposes it as a direct product $\mathrm{B}_{0} \times \mathrm{B}_{1}$, where $\mathrm{B}_{i}$ is the set of vectors of B with support in $\mathfrak{B}_{i}$.

Algorithm vi.2.I.
Input: $\quad$ A box B where to look for relations under $\sigma_{\mathscr{O}}: \mathrm{B} \rightarrow \mathrm{G}$.
Output: A relation, that is, a vector of $\operatorname{ker}\left(\sigma_{\sigma}\right)$.
I. Split B as the direct product $\mathrm{B}_{0} \times \mathrm{B}_{1}$.
2. For vectors $x \in \mathrm{~B}_{0}$ : store $x$ in a table indexed by $\sigma_{\mathcal{O}}(x)$.
3. For vectors $y \in B_{1}$ :
4. $I f\left(\sigma_{\mathcal{O}}(y)\right)^{-1}=\sigma_{O} x$, return the relation $x+y$.

The table constructed in Step 2 is typically implemented as a hash table, so that the cost of the lookup in Step 4 is negligible. A Gray code can be used to enumerate elements of $B_{0}$ and $B_{1}$ so that each evaluation of $\sigma_{\mathscr{O}}$ just requires $O(1)$ operations. This algorithm then requires an expected $\mathrm{O}(\sqrt{n})$ number of group operations and storage space.

Note that a space-efficient generic method for finding relations in arbitrary finite groups will be presented in the next chapter; it can be used in Picard groups in particular. For the moment, let us discuss a simple application of such generic algorithms to the computation of endomorphism rings.

## Relations of the Endomorphism Ring

Let us briefly present an alternative to our approach to computing the endomorphism ring $\operatorname{End}(\mathscr{A})$ of a simple ordinary abelian variety $\mathscr{A}$ defined over a finite field: we first gave a method for computing $\operatorname{End}(\mathscr{A})$ from below by finding principal ideals of candidate orders and testing them in the isogeny graph; then we gave a method which works from above by attempting to prove that $\mathscr{O}=\operatorname{End}(\mathscr{A})$ for orders $\mathscr{O}$ of increasing discriminant.

A more direct way of computing End $(\mathscr{A})$ from above is simply to reverse our first method which proceeds from below: rather that finding relations of orders and evaluating them in the isogeny graph, we can find relations in the isogeny graph and evaluate them in Picard groups. This gives the method below.

Algorithm Vi.2.2.
Input: A simple ordinary abelian variety $\mathcal{A}$ over a finite field $\mathbb{F}_{q}$.
OUtput: An order isomorphic to its endomorphism ring.
I. Compute the Frobenius polynomial $\chi_{\pi}(x)$ of $\mathscr{A}$.
2. Factor the discriminant $\Delta$ and construct the order $\mathscr{O}^{\prime}=\mathscr{O}_{\mathrm{K}}$.
3. For orders $\mathscr{O}$ directly below $\mathscr{O}^{\prime}$ :
4. If $\operatorname{End}(\mathscr{A}) \subset \mathscr{O}$ set $\mathscr{O}^{\prime} \leftarrow \mathscr{O}$ and go to Step 3 .
5. Return $\mathscr{O}^{\prime}$.

To test whether $\operatorname{End}(\mathscr{A})$ lies below some order $\mathscr{O}$, we find isogeny chains from $\mathscr{A}$ to itself: in the baby-step giant-step algorithm above, it suffices to replace $\sigma_{\mathscr{O}}$ by the map

$$
x \in \mathbb{N}^{\mathfrak{B}} \longmapsto \underbrace{\phi_{\mathfrak{p}_{1}} \circ \cdots \circ \phi_{\mathfrak{p}_{1}}}_{x_{\mathfrak{p}_{1}} \text { times }} \circ \underbrace{}_{\left.x_{\mathfrak{p}_{2} \text { times }}^{\phi_{\mathfrak{p}_{2}} \circ \cdots \circ \phi_{\mathfrak{p}_{2}}} \circ \cdots(\mathscr{A})\right)} \circ \cdots
$$

(better yet, use the Pollard approach of the next chapter); once a principal ideal of the isogeny graph is found, it suffices to check whether it is principal in the order $\mathscr{O}$ as well.

This approach has the advantage that, quite often, only one relation of the isogeny graph suffices to rule out all orders but one, so the endomorphism ring is computed in just one shot.

As before, this is a probabilistic process: the ideal we find in $\operatorname{End}(\mathscr{A})$ might actually also be principal in some strictly smaller order; in order to increase the probability of success, we can use several relations, but to unconditionally prove the output (henceforth transforming our method into an algorithm of Las-Vegas type), we have to rely on certificates.

## Subexponential Algorithms

SEYSEN (1987) first gave an algorithm for finding relations of $\Lambda_{\mathscr{O}}$ when $\mathscr{O}$ is an imaginary quadratic orders; building upon it, HAFNER and MCCURLEY (1989) proved that the full Picard group structure, that is, a generating set for $\Lambda_{\mathscr{O}}$, can be determined in proven subexponential time under the generalized Riemann hypothesis. This was later extended by BUCHMANN (1989) to arbitrary number fields, under additional heuristic assumptions.

All find relations using a classical smoothness-based technique which exploits the integerlike structure of ideals in number fields.

## Algorithm VI.2.3.

Input: A box B where to look for relations under $\sigma_{\mathscr{O}}: \mathrm{B} \rightarrow \operatorname{Pic}(\mathscr{O})$.
Output: A relation, that is, a vector of $\operatorname{ker}\left(\sigma_{\odot}\right)$.
I. Take a random element $x \in \mathrm{~B}$ and compute $\mathfrak{a}=\sigma_{\mathcal{O}}(x)$.
2. Reduce $\mathfrak{a}$ to an equivalent but smaller ideal $\mathfrak{b}$.
3. If possible, find a preimage $y \in \sigma_{O}^{-1}(\mathfrak{b})$ and return $x-y$.
4. Return to Step I.

To find preimages easily, SEySEN (1987) takes as basis $\mathfrak{B}$ the set of prime ideals of norm less than some bound, so that the existence of a preimage in B can be asserted by a smoothness test on the norm of the ideal, and the factorization of that norm yields the preimage. Several ingredients are needed to bound its complexity, the most important one being that a random integer in $\{1, \ldots, n\}$ has a probability $\mathrm{L}(n)^{-1 / 2 c+o(1)}$ of being $\mathrm{L}(n)^{c}$-smooth, for any constant $c>0$; in the case that $\mathscr{O}$ is an imaginary quadratic orders, SEYSEN (1987) proved that norms of reduced ideals are distributed as random integers; in fact, this behavior is observed, although not proven, for orders of general number fields as well.

The next chapter will present all these arguments rigorously.

## Smaller Boxes

Since our relations (and the ideals derived from them) are expected to discriminate the endomorphism ring from other orders of the lattice, we must ensure that when we generate a relation in $\Lambda_{\mathscr{O}}$ for some order $\mathscr{O}$, it does not belong to $\Lambda_{\mathscr{O}^{\prime}}$ for some other order $\mathscr{O}^{\prime}$. Of course, we have seen that $\mathscr{O} \subset \mathscr{O}^{\prime}$ implies that $\Lambda_{\mathscr{O}} \subset \Lambda_{\mathscr{O}^{\prime}}$, and our lattice-ascending algorithm actually takes advantage of that, so we should rather require the above for orders $\mathscr{O}^{\prime}$ not above $\mathscr{O}$, that is, $\mathscr{O} \not \subset \mathscr{O}^{\prime}$.

Note that there exist orders $\mathscr{O} \neq \mathscr{O}^{\prime}$ with $\Lambda_{\mathscr{O}}=\Lambda_{\mathscr{O}^{\prime}}$, but not too many: for $g=1$, there are just three such cases, and we can easily fall back on a specific method to deal with them. Rigorous details will be given in the next chapter.

In general, to ensure that the relations $z$ we generate belong to $\Lambda_{\mathscr{O}}$ but not another $\Lambda_{\mathscr{O}^{\prime}}$, we require that they are random relations in the sense that, for any order $\mathscr{O}^{\prime}$ above $\mathscr{O}$, we have

$$
\operatorname{Prob}\left[z \in \Lambda_{\mathscr{O}^{\prime}} \mid z \in \Lambda_{\mathscr{O}}\right]=\frac{\# \operatorname{Pic} \mathscr{O}^{\prime}}{\# \operatorname{Pic} \mathscr{O}}+o(1) ;
$$

in other words, the relation is quasi-uniformly distributed in the quotient $\Lambda_{\mathscr{O}^{\prime}} / \Lambda_{\mathscr{O}}$.
To obtain random relations of $\mathscr{O}$, HAFNER and MCCURLEY (1989) used vectors $z$ with coordinates up to $n^{4}$, where $n$ is the class number. In the Picard group, a double-and-add method can be used to compute each term $\mathfrak{p}^{z_{\mathfrak{p}}}$ in time linear in $\log (n)$, so that $\sigma_{\mathcal{O}}$ can be evaluated in subexponential time.

However, for the purpose of checking whether the ideal $\sigma(x-y)$ is principal in the isogeny graph, the associated isogeny needs to be evaluated. For this, there is no double-and-add technique, and the isogeny $\phi_{\mathfrak{p}}$ has to be evaluated $z_{\mathfrak{p}}$ times, which makes the bound $n^{4}$ on the coordinates quite painful. Note that since $y$ is the exponent vector in the factorization of the norm of a reduced ideal, it is at most linear in $\log n$, so what is really needed here to keep the isogeny-computing cost low is just to find a smaller box B for which the quasi-uniform distribution of classes still holds.

A conjectural small box was first used by B. and Sutherland (2009); later, Childs, AO, and SOUKHAREV (2010) noted that a result of AO, Miller, and Venkatesan (2009) enables to prove, under the generalized Riemann hypothesis, that such a box indeed yields random relations. We conclude with an explicit version of the general algorithm.

## Algorithm Vi.2.4.

Input: An order $\mathscr{O}$ of discriminant D .
Output: A random relation $z \in \Lambda_{\mathscr{O}}$.

1. Form the set $\mathfrak{B}$ of primes $\mathfrak{p}$ of $\mathfrak{O}$ with norm less than $\mathrm{N}=\mathrm{L}(\mathrm{D})^{\gamma}$.
2. Draw uniformly at random a vector $x \in \mathbb{Z}^{\mathfrak{B}}$ with coordinates

$$
\left|x_{\mathfrak{p}}\right|<b_{\mathrm{D}}\left(\log ^{4+\varepsilon}|\mathrm{D}|\right) \text { if } \mathrm{N}(\mathfrak{p})<b_{\mathrm{D}}\left(\log ^{2+\varepsilon}|\mathrm{D}|\right) \text {, else } x_{\mathfrak{p}}=0 \text {. }
$$

3. Compute a reduced ideal $\mathfrak{a}$ in the class $\sigma_{O}(x)$.
4. If $\mathfrak{a}$ factors over $\mathfrak{B}$ as $\Pi \mathfrak{p}^{y_{\mathfrak{p}}}$ then return the vector $x-y$.
5. Otherwise, go back to Step 2.

Here, $\varepsilon$ stands for any fixed positive real number. Step 3 may use the LLL algorithm as we mentioned earlier; for any "good" reduction method, the probability that Step 4 is successful is $\mathrm{L}(\mathrm{D})^{-1 / 4 \gamma+o(1)}$; the overall complexity is then $\mathrm{L}(\mathrm{D})^{1 / 4 \gamma+o(1)}$ to generate a relation of length $\mathrm{L}(\mathrm{D})^{\gamma}$; the longer the relation, the costlier the evaluation of the associated isogeny.

## VI. 3 Computing the Action of Ideals

We now consider effective means of testing whether an ideal $\mathfrak{a}$ acts trivially on the isogeny graph of an abelian variety $\mathscr{A}$. Here, we focus on the case of elliptic curves, but certain bricks will be reused in the last chapter for abelian varieties of dimension two.

## Modular Equations

Once a principal ideal $\mathfrak{a}$ of $\mathscr{O}$ in the form $\prod_{\mathfrak{B}} \mathfrak{p}^{z_{\mathfrak{p}}}$ is found, we wish to determine whether the associated isogeny acts trivially on $\mathscr{A}$; in fact, this does not require explicitly evaluating the isogeny $\phi_{\mathfrak{a}}$, but only determining whether it maps $\mathscr{A}$ on $\mathscr{A}$.

Elliptic curves isogenous to a given one with a prescribed way can be listed efficiently via modular polynomials; this uses j-invariants to identify isomorphism classes of curves, and modular polynomials $\Phi_{m}(\mathrm{X}, \mathrm{Y})$ which we now recall.

Proposition vi.3.1. For any $m \in \mathbb{N}$, there exists some polynomial $\Phi_{m}(\mathrm{X}, \mathrm{Y}) \in \mathbb{Q}[\mathrm{X}, \mathrm{Y}]$ of degree $m+1$ such that, over fields of characteristic coprime to $m$, the $j$-invariants of elliptic curves $m$-isogenous to a prescribed $j_{0}$ are exactly the roots of $\Phi_{m}\left(\mathrm{X}, j_{0}\right)$.

COHEN (1984) proved the bit-size of $\Phi_{m}$ to be $\mathrm{O}\left(m^{3+o(1)}\right)$. It can be computed in quasilinear time by the floating-point method of ENGE (2009), or by the alternative method of Bröker, Lauter, and Sutherland (2010) based on the Chinese remainder theorem, which offers additional advantages such as reduced memory requirements.

To test whether $\phi_{\mathfrak{a}}$ acts trivially on $\mathscr{A}$, we can evaluate $\Phi_{\mathrm{N}(\mathfrak{a})}(\mathrm{X}, \mathrm{Y})$ at $(j(\mathscr{A}), j(\mathscr{A}))$. If the result is non-zero, then $\phi_{\mathfrak{a}}$ cannot send $\mathscr{A}$ to $\mathscr{A}$; if the result is zero, then there exists one isogeny of degree $\mathrm{N}(\mathfrak{a})$ from $\mathscr{A}$ to $\mathscr{A}$, but it need not be $\phi_{\mathfrak{a}}$ in general.

For practical purposes, rather than seeing $\phi_{\mathfrak{a}}$ as an isogeny of degree $N(\mathfrak{a})$, we see it as a chain formed of $z_{\mathfrak{p}}$ isogenies of norm $N(\mathfrak{p})$ for each $\mathfrak{p} \in \mathfrak{B}$. Consequently, it suffices to compute the modular polynomials $\Phi_{\mathrm{N}(\mathfrak{p})}$ and to combine them as isogeny steps. We now detail this procedure, in a manner which also addresses the issue of the previous paragraph.

## Cardinalities

When we evaluate $\Phi_{\mathrm{N}(\mathfrak{p})}(\mathrm{X}, \mathrm{Y})$ at $\mathrm{X}=j(\mathscr{A})$, the roots in Y are the $j$-invariants of the codomain of degree- $\mathrm{N}(\mathfrak{p})$ isogenies with domain $\mathscr{A}$. Amongst these roots lies $\phi_{\mathfrak{p}}(\mathscr{A})$ but we have no information as to which it is.

To address this, we can explore all isogenies of degree $\mathrm{N}(\mathfrak{p})$. When $\mathfrak{a}$ has many factors, this can be costly as we might have to consider several roots of $\Phi_{\mathrm{N}(\mathfrak{p})}$ at each step of the isogeny chain, therefore eventually exploring an exponential number of varieties in $\log \mathrm{N}(\mathfrak{a})$.

Endomorphism rings of elliptic curves are imaginary quadratic orders, and there are therefore at most two ideals of a given prime norm: $\mathfrak{p}$ and $\overline{\mathfrak{p}}$. In the isogeny chain

$$
\mathscr{A}_{0} \xrightarrow{\phi_{\mathfrak{p}}} \mathscr{A}_{1} \xrightarrow{\phi_{\mathfrak{p}}} \cdots \xrightarrow{\phi_{\mathfrak{p}}} \mathscr{A}_{z_{\mathfrak{p}}}
$$

corresponding to the factor $\mathfrak{p}^{z_{\mathfrak{p}}}$ of $\mathfrak{a}$, the conjugate prime $\overline{\mathfrak{p}}$ acts on $\mathscr{A}_{i}$ as the dual isogeny of $\phi_{\mathfrak{p}}: \mathscr{A}_{i-1} \rightarrow \mathscr{A}_{i}$. Thus, for $i>0$, we can determine which of the two roots of $\Phi_{\mathrm{N}(\mathfrak{p})}\left(j\left(\mathscr{A}_{i}\right), \mathrm{Y}\right)$ is not going backward in the chain, and the two roots need to be considered only for $i=0$.

This helps when $\mathfrak{a}$ does not have many prime factors but has one with high exponent: rather than just testing if $\prod_{\mathfrak{B}} \mathfrak{p}^{z_{\mathfrak{p}}}$ is principal, we count how many products $\prod_{\mathfrak{B}} \widehat{\mathfrak{p}}^{z_{\mathfrak{p}}}$ are, where $\widehat{\mathfrak{p}} \in\{\mathfrak{p}, \overline{\mathfrak{p}}\}$; this is equivalent to counting the number of endomorphisms of $\mathscr{A}$ that are chains consisting in $z_{\mathfrak{p}}$ non-backwards isogenies of degree $N(\mathfrak{p})$, for each $\mathfrak{p}$.

When there are just two ideals $\mathfrak{p}$ and $\overline{\mathfrak{p}}$ of norm $\mathrm{N}(\mathfrak{p})$, this gives:
Definition vi.3.2. Let $\prod_{\mathfrak{B}} \mathfrak{p}^{z_{\mathfrak{p}}}$ be the factorization of an ideal $\mathfrak{a} \in \mathbb{Z}[\pi, \bar{\pi}]$.
Its cardinality in $\mathscr{O}$ is the number of vectors $(\hat{\mathfrak{p}}) \in \prod_{\mathfrak{p} \in \mathfrak{B}}\{\mathfrak{p}, \overline{\mathfrak{p}}\}$ for which $\prod_{\mathfrak{B}} \hat{\mathfrak{p}}^{z_{\mathfrak{p}}}$ is trivial.
Its cardinality in the isogeny graph of $\mathscr{A}$ is the number of chains formed by $z_{\mathfrak{p}}$ isogenies of norm $\mathrm{N}(\mathfrak{p})$, for each $\mathfrak{p} \in \mathfrak{B}$, which map $\mathscr{A}$ onto itself.

These two quantities are the same for $\mathscr{O}=\operatorname{End}(\mathscr{A})$, and, for elliptic curves, we evaluate the latter via using the method below starting from the $j$-invariant $j_{0}=j(\mathscr{A})$.

## Algorithm vi.3.3.

InPUT: $\quad$ Aj-invariant $j_{0}$ and an ideal $\prod_{\mathfrak{B}} \mathfrak{p}^{z_{\mathfrak{p}}}$.
Output: The cardinality of this ideal in the isogeny graph of $j_{0}$.
I. Let J be the list $\left(j_{0}\right)$.
2. For each $\mathfrak{p} \in \mathfrak{B}$ :

Set $\mathrm{J} \leftarrow \mathrm{J}^{\prime}$ and let $\mathrm{J}^{\prime}$ be an empty list.
For each j in J:
Let $\left\{j_{+}, j_{-}\right\}$be the roots of $\Phi_{\mathrm{N}(\mathfrak{p})}(\mathrm{X}, j)$, and set $j_{+}^{\prime} \leftarrow j$ and $j_{-}^{\prime} \leftarrow j$.
Repeat $z_{\mathfrak{p}}-1$ times:
Set $\left(j_{+}^{\prime}, j_{+}\right) \leftarrow\left(j_{+}\right.$, the root of $\Phi_{\mathrm{N}(\mathfrak{p})}\left(\mathrm{X}, j_{+}\right)$different from $\left.j_{+}^{\prime}\right)$.
Set $\left(j_{-}^{\prime}, j_{-}\right) \leftarrow\left(j_{-}\right.$, the root of $\Phi_{\mathrm{N}(\mathfrak{p})}\left(\mathrm{X}, j_{-}\right)$different from $\left.j_{-}^{\prime}\right)$.
Append $j_{+}$and $j_{-}$to $\mathrm{J}^{\prime}$.
io. Return the multiplicity of $j_{0}$ in $\mathrm{J}^{\prime}$.
Since we compute two branches for each prime factor of $\mathfrak{a}$, the overhead this cardinality algorithm adds on the principal approach is $2^{w}$ where $w$ is the number of prime factors. When $w$ is small, this is greatly compensated by the speed of using modular polynomials.

## Complex Multiplication Action

We briefly review results on evaluating the explicit isogeny $\phi_{\mathfrak{p}}$ associated to an ideal $\mathfrak{p}$.
Recall Proposition III.3.8 which states that invertible prime ideals $\mathfrak{p}$ of $\mathscr{O}$ written as $\ell \mathscr{O}+u(\pi) \mathscr{O}$ act on the kernel of the associated isogeny $\phi_{\mathfrak{p}}$ with characteristic polynomial $u$. Therefore, to tell the isogeny $\phi_{\mathfrak{p}}$ apart from other isogenies of degree $N(\mathfrak{p})$, one need just compute the action of the Frobenius endomorphism on its kernel.

To evaluate isogenies from their kernels, we use the formulas of VÉLU (197) for elliptic curves, and their generalization to abelian varieties by LUBICZ and ROBERT (2009) together with the improvements of CoSSET and Robert (201 I). These methods take as input a subgroup $\mathscr{H}$ of an abelian variety $\mathscr{A}$ and output the isogeny $\mathscr{A} \rightarrow \mathscr{A} / \mathscr{H}$. Since they work with principally polarized abelian varieties, they additionally require that $\mathscr{H}$ be a maximal isotropic subgroup with respect to the Weil pairing, and that it be isomorphic to $(\mathbb{Z} / \ell)^{g}$.

We thus seek ideals $\mathfrak{a}=\Pi \mathfrak{q}^{z_{\mathfrak{q}}}$ where the kernel of each $\phi_{\mathfrak{q}}$ is maximal isotropic and of type $(\mathbb{Z} / \ell)^{g}$; to this extent, in dimension $g>1$, we restrict to ideals $\mathfrak{a}$ arising via the reflex type norm, on which the last chapter will say more. When we have a prime decomposition $\mathfrak{q}=\prod \mathfrak{p}$ for a specific term $\mathfrak{q}$, the Frobenius endomorphism must act on $\operatorname{ker}\left(\phi_{\mathfrak{q}}\right)$ with characteristic polynomial $\prod u_{\mathfrak{p}}(x)$ where the $u_{\mathfrak{p}}(x)$ are such that $\mathfrak{p}=\mathrm{N}(\mathfrak{p}) \mathscr{O}+u_{\mathfrak{p}}(\pi) \mathscr{O}$.

Finally, we observe that, if $\mathscr{A}$ is an ordinary abelian variety of dimension $g$ defined over a finite field, all points of rational subgroups of type $(\mathbb{Z} / \ell)^{g}$ are defined over an extension of degree at most $\ell^{g}-1$.

The characteristic polynomial of the action, on such a subgroup $\mathscr{H}$, of the Frobenius endomorphism divides $\chi_{\pi}(x) \bmod \ell$, and the multiplicative order $n$ of $x$ modulo this factor is precisely the extension degree over which all points of $\mathscr{H}$ are defined. Therefore, to evaluate the degree of an extension over which all points of rational subgroups of type $(\mathbb{Z} / \ell)^{g}$ are defined, it suffices to compute the least common multiple of the multiplicative order of $x$ modulo the degree- $g$ factors of $\chi_{\pi}(x) \bmod \ell$.

## Direct Method

Let $\mathfrak{q}$ be an ideal such that $\operatorname{ker}\left(\phi_{\mathfrak{q}}\right)$ is a maximal isotropic subgroup of order $\ell^{g}$ in $\mathscr{A}$. In order to compute this isogeny, we combine several classical tools into the algorithm below. It requires a basis for the $\ell$-torsion of $\mathscr{A}$ defined over a certain extension, which we will soon explain how to compute; the kernel is then identified by the polynomial $u=\prod u_{\mathfrak{p}}$ with $u_{\mathfrak{p}}$ defined as above, and we use the explicit isogeny algorithm to compute $\phi_{\mathfrak{q}}$ from it. We make this algorithm output the isogenous curve $\phi_{\mathfrak{q}}(\mathscr{A})$, so it can readily be plugged in to our endomorphism ring computing method.

## Algorithm VI.3.4.

Input: An abelian variety $\mathcal{A} / \mathbb{F}_{q}$ with Frobenius polynomial $\chi_{\pi}$ and a suitable ideal $\mathfrak{q}$ of norm $\mathfrak{l}$.
Output: The isogenous variety $\phi_{\mathfrak{q}}(\mathscr{A})$.
I. Find a basis $\left(\mathrm{P}_{i}\right)$ of the $\mathscr{A}[\ell]$ over the extension of degree $\ell^{g}-1$ of $\mathbb{F}_{q}$.
2. Write the matrix M of the Frobenius endomorphism on the basis $\left(\mathrm{P}_{i}\right)$.
3. Enumerate those subspaces of dimension gstable under $\mathrm{M} \in \mathrm{Mat}_{2 g}(\mathbb{Z} / \ell \mathbb{Z})$.
4. Determine which corresponds to $\mathfrak{q}$ using the Frobenius action.
5. Compute the isogeny of which this eigenspace is the kernel.

For a maximal isotropic subgroup of $\mathscr{A}$ of order $\ell^{g}$ defined over the extension of degree $\ell^{g}-1$ of the base field, the method of LUBICZ and ROBERT (2009) requires $\ell^{3 g+o(1)}$ operations as $g$ is fixed and $\ell$ goes to infinity.

Step 2 decomposes $\pi\left(\mathrm{P}_{i}\right)$ as $\sum_{j \in\{1, \ldots, 2 g\}} \mathrm{M}_{i j} \mathrm{P}_{j}$ for which a baby-step giant-step approach uses $\mathrm{O}\left(\ell^{g}\right)$ operations over the extension field. Step 3 is classical and takes quasi-linear time in $g^{\omega} \log (\ell)$ where $\omega<2.376$ is the best known exponent for matrix multiplication.

Finally, Step i uses Theorem i of Couveignes (2009), where the extension is chosen so as to contain all points of rational subgroups of type $(\mathbb{Z} / \ell)^{g}$. The simple algorithm we give below actually computes all such points, from which a basis can easily be extracted; it works by selecting random $\ell^{\infty}$-torsion points and lifting them along each others. Here, we let $k(\mathrm{P})$ denote the valuation at a fixed prime $\ell$ of the order of a point $P$.

## Algorithm VI.3.5.

Input: An abelian variety $\mathcal{A} / \mathbb{F}_{q}$ with Frobenius polynomial $\chi_{\pi}$ and a prime $\ell$.
Output: The $\ell$-torsion subgroup of $\mathscr{A}$ over $\mathbb{F}_{q^{88-1}}$.
I. Write $\# \mathscr{A}\left(\mathbb{F}_{q^{q^{8-1}}}\right)$ as $m \ell^{k}$ where $\ell \nmid m$.
2. Create an empty associative array B.
3. While B has fewer than $\ell^{2 g}$ keys:
4. $\quad$ Let $\mathrm{P}=m \mathrm{O}$ where O is a random point of $\mathscr{A}\left(\mathbb{F}_{q^{88-1}}\right)$.
5. For $j$ from $k(\mathrm{P})-1$ down to 1, if $\ell^{j} \mathrm{P}$ is a key of B :
6. $\quad I f j>k\left(\mathrm{~B}\left[\ell^{j} \mathrm{P}\right]\right)$ then go to Step 9 .
7. $\quad$ Set $\mathrm{P} \leftarrow \mathrm{P}-\ell^{k\left(\mathrm{~B}\left[\ell^{\mathrm{P}} \mathrm{P}\right]\right)-j-1} \mathrm{~B}\left[\ell^{j} \mathrm{P}\right]$.
8. If $\mathrm{P}=0$ then go back to Step 4 .
9. For all keys Q of B and $x \in\{1, \ldots, \ell\}$, set $\mathrm{B}\left[{ }^{\ell(x \mathrm{P}+\mathrm{Q})-1}(x \mathrm{P}+\mathrm{Q})\right] \leftarrow x \mathrm{P}+\mathrm{Q}$.

1o. Return the keys of B .
Random points of $\mathscr{A}$ can be drawn efficiently when $\mathscr{A}$ is given as the Jacobian variety of a curve in Weierstrass form. Using the last two algorithms, we compute, in Mumford
coordinates, the kernel of the isogeny that we wish to evaluate; we then convert it to theta representation where the algorithm of Cosset and Robert (201I) is applied, and finally use the method of MESTRE (199 I) to convert the codomain variety back as the Jacobian of a curve in Weierstrass form, so that the whole process can be iterated.

Since the cardinality of $\mathscr{A}\left(\mathbb{F}_{q^{\ell 8-1}}\right)$ is $q^{g^{l 88}+o(1)}$ multiplying random points of it by $m$ uses $\mathrm{O}\left(g^{g} \log q\right)$ operations in $\mathscr{A}\left(\mathbb{F}_{q^{q-1}}\right)$. Similarly, all orders are bounded by $k=\mathrm{O}\left(g^{g} \ell^{g} \log q\right)$. Finally, the probability of going back to Step 4 is $\mathrm{O}(1 / \ell)$ as proven by COUVEIGNES (2009).

Using fast field arithmetic, and representing points of $\mathscr{A}$ in Mumford coordinates, operations in $\mathscr{A}\left(\mathbb{F}_{q^{8-1}}\right)$ have a bit complexity of $\left(\ell^{g} \log q\right)^{1+o(1)}$; if an efficient data structure such as a red-black tree is used to store the keys of $B$, we have:
Proposition vi.3.6. Let $\mathscr{A} / \mathbb{F}_{q}$ be an abelian variety of known Frobenius polynomial, and $\mathfrak{q}$ a suitable ideal of $\mathbb{Z}[\pi, \bar{\pi}]$. Algorithm VI.3.4 returns the abelian variety $\phi_{\mathfrak{q} \operatorname{End}(\mathscr{A})}(\mathscr{A})$ in time bounded by $\left(\ell^{g} \log q\right)^{2+o(1)}$, as $g$ is fixed and $\ell$ goes to infinity.

Note that, in Algorithm VI.3.5, rather than storing the whole $\ell$-torsion subgroup in an associative array, a pairing could be used to transport discrete logarithm problems to a finite field where they can be more efficiently solved. This technique gives a valuable speedup for large values of $\ell$, although the overall complexity remains polynomial in $\ell$ due to the extension field arithmetic.

## Vi. 4 Practical Computations

We now present the algorithms used and results obtained by practical runs on elliptic curves. Applying the same techniques to general abelian varieties will be the topic of the last chapter. Timings reported here were measured on a single core of a recent desktop computer, such as an AMD Opteron clocked at 2 GHz .

## Balancing the Costs

Let $\mathscr{E}$ be an ordinary elliptic curve defined over a finite field $\mathbb{F}_{q}$. The first step of our algorithm is to compute the characteristic polynomial $\chi_{\pi}$ of the Frobenius endomorphism of $\mathscr{E}$. It is equivalent to counting the number of points of $\mathscr{E}$ which is of the form $\chi_{\pi}(1)=p+1-t$ for a certain integer $t \in\{-2 \sqrt{q}, \ldots, 2 \sqrt{q}\}$. Over a base field of cryptographic size, say, with $q$ a prime of 256 bits, this takes under ten seconds on just one core of a standard desktop computer using the Schoof-Elkies-Atkin algorithm. Note that further developments by SuTHERLAND (20II) now make this possible for primes $p$ over 5000 decimal digits.

Next, we need to find principal ideals of orders $\mathcal{O}$, and start by deciding which prime factors we want them to have. For maximal orders $\mathscr{O}$ of imaginary quadratic fields, BACH


Figure 6. Dots plot the minimal $k$ such that every class of $\operatorname{Pic}(\mathscr{O})$ contains the product of a subset of $\mathrm{S}_{k}$. Gray dots cover all imaginary quadratic orders $\mathcal{O}$ of discriminant at least $-10^{8}$, and black dots are for $10^{4}$ random $\mathscr{O}$ drawn according to a logarithmic distribution. The lines represent $k=d \log _{2}(\#$ Pic $\mathscr{O})$ for $d=1,2$.
(1990) proved under the generalized Riemann hypothesis that the primes up to $6 \log ^{2}|\Delta|$ generate the Picard group, where $\Delta$ is the discriminant of $\mathscr{O}$. Heuristically, we find that much less are necessary, which lead to the following conjecture.

Conjecture vi.4.i. For any $d>1$, if $\mathscr{O}$ is an imaginary quadratic order of sufficiently large discriminant, then any class of $\operatorname{Pic}(\mathscr{O})$ contains the product of a subset of $\mathrm{S}_{k}$, where $\mathrm{S}_{k}$ contains the first $k=d \log _{2}(\# \operatorname{Pic} \mathscr{O})$ non-principal prime ideals.

This is actually stronger than asking for $S_{k}$ to generate the Picard group: it requires that $S_{k}$ generates it with bounded exponents in $\{0,1\}$. However, it is a natural conjecture to make since it asserts that the set $S_{k}$ behaves as a random subset of $\operatorname{Pic}(\mathscr{O})$ would in the sense of Proposition I.i of IMPAGLIAZZO and NAOR (1996). Our empirical verifications have not found a single order for which the conjecture does not hold with $d=2$; for values of $d$ closer to 1 , we found this to be true for many orders above a certain lower bound, as can be seen on Figure 6 .

The above is most useful when generating relations using generic methods: it states that only slightly more primes than a cardinality argument would require actually suffice. This yields short associated isogenies (which are a must in dimension two).

However, as we strive to balance the cost of finding a principal ideal in $\mathcal{O}$ with that of evaluating the associated isogeny, generic methods do not scale well: for discriminants of more than 128 bits, a generic method would require above 32 operations in $\operatorname{Pic}(\mathscr{O})$; from there on it is therefore advisable to switch to the subexponential method of SEYSEN (1987). Note that by the conjecture we can use a box with support in $S_{k}$.

Since our principal ideals rarely have more than 10 prime factors, it is really worth using the cardinality approach: modular polynomials permit one to compute isogenous curves quickly, and they can be precomputed and reduced modulo $p$ for all the primes $\ell$ we consider, whereas computing the torsion would have to be done from scratch at each step.

## Hardcoding Certificates in Dimension One

So far, our endomorphism ring computing method tested whether $\mathscr{O} \subset \operatorname{End}(\mathscr{A})$ for various orders $\mathscr{O}$; since this process has a small probability of failure, we then certified the candidate order so as to unconditionally verify our result.

In B. and Sutherland (2009), we used a quite different approach which simultaneously finds $\mathscr{O}$ and verifies it. It exploits the particular structure of the lattice of orders for elliptic curves; we start by recalling this structure.

Let $w$ denote the index of $\mathbb{Z}[\pi]$ in $\mathscr{O}_{\mathbb{Q}(\pi)}$ where $\pi$ denotes the Frobenius endomorphism of an ordinary elliptic curve defined over a finite field. Orders $\mathscr{O}$ of $\mathrm{K}=\mathbb{Q}(\pi)$ have the form $\mathbb{Z}+f \mathscr{O}_{\mathrm{K}}$ where $f$ is the integer that generates their conductor over $\mathscr{O}_{\mathrm{K}}$; therefore, inclusion of orders corresponds to divisibility of conductors, so that orders containing $\mathbb{Z}[\pi]$ are in bijection with divisors $f$ of $w$.

Let $p^{i}$ be a prime power dividing $w$, and consider the problem of deciding whether $p^{i}$ divides the conductor $u$ of $\operatorname{End}(\mathscr{E})$. Here, a certificate for $p^{i}$ needs only consist of one ideal $\mathfrak{a}$ which is principal in the order of conductor $w / p^{\text {val }}, w-i+1$ but not in that of conductor $p^{i}$ : if $\mathfrak{a}$ is principal in the isogeny graph of $\mathscr{E}$, then we necessarily have $p^{i} \mid u$. Indeed, in that situation, $\operatorname{End}(\mathscr{E})$ does not contain the order with conductor $w / p^{\text {val }} w-i+1$, which means its conductor $u$ divides $w$ without dividing $w / p^{\text {val }} p-i+1$, in other words, $p^{i}$ divides $u$.

In number fields of degree greater than two, it does not seem to be possible to certify orders in a nice way as above, using just one ideal; that is why we needed to develop a more general method for arbitrary abelian varieties.

## Generic Example

Let $\mathscr{E}$ be the elliptic curve with Weierstrass equation

$$
\begin{aligned}
& \mathrm{Y}^{2}=\mathrm{X}^{3}-3 \mathrm{X}+2728849899765998058103612158899570741955717345 \\
& \text { over } \mathbb{F}_{q} \text { with } q=2872801286401014961877470682093858455400487431
\end{aligned}
$$

This curve is ordinary and it has $q+1-t$ points, for a trace $t$ of 1868 . The discriminant of $\pi$ is $4 q-t^{2}$ and its factors as $-7 w^{2}$ where

$$
w=2 \cdot 127 \cdot 524287 \cdot 304250263527209 .
$$

We first compute the endomorphism locally at 2 using the method of EISENTRÄGER and LAUTER (2009), which is nearly instantaneous; it finds that the order with conductor 2 does not contain $\operatorname{End}(\mathscr{E})$.

For the prime 127, we use the local method of KOHEL (1996): since $\Phi_{127}(j(\mathscr{E}), \cdot)$ proves to have multiple roots, 127 does not divide the conductor of $\operatorname{End}(\mathscr{E})$. This also takes negligible time.

Since $\operatorname{End}(\mathscr{E})$ was found to be maximal locally at 2 and 127 , we can now simply set $w \rightarrow w / 254$ and work with this new $w$. For the bigger primes, we turn to finding principal ideals with a generic method and verifying them in the isogeny graph. We choose to work with the degrees $11,23,29,37$, and 43 , meaning that we look for a principal ideal as a product of prime ideals of norm these numbers. Note that it is interesting to use only a few primes here since then few modular polynomials have to be computed, and can be reused many times.

Using hardcoded certificates, it is easier to deal with bigger primes, so let use start with the biggest one $p$. Using the baby-step giant-step method, we find in just a second that the relation $23^{4} \cdot 29^{7} \cdot 37^{17} \cdot 43^{4}$ has cardinality 4 in the order with conductor $w / p$, and zero in that with conductor $p$. Computing the associated tree of isogenies took 9 seconds; as it turns out, the cardinality of the relation in the isogeny graph is 4 as well, therefore $p$ does not divide the conductor of $\operatorname{End}(\mathscr{E})$.

We finish with $p=524287$ : again, we look for a relation with the baby-step giant-step method; it takes roughly 20 minutes to uncover the relation $11^{47} \cdot 23^{707} \cdot 29^{540} \cdot 37^{103} \cdot 43^{197}$ which has cardinality 2 in the order with conductor $w / p$, and zero in that with conductor $p$. The associated tree of isogenies took 6 minutes to compute, and since the relation has cardinality zero in the isogeny graph, we conclude that $\operatorname{End}(\mathscr{E})$ has conductor $p$.

In less than half an hour, we therefore established that $\operatorname{End}(\mathscr{E})=\mathbb{Z}+524287 \mathscr{O}_{\mathrm{K}}$.
The runtime of this generic method is bounded by $q^{1 / 4+o(1)}$ but if we had computed $\operatorname{End}(\mathscr{E})$ from above by searching for relations in its isogeny graph, the bound would have been $(\operatorname{disc} \operatorname{End}(\mathscr{E}))^{1 / 4+o(1)}$. However, since our curve was generated with the complex multiplication method (to give it an interesting endomorphism ring), it would not have been fair: we would have found $\operatorname{End}(\mathscr{E})$ much too quickly!

## Subexponential Example

Let $\mathscr{E}$ be the elliptic curve with Weierstrass equation

$$
\begin{array}{r}
\mathrm{Y}^{2}=\mathrm{X}^{3}-3 \mathrm{X}+660897170071025494489036936911 \backslash \\
196131075522079970680898049528 \\
\text { over } \mathbb{F}_{q} \text { with } q=160693804425899027555081234320 \backslash \\
6050075546550943415909014478299
\end{array}
$$

where the backslash symbol denotes that a number has been wrapped over to the next line. Again, the curve is ordinary and it has trace $t=212$ (which it takes just a few seconds to compute). Factoring the discriminant $4 q-t^{2}$ of $\mathbb{Z}[\pi]$, we find that

$$
w=2 \cdot 127 \cdot \underbrace{524287}_{p_{1}} \cdot \underbrace{7195777666870732918103}_{p_{2}} .
$$

As before, the primes 2 and 127 can be dealt with by climbing the local volcano. None of them divides the conductor $u$ of $\operatorname{End}(\mathscr{E})$; this only takes a few seconds.

To determine whether $p_{1}$ divides $u$, we use the algorithm of SEYSEN (1987) with the smoothness bound 600 to find a relation with non-zero cardinality in the order of conductor $w / p_{1}$. It takes about four minutes to find the relation

$$
2^{1798} \cdot 23^{3} \cdot 29^{1} \cdot 37^{2} \cdot 53^{29} \cdot 137^{1} \cdot 149^{1} \cdot 233^{1} \cdot 263^{2} \cdot 547^{1}
$$

whose cardinality in the order with conductor $p_{1}$ is zero. Computing the relevant modular polynomials via the method of BRÖKER, LAUTER, andSUTHERLAND (20IO) requires under four minutes and the associated tree of isogenies is found to have cardinality zero within just a minute; as a consequence, we deduce that $p_{1}$ is a factor of $u$. Note that, here, we made use of the prime 2 although it divides the index $w$; this process is described in Section 4.2 of Sutherland (20II).

For the prime $p_{2}$, this is, as expected, much faster: the relation $2^{23} \cdot 11^{5} \cdot 43^{1} \cdot 71^{2}$ is found to have positive cardinality in the order with conductor $w / p_{2}$ but not that with conductor $p_{2}$. It is found that $p_{2}$ does not divide $u$ and the whole process takes just a few seconds.

In about 5 minutes, we have thus proved that $\operatorname{End}(\mathscr{E})$ has conductor 524287, but note that this computation was much more difficult than the previous one due to the larger size of $p_{2}$ here: it could not have been achieved with generic methods.
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## Complexity Analysis

This chapter is devoted to a rigorous analysis of the method that we have just presented; the main result is a proof, under the generalized Riemann hypothesis, that our algorithm indeed computes endomorphism rings of ordinary elliptic curves in subexponential time.

Most of material used has already appeared in B. (201 I) for elliptic curves; here, when this can be done, we state our results for general varieties. Polarization issues are deferred to the next chapter, which will therefore also cover practical computational aspects in dimension $g>1$.

As usual, let $\mathscr{A}$ be a simple ordinary abelian variety defined over a finite field $\mathbb{F}_{q}$.

## VII. 1 Orders from Picard Groups

We first prove that if we can identify the structure of the Picard group of the endomorphism ring of $\mathscr{A}$, then we can determine $\operatorname{End}(\mathscr{A})$ unambiguously.

## Preliminaries

Recall that the first step is to compute the characteristic polynomial $\chi_{\pi}$ of the Frobenius endomorphism $\pi$ of $\mathscr{A}$. For this, we use the method of Pila (1990) and more precisely the improved algorithm of Adleman and Huang (200 ) which, when $\mathscr{A}$ is the Jacobian variety of a genus- $g$ hyperelliptic curve, has a complexity of

$$
(\log q)^{\mathrm{O}\left(g^{2} \log g\right)} .
$$

Even if it were not for cryptographic reasons, we would avoid non-Jacobian varieties since our algorithms requires to efficiently draw points at random, which we cannot do when $\mathscr{A}$ is expressed in a more general form (such as theta constants).

The number of points of $\mathscr{A}$ defined over the extension of degree $e$ is then

$$
\# \mathscr{A}\left(\mathbb{F}_{q^{e^{\prime}}}\right)=\operatorname{Res}_{u}\left(\chi_{\pi}(u), u^{e}-1\right)
$$

which means that our algorithm for computing the $\ell$-torsion does not have to count the number of points over a new extension every time a new prime $\ell$ is considered.

To navigate the lattice of orders of the complex multiplication field $\mathrm{K}=\mathbb{Q}[\mathrm{X}] /\left(\chi_{\pi}(\mathrm{X})\right.$ ), that is, compute $\mathfrak{M}=\mathscr{O}_{\mathrm{K}}, \mathfrak{m}=\mathbb{Z}[\pi, \bar{\pi}]$ and the factorization of $[\mathfrak{M}: \mathfrak{m}]$, we need to factor the discriminant $\Delta$ of $\chi_{\pi}$ which satisfies

$$
|\Delta| \leqslant(2 \sqrt{q})^{2 g(2 g-1)} .
$$

For this, the unconditional method of LENSTRA and Pomerance (1992) uses $\mathrm{L}(|\Delta|)^{1+o(1)}$ operations; assuming unproved hypotheses, we might also use the number field sieve of COPPERSMITH (1993) with conjectured runtime

$$
\mathrm{L}_{1 / 3}^{c_{\mathrm{NFS}}}(|\Delta|) \quad \text { where } c_{\mathrm{NFS}}=\frac{1}{3} \sqrt[3]{92+26 \sqrt{13}} \approx 1.902
$$

For elliptic curves, we were able to prove the correctness and complexity of the rest of our method only assuming the generalized Riemann hypothesis. In that case, the complexity is

$$
\mathrm{L}(q)^{1 / \sqrt{2}+o(1)}
$$

so the cost of factoring via the unconditionally proven method dominates; we found it curious that no known factoring algorithm achieves a better exponent assuming solely the generalized Riemann hypothesis: there seems to be a gap in the hypothesis required as, in terms of asymptotically fastest methods, we go straight from an unconditionally proven method to one which relies on many non-standard heuristics.

In dimension two, we will see that additional unproven hypotheses, other than the generalized Riemann hypothesis, are necessary.

## Orders and Ideals

Let us briefly address the complexity of the algorithms used for navigating the lattice and computing with ideals of arbitrary orders in it.

The algorithms used greatly differ from dimension one to dimension two: in dimension one, the lattice is simply the set of divisors of $[\mathfrak{M}: \mathfrak{m}]$ while in higher dimension its structure has no such special form; again in dimension one, ideals can be dealt with extremely efficiently as binary quadratic forms while in higher dimension only general methods involving Hermite normal form and LLL reduction can be used.

In fact, we find that, in the realm of elliptic curves, many problems can be solved in essentially linear time, that is, with a complexity asymptotically equivalent to the size of the output, up to an exponent of $1+o(1)$; but those problems become suddenly much harder with higher-dimensional abelian varieties and no such satisfying algorithm is known. This is for instance the case for the generation of Hilbert class polynomials. Our own endomorphism ring computing algorithm will not be an exception to this rule, as many simple and easy to analyze aspects of it are lost when going from dimension $g=1$ to $g=2$.

Regardless of the dimension, since we use the building blocks for orders and ideals on inputs of size for which their complexity is polynomial in $\log (q)$, we need not worry too much about them: as our overall expected complexity is superpolynomial, the cost of all these subroutines disappears within the $o(1)$ term of the exponent. This might seem a little too rough, so we refer to COHEN (1993) for more careful statements regarding the complexity of these standards calculations.

## Orders with same Picard Group

Our relation method uses the Picard group structure to characterize an order. This section and the next are devoted to proving the correctness of this approach: here, we will see that there are not many orders with the same Picard group structure, and there, we will describe a workaround technique for distinguishing these rare orders from each other.

We first consider the one-dimensional case, as the ideal structure of non-maximal orders is much better understood in this case. If $\mathscr{O}$ is an order of an imaginary quadratic field K , we let $\mathfrak{B}$ be a generating set of ideals for $\operatorname{Pic}(\mathscr{O})$, and denote by $\Lambda_{\mathscr{O}}$ the relations of $\operatorname{Pic}(\mathscr{O})$ for this basis $\mathfrak{B}$; in other words, we assume that $\operatorname{Pic}(\mathscr{O}) \simeq \mathbb{Z}^{\mathfrak{B}} / \Lambda_{\mathscr{O}}$.

Proposition vir.i.i. Let $\mathscr{O}$ and $\mathscr{O}^{\prime}$ be two orders in an imaginary quadratic field K . The lattice $\Lambda_{O^{\prime}}$ contains $\Lambda_{\mathscr{O}}$ if and only if the order $\mathscr{O}^{\prime}$ contains $\mathscr{O}$ or if one of the following holds:
I. $\mathrm{K}=\mathbb{Q}(\sqrt{-4})$ and $\mathcal{O}^{\prime}$ has conductor 2 ;
2. $\mathrm{K}=\mathbb{Q}(\sqrt{-3})$ and $O^{\prime}$ has conductor 2 or 3 ;
3. The prime 2 splits in K and $\mathscr{O}^{\prime}$ has index 2 in some order above $\mathscr{O}$ of odd conductor.

Proof. Denote by $S_{\mathscr{O}}$ (resp. $\mathrm{S}_{\mathcal{O}^{\prime}}$ ) the set of primes $\ell$ that split into principal ideals in $\mathcal{O}$ (resp. $\left.\mathscr{O}^{\prime}\right)$. Using relations formed of a single prime ideal, we see that $\Lambda_{\mathscr{O}} \subseteq \Lambda_{\mathscr{O}^{\prime}}$ implies $S_{\mathscr{O}} \subseteq S_{\mathscr{O}^{\prime}}$. Now $S_{O}$ (resp. $S_{O^{\prime}}$ ) is also the set of primes that split completely in the ring class field $\mathrm{L}_{\mathscr{O}}$ of $\mathscr{O}$ (resp. $\mathrm{L}_{\mathscr{O}^{\prime}}$ ). By Chebotarev's density theorem $\mathrm{S}_{\mathscr{O}} \subseteq \mathrm{S}_{\mathscr{O}^{\prime}}$ thus implies $\mathrm{L}_{\mathscr{O}^{\prime}} \subseteq \mathrm{L}_{\mathscr{O}}$ which means that the class field theory conductor $\mathfrak{f}\left(\mathrm{L}_{\mathscr{O}^{\prime}} / \mathrm{K}\right)$ of $\mathrm{L}_{\mathscr{O}^{\prime}}$ divides $\mathfrak{f}\left(\mathrm{L}_{\mathscr{O}} / \mathrm{K}\right)$.

This conductor $\mathfrak{f}\left(\mathrm{L}_{\mathscr{O}} / \mathrm{K}\right)$ is related to that $\mathfrak{f}_{\mathscr{O}}$ of $\mathscr{O}$ in the following manner (see Exercises 9.20-9.23 of Cox (1989)).

$$
\mathfrak{f}\left(\mathrm{L}_{\mathscr{O}} / \mathrm{K}\right)= \begin{cases}\mathscr{O}_{\mathrm{K}}, & \text { when } \mathrm{K}=\mathbb{Q}(\sqrt{-4}) \text { and } \mathfrak{f}_{\mathscr{O}}=2, \\ \mathscr{O}_{\mathrm{K}}, & \text { when } \mathrm{K}=\mathbb{Q}(\sqrt{-3}) \text { and } \mathfrak{f}_{\mathscr{O}}=2 \text { or } 3, \\ \mathfrak{f}^{\prime}, & \text { when } 2 \text { splits in } \mathrm{K} \text { and } \mathfrak{f}_{\mathscr{O}}=2 f^{\prime} \text { with } \mathfrak{f}^{\prime} \text { odd, } \\ f_{\mathscr{O}}, & \text { otherwise. }\end{cases}
$$

Naturally, the same stands for $\mathscr{O}^{\prime}$. In the latter case, the fact that $\mathfrak{f}\left(\mathrm{L}_{\mathscr{O}} / \mathrm{K}\right)$ divides $\mathfrak{f}\left(\mathrm{L}_{\mathscr{O}^{\prime}} / \mathrm{K}\right)$ implies that $\mathfrak{f}_{\boldsymbol{O}^{\prime}}$ divides $\mathfrak{f}_{\mathscr{O}}$, in other words $\mathscr{O} \subseteq \mathscr{O}^{\prime}$; the three other cases correspond, in order, to the exceptions listed in the proposition.

Intuitively, this means that identifying orders by their Picard groups has a single blind spot locally at 2 and 3 where the two largest orders cannot be distinguished.

For orders in higher-degree number fields, we were unable to prove a similar result, but have observed that pairs of orders with identical Picard group structure follow a similar pattern to what the proposition above describes for imaginary quadratic orders; therefore, we will assume:

Assumption vil.i.2. Fixg $\in \mathbb{N}$; there exists an integer B such that, if any two orders $\mathscr{O}$ and $\mathcal{O}^{\prime}$ of a complex multiplication field K of degree 2 g have identical Picard group structure, then one is contained in the other with index a divisor of B , and both orders are maximal at all primes but the factors of B .

For instance, in the case of quartic complex multiplication fields, our computations support

$$
B=2^{6} \cdot 3^{4} \cdot 5^{3} \cdot 7^{2} \cdot 11^{2} \cdot 13 \cdot 17 \cdot 19 \cdot 23 \cdot 31 \cdot 41 \cdot 83 \cdot 127 \cdot 131 \cdot 151
$$

This bound $B$ could be reduced by excluding finitely many number fields.
Even if this assumption turns out to be wrong, our algorithms will still be functional as they do not need to know in advance which orders have the same Picard group structure: it can always be tested, as we ascend the lattice of orders and generate certificates, if an order has the same Picard group structure as some order directly above or below it. This is naturally quite expensive, but retains the unconditional correctness of our output.

## Local Workaround

As we have seen, two distinct orders of a complex multiplication field K can have identical Picard group structure, in a limited number of cases. Those orders cannot be distinguished
using the complex multiplication action, so we need another method to tell them apart from each other.

To tackle these cases, we apply our lattice-ascending and order-testing procedures normally and fall back on a second method when the endomorphism ring is found to be one of these. This amounts to ascending the lattice of orders quotiented by classes of orders with identical Picard group structure; when the class of $\operatorname{End}(\mathscr{A})$ is identified, we determine precisely which order $\operatorname{End}(\mathscr{A})$ is using the following algorithm.

## Algorithm VII.i.3.

InPUT: A simple ordinary abelian variety $\mathscr{A}$ over the finite field with $q$ elements, and an order $\mathcal{O}$ with the same Picard group structure as $\operatorname{End}(\mathscr{A})$.
Output: An order isomorphic to $\operatorname{End}(\mathscr{A})$.
I. Compute the Frobenius polynomial $\chi_{\pi}(x)$, and factor $\left[\mathscr{O}_{\mathrm{K}}: \mathbb{Z}[\pi, \bar{\pi}]\right]$ as $\prod \ell^{v_{\ell}}$.
2. For all prime factors $\ell$ with $\ell^{2 g v_{\ell}}<\mathrm{L}(|\Delta|)$ :
3. Determine $\operatorname{End}(\mathscr{A})$ locally at $\ell$.
4. For other prime factors $\ell$ :
5. Compute various $l$-isogenies and see if they change the Picard group structure of the endomorphism ring.
6. Deduce $\operatorname{End}(\mathscr{A})$.

The condition in Step 2 ensures that the complexity of determining the endomorphism ring locally at $\ell$ via the method of EISENTRÄGER and LAUTER (2009) in Step 3 is bounded subexponentially. Basically, since orders with identical Picard group structure only differ by smooth indices (as we saw in the previous section), only small primes $\ell$ will be of interest here (for others, $\mathscr{O}_{\ell}$ is the only possibility for $\operatorname{End}(\mathscr{A})_{\ell}$ ); for these small primes, the condition means that the depth $v_{\ell}$ of the local lattice is not too large.

When $v_{\ell}$ is large, this method is too costly. On the other hand, since only the first few top orders have identical Picard group structure, we can compute random chains of $\ell$-isogenies and count the minimal number of isogenies it takes to reach a variety whose endomorphism ring has a different Picard group structure (which we determine using our subexponential method). Since we can compute exactly which orders have identical Picard group structure, this gives us some information as to which order our endomorphism ring is.

This is obviously a rather poor approach. Best would be to use a higher-dimensional analog to the method of IONICA and JOUX (20IO) and generalize the algorithm of KOHEL (I996) to compute the endomorphism ring locally at $\ell$ in time $\ell^{\mathrm{O}(1)}$ rather than $\ell^{\mathrm{O}\left(v_{\ell}\right)}$.

As the complexity of our fall back method depends not only on the prime $\ell$ at which we want to locally compute $\operatorname{End}(\mathscr{A})$, but on the entire factor $\ell^{v_{\ell}}$ of the index $\left[\mathscr{O}_{\mathrm{K}}: \mathbb{Z}[\pi, \bar{\pi}]\right]$, and we found no satisfying way of patching it, we simply rule out deep lattices.

Assumption vir.i.4. Let $\mathscr{O} \subset \mathscr{O}^{\prime}$ be two orders containing $\mathbb{Z}[\pi, \bar{\pi}]$ with identical Picard group structures. Ift is a prime factor of the index $\left[\mathscr{O}^{\prime}: \mathscr{O}\right]$, we assume that the valuation $v_{\ell}$ of $\left[O_{\mathrm{K}}: \mathbb{Z}[\pi, \bar{\pi}]\right]$ at $\ell$ is such that $\ell^{2 g v_{\ell}}<\mathrm{L}(q)$.

In dimension one, the method of KOHEL (1996) computes End $(\mathscr{A})_{\ell}$ locally at $\ell$ by climbing the $\ell$-isogeny volcano in time $v_{\ell} \ell^{2+o(1)}$, so the assumption above is not required in that case.

## VII. 2 Picard Groups from Relations

## Relation Setting

We recall the standard "generator and relations" setting based on prime ideals to study the structure of Picard groups of orders in number fields.

Throughout this section, $\mathscr{O}$ will be an order in an algebraic number field, and $\mathfrak{B}$ a generating set of ideals for its Picard group; for computational reasons we assume that $\mathfrak{B}$ consists of prime ideals. We denote by $\Lambda_{\mathscr{O}}$ the lattice of relations amongst elements of $\mathfrak{B}$ seen as vectors of $\mathbb{Z}^{\mathfrak{B}}$, so that we have

$$
\operatorname{Pic}(\mathscr{O}) \simeq \mathbb{Z}^{\mathfrak{B}} / \Lambda_{\mathscr{O}} .
$$

Our first task will be to bound the norm of primes contained in $\mathfrak{B}$; this is the purpose of the following section which describes various Chebotarev theorems that have been used over the years - this application being just one specific use of them.

Next, we will consider bounding the diameter of the lattice $\Lambda_{\mathscr{O}}$ which plays a crucial role in the generation of relations that characterizes $\mathscr{O}$. More explicitly, HAFNER and MCCURLEY (1989) proved that any bound on the diameter of the lattice $\Lambda_{\mathscr{C}}$ yields a box B whose pushforward distribution by $\sigma_{O}$ is quasi-uniform; in other words, products of random elements of this box give quasi-random elements of the Picard group of $\mathscr{O}$.

This property is crucial to ensure that the relations we obtain permit us to distinguish a lattice from strictly smaller ones.

Originally, a bound elementarily derived from the theorem of SIEGEL (1935) was used by HAFNER and MCCURLEY (1989); later, BUCHMANN (1989) adapted their algorithm to general number fields, therefore relying on the theorem of BRAUER (1947). We will here give, as a consequence of the generalized Riemann hypothesis, a better bound which we will derive from a more general result of AO, Miller, and Venkatesan (2009).

## Chebotarev Theorems

Let us first recall the classical density theorem of TsChebotareff (1926).

Theorem vii.2.I. Let $\mathrm{L} / \mathrm{K}$ be a finite normal extension of number fields, and denote by $\pi(\mathfrak{p})$ the Frobenius element in $\mathrm{Gal}(\mathrm{L} / \mathrm{K})$ which corresponds to a given prime p of K. Such Frobenius elements are asymptotically uniformly distributed in the sense that, for any conjugacy class $\mathscr{C}$ of the Galois group,

$$
\#\{\mathfrak{p}: \pi(\mathfrak{p}) \in \mathscr{C}, \mathrm{N}(\mathfrak{p})<x\} \underset{x \rightarrow \infty}{\sim} \frac{\# \mathscr{C}}{\# \operatorname{Gal}(\mathrm{~L} / \mathrm{K})} \operatorname{Li}(x)
$$

where $\operatorname{Li}(x)=\int_{2}^{x} \frac{d t}{\log t}$ is asymptotically equal to the number of prime ideals of norm less than $x$.
This theorem has countless applications; for instance, if $L$ is the splitting field of a polynomial $f \in \mathrm{~K}[x]$, it gives the density of primes $\mathfrak{p}$ of K modulo which $f$ has prescribed splitting patterns.

In our setting, we are mostly interested in the case where $\mathrm{K}=\mathbb{Q}$ and L is the ring class field $\mathscr{H}_{\mathscr{O}}$ of an order $\mathscr{O}$ in some complex multiplication number field. Via the Artin map, the Chebotarev density theorem descends to ideals of the order $\mathscr{O}$ and asserts that the density of prime ideals which belong to a prescribed ideal class of $\operatorname{Pic}(\mathscr{O})$ is $1 / \# \operatorname{Pic}(\mathscr{O})$; this implies in particular that each ideal class can be represented by a prime ideal, from which we can conclude that it is indeed possible to have a generating set $\mathfrak{B}$ for $\operatorname{Pic}(\mathscr{O})$ made of prime ideals.

More generally, so-called effective Chebotarev theorems give upper bounds on elements generating number theoretic groups. Historically, interest first lied in bounding the least quadratic non-residue modulo $n$ : Gauss first established the bound $2 \sqrt{n}+1$ (for $n>2$ ) elementarily and, to date, the best known unconditional bound of Burgess (1957) is still exponential - the proof mixes arguments of Vinogradov (1919) with the Hasse-Weil bound on the number of points of hyperelliptic curves.

Assuming the Riemann hypothesis for the zeta function of certain fields L , more precise results can be derived. Most often, authors simply assume the extended Riemann hypothesis (ERH), or even the generalized Riemann hypothesis (GRH) for convenience. Under this assumption, ANKENY (1952) proved that the bound above can be made $\mathrm{O}\left(\log ^{2} n\right)$.

Lagarias and Odlyzko (1977) later generalized this to general number fields: they proved that if L is a finite nontrivial extension of an algebraic number field K , the least prime ideal of $K$ that does not split completely in $L$ is bounded by $O\left(\log ^{2}\left(\operatorname{disc}(K)^{2} N(f(L / K))\right)\right)$.

BACH (1990) gave explicit constants O for these results: he showed that in the result of AnKeny (1952) we have $\mathrm{O} \leqslant 2$, and that $\mathrm{O} \leqslant 3$ for the generalized result. He derived the following:

Theorem vii.2.2. Assuming the Riemann hypothesis for the zeta function of the number field K , its Galois group $\mathrm{Gal}(\mathrm{K} / \mathbb{Q})$ is generated by the Frobenius elements of its prime ideals of norm less than $12 \log ^{2}|\operatorname{disc}(\mathrm{~K})|$.

## Distribution of Short Products

As we have already pointed out, knowing that the set $\mathfrak{B}$ of prime ideals of norm less than $12 \log ^{2}|\Delta|$ generates the Picard groups of orders $\mathscr{O}$ containing $\mathbb{Z}[\pi, \bar{\pi}]$ is not sufficient. Indeed, evaluating isogenies associated to ideals $\mathfrak{a}$ which involve large exponents is costly, so it is not sufficient to write $\mathfrak{a}$ as a product of primes of $\mathfrak{B}$ : we also want this product to be short. In other words, we ask that $\mathfrak{a}=\prod_{\mathfrak{p} \in \mathfrak{B}} \mathfrak{p}^{n_{\mathfrak{p}}}$ for a small exponent vector $n$.

Obviously, its norm $\|n\|_{1}=\sum\left|n_{\mathfrak{p}}\right|$ is less than the class number. In their Lemma I , HAFNER and MCCURLEY (1989) proved that any bound on the diameter of the lattice $\Lambda_{\mathscr{O}}$ yields a box B suitable to search for relations, and as a bound they used the latter elementary result on the norm of $n$. BuChmann (1989) did the same in his Lemma 3.4 for arbitrary orders.

However, assuming the generalized Riemann hypothesis, a much better bound can be derived from Corollary I. 3 of IAO, Miller, and Venkatesan (2009), which implies:

Theorem viI.2.3 (GRH). For all $g \in \mathbb{N}$ and $\varepsilon>0$, there exists $c>1$ such that, if $\mathscr{O}$ is an order of dimension $2 g$ and discriminant $\Delta$, then for random vectors $x$ drawn from the box

$$
\mathrm{B}=\left\{x \in \mathbb{Z}^{\left\{\mathfrak{p}: \mathrm{N}(\mathfrak{p})<\log ^{2+\varepsilon}|\Delta|\right\}}: \sum_{\mathfrak{B}}\left|x_{\mathfrak{p}}\right|=c \frac{\log |\Delta|}{\log \log |\Delta|}\right\}
$$

the probability that $\sigma_{\mathscr{O}}(x)$ falls in any fixed ideal class of $\operatorname{Pic}(\mathscr{O})$ is at least $1 / 2 \# \operatorname{Pic}(\mathscr{O})$.
In terms of distribution, this states that the pushforward distribution by $\sigma_{\mathcal{O}}$ of the uniform distribution $\mathbb{U}_{\mathrm{X}}$ on the set X of vectors of norm $c \log |\Delta| / \log \log |\Delta|$ is within variation distance $1 / 2$ from the uniform distribution on the Picard group. Essentially, this says that products of randomly selected primes of quadratic norm behave as uniformly-drawn elements of the Picard group.

## Diameter of Relation Lattices

The above theorem implies that each element of $\operatorname{Pic}(\mathscr{O})$ has a preimage of small norm, from which we can easily derive a bound on the diameter of $\Lambda_{\odot}$. Recall that the diameter of a lattice is the smallest value $\operatorname{diam}(\mathrm{F})$ where F ranges over its fundamental domains.

Corollary viI.2.4 (GRH). Fix any positive number є. If $\mathcal{O}$ is an order of discriminant $\Delta$ and $\mathfrak{B}$ denotes its set of primes of norm less than $\log ^{2+\varepsilon}|\Delta|$, the diameter of the lattice $\Lambda_{O}$ is $o\left(\log ^{4+\varepsilon}|\Delta|\right)$.

Proof. To prove this, we construct a generating set for $\Lambda_{\mathscr{O}}$ formed by $\mathrm{O}\left(\log ^{2+\varepsilon}|\Delta|\right)$ relations of norm $o\left(\log ^{2}|\Delta|\right)$. BRAUER (1947) showed that $\operatorname{Pic}(\mathscr{O})$ is an abelian group of order $\Delta^{1 / 2+o(1)}$ so there exist $\mathrm{O}(\log |\Delta|)$ ideal classes $\alpha_{i}$ such that $\mathbb{Z}^{\mathfrak{B}} / \Lambda_{\mathscr{O}} \simeq \prod\left\langle\alpha_{i}\right\rangle$; we fix these and proceed to write a generating set for $\Lambda_{\mathscr{O}}$ consisting of:

- relations expressing that $\alpha_{i}^{\operatorname{ord}\left(\alpha_{i}\right)}=1$;
- relations expressing the primes $\mathfrak{p} \in \mathfrak{B}$ in terms of the $\alpha_{i}$.

First define a map $\sigma_{O}^{-1}$ by fixing a preimage of norm at most $c \log |\Delta| / \log \log |\Delta|$ for each ideal class; it exists by TheoremVII.2.3. Now use a double-and-add approach to ensure that norms remain small: for each $i$, express that $\alpha_{i}^{\operatorname{ord}\left(\alpha_{i}\right)}=1$ by the relations
(i) $\sigma_{\mathscr{O}}^{-1}\left(\alpha_{i}^{2^{j}}\right)-2 \sigma_{\mathscr{O}}^{-1}\left(\alpha_{i}^{2^{j-1}}\right)$ for $j \in\left\{1, \ldots,\left\lfloor\log _{2} \operatorname{ord}\left(\alpha_{i}\right)\right]\right\}$;
(ii) $\sum_{j} b_{j} \sigma_{\mathscr{O}}^{-1}\left(\alpha_{i}^{2^{j}}\right)$ where $b_{j}$ denotes the $j^{\text {th }}$ least significant bit of ord $\left(\alpha_{i}\right)$.

Now write each $\mathfrak{p} \in \mathfrak{B}$ on the $\alpha_{i}$ by decomposing its class as a product $\prod \alpha_{i}^{n_{i}}$ where $n_{i} \in$ $\left\{0, \ldots, \operatorname{ord}\left(\alpha_{i}\right)\right\}$; noting $\delta_{\mathfrak{p}}$ the vector with coordinate one at $\mathfrak{p}$ and zero elsewhere, this gives the relations:
(iii) $\delta_{\mathfrak{p}}-\sum_{i} \sum_{j} c_{i j} \sigma_{\mathscr{O}}^{-1}\left(\alpha_{i}^{2^{j}}\right)$ where $c_{i j}$ is the $j^{\text {th }}$ least significant bit of $n_{i}$. Preimages by $\sigma_{\mathscr{O}}$ have length $o(\log |\Delta|)$ and there are at most $\sum\left\lfloor\log _{2} \operatorname{ord}\left(\alpha_{i}\right)\right\rfloor=\mathrm{O}(\log |\Delta|)$ terms, therefore each such relation has length $o(\log |\Delta|)^{2}$.

## viI. 3 Relations from Smooth Ideals

Let us now give the mathematical background required to prove the complexity of the subexponential method for finding smooth relations in Picard groups.

## Integer Smoothness

We start by reviewing fundamental properties of smooth numbers; these are the base on which most subexponential algorithms are build upon (for instance, we have already mentioned factoring algorithms). First recall their definition.

Definition VII.3.I. An integer $x$ is said to be $y$-smooth if it has no prime factor larger than $y$.
The number of $y$-smooth integers less than $x$ is denoted $\Psi(x, y)$.
Bounding the value of the $\Psi$ function for particular ranges of $x$ and $y$ is an important problem. For instance, for any fixed $u \geqslant 1$, we have

$$
\Psi\left(x, x^{1 / u}\right) \underset{x \rightarrow \infty}{\sim} x \rho(u)
$$

where the constant $\rho(u)$ is the Dickman function. This function was extensively studied by de Bruijn who gave many ways to evaluate it. To use such smoothness results in indexcalculus methods, we need more than a polynomial relation of the form $y=x^{1 / u}$ : we would like to consider the case where $u \rightarrow \infty$ as $x \rightarrow \infty$. The specific result we rely on is due to Canfield, Erdős, and Pomerance (1983).

Theorem vil.3.2. For $u \geqslant 3$ we have

$$
\Psi\left(x, x^{1 / u}\right) \geqslant x \exp (-u(\log u+\log \log u-1+o(1)))
$$

Corollary viI.3.3. The probability for a random number of $\{1, \ldots, x\}$ to be $\mathrm{L}(x)^{\gamma}$-smooth is equivalent to $\mathrm{L}(x)^{-1 / 2 \gamma+o(1)}$ as $x \rightarrow \infty$.

Proof. Apply the theorem above to $u=\frac{1}{\gamma} \sqrt{\frac{\log x}{\log \log x}}$ and combine it with the upper bound in Theorem 2 of BRUijn (1966).

See Granville (2008) for a survey of this topic.

## Ideal Smoothness

Our algorithms do not exactly work with integers: they work with ideals. Via the norm, the structure of the ring of ideals resembles that of integers; for our particular goal, it suffices to say that ideals are smooth if and only if their norms are. However, not all results are easy to generalize from integers to ideals.

In fact, our first algorithm for computing endomorphism rings of elliptic curves, from B. and SUTHERLAND (2009), relied on the assumption that certain ideals we generated had a uniformly distributed norm, so that we could directly apply the result of the previous section. We now explain how this assumption can, in some setting, be rigorously proven.

Let us first recall the relevant part of our algorithm: for an order $\mathscr{O}$ of discriminant $\Delta$, we first select a vector $x$ uniformly at random from the box $B=\left\{0, \ldots, \log ^{4+\varepsilon}|\Delta|\right\}^{\mathfrak{B}}$ where $\mathfrak{B}$ is the set of prime ideals of norm less than $\log ^{2+\varepsilon}|\Delta|$; we then look for a small representative $\widehat{x}$ of the class $\sigma_{\mathcal{O}}(x) \in \operatorname{Pic}(\mathscr{O})$ and attempt to factor it over the base consisting of all the prime ideals of norm less than $\mathrm{L}(|\Delta|)^{\gamma}$.

To rigorously bound the number of times random vectors $x \in B$ have to be selected before one with smooth reduction is found, we need to show that the norm of $\widehat{x}$ behaves like a random integer in a certain interval.

For imaginary quadratic orders, SEYSEN (1987) used the standard reduction of binary quadratic forms; to obtain a result on the smoothness probability of $\widehat{x}$, he proceeds in two steps: Proposition 4.3 and 4.4:

Proposition viI.3.4. Ideal classes $\sigma_{\mathscr{O}}(x)$ of randomly selected vectors $x \in \mathrm{~B}$ are quasi-uniformly distributed in the Picard group of $\mathscr{O}$.

By quasi-uniformly distributed, we mean that the probability for $\sigma_{\mathcal{O}}(x)$ to belong to a prescribed subset $S$ of $\operatorname{Pic}(\mathscr{O})$ is

$$
(1+o(1)) \frac{\# S}{\# \operatorname{Pic}(\mathscr{O})}
$$

in other words, the pushforward distribution $\sigma_{\mathcal{O}_{\star}} \mathbb{U}_{\mathrm{B}}$ is within variation distance $o(1)$ of the uniform distribution on $\operatorname{Pic}(\mathscr{O})$.

Note that SEYSEN (1987) started from a much bigger box B than ours; it was, back then, the best possible under the generalized Riemann hypothesis; however, here, we make use of Corollary i. 3 of 【AO, Miller, and Venkatesan (2009) and of the smaller box B it proves to suffice.

When we know that $\sigma_{\mathscr{O}}(x)$ is quasi-random, it remains to see whether the element $\hat{x}$ of each $\sigma_{\mathcal{O}}(x)$ has a smoothness probability comparable to integers of $\{1, \ldots, \sqrt{|\Delta|} / 3\}$.

Proposition viI.3.5. The number of reduced ideals whose norm is $\mathrm{L}(|\Delta|)^{\gamma}$-smooth is at least $n / \mathrm{L}(|\Delta|)^{1 / 2 \gamma+o(1)}$ wheren $=\# \operatorname{Pic}(\mathscr{O})$ is the total number of reduced ideals.

The proof of SEYSEN (1987) involves calculations which are specific to the arithmetic of binary quadratic forms. This makes it challenging to generalize this proposition in higherdimensional orders, and another issue is that there is no canonical notion of reduction there. The method of BUCHMANN (1989) for arbitrary orders relies on the following assumption, and we do as well.

Assumption viI.3.6. The norms of reduced ideals used by the smooth relation finding algorithm are as likely to be smooth as random integers of $\{1, \ldots, \sqrt{|\Delta|}\}$.

## Randomness of Relations

To obtain a generating set for the lattice $\Lambda_{\mathscr{O}}$ by finding relations of it, we must ensure that those relations do not lie in some particular subset. For instance, if the order $\mathscr{O}$ contains $\mathscr{O}^{\prime}$, then we have $\Lambda_{\mathscr{O}^{\prime}} \subset \Lambda_{\mathscr{O}}$, and we must prove that our relations have no predisposition of actually lying in $\Lambda_{O^{\prime}}$. Whence the following definition.
Definition viI.3.7. Let P be a probabilistic procedure which, on input an order $\mathscr{O}$ containing $\mathbb{Z}[\pi, \bar{\pi}]$ for some Weil number $\pi$, returns a relation $x \in \Lambda_{\mathscr{O}}$, which we see as a random variable.

We say that P generates quasi-uniformly distributed relations of $\mathcal{O}$ if, for any order $\mathscr{O}^{\prime}$ containing $\mathbb{Z}[\pi, \bar{\pi}]$, the projection of $x$ in the quotient group $\Lambda_{\mathscr{O}} / \Lambda_{\text {O }} \boldsymbol{O}^{\prime}$ is within variation distance o(1) from the uniform distribution, as the discriminant of $\pi$ goes to infinity.

Proving that the method of SEYSEN (1987) does indeed generate quasi-uniformly distributed relations was done by HafNer and McCurley (1989) in their Lemma 2.

Proposition viI.3.8. IfO' is an order contained in $\mathcal{O}$, relations found by the method of SEYSEN (1987) are quasi-uniformly distributed in $\Lambda_{\mathscr{O}} / \Lambda_{O^{\prime}}$ when $\mathrm{B}=\left\{0, \ldots, \# \mathfrak{B} d^{1+\varepsilon}\right\}^{\mathfrak{B}}$, where $d$ is a bound on the diameter of $\Lambda_{\mathscr{O}}$.

The proof is pretty simple and involves looking at the geometry of the lattices in a fairly elementary way. We reproduce it below, in the more general context of an unspecified bound $d$ on $\operatorname{diam} \Lambda_{0}$.

Proof. Let $x$ be a random variable with uniform distribution on $\mathrm{B}_{t}=\{0, \ldots, t\}^{\mathfrak{B}}, \operatorname{let} \widehat{x} \in \sigma_{\mathscr{O}}(x)$ denote its reduction, and note $\mathscr{S}$ the set of ideals with $\mathscr{L}$-smooth norms. We want to prove that

$$
\operatorname{Prob}\left[x-\sigma^{-1}(\widehat{x}) \in \omega \mid \hat{x} \in \mathscr{S}\right]=\left[\Lambda_{\mathscr{O}}: \Lambda_{O^{\prime}}\right]^{-1}(1+o(1))
$$

for any fixed class $\omega \in \Lambda_{\mathscr{O}} / \Lambda_{\mathscr{O}^{\prime}}$. We can rewrite the left-hand side as

$$
\frac{\#\left\{x \in \mathrm{~B}_{t}: \widehat{x} \in \mathscr{S}, x-\sigma^{-1}(\hat{x}) \in \omega\right\}}{\#\left\{x \in \mathrm{~B}_{t}: \widehat{x} \in \mathscr{S}\right\}}
$$

and by summing over all possible reduced ideals $y$ we further obtain

$$
\frac{\sum_{y \in \mathscr{S}} \#\left\{x \in \mathrm{~B}_{t}: x \in \sigma^{-1}(y)+\omega\right\}}{\sum_{y \in \mathscr{S}} \#\left\{x \in \mathrm{~B}_{t}: x \in \sigma^{-1}(y)+\Lambda_{\sigma}\right\}} .
$$

Now, to evaluate each term of these sums, let us count the number of points of $\overline{\mathrm{B}}_{t}=$ $[0, t+1)^{\mathfrak{B}}$ which lie in the translation $z+\Lambda$ of some lattice $\Lambda$. To this extent, let $\mathscr{F}$ be a fundamental domain for $\Lambda$ : each point of $z+\Lambda$ corresponds to a cell in the tiling of $\mathbb{R}^{\mathfrak{B}}$ by $\mathscr{F}$; if diam $\mathscr{F} \leqslant d$ we therefore have

$$
\overline{\mathrm{B}}_{t-d} \subset(z+\Lambda) \cap \overline{\mathrm{B}}_{t}+\mathscr{F} \subset \overline{\mathrm{B}}_{t+d}
$$

which gives, in terms of volumes,

$$
(t-d)^{\notin \mathcal{B}} \leqslant \operatorname{det} \Lambda \cdot \#\left((z+\Lambda) \cap \mathrm{B}_{t}\right) \leqslant(t+d)^{\# \mathfrak{B}}
$$

so as soon as $\# \mathfrak{B} d=o(t)$, the sandwich theorem proves that

$$
\#\left((z+\Lambda) \cap \mathrm{B}_{t}\right)=\frac{t^{\# \mathcal{B}}}{\operatorname{det} \Lambda}(1+o(1)) ;
$$

by substituting this in the probability sought expressed as a quotient of sums, we obtain

$$
\# \mathscr{S} \frac{t^{\# \mathfrak{B}}}{\operatorname{det} \Lambda_{\mathscr{O}^{\prime}}}(1+o(1)) / \# \mathscr{S} \frac{t^{\# \mathfrak{B}}}{\operatorname{det} \Lambda_{\mathscr{O}}}(1+o(1))
$$

Choosing $t=\# \mathfrak{B} d^{1+\varepsilon}$ satisfies the requirement $\# \mathfrak{B} d=o(t)$ and gives the result.
Recall that if $\mathscr{O}$ is an order of discriminant $\Delta$ and $\mathfrak{B}$ consists of all prime ideals of norm less than $\log ^{2+\varepsilon}|\Delta|$, then the diameter of $\Lambda_{\mathscr{O}}$ is $o\left(\log ^{4+\varepsilon}|\Delta|\right)$. Therefore, when $\mathscr{O}$ is imaginary quadratic, the above proposition shows that the algorithm of SEYSEN (1987) generates quasiuniformly distributed relations of $\Lambda_{\mathscr{O}}$ when drawing its random vectors uniformly from the box $B=\left\{0, \ldots, \log ^{2+\varepsilon}|\Delta|\right\}^{\mathfrak{B}}$.

When $\mathscr{O}$ is an order in a complex multiplication of degree four or more, as we have mentioned before, we do not know of similar results and believe that they might be quite difficult to establish. However, we can still amend the algorithm of BUCHMANN (1989) to make use of this type of bound. This gives a conjectural running time, but the result can in any case be unconditionally proven by certificates, so we have a Las-Vegas algorithm.

## Generating Enough Relations

To prepare for the jump to the next chapter, let us put together the results that we have established so far. Here, we let $\pi$ be the Frobenius endomorphism of an abelian variety of dimension $g$ defined over a finite field $\mathbb{F}_{q}$, and recall from Lemma III.2.5 that $\operatorname{disc}(\mathbb{Z}[\pi, \bar{\pi}])=$ $q^{g^{2}+o(1)}$ so that via the theorem of BRAUER (1947) the class number is $q^{g^{2} / 2+o(1)}$.

Proposition VII.3.9. Let $\mathscr{O}$ be an order of discriminant $\Delta$ in a number field of degree $2 g$; random relations of $\mathscr{O}$ involving polynomially many ideals in $\log |\Delta|$ of norm up to $\mathrm{L}(|\Delta|)^{\gamma}$ can be found in probabilistic time $\mathrm{L}(|\Delta|)^{\gamma}+\mathrm{L}(|\Delta|)^{1 / 4 \gamma+o(1)}$.

This assumes the generalized Riemann bypothesis for $g=1$, and Assumption VII.3.0 for $g>1$.

Unlike Hafner and McCurley (1989), we do not seek to compute the full group structure of $\operatorname{Pic}(\mathscr{O})$ - this would be costly since a subexponential number of relations is required to eliminate all factors of the factor base. Here, we just aim at distinguishing orders containing $\mathbb{Z}[\pi, \bar{\pi}]$ from one another.

If $\mathscr{O}^{\prime}$ is an order such that $\Lambda_{\mathscr{O}^{\prime}}$ is strictly contained in $\Lambda_{\mathscr{O}}$, a quasi-uniformly distributed relation has probability at most $1 / 2+o(1)$ of also holding in $\mathscr{O}^{\prime}$. Therefore, since we have a polynomial number of orders in $\log |\Delta|$ to discriminate from, it is sufficient to only generate polynomially many orders in $\log \log |\Delta|$ to ensure that the relations characterize the lattice $\Lambda_{\mathscr{O}}$ with probability $1-o(1)$.

Combining the above with our earlier notes on the complexity of isogeny computation, we have proved the following.

Theorem vir.3.io. Let $\mathscr{A}$ be a simple ordinary abelian variety of dimension $g$ defined over the finite field with q elements. Under the generalized Riemann hypothesis, we can compute End(A):

- ifg $=1$, in $\mathrm{L}(q)^{1+o(1)}+\mathrm{L}(q)^{1 / \sqrt{2}+o(1)}$ operations;
- if $g=2$, in $\mathrm{L}(q)^{g \sqrt{3 g} / 2+o(1)}$ operations, under Assumptions VII.I.2, VII.I.4, VII.3.0, and VIII.I.I.

For $g=2$, details will be given in the next chapter.

## VII. 4 Relations from Thin Air

As a supplement to this chapter, we shall now see how to generate relations in a generic manner, that is, not using any extrinsic information about the underlying group. For Picard groups, such methods are much slower than smoothness-based ones but yield much shorter relations; this will be an important ingredient for making practical use of our method in dimension two.

## Generic Short Products

Let $S$ be a sequence of elements in a finite group $G$ of order $n$, written multiplicatively, and consider the problem of writing a prescribed element $z \in \mathrm{G}$ as the product of a subsequence of $S$; we call such a subsequence a short product representation of $z$ on $S$.

If $G$ were a commutative group, we could have noted it additively, let $S$ be a multiset of elements of it, and look for a sub-multiset which adds up to $z$; in the case that $S$ has no repeated elements, this is known as the subset sum problem. However, since for our approach it makes absolutely no difference whether G is commutative, we have chosen to use the more general formalism of non-necessarily-commutative groups.

Consider the product map $\pi: \mathfrak{P}(S) \rightarrow G$ where $\mathfrak{P}(S)$ denotes the set of all subsequences of S . For all elements of G to admit short product representations, the map $\pi$ needs to be surjective which, by a counting argument, implies $k \geqslant \log _{2} n$ where $k$ is the length of $S$.

In the case that G is commutative, ERDŐS and RÉNYI (1965) showed that this bound is not far from being sufficient: they prove that a random sequence $S$ of length

$$
k=\log _{2} n+\log _{2} \log n+\omega_{n}
$$

satisfies $\pi(\mathfrak{P}(S))=G$ with probability approaching 1 as $n \rightarrow \infty$, provided that $\omega_{n} \rightarrow \infty$.
For finding short product representations via generic means, just knowing the existence of a preimage by $\pi$ for all $z \in \mathrm{G}$ is not enough: we need to know the distribution of such preimages. Impagliazzo and NAOR (1996) proved the following result on the inverse distribution.

Theorem vir.4.I. Fix some real number d. For groups G of order n large enough, we have

$$
\operatorname{Prob}_{S}\left[\left\|\pi_{\star} \mathbb{U}_{\mathfrak{P}(S)}-\mathbb{U}_{G}\right\| \geqslant n^{-c}\right] \leqslant n^{-c}
$$

where $c=(d-1) / 2$ and the sequence $S$ is drawn uniformly at random from the set of sequences of G with length $k=(d+o(1)) \log _{2} n$.

Recall that $\mathbb{U}_{X}$ denotes the uniform distribution on the (finite) set $X$, and that the pushforward distribution $f_{\star} \sigma$ of a distribution $\sigma$ on X by a function $f: \mathrm{X} \rightarrow \mathrm{Y}$ is defined as

$$
f_{\star} \sigma(y)=\sigma(\{x \in \mathrm{X}: f(x) \in y\}),
$$

for any subset $y$ of Y . Finally, the variation distance $\left\|\sigma-\sigma^{\prime}\right\|$ between two distributions on Y is the maximum value of $\left|\sigma(y)-\sigma^{\prime}(y)\right|$ as $y$ ranges over all subsets of Y .

In other words, the theorem means that, for a random sequence $S$ of density $d>1$, the distribution of subsequence products almost surely converges to the uniform distribution on $G$ as $n$ goes to infinity.

In some particular cases, finding short product representations is a well-known problem. For instance, when G is the Picard group of some order and $S$ contains all prime powers $p^{\alpha}$ with $p<\mathrm{L}(|\Delta|)$ and $\alpha<\log _{p}|\Delta|$, then this is exactly the problem of finding relations which we have studied extensively. Now this problem does not have a "constant" density, as the quantity $k / \log _{2} n$ goes to infinity pretty quickly with $n$.

For instances of constant density in the group $\mathrm{G}=\mathbb{Z} / n \mathbb{Z}$, the best algorithm has a time and space complexity of $\mathrm{O}\left(n^{0.3113}\right)$; it consists in lifting the instance to $k$ subset sum problems in $\mathbb{Z}$, also known as knapsack problems, which can be solved efficiently by a method of Howgrave-Graham and Joux (2010). Again, this algorithm is tailored for a specific group representation.

Algorithms that only perform multiplications and inversions (which return uniquely identified group elements), draw elements at random from G, and test their equality, are called generic algorithms. In essence, they are not tied to any specific group and apply to any effective group. SHOUP (1997) proved that solving discrete logarithm problems generically has a lower bound of $\Omega(\sqrt{p})$ where $p$ is the largest prime factor of $n$; since this is a special case of short product representation, this means that generic short product representation algorithms cannot have a faster-than-square-root complexity in the worst case.

## Baby-Step Giant-Step

Let us first review classical approaches to the problem of finding a short product representation of an element $z \in \mathrm{G}$ on a sequence S .

A brute-force algorithm would exhaustively enumerate the set $\mathfrak{P}(S)$ and for each element $y$ of it test whether $\pi(y)=z$.

The standard baby-step giant-step approach splits the search space as a direct product $\mathfrak{P}(S)=\mathfrak{P}(A) \times \mathfrak{P}(B)$ simply by writing $S$ as the concatenation of two smaller sequences A and B ; then, it aims at finding a pair of elements $(x, y) \in \mathfrak{P}(\mathrm{A}) \times \mathfrak{P}(\mathrm{B})$ which collide in the sense that $\pi(x)=z \pi(y)^{-1}$. This can be implemented efficiently by first precomputing and storing a table of all $\pi(x)$ for $x \in \mathfrak{P}(\mathrm{~A})$, and then checking whether each $z \pi(y)^{-1}$ for $y \in \mathfrak{P}(\mathrm{~B})$ is in this table; the lookup can be done in time $\mathrm{O}(\log n)$ using an efficient data structure.

For convenience, we define an application $\mu$ which maps any sequence $y=\left(y_{1}, \ldots, y_{m}\right)$ to $\mu(y)=\left(y_{m}^{-1}, \ldots, y_{1}^{-1}\right)$, so that $\pi(y)$ and $\pi(\mu(y))$ are inverses in G . The baby-step giant-step algorithm then amounts to the following procedure.

## Algorithm VII.4.2.

Input: A finite sequence S and a target $z \in \mathrm{G}$.
OUtput: If it exists, a subsequence of S whose product is $z$.

1. Split S as a concatenation AB of sequences of roughly equal sizes.
2. For each $x \in \mathfrak{P}(\mathrm{~A})$, store $x$ in a table indexed by $\pi(x)$.
3. For each $y \in \mathfrak{P}(\mathrm{~B})$ :
4. If $\pi(z \mu(y))=\pi(x)$ for some $x$, then return $x y$.
5. Return that $z$ has no preimage by $\pi$ in $\mathfrak{P}(\mathrm{S})$.

As each element of $\mathfrak{P}(\mathrm{A})$ can be represented by $k / 2$ bits (which is a constant factor away from the size of a group element, when the density $d$ is fixed), the total memory consumed by this algorithm is $\mathrm{O}\left(2^{k / 2}\right)$. By enumerating elements of $\mathfrak{P}(\mathrm{A})$ and $\mathfrak{P}(\mathrm{B})$ in a suitable order (for instance, using a Gray code), only one group operation is required per step, so that the total runtime is $\mathrm{O}\left(2^{k / 2}\right)$.

SChroeppel and Shamir (198I) gave a more specialized generic method for solving knapsack problems, which improves the space complexity of the baby-step giant-step algorithm to $\mathrm{O}\left(2^{k / 4}\right)$.

## Pollard Rho

In order to apply the Pollard $\rho$ approach to the problem of finding short product representations, we simply need a notion of collision on a certain domain $\mathscr{C}$ and an iteration map
$\phi: \mathscr{C} \rightarrow \mathscr{C}$ which preserves collisions in the sense that if $x$ and $y$ collide, then $\phi(x)$ and $\phi(y)$ also collide.

Here, we use the same domain that was used by the baby-step giant-step algorithm: split $S$ as a concatenation $A B$ of two sequences of roughly equal size, and let the domain be the disjoint union $\mathscr{C}=\mathscr{A} \sqcup \mathscr{B}$ where $\mathscr{A}=\mathfrak{P}(\mathrm{A})$ and $\mathscr{B}=z \mu(\mathfrak{P}(\mathrm{~B}))$. Now collisions are defined with respect to the product map $\pi: \mathscr{C} \rightarrow \mathrm{G}$; when an element $x \in \mathscr{A}$ collides with an element $y \in \mathscr{B}$, that is, $\pi(x)=\pi(y)$, then we have a short product representation of $z$ as $x y^{\prime}$ where $y=z \mu\left(y^{\prime}\right)$.

Now since the iteration map $\phi$ must respect collisions, it must factor through the product $\operatorname{map} \pi$ so we can write $\phi=\eta \circ \pi$ for some $\eta: G \rightarrow \mathscr{C}$. Since we have no requirement on $\eta$, we simply take it to be a hash function from $G$ to $\mathscr{C}$, that is, an effective map which behaves as if it were drawn uniformly at random from $\mathscr{C}^{\mathrm{G}}$.

In practice, to compute $\eta(g)$ we can take the unique bit-string representation of $g$, hash it using a strong cryptographic hash function, and use the resulting bit-string $g_{0} g_{1} g_{2} \ldots$ to dictate an element of $\mathscr{C}$; for instance, the first bit $g_{0}$ can be used to decide whether $\phi(g)$ lies in $\mathfrak{P}(\mathrm{A})$ or $z \mu(\mathfrak{P}(\mathrm{~B}))$, the second bit $g_{1}$ to decide whether the first element of A (resp. B) belongs to $\phi(g)$, etc. (Note that $\eta$ cannot be surjective since G is smaller than $\mathscr{C}$.)

This gives the following algorithm.

## Algorithm VII.4.3.

Input: A finite sequence S and a target $z \in \mathrm{G}$.
Output: A subsequence of S whose product is $z$.

1. Split S as a concatenation AB of sequences of roughly equal sizes.
2. Pick a random element $w \in \mathscr{C}$ and a hash function $\eta: G \rightarrow \mathscr{C}$.
3. Find the least $i>0$ and $j \geqslant 0$ such that $\phi^{(i+j)}(w)=\phi^{(j)}(w)$.
4. If $j=0$ then return to Step $I$.
5. Let $s=\phi^{(i+j-1)}(w)$ and let $t=\phi^{(j-1)}(w)$.
6. If $\pi(s) \neq \pi(t)$ then return to Step $I$.
7. If $s \in \mathscr{A}$ and $t=z \mu(y) \in \mathscr{B}$ for some $y$, output sy and terminate.
8. If $t \in \mathscr{A}$ and $s=z \mu(y) \in \mathscr{B}$ for some $y$, output ty and terminate.

Basically, we start from a random point $w$ and compute iterates $\phi^{(i)}(w)$ until we find two which are equal: once we have the first such collision, that is, $\phi(s)=\phi(t)$ with $s \neq t$, we first make sure it is not due to the hash function, so that the collision must arise in the product map. Then, if it is a collision between an element of $\mathscr{A}$ and one of $\mathscr{B}$, which happens with expected probability $1 / 2$, we have a short product representation.

Step 2 can be implemented by Floyd's algorithm, by the method of distinguished points, or any other collision-detection technique (which reduces by a constant factor the number of expected evaluations of the map $\phi$ before finding a collision).

This gives an algorithm with constant storage space and a time complexity of $\mathrm{O}(k \sqrt{n})$. We refer the reader to B. and SUTHERLAND (20II) for a rigorous proof (and also for details regarding this whole section) and now turn to applications.

## Applications

This method actually has a broad range of applications; in particular, it can be used to find isogenies between two ordinary elliptic curves defined over a finite field having the same endomorphism ring in square-root time and without storage requirements. This application can be found in B. and Sutherland (20II). Here, we will present a different one, maybe not as important, but which applies directly to the topic of computing endomorphism rings.

As usual, we fix an ambient finite base field $\mathbb{F}_{q}$ and let $\mathscr{A}$ denote an simple ordinary abelian variety. Consider the set G of isomorphism classes of abelian varieties whose endomorphism ring is the same as that of $\mathscr{A}$; as we have seen before, it is a principal homogeneous space for the Picard group Pic(End $\mathscr{A}$ ) whose cardinality we denote $n$ (in the worst case, it is exponential in $\log (q)$ and the dimension $g$ of $\mathscr{A})$.

Our method for computing $\operatorname{End}(\mathscr{A})$ has so far been to compute relations in the Picard group of the possible orders (those that contain $\mathbb{Z}[\pi, \bar{\pi}]$ ) and checking whether they hold in the isogeny graph. Here, we take the inverse approach: we will look for relations in the isogeny graph, and then rule out from the list of possibilities those orders in which the relations do not hold.

Of course, since the only algorithms we have at our disposal for finding relations in the isogeny graph are generic, this is much slower than looking for relations in Picard groups. However, this gives a runtime which mostly depends on the output: the closer to $\mathscr{O}_{\mathrm{K}}$ the endomorphism ring of $\mathscr{A}$, the faster it is found.

To look for relations in the isogeny graph of $\mathscr{A}$, a baby-step giant-step approach is simple to use: let $S$ be a set of prime ideals of $\mathscr{O}_{\mathrm{K}}$ which are coprime to the conductor of $\mathbb{Z}[\pi, \bar{\pi}]$, split it as a concatenation AB , let $\mathscr{A}=\mathfrak{P}(\mathrm{A})$ and $\mathscr{B}=\mathfrak{P}(\mathrm{B})$, and define $\mathscr{C}=\mathscr{A} \sqcup \mathscr{B}$. We view an element $x=\left(\mathfrak{p}_{1}, \mathfrak{p}_{2}, \ldots, \mathfrak{p}_{m}\right)$ of $\mathscr{C}$ as the isogeny

$$
\phi_{\mathfrak{p}_{1} \mathfrak{p}_{2} \ldots \mathfrak{p}_{m}}(\mathscr{A})=\phi_{\mathfrak{p}_{1}} \circ \phi_{\mathfrak{p}_{2}} \circ \cdots \circ \phi_{\mathfrak{p}_{m}}(\mathscr{A})
$$

and we define the map $\pi: \mathscr{C} \rightarrow \mathrm{G}$ as sending $x$ to the variety which is the codomain of this isogeny.

Now it is straightforward to adapt the Pollard $\rho$ method to this context as we have done before: it suffices to take a hash function $\eta: G \rightarrow \mathscr{C}$ and to iterate the map $\phi=\eta \circ \pi$ enough times to find a collision. Recall from Chapter in that, in the worst case, we might have

$$
\# \mathrm{G}=\# \operatorname{Pic}(\operatorname{End} \mathscr{A})=q^{(1 / 2+o(1)) g^{2}}
$$

so that if we take a sequence $S$ of length at least

$$
(d+o(1)) g^{2} \log _{2} q
$$

for some $d>1$, we can effectively find a relation of the isogeny graph in probabilistic time $q^{(1 / 4+o(1)) g^{2}}$ using virtually no memory, assuming the quasi-uniform distribution of products of S in the Picard group; this assumption can be replaced by the generalized Riemann hypothesis by substituting $\log _{2}(q)$ by $\log ^{2+\varepsilon}(q)$ above, via a result of AO, Miller, and Venkatesan (2009) - note however that this has little effect on the runtime: although the products to be computed have more terms, the collision probability is unchanged.

By finding relations in the isogeny graph of $\mathscr{A}$, we can test whether a given order $\mathscr{O}$ contains $\operatorname{End}(\mathscr{A})$ in time disc $(\operatorname{End} \mathscr{A})^{1 / 4+o(1)}$ up to polynomial factors in $\log (q)$ and $g$. Therefore, locating the endomorphism ring takes just as much time using the "reversed" latticeascending procedure of the previous chapter for computing $\operatorname{End}(\mathscr{A})$ from above.

Note that certificates that are generated with such generic methods have a length polynomial in the size of the base field $\log q$, which is much smaller than what subexponential methods can generate. More precisely, this length can essentially be quadratic if we require that the runtime of the generation algorithm be bounded under the generalized Riemann hypothesis (via Theorem VII.2.3), or linear if the heuristic Conjecture VI.4.1 is used instead.

Verifying the certificate then just requires polynomial time in its size: it suffices to verify the number of points on the variety and compute the isogenies associated to the ideals in the relation.

Here again, we have made use of isogenies between isomorphism classes of abelian varieties, not involving any polarizations, which is not an effective notion in dimension $g>1$. We thus devote the next chapter to describing the changes required for making effective use of our endomorphism computing method on abelian varieties of dimension $g>1$.
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## EIGHT

## Polarized Method

To make practical use of our subexponential method for computing endomorphism rings of ordinary abelian varieties in dimension higher than one, polarizations must be taken into account. This requires certain modifications to be made on our framework, algorithms, and implementation, which we now describe. We also need to rely on more unproven assumptions.

We focus on the case of Jacobian varieties of genus-two hyperelliptic curves, since the availability of certain computational tools (such as the method of Mestre (199I)) is limited in higher dimensions. Notwithstanding those issues, we believe most of the differences that higher-dimensional varieties have in comparison to elliptic curves are addressed here.

The modified algorithm will be presented before the computation of isogenies; we then give actual computation results and finally discuss vertical isogenies.

## VIII. I Algorithm

## Complex Multiplication Framework

We start by recalling some of the theory on which our approach relies.
Let $\mathscr{A}$ be a simple ordinary principally polarized abelian variety of dimension $g$ defined over a finite field. We assume that an embedding of its complex multiplication field $\mathrm{K}=\mathbb{Q}(\pi)$ into $\operatorname{End}(\mathscr{A}) \otimes \mathbb{Q}$ has been fixed, which is equivalent to fixing a type $\Phi$ on K .

As we saw in Chapter int, ideals of the reflex field $\mathrm{K}^{r}$ act on isomorphism classes of principally polarized abelian varieties $\mathscr{A}$ via the reflex type norm (see Figure $Z$ ):

$$
\mathfrak{r} \in \mathfrak{I}\left(\mathrm{K}^{r}\right): \mathbb{C}^{g} / \Phi(\mathfrak{a}), \mathrm{E}_{\Phi}^{\xi} \longmapsto \mathbb{C}^{g} / \Phi\left(\mathrm{N}_{\Phi^{\prime}}(\mathfrak{r})^{-1} \mathfrak{a}\right), \mathrm{E}_{\Phi}^{\mathrm{N}_{\mathrm{K}^{\prime} / \ell}(\mathfrak{e}) \xi}
$$



Figure 7. Complex multiplication field extensions and their reflex counterparts.

The main difference to the preceding chapter is that, when the dimension $g$ is two or more, this action only gives certain elements of the polarized class group $\mathfrak{C}\left(\mathscr{O}_{\mathrm{K}}\right)$; in other words, it describes certain, but not all, isogenies. Therefore, a rigorous analysis of our algorithm in this setting would be much more involved than in the utopian case where polarizations were disregarded: one would need to assert the existence of short relations arising via the reflex type norm, which we see no simple way of doing. Therefore we assume:

Assumption viII.i.i. Under the map $(\mathfrak{a}, \ell) \mapsto(\mathfrak{a} O, \ell)$, composed to the right with the reflex type norm, ideals of the ring of integers of the reflex field act faithfully on the set $\mathrm{AV}_{\mathscr{O}}(k)$ of principally polarized abelian varieties with endomorphism $\mathscr{O}$ over the base field $k$.

This comes on top of the generalized Riemann hypothesis, and Assumptions VII.I. 2 , VII.I.4, and VII.3.6, which state respectively:

- Orders $\mathscr{O} \subset \mathscr{O}^{\prime}$ for which the above action is identical have bounded index $\left[\mathscr{O}^{\prime}: \mathscr{O}\right]$.
- The method of EISENTRÄGER and LAUTER (2009) computes End $(\mathscr{A})_{\ell}$ in $\ell^{\mathrm{O}(1)}$ time.
- The norms of reduced ideals are as smooth as random integers.

The first assumption is a helpful heuristic, the third comes from Buchmann (1989), and the second deliberately rules out cases where the local lattice of orders is deep. They were all largely verified in the range of practical problems that we considered, except in certain rare cases.

We also require the ability to draw points at random from $\mathscr{A}$ and other varieties of its isogeny class; for $g=2$, this is always the case using Weierstrass forms, to which any variety can be put using the method of MESTRE (1991). Therefore we additionally impose $g=2$.

Under all these assumptions, the expected runtime is, as we mentioned before:

$$
\mathrm{L}(q)^{g} \sqrt{3 g} / 2+o(1)
$$

## Overview

Let $\mathscr{A}$ be the input polarized abelian variety, given as the Jacobian variety of a hyperelliptic curve $\mathscr{C}$ defined over the finite field with $q$ elements. First, we compute the characteristic polynomial $\chi_{\pi}$ of its Frobenius endomorphism $\pi$, which the algorithm of PILA (1990) does in polynomial time. In practice, we relied on the point-counting routines of the MAGMA (1997) computational algebra system, which use the techniques of Gaudry and Harley (2000); larger base fields could be reached using the state-of-the-art implementation and optimizations of GaUdRY and Schost (20IO).

In the lattice of orders, we find $\operatorname{End}(\mathscr{A})$ from below using the following algorithm from Chapter VI - we also proposed a way of finding $\operatorname{End}(\mathscr{A})$ from above which is suited to varieties constructed via the complex multiplication method (rather than at random, as below); however, at the time of this writing, only abelian varieties with maximal endomorphism rings can be generated in this way, except in the one-dimensional case.

## Algorithm viII.I.2.

Input: A simple ordinary principally polarized abelian variety $\mathcal{A}$ over a finite field $\mathbb{F}_{q}$. OUtput: An order isomorphic to it endomorphism ring.
I. Compute the Frobenius polynomial $\chi_{\pi}(x)$ of $\mathscr{A}$.
2. Factor the discriminant $\Delta$ and construct the order $\mathcal{O}^{\prime}=\mathbb{Z}[\pi, \bar{\pi}]$.
3. For orders $\mathcal{O}$ directly above $\mathscr{O}^{\prime}$ :
4. If $\mathscr{O} \subset \operatorname{End}(\mathscr{A})$ set $\mathscr{O}^{\prime} \leftarrow \mathscr{O}$ and go to Step 3 .
5. Return $\mathscr{O}^{\prime}$.

To determine whether a specific order $\mathscr{O}$ is contained in the endomorphism ring of $\mathscr{A}$, we selected several relations of it (typically logarithmically many in the number of orders of containing $\mathbb{Z}[\pi, \bar{\pi}]$, although doubly logarithmically many should theoretically be enough), and checked whether these relations hold in the isogeny graph. The latter step requires us to evaluate isogenies and is the bottleneck of the whole algorithm.


Figure 8. Galois groups of the complex multiplication fields tower.

## Density of Splitting Patterns

To study the splitting pattern of rational primes $\ell$ in complex multiplications field $K$, let us first present the setting to which Theorem VII.2.I can be applied. We are mostly interested in the splitting of primes in the reflex field $\mathrm{K}^{r}$ of the field by which our variety has complex multiplication, but it makes no difference for this analysis.

Denote by K any complex multiplication field of degree $2 g$, and write $\mathrm{K}^{c}$ for its normal closure. Similarly, denote by $K_{+}^{c}$ the normal closure of its totally real subfield $K_{+}$. This gives a tower of fields as displayed on Figure 8 .

In the typical case of non-Galois number fields, Dodson (1984) established the isomorphisms $\operatorname{Gal}\left(\mathrm{K}_{+}^{c} / \mathbb{Q}\right) \simeq \mathfrak{S}_{g}$ and $\operatorname{Gal}\left(\mathrm{K}^{c} / \mathrm{K}_{+}^{c}\right) \simeq(\mathbb{Z} / 2)^{\nu}$ for some integer $v$ in $\{1, \ldots, g\}$, and described the action of the former on the latter so that we have an explicit description of the Galois structure of $K^{c} / \mathbb{Q}$ as

$$
\operatorname{Gal}\left(\mathrm{K}^{c} / \mathbb{Q}\right) \simeq(\mathbb{Z} / 2)^{v} \rtimes \mathfrak{S}_{g} .
$$

Note that, when a principally polarized abelian variety $\mathscr{A}$ is absolutely simple (as we assume here), its complex multiplication field K is primitive and we have $\nu=g$. In dimension $g=2$, the Galois group of $K^{c} / \mathbb{Q}$ is then isomorphic to the dihedral group $D_{4}=\mathbb{Z} / 4 \rtimes \mathbb{Z} / 2$, and we obtain the densities of Figure Q as a consequence. $^{\text {a }}$

| SPLITTING PATTERN | $(1,1,1,1)$ | $(1,1,2)$ | $(1,3)$ | $(2,2)$ | $(4)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| DENSITY OF PRIMES | $1 / 8$ | $1 / 4$ | 0 | $3 / 8$ | $1 / 4$ |

Figure 9. Density of rational primes $p$ splitting in a fixed non-normal quartic complex multiplication field as $\prod \mathfrak{p}_{i}$ with pattern $\left(\mathrm{N}\left(\mathfrak{p}_{i}\right)\right)$.

## Finding Relations

Finding relations is a quite standard step. We have already mentioned that the computability of the algebraic structures we deal with has been well studied. Here, in fact, we do not even need to compute the polarized class group of Shimura: since we are restricted to using isogenies which arise under the reflex type norm, we are in fact seeking for relations of the class group of $\mathscr{O}^{r}$. To obtain a subexponential asymptotic runtime, we use the generalization of the algorithm of HaFNER and MCCurley (i989) by Buchmann (1989).

Remark. As a practical optimization, since evaluating isogenies is so costly, more time may be dedicated to finding a shorter relation. For the range of input sizes we considered, it was well worth using the exponential algorithm below which is essentially a baby-step giant-step approach borrowing ideas of COHEN, DIAZ Y DIAZ, and Olivier (i997) for the effective ideal arithmetic; it finds the shortest possible relation, therefore improving greatly the speed of the isogeny step, and reducing the overall runtime.

Notation. Recall that $b_{x}(f(x))$ may denote any function satisfying the inequalities $f(x)<$ $b_{x}(f(x))<f(x)^{1+o(1)}$ and computable in essentially linear time in $f(x)$.

## Algorithm VIII.i.3.

Input: An order $\mathscr{O}$ of discriminant $\Delta$ in a number field K .
Output: Relations of $\mathscr{O}$.
I. Let $\mathfrak{B}$ consist of all prime ideals with norm up to $b_{\Delta}\left(12 \log ^{2}|\Delta|\right)$.
2. Create a bash table H .
3. Compute the product $\mathfrak{a}$ of a random subset of $\mathfrak{B}$.
4. Let $\mathfrak{b}$ be an LLL reduction of $\mathfrak{a}$.
5. If H has an entry for $\mathfrak{b}$, output $\mathrm{H}(\mathfrak{b})-\mathfrak{a}$.
6. Otherwise, set $\mathrm{H}(\mathfrak{b}) \leftarrow \mathfrak{a}$ and go back to Step 3 .

Step 4 means that $\mathfrak{b}$ is the ideal generated over $\mathscr{O}$ by an LLL basis of the ideal $\mathfrak{a}$, where the LLL reduction can be computed along any direction as described by CoHEN, DIAZ y Diaz, and Olivier (1997). The ideals $\mathfrak{b}$ act as class representatives and we do not require
that they are unique: it is enough that they are small so that, by the pigeonhole principle, classes are identified after a few more trials than what would be required otherwise.

The use of such an exponential algorithm also has an additional benefit: it allows us to choose which primes we want to include in our relations, which subexponential smoothnessbased methods do not permit.

For instance, we can choose to only use primes which split as $\mathfrak{p p}$, hence allowing for a cardinality-based approach and sparing the need to compute the characteristic polynomial of the Frobenius polynomial acting on the kernel of the isogeny. This is not a tremendous improvement since our current isogeny-evaluating technique actually requires computing the kernel, but it would be helpful if a modular-polynomial-based method was used.

More importantly, we can restrict to primes which are congruent to one modulo four; this avoids the need for an additional quadratic extension to compute torsion points, and lowers the complexity of level-change formulas from $\ell^{2 g+o(1)}$ to $\ell^{g+o(1)}$.

## VIII. 2 Computing Isogenies

To determine the endomorphism ring of a principally polarized abelian variety by exploiting the complex multiplication action, we need to evaluate the isogeny $\phi_{\mathfrak{a}}$ corresponding to a prescribed ideal $\mathfrak{a}$. In dimension one, this uses the formulas of VÉLU (197I) and Stage 3 of the algorithm by Galbraith, Hess, and Smart (2002).

The work of Richelot (1836) was interpreted by Bost and Mestre (1988) to compute isogenies of type $(\mathbb{Z} / 2)^{2}$ between Jacobian varieties of genus-two hyperelliptic curves. Later, Carls, KOHEL, and Lubicz (2008) obtained relations describing pairs of abelian surfaces related by an isogeny of type $(\mathbb{Z} / 3)^{2}$; this was implemented and publicly released in the ECHIDNA (2007) package.

This section gives a brief overview of the evaluation of general isogenies between abelian varieties as implemented in the library of B., COSSET, and Robert (2010); for most of the mathematical aspects, we refer to Lubicz and Robert (2009) and Cosset and Robert (201I). We evaluate $\phi_{\mathfrak{a}}$ in four steps: we first find its kernel, convert it into theta coordinates, then perform the actual isogeny computation, and finally express the result as absolute invariants.

## Finding Kernels

Kernels of isogenies of type $(\mathbb{Z} / \ell)^{g}$ that respect the polarization are maximal isotropic rational subgroups of $\mathscr{A}$ isomorphic to $(\mathbb{Z} / \ell)^{g}$ and defined over an algebraic closure of the base field $\mathbb{F}_{q}$.

Since each has order $\ell^{g}$, is rational over the base field, and contains the neutral element, they are all defined over an extension of degree $e^{\prime}(\ell)$ at most $\ell^{g}-1$. We will thus simply enumerate all such subgroups of the $l$-torsion group of $\mathscr{A}\left(\mathbb{F}_{q^{\ell^{(\ell)}}}\right)$ and then find which one corresponds to the ideal $\mathfrak{a}$ as mentioned above.

To find these, first compute a basis of the $\ell$-Sylow subgroup of $\mathscr{A}$ over the extension field, which we denote by

$$
\mathscr{A}\left(\mathbb{F}_{q^{\ell^{\prime}(\ell)}}\right)\left[\ell^{\infty}\right] ;
$$

for this, we use the method of COUVEIGNES (2009) which we have discussed before: it amounts to taking random points of $\mathscr{A}$ (this is easy, for instance, when it has a Weierstrass form), multiplying them by the cofactor of $\ell^{\infty}$ in $\# \mathscr{A}\left(\mathbb{F}_{q^{\prime(\ell)}}\right)$, and "lifting" these points along each other until a basis of the $\ell$-torsion group is obtained.

We then derive a symplectic basis of $\mathscr{A}\left(\mathbb{F}_{q^{\ell^{(\ell)}}}\right)[\ell]$ for the Weil pairing. For simplicity, fix an $\ell^{\text {th }}$ root of unity and consider the problem additively under the corresponding logarithm $\log : \mu_{\ell}(\mathbb{C}) \rightarrow \mathbb{Z} / \ell$. On the basis we are looking for, (the logarithm of) the Weil pairing is given by the matrix

$$
\left(\begin{array}{cc}
0 & \mathrm{I}_{g} \\
-\mathrm{I}_{g} & 0
\end{array}\right) .
$$

To obtain such a basis $\left(e_{1}, \ldots, e_{g}, f_{1}, \ldots, f_{g}\right)$ satisfying

$$
\left\{\begin{array}{l}
\log \Psi_{\text {Weil }}\left(e_{i}, f_{j}\right)=\delta_{i j} \\
\log \Psi_{\text {Weil }}\left(e_{i}, e_{j}\right)=0 \\
\left.\log \Psi_{\text {Weil }} f_{i}, f_{j}\right)=0
\end{array}\right.
$$

we use an elementary, orthogonalization-like algorithm, similar to the classical algorithm for computing Smith normal forms.

This basis allows us to enumerate all symplectic subgroups easily and, amongst these, we select those that are rational, that is, stable under the Frobenius endomorphism, and find which is acted upon with characteristic polynomial $u$ (given by the ideal $\mathfrak{a}$ ).

Note that when $\ell$ is congruent to one modulo four, finding random points of $\mathscr{A}$ is faster by a factor of two since computing the square root of the Weierstrass polynomial evaluated at $x$ in order to get the $y$-coordinate simply amounts to a modular exponentiation.

## Mapping to Theta Coordinates

Recall that if $\mathscr{A} \simeq \mathbb{C}^{g} /\left(\mathbb{Z}^{g}+\Omega \mathbb{Z}^{g}\right)$ is a complex torus with period matrix $\Omega$ in $\mathbb{H}^{g}$, then the set of theta functions

$$
\Theta_{a, b}^{\mathscr{A}}: z \in \mathbb{C}^{g} \longmapsto \sum_{(u+a) \in \mathbb{Z}^{s}} \exp \left(i \pi\left(\frac{1}{n} \widehat{u} \Omega u+2 \widehat{u}(z+b)\right)\right),
$$

where $a=0$ and $b$ is a vector of $\frac{1}{n}(\mathbb{Z} / n)^{g}$, forms the theta coordinate system of level $n$. It is a coordinate system for abelian varieties (and also incorporates information about the $n$ torsion), but can represent points of such varieties too. It has an algebraic counterpart which is applicable to varieties defined over finite fields.

The points P of the kernel of the isogeny we wish to evaluate, as output by the method of Couveignes (2009), are expressed in Mumford coordinate on a Weierstrass model for the hyperelliptic curve $\mathscr{C}: y^{2}=f(x)$ of which $\mathscr{A}$ is the Jacobian variety. As a first step towards mapping these points to theta coordinates, we extend the base field so as to make $f$ split completely; then, by a homographic transformation (also known as Möbius transformation) of the $x$ coordinate, we derive its Rosenhain normal form

$$
y^{2}=x(x-1) \prod_{i=1}^{2 g-1}\left(x-a_{i}\right)
$$

which might require working in an extension of the base field.
The formulas of Thomae ( 1870 ), then give theta coordinates of level two or four corresponding to the variety $\mathscr{A}=\operatorname{Jac}(\mathscr{C})$. In order to map points from Mumford representation to theta coordinates, we need equations derived by VAN WAMELEN (1998).

Note that theta coordinates of level two actually represent the Kummer surface of an abelian variety, that is, identify a variety $\mathscr{A}=\operatorname{Jac}\left(\mathscr{C}: y^{2}=f(x)\right)$ with its twist $\operatorname{Jac}\left(\tilde{C}: \omega y^{2}=\right.$ $f(x))$ where $\omega$ is a non-quadratic residue in the base field. This is not too much of an issue for us since the isogeny class of $\mathscr{A}$ is identified by the characteristic polynomial of its Frobenius endomorphism, so there is no ambiguity on which of an abelian variety $\mathscr{B}$ or its twist an isogeny $\phi_{\mathfrak{a}}$ with domain $\mathscr{A}$ maps to.

However, for a cleaner approach, we prefer to use level four theta coordinates which identify the variety $\mathscr{A}$ uniquely; this comes at the expense of speed, but the slow down is minor, especially as finding the $l$-torsion remains the overall bottleneck.

## Isogenies via Level Changing

LUbiCZ and Robert (2009) described isogenies as projections from higher-level theta coordinate systems to lower-level ones; they also described the associated machinery (addi-


Figure io. Evaluating isogenies of type $\left(\mathbb{Z} / \ell^{2}\right)^{g}$ via two theta level changes.
tion laws, etc.) required to make effective use of this result. Before discussing how it applies to our setting, let us briefly recall their result.

Theorem viri.2.i. Let $\mathscr{H}$ be a subgroup isomorphic to $(\mathbb{Z} / \ell)^{g}$ of an abelian variety $\mathscr{A}$ of dimension $g$, and let $n$ be any integer coprime to $l$. The theta functions of level $n$ on $\mathscr{A} / \mathscr{H}$ are a subset of the theta functions of level $\ln$ on $\mathscr{A}$.

This introduces an change of level; to address this, LUBICZ and Robert (2009) noted that subsets of the Fourier transform of theta functions of level $\ell n$ on $\mathscr{A}$ correspond to theta functions of level $n$ for abelian varieties obtained by dual isogenies of degree $\ell$; this allows them to compute isogenies of type $\left(\mathbb{Z} / \ell^{2}\right)^{g}$ between abelian varieties expressed by level- $n$ theta functions; see Figure IO.

Our framework for computing endomorphism rings can be adapted to this setting: relations can be constrained to only involve squares of ideals, so that the associated isogenies are all of type $\left(\mathbb{Z} / \ell^{2}\right)^{g}$. However, this implies loosing all the information regarding the 2-torsion of the reflex class group $\mathfrak{C}\left(\mathscr{O}^{r}\right)$. COHEN and LENSTRA (i984) showed that class groups typically have a large 2 -torsion subgroup, so it is not likely that all pairs of class groups that are identical up to 2-torsion can be distinguished efficiently using the local method of EISENTRÄGER and LAUTER (2009).

Cosset and Robert (20II) then derived from earlier work of Koizumi (1976) and KEMPF (I989) formulas which allow to map points from level-l $n$ theta coordinates to level$n$ theta coordinates, avoiding the need to evaluate an additional isogeny. They apply these formulas to evaluating isogenies of type $(\mathbb{Z} / \ell)^{g}$ between abelian varieties expressed in theta coordinates of level $n$.

## Mapping back to Invariants

In order to determine whether a relation holds in the isogeny graph of an abelian variety (to eventually determine its endomorphism ring), we need to compose many isogenies of type $(\mathbb{Z} / \ell)^{g}$ for various primes $\ell$. We have explained how to compute an isogeny $\mathscr{A} \rightarrow$ $\mathscr{A}^{\prime}$ of prescribed kernel where $\mathscr{A}$ is given in Weierstrass form and $\mathscr{A}^{\prime}$ is given as theta coordinates of level $n$. To iterate this construction, it remains to explain how we can obtain a Weierstrass equation for $\mathscr{A}^{\prime}$.

In fact, this can be done elementarily by inverting the formulas of Thomae (1870). However, the theta coordinates of $\mathscr{A}$ that we used in the isogeny computation are defined over a large extension of the base field which contains the roots of the Weierstrass polynomial of the curve, certain $n$-torsion points (recall that $n=2$ or 4 ) and certain $\ell$-torsion points; the theta coordinates of $\mathscr{A}^{\prime}$, and therefore also its Weierstrass equation that we derive, are consequently defined over that large extension.

When we know that $\mathscr{A}^{\prime}$ is actually defined over the base field (for instance, because the chosen isogeny is rational), we recover a rational Weierstrass equation by first computing the absolute invariants of $\mathscr{A}^{\prime}$ and then using the algorithm of MESTRE (199I) to reconstruct a curve $\mathscr{C}^{\prime}$ whose Jacobian variety $\operatorname{Jac}\left(\mathscr{C}^{\prime}\right)$ is $\mathscr{A}^{\prime}$.

As an optimization to the algorithm for finding the $l$-torsion of the new curve $\mathscr{A}^{\prime}$ and then compute the next isogeny step, Robert noticed that part of the $l$-torsion of $\mathscr{A}$ can be reused: indeed, we have $\mathscr{A}[\ell] \simeq(\mathbb{Z} / \ell)^{2 g}$ and the isogeny $\mathscr{A} \rightarrow \mathscr{A}^{\prime}$ only kills half of it; therefore, we can map the remaining points all the way from $\mathscr{A}$ to $\mathscr{A}^{\prime}$ and start the search for a basis of $\mathscr{A}^{\prime}\left(\mathbb{F}_{q^{(\ell)}}\right)[\ell]$ knowing already half the solution. This can speed up the search for rational torsion subgroups of type $(\mathbb{Z} / \ell)^{g}$ by a factor of two.

Abelian varieties of dimension strictly greater than two are not necessarily Jacobian varieties of hyperelliptic curves, and from dimension four on they might not even be Jacobian varieties at all. Therefore, two of our building blocks fail:

- the selection of random points (to find a basis for $\mathscr{A}[\ell]$ );
- the method of Mestre (199I) (to reduce the field of definition of $\mathscr{A}^{\prime}$ ).

The former can easily be addressed by assuming that our abelian varieties come equipped with an efficient algorithm for obtaining random points. The latter is a more delicate issue: the isogeny computation requires working in an extension field, and for $g>2$ we do not know how to go back to the base field afterwards.


Figure ir. Average time for finding the $\ell$-torsion of an abelian variety of dimension two over the field with 251 elements, for $\ell \in\{2,3,5,7,11,13,17,19\}$ and all possible $e^{\prime}(\ell)$.

## viiI. 3 Practical Computations

All computations were realized using the library of B., CosSET, and Robert (2010).

## Finding Torsion

The bottleneck of our algorithm is typically to find a basis for the $\ell$-torsion subgroup of $\mathscr{A}$ over an extension where all points of rational subgroups of type $(\mathbb{Z} / \ell)^{g}$ are defined. The cost is twofold:

- computing over an extension of degree $e^{\prime}(\ell)$ of the base field;
- multiplying points by the cofactor of $\ell^{\infty}$ in $\# \mathscr{A}\left(\mathbb{F}_{q^{\prime}(\ell)}\right) \sim q^{g^{e^{\prime}}(\ell)}$.

In the worst case, $e^{\prime}(\ell)$ can be as large as $\ell^{g}-1$, so that the overall complexity is $\ell^{2 g+o(1)}$ disregarding logarithmic factors in $q$, which quickly becomes prohibitive. As argued before, exponential methods for finding relations offer the advantage that specific primes $\ell$ can be chosen for which $e^{\prime}(\ell)$ is small.

Figure $\Pi$ shows the time it takes, on average for 10 randomly chosen abelian surfaces defined over the field $\mathbb{F}_{251}$, to compute the $\ell$-torsion over an extension of degree $e^{\prime}$.


Figure i2. Number of iterations the latter algorithm requires before finding a relation in a quartic complex multiplication field with certain class number (also known as Picard number). The lines plot $y=x$ and $y=\sqrt{x}$.

As can be expected, this runtime is slightly more than linear in the extension degree, and does not highly depend on $\ell$. However, we observe that for a prescribed $\ell$ the torsion of varieties with a certain $e^{\prime}(\ell)$ is sometimes faster than those of varieties with a smaller $e^{\prime}(\ell)$; this is likely due to the internal representation of the extensions as tower fields in MAGMA (1997), and also possibly to special features of the varieties.

## Finding Relations

We implemented in MAGMA (1997) the simple baby-step giant-step method that we described above and found that it behaves well: in most cases, the number of iterations required to find a collision is not so far from the $\sqrt{b}$ (where $b$ denotes the class number) that would be expected if each ideal class contained a unique reduced ideal.

Figure 12 shows the number of iterations our algorithm goes through before the first relation is found; we use the order $\mathscr{O}=\mathbb{Z}[\pi, \bar{\pi}]$ for a thousand Jacobian varieties of random hyperelliptic curves of genus two. The class number displayed is actually the approximation $\sqrt{|\Delta|} / R$ given by the Brauer-Siegel theorem.

We observe that the iteration count lies somewhere in between $\sqrt{h}$ and $h$. Although in
some cases this number went slightly above the class number, the runtime was always acceptable: it was never more than two seconds when the class number was less than a thousand, and always less than a hundred seconds in our range of parameters.

## Best-Case Scenario

Let us first present an example where our algorithm performs much better than all other alternatives. The conductor gap is the largest prime factor of the index $\left[\mathscr{O}_{\mathrm{K}}: \mathbb{Z}[\pi, \bar{\pi}]\right]$; here, we consider a case of large conductor gap, which makes the method of EISENTRÄGER and LAUTER (2009) impractical. Unfortunately, we were unable to compare our method with that of WAGNER (2009), as we did not have an implementation of the latter at our disposal.

To find an abelian variety with a large conductor gap, we generated genus-two hyperelliptic curves at random until one whose Jacobian variety has the desired property was found; we obtained the hyperelliptic curve with equation

$$
y^{2}=80742 x^{5}+56078 x^{4}+76952 x^{3}+134685 x^{2}+60828 x+119537
$$

defined over the field with 161983 elements; let $\mathscr{A}$ denote its Jacobian variety. The characteristic polynomial of its Frobenius endomorphism is

$$
z^{4}-144 z^{3}+10368 z^{2}-144 \cdot 161983 z+161983^{2}
$$

and it defines a quartic complex multiplication field $\mathrm{K}=\mathbb{Q}(\pi)$ in which the ring of integers contains the minimal order $\mathbb{Z}[\pi, \bar{\pi}]$ with prime index $\ell=156799$.

Since the full $\ell$-torsion of $\mathscr{A}$ lies in an extension of degree $e(\ell)=78399$, it is challenging to try to compute $\operatorname{End}(\mathscr{A})$ using the method of EISENTRÄGER and LAUTER (2009).

However, the Picard group of $\mathfrak{M}=\sigma_{\mathrm{K}}$ has order 460 ; this is not surprising as a large part of $\Delta=\operatorname{disc}(\pi)$ contributes to the conductor gap so little is left to build up disc $(\mathrm{K})$. It is thus easy to find relations in the associated polarized class group $\mathfrak{C}\left(O_{\mathrm{K}}\right)$. For instance, one easily verifies that the element $(\mathfrak{a}, 3)$ has order 115 , where $\mathfrak{a}$ can be any ideal of norm 9 (there are just two such elements, inverses of each others).

The action of $(\mathfrak{a}, 3)^{115}$ on $\mathscr{A}$ is computed easily, as the 3 -torsion of $\mathscr{A}$ lives over an extension of degree 8. Using just one core of an Intel Xeon E5440 processor clocked at 2.83 GHz , our humble Magma implementation computes it in just over four minutes. Since it finds that $\phi_{(\mathfrak{a}, 3)^{115}}(\mathcal{A} \neq \mathscr{A}$, we deduce that $\operatorname{End}(\mathscr{A})=\mathbb{Z}[\pi, \bar{\pi}]$. Note that, since the action of $\mathscr{O}_{\mathrm{K}}$ on $\mathrm{AV}_{\mathcal{O}_{\mathrm{K}}}(k)$ is always faithful, and there are only two orders in the lattice, this result holds unconditionally regardless of the assumptions.


Figure 13. Lattice of orders with $\mathscr{O}_{\mathrm{K}}$ on top and $\mathbb{Z}[\pi, \bar{\pi}]$ at the bottom; lines indicate that the order below is contained in the order above with index the label right off the line.

## Worst-Case Scenario

Now let us consider an abelian variety that is expectedly suited to the method of EISENTRÄGER and LAUTER (2009), namely, one for which the conductor gap [ $\left.\mathcal{O}_{\mathrm{K}}: \mathbb{Z}[\pi, \bar{\pi}]\right]$ is short. We take the Jacobian variety $\mathscr{A}$ of the hyperelliptic curve

$$
y^{2}=2987 x^{5}+1680 x^{4}+3443 x^{3}+1918 x^{2}+2983 x+489
$$

defined over the field with 3499 elements. The characteristic polynomial of $\pi$ is

$$
z^{4}+48 z^{3}+1152 z^{2}+48 \cdot 3499 z+3499^{2}
$$

and we find that there are $2^{4}$ orders containing (or equal to) $\mathbb{Z}[\pi, \bar{\pi}]$; their indices in the maximal order divide $13^{2} \cdot 37 \cdot 79$ as displayed on Figure 13 .

We use $\alpha_{\ell}=\left(\mathfrak{a}_{\ell}, \ell\right) \in \mathfrak{C}$ for $\ell \in\{3,5,7\}$ where $\mathfrak{a}_{\ell}$ is an arbitrary ideal of norm $\ell^{2}$; the full $\ell$-torsion is defined over an extension of degree 8,24 , and 24 , respectively, so it takes on average $1,3.5$, and 5.5 seconds to evaluate one $\ell$-isogeny.

We used the relation $\alpha_{3}^{5} \alpha_{7}^{7}=1$ for the yellow square order, $\alpha_{5}^{10}=1$ for the blue triangle order, and $\alpha_{3}^{2} \alpha_{5}^{16} \alpha_{7}^{-2}=1$ for both the red circle and green diamond order. Checking these relations in the isogeny graph took only slightly more than two minutes, and since none was found to hold, our algorithm returned that $\operatorname{End}(\mathscr{A})=\mathbb{Z}[\pi, \bar{\pi}]$.

Even in this case, which would a priori favor the method of EISENTRÄGER and LAUTER (2009) (the full 37 and 79-torsion are defined over extensions of degree 1332 and 948, respectively), our algorithm performs well while still leaving some room for improvement.

## VIII. 4 Isogeny Volcanoes

Let us now fix a prime $\ell$ and study the structure of the connected component of the graph of isogenies of type $(\mathbb{Z} / \ell)^{g}$ containing a prescribed principally polarized simple ordinary abelian variety $\mathscr{A}$ defined over some finite field.

## General Structure

Kohel (1996) and later Fouquet and Morain (2002) depicted the structure of such graphs in dimension one as volcanoes, containing a crater formed by varieties whose endomorphism ring is locally maximal. Horizontal isogenies arrange these varieties in a (possibly degenerated) circle, and from each vertex on it hang complete $l$-ary trees; their number and depth are entirely determined by $\ell$ and the isogeny class.

In dimension two or more, most specific details are lost, but the general structure remains the same; most important for our algorithms is that craters are still Cayley graphs.

Let $\mathrm{G}=\langle\mathrm{V}, \mathrm{E}\rangle$ be such an isogeny graph: vertices V correspond to abelian varieties and edges E (a symmetric subset of $\mathrm{V}^{2}$ ) to isogenies of type $(\mathbb{Z} / \ell)^{g}$ between them. We start by partitioning G into layers $\mathrm{G}_{\mathscr{O}}$ for each order $\mathscr{O}$ above $\mathbb{Z}[\pi, \bar{\pi}]$ : each layer contains the vertices whose associated varieties have an endomorphism ring isomorphic to $\mathscr{O}$.

Note that, in a connected component, certain layers can be empty as not all isogenous varieties might be reachable by sequences of isogenies of type $(\mathbb{Z} / \ell)^{g}$. We say that a layer $\mathrm{G}_{\mathscr{O}}$ is maximal when there is no non-empty $\mathrm{G}_{\mathscr{O}^{\prime}}$ with $\mathscr{O} \subsetneq \mathscr{O}^{\prime}$; typically, this means that when


Our observations of isogeny volcanoes will be split in three parts:

- the core: the union of maximal layers and their horizontal isogenies;
- the branches: the vertical isogenies;
- the covering: the horizontal isogenies in non-maximal layers.

Often, the graph has the familiar picture of a core, out of which branches hang, and there is no covering. However, we will see that unusual phenomenons can occur, such as part of the branches substituting to the core structure.

At any rate, we must warn the reader that our description of branches (which are the key to understanding the relationship of $\ell$-isogeny volcanoes and the structure of endomorphism rings locally at $\ell$ ) will be short and qualitative, as this thesis focuses on using horizontal isogenies and does not pretend to add any insight on the structure of vertical isogenies.

## Cores

Assume the core consists of a single layer $\mathrm{G}_{\mathscr{O}}$ (we will consider the case where there are two or more below).

At least in the case that $\mathscr{O}$ is a maximal order, the theory of complex multiplication proves that the set of horizontal isogenies of type $(\mathbb{Z} / \ell)^{g}$ in $\mathrm{G}_{\mathscr{O}}$ corresponds to a certain subgroup of $\mathfrak{C}(\mathscr{O})$ formed of ideals of norm $\ell^{g}$. Therefore, the core is a Cayley graph. We shall denote by $\mathrm{C}(\mathrm{X} \mid \mathrm{Y})$ the Cayley graph of X in the free abelian group generated by X with relations Y .

When $g=2$, the order $\mathscr{O}$ is quartic, and the possible unramified splitting patterns of a prime $\ell$ in $\mathscr{O}$ are $(1,1,1,1),(1,1,2),(1,3),(2,2)$, and (4). The third case never happens in complex multiplication fields (it is incompatible with complex conjugation) and the latter is that of inert primes which act trivially on the isogeny graph, so we disregard both.

In the second case where $\ell$ splits as $\mathfrak{p p q}$ with $N(\mathfrak{q})=\ell^{2}$ there are, in general, no ideals $\mathfrak{a}$ of norm $\ell^{2}$ such that $\mathfrak{a} \overline{\mathfrak{a}}$ is principal, which means there are no corresponding elements in the polarized class group $\mathbb{C}(O)$ and no isogenies of type $(\mathbb{Z} / \ell)^{g}$.

In the fourth case where $\ell$ splits as $\mathfrak{p p}$, both $\mathfrak{p}$ and $\overline{\mathfrak{p}}$ lift to $\mathfrak{C}(O)$ as $\alpha=(\mathfrak{p}, \ell)$ and $\beta=(\overline{\mathfrak{p}}, \ell)$. The core of the isogeny graph $\mathrm{G}_{\mathscr{O}}$ is then the Cayley graph $\mathrm{C}\left(\alpha, \beta \mid \alpha \beta, \alpha^{\text {ord } \alpha}\right)$, where the orders implied are those of the corresponding ideals as elements of the Picard group. This gives a cycle structure as Figure 14 displays.

In the first case where $\ell$ splits as $\mathfrak{p p q} \mathfrak{q}$, there are four ideals of norm $\ell^{2}$ whose product with their conjugate is principal, namely $\mathfrak{p q}, \overline{\mathfrak{p}}, \mathfrak{p q}$, and $\overline{\mathfrak{q}} \overline{\mathfrak{q}}$; if we denote the corresponding elements of $\mathfrak{C}(\mathscr{O})$ by $\alpha, \beta, \gamma$, and $\delta$, we obtain that the core $\mathrm{G}_{\mathscr{O}}$ is the Cayley graph $\mathrm{C}\left(\alpha, \beta, \gamma, \delta \mid \alpha \beta, \gamma \delta, \alpha^{\text {ord } \alpha}, \gamma^{\text {ord } \gamma}\right)$; this is a quadrangulation of a torus, as can be seen on Figure 15 .

Although we were unable to compute actual isogeny graphs for $g>2$, primes $\ell$ which completely split as $\prod_{\mathfrak{p} \in \mathfrak{P}} \mathfrak{p p}$ (with $\# \mathfrak{P}=g$ ) would then yield the $2^{g}$ elements of $\mathfrak{C}(O)$

$$
\alpha_{\mathfrak{F}}=\left(\prod_{\mathfrak{p} \in \mathfrak{F}} \mathfrak{p} \prod_{\mathfrak{p} \notin \mathfrak{F}} \overline{\mathfrak{p}}, \mathfrak{l}^{g}\right)
$$

for each subset $\mathfrak{F}$ of $\mathfrak{P}$; the core would then be the Cayley graph

$$
C\left(\left(\alpha_{\mathfrak{F}}\right)_{\mathfrak{F} \subset \mathfrak{P}} \mid\left(\prod_{\mathfrak{F} \in \mathfrak{G}} \alpha_{\mathfrak{F}}\right),\left(\alpha_{\mathfrak{F}}^{\operatorname{ord} \alpha_{\mathfrak{F}}}\right)_{\mathfrak{F} \subset \mathfrak{P}}\right)
$$

where the middle sequence ranges over all sets $\mathfrak{G}$ of subsets of $\mathfrak{P}$ which satisfy $\#\{\mathfrak{F} \in \mathfrak{G}$ : $\mathfrak{p} \in \mathfrak{F}\}=\#\{\mathfrak{F} \in \mathfrak{G}: \mathfrak{p} \notin \mathfrak{F}\}$ for all $\mathfrak{p} \in \mathfrak{P}$. Topologically, this is the 1-skeleton of a simplicial complex homeomorphic to the $g$-torus (the product of $g$ copies of the 1 -sphere).


Figure i4. Graph of isogenies of type $(\mathbb{Z} / 3)^{2}$ containing the Jacobian variety of the curve $y^{2}=3 x^{5}+15 x^{4}+11 x^{3}+3 x^{2}+11 x+12$ over the field with 19 elements.


Figure 15. Graph of isogenies of type $(\mathbb{Z} / 7)^{2}$ containing the Jacobian variety of the curve $y^{2}=106 x^{6}+83 x^{5}+18 x^{4}+52 x^{3}+49 x^{2}+11 x+41$ over the field with 109 elements.

Note that all the above holds over an algebraic closure, as not all isogenies corresponding to ideals of norm $\mathfrak{l}^{g}$ of $\mathfrak{C}(\mathscr{O})$ need to be rational.

## Branches

Let us now consider two-dimensional $\ell$-isogeny graphs in the case that $\ell \mathscr{O}_{\mathrm{K}}$ is not coprime with the conductor of $\mathbb{Z}[\pi, \bar{\pi}]$. Although our algorithms for computing endomorphism rings prefer to avoid such situations, they are an interesting application of our isogenycomputing library.

Each figure contains two parts: the isogeny graph to the left, and the lattice of orders to the right. Vertices of the isogeny graph are colored the same way as the endomorphism rings of the corresponding abelian varieties are in the lattice of orders.

Recall that in dimension one, a certain number of complete $n$-ary trees of uniform depth hang from each vertex of the core. This might also happen in higher dimension, but other scenarios are possible. For instance, Bröker, Gruenewald, and Lauter (2009) observed in their Example 8.3 that trees hanging from the core might have different depths. Figure 16 shows the same phenomenon in a more generic-looking graph. This unbalance shows that not all isogenies of type $(\mathbb{Z} / \ell)^{g}$ need be uniformly rational.

Figure 1 also features isogeny of type $(\mathbb{Z} / \ell)^{2}$ between abelian varieties whose endomorphism rings have index $\ell^{2}$ in each other, more specifically between the green diamond and cyan octagon dots. This can lead to disturbing graphs such as that of Figure 17 where the endomorphism rings of varieties $(\mathbb{Z} / \ell)^{2}$-isogenous to varieties with maximal ones are the order of index $3^{2}$, some order of index 3 , but not the maximal order itself. Going from one variety with maximal endomorphism ring to another is however possible by first going through a non-maximal one and then going up again.

In such cases, the partitioning of the features of isogeny graphs into a core, branches, and coverings is somewhat flawed. Although with our definition, the core of Figure 17 consists of both curves with red circle (maximal) and yellow square (index 3) endomorphism rings.

This illustrates another obstruction to climbing higher-dimensional volcanoes: sometimes, steps can only be climbed in pairs, which prevents one to fully enumerate an isogeny class just by following isogenies of type $(\mathbb{Z} / \ell)^{g}$. Naturally, we see (hypothetical) isogenies of type $(\mathbb{Z} / \ell)$ as the answer to this problem.

## Coverings

We call covering the outer layers of the isogeny graph; those are horizontal isogenies arising as complex multiplication "residues." Although there are no ideals of norm $\ell^{g}$ in imaginary quadratic orders whose conductors are divisible by $\ell$, this sometimes happen in higher


Figure i6. Graph of isogenies of type $(\mathbb{Z} / 3)^{2}$ containing the Jacobian variety of the curve $y^{2}=44 x^{6}+36 x^{5}+48 x^{4}+29 x^{3}+3 x^{2}+44 x+34$ over the field with 61 elements.


Figure 17. Graph of isogenies of type $(\mathbb{Z} / 3)^{2}$ containing the Jacobian variety of the curve $y^{2}=13 x^{6}+5 x^{5}+37 x^{4}+31 x^{3}+x^{2}+5 x+3$ over the field with 43 elements.
dimension; by complex multiplication, such ideals give rise to horizontal isogenies amongst varieties with non-maximal endomorphism rings.

This was first noted by Bröker, Gruenewald, and Lauter (2009) in their Example 8.2 as an obstruction to a straightforward generalization of the endomorphism-ringcomputing algorithm of KOHEL (1996). Indeed, the presence of cycles other than at the core, such as seen in Figures 18 and 19, makes it difficult to obtain useful information about endomorphism rings by exploring the isogeny graph blindly.

In arbitrary dimension $g$, when a prime $\ell$ is completely split in the maximal order, we have argued before that the core of the isogeny graph is the 1 -skeleton of a $g$-torus. In orders $\mathscr{O}$ of conductor not coprime to $\ell$, since not all prime ideals of norm $\ell$ can be invertible (otherwise $\ell$ itself would be), there are at most $g-1$ of them. The construction of the covering as a Cayley graph is then identical to the maximal case except for two differences:

- $\mathfrak{P}$ now consists of $g-1$ ideals at the most;
- its action on $\mathrm{G}_{\mathscr{O}}$ need not be transitive.

Since we defined our isogeny graphs as being connected components, the subgraph of horizontal isogenies in the core was always connected (in this case where we assume that $\ell$ completely splits and that all elements of $\mathfrak{C}(O)$ of norm $\ell^{g}$ arise as rational isogenies); however, there is no reason for this to happen in the cover where we have a smaller $\mathfrak{P}$, which is the reason for the second difference.

The graph of horizontal isogenies of $\mathrm{G}_{\mathscr{O}}$ therefore has the topological structure of several copies of the 1 -skeleton of a simplicial complex homeomorphic to the $u_{0}$-torus, for some integer $u_{\mathcal{O}}<g$. Obviously, the integer $u_{\mathscr{O}}$ is non-decreasing with respect to the order $\mathcal{O}$ (for the inclusion order).

In the case $g=2$, when the subgroup generated by the invertible ideals of norm $\ell^{2}$ in $\mathfrak{C}(O)$ is small, we obtain an isogeny graph such as that of Figure 18 . On the other hand, when it is large, its shape is similar to Figure 19 .

To compute endomorphism rings, such ideals can be allowed in our relations as long as they are invertible in $\mathbb{Z}[\pi, \bar{\pi}]$. Although this has no effect on the asymptotic complexity of our method, it provides a valuable practical optimization: since computing isogenies is the bottleneck, not using any ideal of norm $\ell^{g}$ just because some are not invertible would be a loss, especially if the full $\ell$-torsion conveniently lies in a small extension of the base field.


Figure 18. Graph of isogenies of type $(\mathbb{Z} / 3)^{2}$ containing the Jacobian variety of the curve $y^{2}=8 x^{6}+3 x^{5}+7 x^{4}+5 x^{3}+12 x^{2}+5 x+5$ over the field with 23 elements.


Figure ig. Graph of isogenies of type $(\mathbb{Z} / 3)^{2}$ containing the Jacobian variety of the curve $y^{2}=10 x^{6}+18 x^{5}+24 x^{4}+3 x^{3}+33 x^{2}+26 x+25$ over the field with 41 elements.
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## Summary

## Endomorphism Rings in Cryptography

Modern communications heavily rely on cryptography to ensure data integrity and privacy. Over the past two decades, very efficient, secure, and featureful cryptographic schemes have been built on top of abelian varieties defined over finite fields. This thesis contributes to several computational aspects of ordinary abelian varieties related to their endomorphism ring structure.

This structure plays a crucial role in the construction of abelian varieties with desirable properties. For instance, pairings have recently enabled many advanced cryptographic primitives; generating abelian varieties endowed with efficient pairings requires selecting suitable endomorphism rings, and we show that more such rings can be used than expected.

We also address the inverse problem, that of computing the endomorphism ring of a prescribed abelian variety, which has several applications of its own. Prior state-of-the-art methods could only solve this problem in exponential time, and we design several algorithms of subexponential complexity for solving it in the ordinary case.

For elliptic curves, our algorithms are very effective and we demonstrate their practicality by solving large problems that were previously intractable. Additionally, we rigorously bound the complexity of our main algorithm assuming solely the extended Riemann hypothesis. As an alternative to one of our subroutines, we also consider a generalization of the subset sum problem in finite groups, and show how it can be solved using little memory.

Finally, we generalize our method to higher-dimensional abelian varieties, for which we rely on further heuristic assumptions. Practically speaking, we develop a library enabling the computation of isogenies between abelian varieties; using this important building block in our main algorithm, we apply our generalized method to compute several illustrative and record examples.

## Research Prospects

In this thesis, we effectively exploited complex multiplication theory to compute the endomorphism ring structure of a prescribed ordinary abelian variety defined over a finite field. For elliptic curves, we were additionally able to rigorously analyze our algorithms, and we believe their asymptotic complexity leaves little room for improvement.

Oh the other hand, although we described a practical method for varieties of dimension $g=2$, several topics remain to be explored for $g \geqslant 2$ :

- We dealt with orders having identical Picard groups locally, using the method of Eisenträger and Lauter. As its complexity is exponential in the valuation of the conductor gap, this is however impractical in certain cases. It would be interesting to address this by developing a generalization of Kohel's techniques to dimension two and more.
- Having a deeper insight on the structure of isogeny graphs would certainly help solving the above, and we note that recent work on elliptic curves by Joux and Ionica offers promising perspectives of developments on this matter in higher dimension.
- Besides the extended Riemann hypothesis, heuristics we relied on should be further analyzed, such as the assumption that norms of LLL-reduced ideals are as smooth as random integers, or that complex multiplication applies to non-maximal orders.
- The convenient structure of Jacobian varieties was used to draw points at random, and to uniquely identify isomorphism classes. Using our method beyond dimension three would require to solely work in theta-coordinates, using the Heisenberg group for the latter, and finding an efficient way of doing the former.

Closely connected topics include the computation of class polynomials and of modular polynomials; it is only natural that they should benefit from further exploiting complex multiplication theory as well. For elliptic curves, this was done successfully for both problems by Sutherland, and by Bröker, Lauter, and Sutherland, respectively.

However, similar work remains to be done in higher dimension: although substantive improvements have been made on it over the past few years, the computation of class polynomials remains a topic of active study, albeit particularly unexplored in the case of nonmaximal orders. On the other hand, modular polynomials have not attracted many research, due to their prohibitive height; it would be challenging to improve on this and compute more such polynomials, as an alternative to explicit isogeny computation.

Finally, more of the code written during this thesis should be optimized, fully automated, and cleaned up for inclusion in open software packages, as experimentation using efficient computer routines becomes increasingly important to research activities in many fields.
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## Endomorphism Rings in Cryptography

Modern communications heavily rely on cryptography to ensure data integrity and privacy. Over the past two decades, very efficient, secure, and featureful cryptographic schemes have been built on top of abelian varieties defined over finite fields. This thesis contributes to several computational aspects of ordinary abelian varieties related to their endomorphism ring structure.

This structure plays a crucial role in the construction of abelian varieties with desirable properties, such as pairings, and we show that more such varieties can be constructed than expected. We also address the inverse problem, that of computing the endomorphism ring of a prescribed abelian variety. Prior state-of-the-art methods could only solve this problem in exponential time, and we design several algorithms of subexponential complexity for solving it in the ordinary case.

For elliptic curves, we rigorously bound the complexity of our algorithms assuming solely the extended Riemann hypothesis, and demonstrate that they are very effective in practice. As a subroutine, we design in particular a memory-less algorithm to solve a generalization of the subset sum problem.

We also generalize our method to higher-dimensional abelian varieties. Practically speaking, we develop a library enabling the computation of isogenies between abelian varieties; this building block enables us to apply a generalization of our algorithm to cases that were previously not computable.

Keywords: abelian variety, endomorphism ring, isogeny

## Anneaux d'Endomorphismes en Cryptographie

La cryptographie est indispensable aux réseaux de communication modernes afin de garantir la sécurité et l'intégrité des données y transitant. Récemment, des cryptosystèmes efficaces, sûr et riches ont été construits à partir de variétés abéliennes définies sur des corps finis. Cette thèse contribue à plusieurs aspects algorithmiques de ces variétés touchant à leurs anneaux d'endomorphismes.

Cette structure joue un rôle capital pour construire des variétés abéliennes munies de bonnes propriétés, comme des couplages, et nous montrons qu'un plus grand nombre de telles variétés peut être construit qu'on ne pourrait croire. Nous considérons aussi le problème inverse qu'est celui du calcul de l'anneau d'endomorphismes d'une variété abélienne donnée. Les meilleures méthodes connues ne pouvaient précédemment résoudre ce problème qu’en temps exponentiel ; ici, nous concevons plusieurs algorithmes de complexité sous-exponentielle le résolvant dans le cas ordinaire.

Pour les courbes elliptiques, nous bornons rigoureusement la complexité de nos algorithmes sous l'hypothèse de Riemann étendue et démontrons qu'ils sont extrêmement efficaces en pratique. Comme sous-routine, nous développons notamment un algorithme sans mémoire pour résoudre une généralisation du problème du sac à dos.

Nous généralisons aussi notre méthode aux variétés abélienne de dimension supérieure. Concrètement, nous développons une bibliothèque qui permet d'évaluer des isogénies entre variétés abéliennes; cet outil nous permet d'appliquer une généralisation de notre méthode à des exemples jusqu'alors incalculables.

Mots-Clefs : variété abélienne, anneaux d'endomorphismes, isogénie


[^0]:    ${ }^{1}$ We find it amusingly convenient to fix an integer DIMN_MAX large enough so that all varieties we consider are embedded in the projective space with that large a dimension.

