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Co-directeur de thèse : Oriol Ramos Terrades Professeur associé à l’UAB Barcelone
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Abstra
tIn this thesis, we fo
us on how sparse representations 
an help to in
rease the performan
e of noiseremoval, text region extra
tion, pattern re
ognition and spotting symbols in graphi
al do
uments.The main goal is to provide new algorithms and appli
ations of sparse representation in redundantdi
tionaries for graphi
al images, by addressing the problems from various perspe
tives.To do that, �rst of all, we give a survey of sparse representations and its appli
ations inimage pro
essing. Then, we present the motivation of building learning di
tionary and e�
ientalgorithms for 
onstru
ting a learning di
tionary. The te
hniques used to solve the sparsityproblem over learning di
tionary are also shown.After des
ribing the general idea of sparse representations and learned di
tionary, we bringsome 
ontributions in the �eld of symbol re
ognition and do
ument pro
essing that a
hieve betterperforman
es 
ompared to the state-of-the-art. These 
ontributions begin by �nding the answersto the following questions.- The �rst question is how we 
an remove the noise of a do
ument when we have no as-sumptions about the model of noise found in these images? To address the �rst question,we believe that there is a link between the model of noise and the re
onstru
tion errorof the signal in the learning di
tionary. Therefore, we propose to 
al
ulate the model ofnoise automati
ally from the database based on the normalized-
orrelation between pairsof noisy and non-noisy images, and then using this value as the value of re
onstru
tionerror in the basis pursuit denoising algorithm with a learned di
tionary. The e�
ien
yof the proposed method has been also approved experimentally on di�erent datasets fordi�erent resolutions and di�erent kinds of noise. All experimental results show that theproposed method outperforms existing ones in most of the 
ases.- The se
ond question is how sparse representations over learned di
tionary 
an separate thetext/graphi
 parts in the graphi
al do
ument. In fa
t, we have been strongly motivatedby the good performan
e of the morphologi
al 
omponent analysis (MCA) method whenapplied for separating textures and 
artoons and the text dete
tion from s
eni
 images.In MCA method, the signal is dis
riminated with other based on the 
omparison betweentheirs sparse representations in two di
tionaries. However, when working with graphi
images, text 
hara
ters are in di�erent sizes in
luded in the same do
ument, and theytou
h either themselves or the graphi
s; therefore prior methods as MCA 
annot be usede�
iently in this 
ase. As a results, we have developed the assumption of MCA by proposingthe strategy using multi-learned di
tionaries for separating the text regions from graphi
alpart instead of two di
tionaries. The experimental results show that the proposed method
ould be a good 
hoi
e for the segmentation problem with 
omplex graphi
al do
umentswhile it over
omes the restri
tions of the existing methods on some do
uments only.- This result en
ourages us to 
ontinue with the 
hallenge in symbol re
ognition. On
eagain, we desire to answer the question how we 
an apply the sparse representation forsymbol re
ognition? Now, the di�
ulty arises when it seems there is no 
onne
tion betweensymbol re
ognition and sparsity, and in the best of our knowledge, there is not previousworks in the graphi
s 
ommunity using sparse representations to des
ribe graphi
al symbols.Fortunately, after tireless resear
h, we �nd the bridge between the literature of sparserepresentation and the visual vo
abulary 
onstru
tion. More spe
i�
ally, we apply thelearned di
tionary algorithm for learning a visual vo
abulary based on lo
al des
riptors ofsymbols. Next, we propose the original way to 
onstru
t a ve
tor model for every symbolvii



based on its sparse representation in the vo
abulary, and adapt the tdf-if approa
h to thesparse representations. The obtained results have approved that using sparse representationin the 
onstru
ting ve
tor model 
an help to improve the retrieval performan
e. We hopethat this work will open a new range of appli
ations for the symbol re
ognition sin
e inour method other kind of lo
al des
riptor 
an be used.We 
omplete this thesis by proposing an approa
h of spotting symbols that use sparse rep-resentations for the 
oding of a visual vo
abulary. This approa
h also uses learning te
hniquesto adapt su
h visual vo
abulary to the intrinsi
 properties of the do
ument datasets. It allowsa
hieving a representation being sparser than the one obtained by using a pre-�xed basis instead.The 
ontribution done in this work fo
uses on the symbol retrieval pro
ess. The proposed ap-proa
h follows a two steps ar
hite
ture in
luding the re
all and the re�ning steps. The maingoals of this ar
hite
ture are to speed up the retrieval pro
ess using sparse representation andindexing te
hniques and to leave more 
omputational expensive mat
hing methods only for thoseregions in whi
h the queried symbol may appear. The �rst experiments on the SESYD datasetfor a symbol spotting appli
ation seems to agree, and the obtained results are promising.Key words: sparse representations, learned di
tionary, learning algorithms, removal noise,separation text/graphi
, symbol re
ognition, symbol spotting, visual words.
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RésuméDans 
ette thèse, nous nous 
on
entrons sur 
omment les représentations par
imonieuses peuventaider à augmenter les performan
es pour réduire le bruit, extraire des régions de texte, re
on-naissan
e des formes et lo
aliser des symboles dans des do
uments graphiques. Le but prin
ipalest de fournir de nouveaux algorithmes et d'appli
ations de représentation par
imonieuses pardes di
tionnaires redondants pour des images graphiques, en abordant les problèmes selon desperspe
tives diverses.Pour 
e faire, tout d'abord, nous donnons une synthèse des représentations par
imonieuseset ses appli
ations en traitement d'images. Ensuite, nous présentons notre motivation pourl'utilisation de di
tionnaires d'apprentissage ave
 des algorithmes e�
a
es pour les 
onstruire.Les te
hniques employant à résoudre le problème de par
imonie sur le di
tionnaire d'apprentissagesont présentées aussi.Après avoir dé
rit l'idée générale des représentations par
imonieuses et du di
tionnaire d'appr-entissage, nous présentons nos 
ontributions dans le domaine de la re
onnaissan
e de symboles etdu traitement des do
uments en les 
omparant aux travaux de l'état de l'art. Ces 
ontributionss'emploient à répondre aux questions suivantes:- La première question est 
omment nous pouvons supprimer le bruit des images où il n'existeau
une hypothèse sur le modèle de bruit sous-ja
ent à 
es images? Pour aborder 
ettepremière question, nous 
royons qu'il y a un lien entre le modèle de bruit et l'erreur dere
onstru
tion du signal sur le di
tionnaire d'apprentissage. Don
, nous proposons de
al
uler automatiquement le modèle de bruit à partir de la 
orrélation normalisée entreles paires d'images bruitée et non bruitée, et ensuite en utilisant 
ette valeur 
omme lavaleur d'erreur de re
onstru
tion dans l'algorithme BPDN (basis pursuit denoising) ave
un di
tionnaire d'apprentissage. L'e�
a
ité de la méthode proposée a été aussi approuvéeexpérimentalement sur un ensemble de données en di�érentes en résolutions et en type debruit. Tous les résultats expérimentaux montrent que la méthode proposée surpasse dansla plupart des 
as les travaux existants.- La deuxième question est 
omment les représentations par
imonieuses sur le di
tionnaired'apprentissage peuvent être adapter pour séparer le texte du graphique dans des do
u-ments? Notre 
ontribution a été motivée par l'appro
he MCA (Morphologi
al ComponentAnalysis) qui a été appliquée ave
 su

ès dans la séparation de textures et des dessinsanimés et la déte
tion de texte d'images s
éniques. Dans la méthode MCA, le signal estséparé d'un autre par la 
omparaison de leurs représentations par
imonieuses sur deuxdi
tionnaires. Cependant, dans les images graphiques, di�érentes tailles de 
ara
tères detexte peuvent être in
lus dans un même do
ument et ils peuvent se tou
her ou tou
her legraphisme; par 
onséquent, les méthodes antérieures 
omme MCA ne peuvent pas être util-isées e�
a
ement dans 
e 
as. Ainsi, nous nous sommes appuyés sur MCA pour proposerune stratégie utilisant des multi-di
tionnaires d'apprentissage au lieu de deux di
tionnairesuniquement pour séparer la partie de texte de la partie de graphique. Les résultats expéri-mentaux montrent que la méthode proposée pourrait être un bon 
hoix pour le problème desegmentation texte/graphique dans do
uments 
omplexes surmontant les limitations desméthodes existantes et leurs appli
ations à de simple do
uments.- Ces résultats nous en
ourage à 
ontinuer ave
 le dé� de la re
onnaissan
e de symbole. Nousdésirons répondre à la question de 
omment nous pouvons appliquer la représentation par
i-monieuse à re
onnaissan
e de symboles. Cette fois, une di�
ulté surgie 
ar il n'y a au
uneix




onnexion triviale entre la re
onnaissan
e de symboles et la représentation par
imonieuse;et à notre 
onnaissan
e, il n'y a pas de travaux pré
édents dans la 
ommunauté graphiqueutilisant des représentations par
imonieuses pour dé
rire les symboles graphiques. Notre
ontribution est de proposer une solution qui passe par l'établissement d'un lien entre lareprésentation par
imonieuse et la 
onstru
tion d'un vo
abulaire visuel. Plus spé
i�que-ment, nous appliquons l'algorithme d'apprentissage pour apprendre un vo
abulaire visuelbasé sur des des
ripteurs lo
aux dé�nis sur le symbole. Ensuite, nous proposons une façonoriginale de 
onstruire un modèle ve
toriel pour 
haque symbole à partir de sa représen-tation par
imonieuse dans le vo
abulaire et adaptons l'appro
he tdf-if aux représentationspar
imonieuses. Les résultats obtenus ont approuvé 
ette représentation par
imonieuse etmontre que le modèle ve
toriel peut aider à améliorer la performan
e de la re
her
he. Nouspensons que 
e travail ouvrira la voie à de nouvelles appli
ations de re
onnaissan
e desymbole étant donné que d'autres des
ripteurs peuvent être appliqué pour la des
riptionlo
ale.Nous 
omplétons 
ette thèse en proposant une appro
he de lo
alisation de symboles dans lesdo
uments graphiques qui utilise les représentations par
imonieuses pour 
oder un vo
abulairevisuel. Cette appro
he utilise aussi les te
hniques d'apprentissage pour adapter un vo
abu-laire visuel aux propriétés intrinsèques des ensembles de données du do
ument. Ce
i permetd'atteindre une représentation plus par
imonieuse que la repr±entation obtenue par utilisationde bases préde�nies. Dans 
e travail, notre 
ontribution se 
on
entre sur le pro
essus de lo
al-isation des symboles. L'appro
he proposée se dé
ompose en deux étapes : l'étape de rappel etde ra�nage. Le but prin
ipal de 
ette ar
hite
ture est d'a

élérer le pro
essus de lo
alisation enutilisant les représentations par
imonieuses et les te
hniques d'indexation et de réserver les traite-ments 
oûteux en d'appariement uniquement pour les régions sur lesquelles le symbole requêtepeut apparaître. Les premières expérien
es sur l'ensemble de données SESYD pour l'appli
ationde lo
alisation de symboles semblent être 
ohérents et les résultats obtenus sont prometteurs.Mots 
lés: représentations par
imonieuses, di
tionnaire d'apprentissage, algorithme appren-tissage, rédu
tion du bruit, séparation texte/graphique, re
onnaissan
e de symboles, lo
alisationde symboles, mots visuels.
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Chapter 1Introdu
tionThe exponential development of the storage 
apa
ity of 
omputers over the last few de
adesallowed to multiply the digital resour
es and so to fa
ilitate numerous tasks. However, in frontof this in
rease, raises a signi�
ant 
hallenge of �nding the relevant information on the hugeamount of data. The need to develop fast and e�
ient methods is thus 
ompulsory.In the �eld of do
ument analysis, the pro
ess of retrieving the information has been donebased on the analyses of the stru
tural information 
ontained in the do
ument. In general, thestru
tural information in digital do
uments are partitioned into a hierar
hy of physi
al 
ompo-nents, su
h as pages, 
olumns, paragraphs, text lines, words, tables, �gures, et
.; a hierar
hy oflogi
al 
omponents, for example titles, authors, a�liations, abstra
ts, se
tions, et
.; or both. De-pending on ea
h kind of stru
tural information, and the forms to represent the do
ument layout,there exist di�erent layout analysis algorithms. For example, with the physi
al layout analyses,algorithms 
an be 
ategorized into three 
lasses in
luding top-down approa
hes [127, 5℄, bottom-up approa
hes [131, 88, 176, 59, 75℄ and hybrid approa
hes [138℄. With the logi
al layout rep-resentations and analyses, some typi
al algorithms 
an be mentioned in
luding the model-basedsystem [181, 89℄, rule-based system [58℄, or frame-based system [32℄, et
. More details aboutdo
ument stru
ture analysis algorithms 
an be found in the survey of Harali
k [68℄, Nagy [126℄,Jain et al [76℄, and Mao [111℄.Our work in this domain fo
uses on the te
hni
al do
uments. In parti
ular, we developpre-pro
essing te
hniques to upgrade the quality of the do
ument image or to redu
e the noisegenerated from the input devi
es; we study a new method in text/graphi
 segmentation, indes
ribing graphi
al symbols; and �nally a new approa
h for the spotting problem have beenalso proposed. However, instead of developing the methods mentioned above, we approa
hthese problems in di�erent dire
tion that have been developing widely in the 
omputer vision
ommittee when dealing with s
ene images, but not really in te
hni
al do
uments. It is theapproa
hes using sparse representation over learned di
tionary. In general, in the domain of thesparse representation, elementary atoms 
hosen in a family fun
tions 
alled di
tionary representthe relevant information. As the results, sear
hing this information means �nding these atoms.However, how obtaining an ideal di
tionary adapted to all images in the large database, how�nding good sparse representations over this di
tionary are fundamental questions and have asu

essful history. One of the �rst su

esses, 
onsidered the key to open the door to a hugejungle, is the dis
overy of wavelet orthogonal bases and lo
al time-frequen
y di
tionaries. Thesu

esses of sear
hing good sparse representations over redundant di
tionaries have helped toimprove the performan
e not only of image denoising, but also of the sour
e/image separationand pattern re
ognition. 1



Chapter 1. Introdu
tionImage DenoisingA su

essful denoising method using sparsity is �rst introdu
ed by Elad et al. [43, 42℄. In thatapproa
h, the authors used the assumption that pat
h of 
lean image 
an be approximated bya sparse linear 
ombination of elements from a di
tionary A. Another pat
h-based approa
hes
an be found in the works of Buades et al. [16℄, Roth et al. [144℄. In general, denoising a pat
h
h ∈ R

L with a learned di
tionary A ∈ R
L×M 
orresponds to solve the sparse de
ompositionproblem [169, 20℄ with h is the pat
h of noisy image and A is either the pre-de�ned di
tionaryas wavelets, ridgelets, 
urvelets,..., or a learned di
tionary adapted to the pat
hes of images.Following [43, 41, 107, 106, 105℄, the energy of noise ǫ 
an be 
hosen a

ording to the (supposedknown) standard deviation σ of the noise. The value of ǫ is proportional to both the noisevarian
e and image size [41, 161, 109℄. Mairal et al. [107, 106℄ used the 
umulative distributionfun
tion Fm of the χ2

m distribution and 
hoose ǫ = σ2F−1
m (τ), where F−1

m (τ) is the inverse of Fm.However, in the spe
i�
 appli
ations about noise redu
tion on images, we usually do not knowpre
isely the model of noise found in images, or in other words, the noise varian
e is unknown.In addition, the noise in do
uments is di�erent 
ompared to the noise in natural images thatare generated by devi
es like digital 
ameras or similar. Thus, we 
annot use the noise varian
eto de
ide the value for ǫ. In Chapter (3), we propose an energy noise model whi
h allows us toeasier set the threshold required for noise removal even if the noise model is unknown.Image SeparationImage separation problem is the extention of the sour
e separation problem being fundamentalin pro
essing a
ousti
 signals. In general, suppose that the observed signal h is a superpositionof two di�erent sub-signals h1, h2, or
h = h1 + h2where h1 is sparsely generated using the model with the di
tionary A1 and h2 is sparselygenerated using other model with the di
tionary A2. If the optimal solutions (x̄1, x̄2) are obtainedby solving the Equation (1.1),

(x̄1, x̄2) = min
x1,x2

‖x1‖0 + ‖x2‖0 subje
t to ‖h−A1x1 −A2x2‖2 ≤ ǫ1 + ǫ2 (1.1)then, the solutions to the separation problem are 
al
ulated by h̄1 = A1 × x̄1, h̄2 = A2 × x̄2.This is the basis idea of Morphologi
al Component Analysis (MCA) algorithm. The su

ess ofthe separation MCA algorithm is the roles of di
tionaries Ai in a dis
riminant between 
ontenttypes, preferring the 
omponent hi over the other parts. Figure (1.1) presents one example howsparse representation is used to solve the image de
omposition problem.Clearly, in MCA algorithm, one of the important questions is what are the proper di
tionariesfor these kinds of 
ontents. To identify su
h di
tionaries, we need to know the 
ontents of images.In fa
t, in [41℄ the separation of the 
ontent of images has been done based on the assumptionthat images are 
ombined linearly of 
artoon and texture parts and the pre-de�ned di
tionariesare 
hosen by experien
e of the authors. Following the works in [160, 44, 14, 159℄, 
andidate pre-de�ned di
tionaries for texture part 
an be (lo
al) dis
rete 
osine transform, or Gabor transform,while the 
andidate for 
artoon parts in
lude the bi-orthogonal wavelet transform, isotropi
 àtrous algorithm, the lo
al ridgelet transform, or the 
urvelet transform. Be
ause of making a
hoi
e from one transform to another is usually done by experien
e, so it is not adapted to variouskind of images. This limitation 
an be over
ame by using MCA with learned di
tionaries. In [41℄,2



Figure 1.1: Illustration of the image de
omposition problem with sparse representation (extra
tedfrom [161℄)the di
tionaries are learned by applying K-SVD algorithm on the 
orrupted pat
hes of imagesitself. The separation is very su

essful, and one of the other remark is that this results area
hieved without the need to pre-spe
ify the di
tionaries for the two parts. Learned di
tionary
ombined with sparsity is also found in the work of Pan et al. [135℄ and Zhao et al. [192℄.However, the performan
e of above methods depends strongly on the size of the pat
h. Infa
t, if the size of the pat
h is too large, its sparse representation ve
tor is large. It means the
omputing 
ost time will in
rease. If this size is too small, it 
ould not 
ontain enough informationfor dis
rimination. Therefore, to over
ome this short
oming, we propose a method in the Chapter(4) using multi-resolution learned di
tionaries for separating text parts from graphi
al ones. Tothe best of our knowledge, it is the �rst times multi-resolution learned di
tionaries have beenused for the separation task. In general, the proposed method is a pat
h-based approa
h usingthe assumption that the representations of text 
andidate pat
hes in text learned di
tionariesare sparse, but they are not sparse enough in graphi
 learned di
tionaries.Classi�
ationThere are some previous works that use sparsity over learned di
tionary to enter in 
lassi�
ationtasks and then improve the 
lassi�
ation performan
e. To the best of our knowledge, the �rstapproa
h is the work of Raina et al with the self-taught learning (STL) method [141℄. In [141℄,the di
tionary is learned from an unlabeled dataset, then the sparse 
oding 
oe�
ients obtainedwhen 
oding elements of the labeled dataset serve as features whi
h are fed into an SVM 
lassi�er(see Algorithm (1)). STL algorithm is very e�
ient in the 
ase that the training and testing setsare aligned.Algorithm 1 STL algorithm1: (A,X)← TrainDi
tionary(H)2: Learn a 
lassi�er C by a linear SVM with input is X3: Xtest ← Lars(Htest , A) % Lars is a fun
tion used to �nd a sparse solution (see Chapter 2)4: Classify the set Xtest by CAnother noti
eable framework for invariant 
lassi�
ation is the framework proposed by Bar3



Chapter 1. Introdu
tion Dataset θ[0] S
ale STL HIA10 digits ±50 1 59.1 86.0
±50 ±0.2 55.6 83.63 Textures − − 76.4 94.74 Textures − − 75.6 91.2Table 1.1: Classi�
ation a

ura
y for the digits and texture data [%]. Only testing samples arerandomly transformed for the digits (su
h transformations are natural in the texture dataset)(extra
ted from [6℄)et al. [6℄. This approa
h integrates the ideas of the sparse representation theory and hierar
hi
alstru
tures. In fa
t, the authors used a log-polar mapping to 
onvert rotated and s
aled patternsinto shifted patterns in the new spa
e where they operate for learning the di
tionary and addinghierar
hy. This approa
h is the extension of the self-taught learning (STL) method [141℄ to ahierar
hi
al ar
hite
ture of di
tionary learning. Authors approved that this hierar
hi
al approa
hperforms better than the layered one, and by using learned di
tionary instead of pre-de�ned one.The results for 
lassifying the handwritten digits and texture images are improved (see Table(1.1)).There is other state-of-the-art algorithm based on dis
riminative di
tionary learning modelsthat gives good performan
es in 
lassi�
ation tasks [114, 115, 112℄. The authors in [114, 115, 112℄proposed a formulation for learning a di
tionary tuned for a 
lassi�
ation task whi
h is 
alledthe supervised di
tionary learning. It is a dis
riminative approa
h that e�e
tively exploits the
orresponding sparse signal de
ompositions in image 
lassi�
ation tasks. This work a�ordedan e�e
tive method for learning a shared di
tionary and multiple (linear or bilinear) de
isionfun
tions. The experiments done on MNIST [91℄ and USPS [73℄ handwritten digit datasetsshows promising results for this approa
h. In fa
t, this approa
h a
hieved state-of-the-art resultson MNIST with a 0.54 per
ent error rate, whi
h was similar to the 0.60 per
ent error rate in [142℄,and 2.84 per
ent error rate on USPS whi
h was slightly behind the 2.4 per
ent error rate in [65℄.The authors in [182℄ presented a method that 
omputes a spatial-pyramid image representa-tion based on sparse representation of lo
al features for image 
lassi�
ation. This method uses asele
tive sparse representation instead of traditional ve
tor quantization to extra
t salient prop-erties of lo
al des
riptors. In addition, sparse representation is used to operate lo
al max poolingon multiple spatial s
ales to in
orporate translation and s
ale invarian
e. An en
ouraging resultof this paper is the lo
al of features used instead of an image or pat
hes of image in the sparsityframework. This method is approved and works well when 
ombined with simple linear SVMsfor improving the s
alability of training, the speed of testing, and the 
lassi�
ation a

ura
y.The mentioned methods above usually working on the images, the pat
hes extra
ted fromimages, or even being developed to adapt to lo
al features of images as in [182℄. However,in the best of our knowledge, these methods gave no 
hara
teristi
 of the invarian
e of sparserepresentations. It means if the image/pat
h is 
hanged under some transformations su
h as s
ale,rotation, degradation, et
., then its 
orresponding sparse representation is not similar (or almostsimilar) to the sparse representation of original image in the same di
tionary. In addition, in the
ontext of symbol re
ognition, the des
ription of the symbol needs the invarian
e 
riteria underthe a�ne transformations. Thus, in the Chapter (5), our working hypothesis is that 'if a learneddi
tionary is optimized by taking into a

ount the data properties derived from a des
riptor, thusit not only spe
i�
ally adapted to the des
riptor but also provides the optimal approximationof the des
riptor'. Therefore, we propose a new approa
h in 
ontributing the ve
tor models4



of the symbols from their sparse representations over learned di
tionary of des
riptors. Ourapproa
h have been approved that it is not only keeping the invariant 
riteria under the a�netransformations but also improving the performan
e of the symbol retrieval system.Contributions and Organization of the thesisThe 
ontributions presented in this thesis follow the lines of how good sparse representations overredundant di
tionaries 
an help to in
rease the performan
e of noise redu
tion, text/graphi
alseparation, pattern re
ognition, and in lo
alization of elements into graphi
 do
uments su
h asar
hite
tural or ele
tri
 planes. Before presenting our 
ontributions in the �eld of symbol re
og-nition, do
ument pro
essing and the good performan
es a
hieved by our algorithms 
omparedto the state-of-the-art, we review in this thesis the motivation of 
onstru
ting the learned di
tio-nary instead of using pre-de�ned di
tionary and e�
ient algorithmi
 tools for building a learningdi
tionary. The methods used to solve the sparsity problem over learned di
tionary are alsoshown.Our works in this thesis will be reviewed in following organization:
• The �rst part in
ludes one 
hapter, 
hapter number (2), whi
h des
ribes the ba
kgroundof sparse representation and related works involving to the sparsity. In this 
hapter, thede�nitions about the sparse representation and learned di
tionary are presented. Detailreviews of state-of-the-art algorithms on �nding the sparse representation, on building thedi
tionary are also shown and dis
ussed 
arefully. Numeri
al experiments are performedwith the purpose of evaluating the 
omplexity and �nding out the advantage as well asdisadvantage of these algorithms for ea
h parti
ular problem.
• The se
ond part is a low pro
essing for do
ument �ltering and text/graphi
 separation:- We propose in 
hapter (3) an algorithm for de-noising do
ument images using sparserepresentations. Following a training set, this algorithm learns not only the maindo
ument 
hara
teristi
s, but also the noise in
luded into the do
uments. In thisperspe
tive, we propose to model the noise energy based on the normalized 
ross-
orrelation between pairs of noisy and non-noisy do
uments.- A new approa
h to extra
t text regions from graphi
al do
uments is presented in
hapter (4). In the proposed method, we �rst empiri
ally 
onstru
t two sequen
esof learned di
tionaries for the text and graphi
al parts respe
tively. Then, we 
om-pute the sparse representations of all di�erent sizes and non-overlapped do
umentpat
hes in these learned di
tionaries. Based on these representations, ea
h pat
h
an be 
lassi�ed into the text or graphi
 
ategory by 
omparing its re
onstru
tionerrors. Same-sized pat
hes in one 
ategory are then merged together to de�ne the 
or-responding text or graphi
 layers, whi
h are 
ombined to 
reate a �nal text/graphi
layer. Finally, in a post-pro
essing step, text regions are further �ltered out usingsome learned thresholds.
• The third part is our dedi
ations in symbol re
ognition and spotting symbols:- In 
hapter (5), we propose a new approa
h for symbol des
ription based on the 
om-bination between shape 
ontexts of interest points (SCIP) des
riptor with sparse rep-resentation over learned di
tionary. More spe
i�
ally, a di
tionary is learned fromtraining dataset being the SCIPs in symbols. Then, ea
h 
olumn of this di
tionary5



Chapter 1. Introdu
tionis 
onsidered as a visual word. Next, a ve
tor model for the symbol is 
onstru
tedbased on sparse representations of its SCIPs in the learned di
tionary and the tf-idfapproa
h adapted to the sparsity.- We propose an approa
h to deal with the problem of symbol spotting for graphi
aldo
uments using sparse representations in 
hapter (6). In the proposed method, adi
tionary is learned from a training database of lo
al des
riptors de�ned over thedo
uments. Following their sparse representations, interest points sharing similarproperties are used to de�ne interest regions. Using an original adaptation of informa-tion retrieval te
hniques, a ve
tor model for interest regions and for a query symbol isbuilt based on its sparsity in a visual vo
abulary where the visual words are 
olumnsin the learned di
tionary. The mat
hing pro
ess is then performed 
omparing thesimilarity between ve
tor models.Publi
ationsThe results shown in this thesis are reported from our following publi
ations:1. T-H Do, S. Tabbone and O. Ramos-Terrades, Noise suppression over bi-level graphi
aldo
uments using a sparse representation, CIFED 2012, Bordeaux, Fran
e.2. T-H Do, S. Tabbone and O. Ramos-Terrades, Text/graphi
 separation using a sparse rep-resentation with multi-learned di
tionaries, ICPR 2012, Tsukuba, Japan.3. T-H Do, S. Tabbone and O. Ramos-Terrades, New Approa
h for Symbol Re
ognitionCombining Shape Context of Interest Points with Sparse Representation. ICDAR 2013,Washington DC, USA.4. T-H Do, S. Tabbone and O. Ramos-Terrades, Do
ument Noise Removal using Sparse Rep-resentations over Learned Di
tionary, Do
Eng 2013, Floren
e, Italy.5. T-H Do, S. Tabbone and O. Ramos-Terrades, Spotting Symbol using Sparsity over LearnedDi
tionary of Lo
al Des
riptors, the 11th IAPR International Workshop on Do
umentAnalysis Systems, 2014, Tours, Fran
e.6. T-H Do, S. Tabbone and O. Ramos-Terrades, Sparse Representation over Learned Di
tio-nary for Visual Vo
abulary Constru
tion, in preparation.
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Chapter 2Sparsity and Learning Di
tionary
Contents 2.1 Sparse Representation . . . . . . . . . . . . . . . . . . . . . . . . . 92.2 Pursuit Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . 122.2.1 Greedy Mat
hing Pursuits . . . . . . . . . . . . . . . . . . . . . . . 122.2.2 Basis Pursuit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142.2.3 l1 Lagrangian Pursuit . . . . . . . . . . . . . . . . . . . . . . . . . . 162.3 Learning Di
tionaries . . . . . . . . . . . . . . . . . . . . . . . . . . 182.3.1 Core Idea for Learning Di
tionary . . . . . . . . . . . . . . . . . . . 182.3.2 The K-SVD Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . 192.3.3 The MOD Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . 202.3.4 The Online Learning Di
tionary Algorithm . . . . . . . . . . . . . . 222.3.5 The RLS-DLA algorithm . . . . . . . . . . . . . . . . . . . . . . . . 222.3.6 Numeri
al Demonstration of Learning Algorithms . . . . . . . . . . 222.4 Con
lusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23This 
hapter des
ribes the ba
kground of sparse representation and related works involving tothe sparsity. In parti
ular, the de�nitions about the sparse representation and learned di
tionaryare presented. Detail reviews of state-of-the-art algorithms on �nding the sparse representation,on building the di
tionary are also shown and dis
ussed 
arefully. Numeri
al experiments areperformed with the purpose of evaluating the 
omplexity, �nding out the advantage as well asdisadvantage of these algorithms for ea
h parti
ular problem and to set the 
hoi
e for our work.2.1 Sparse RepresentationA signal h ∈ R

L is stri
tly or exa
tly sparse if most of its entries are equal to zero, or the 
ardi-nality of the support of the signal #{1 ≤ i ≤ L|hi 6= 0} is mu
h less than L. A k−sparse signalis a signal that has exa
tly k nonzero entries. We 
an present a signal as a linear 
ombinationof k 
olumns (or atoms) of a given over-
omplete di
tionary A, su
h as
h = Ax =

k
∑

i=1

aixi (2.1)Mathemati
ally, if A = {a1, a2, . . . , aM} ∈ R
L×M ,M ≫ L is a full−rank matrix, then theunderdetermined linear system of equations (Equation (2.1)) will have in�nitely many di�erentsets of values for the x's (solutions) that satisfy it simultaneously.9



Chapter 2. Sparsity and Learning Di
tionaryFor example, the following system
{

x1 + 3x2 − 2x3 = 5

3x1 + 5x2 + 6x3 = 7.The solution set x = {x1, x2, x3} to this system 
an be des
ribed by the equations: x1 = −7x3−1and x2 = 3x3 +2 with x3 is the free variable while x1 and x2 are dependent on x3. The di�erentoptions for the free variables may lead to di�erent des
riptions of the same solution set: If
x1 is the free variable, and x2 and x3 are dependent, then we have x2 = −3/7x1 + 11/7 and
x3 = −1/7x1 − 1/7. Thus, ea
h free variable gives the solution set.In above example, the sets of su
h these x 
an be des
ribed using mathemati
al language.However, from the appli
ation point of view, one of the main tasks in dealing the above systemof equations is to �nd the proper x that 
an des
ribe h well 
omparing with others. In fa
t, thistask is the 
omputing and optimizing a signal approximation by 
hoosing the best di
tionarysub-set 
olumns. As the results, to gain this well-de�ned solution, a fun
tion f(x) is added toassess the desirability of a would-be solution x, with smaller values being preferred:

(Pf ) : min
x

f(x) subje
t to Ax = hIf f(x) is the l0 pseudo-norm ‖x‖0 (number nonzero elements in ve
tor x), then the problem
(Pf ) be
omes �nding the sparse representation x of h satisfying:

(P0) : min
x
‖x‖0 subje
t to Ax = h (2.2)In general, solving Equation (2.2) is often di�
ult (NP-hard problem) and, therefore, is
omputationally intra
table. It is ne
essary to �nd su�
iently fast algorithms 
omputing sub-optimally, but 'good enough' solution. One of the 
hoi
es is using greedy algorithms, su
h asMat
hing Pursuit (MP) [110℄, Orthogonal-MP (OMP) [137℄, Weak-MP [167℄, and Thresholdingalgorithm. In general, a greedy algorithm is an algorithm that follows solving the problemheuristi
 of making the lo
ally optimal single term updates with the hope of �nding a globaloptimum. In this 
ase, the set of a
tive 
olumns started from empty is maintained and expandedby one additional 
olumn of A at ea
h iteration. The 
olumn 
hosen is 
olumn that maximallyredu
es the residual error l2 in approximating h from the 
urrently a
tive 
olumns. The residualerror l2 is evaluated after 
onstru
ting an approximant in
luding the new 
olumn; if it falls belowa spe
i�ed threshold, the algorithm terminates.The other 
hoi
e is to relax l0-norm by repla
ing it with lp-norms for some p ∈ (0, 1] or bysmooth fun
tions su
h as ∑i log(1+αx2i ),
∑

i x
2
i /(α+ x2i ), or ∑i(1− exp(−αx2i )). The ex
itingalgorithm of this family is the FO
al Underdetermined System Solver (FOCUSS) by Gorodnitskyand Rao [64℄. In this algorithm, the lp-norm (for some �xed p ∈ (0, 1]) is represented as a weighted

l2-norm by using Iterative-Reweighed-Least-Squares (IRLS) method.Another popular strategy is to repla
e the l0-norm by the l1-norm proposed by Donoho etal [35℄
(P1) : min

x
‖W−1x‖1 subje
t to Ax = h (2.3)The matrix W is a diagonal positive-de�nite matrix. A natural 
hoi
e for the entry in W is

w(i, i) = 1/‖ai‖2. Let x̃ = W−1x, then Equation (2.3) is re-formulated as
(P1) : min

x̃
‖x̃‖1 subje
t to h = AWx̃ = Ãx̃ (2.4)10



2.1. Sparse Representation
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Figure 2.1: Left: Minimun l − 1 solution of Ax = h for M = 2. Right: Geometry of l1minimization for M = 3.in whi
h Ã is the normalized version of A. Equation (2.4) is the 
lassi
 basis pursuit format, andthe solution x 
an be found by de-normalizing x̃. Thus, (P1) usually be used with a normalizedmatrix.Be
ause the purpose is to �nd the sparse representation in the solution, so, when 
onvex
l0−norm to l1−norm then basis pursuit has to ensure to re
over sparse solutions and that 
anbe explained using a geometri
 interpretation of basis pursuit as following: Let P is the a�nesubspa
e of RM of 
oordinate ve
tors that re
over h ∈ R

L

P = {x ∈ R
M : Ax = h}A basis pursuit �nds in P an element x̄ of minimum l1-norm. It 
an be found by in�atingthe l1-norm ball Bτ by in
reasing τ until Bτ interse
ts P .

Bτ = {x ∈ R
M : ‖x‖1 ≤ τ} ⊂ R

MThis geometri
 
on�guration is depi
ted for M = 2 and M = 3 in Figure (2.1). Thus, theoptimal solution x̄ is likely to have zeros or 
oe�
ients 
lose to zeros when it is 
omputed byminimizing an l1− norm.The solution for (P1) problem 
an by found by some existing numeri
al algorithms, su
has Basis Pursuit by Linear Programming [20℄, IRLS (Iterative Reweighed Least Squares) (for
p = 1) [28℄. Following [109℄, basis pursuit is 
omputationally more intense than a mat
hingpursuit, but it is a more global optimization that yields representations that 
an be more sparse.If there exists some appropriate 
onditions on A and x, like

‖x‖0 ≤
1

2
(1 +

1

maxi6=j
|aTi aj |

‖ai‖2‖aj‖2

)then Basi
 Pursuit and OMP give the unique solution of (2.4) and it is also the unique solutionof (P0).Sometimes, the exa
t 
onstraint h = Ax is 
hanged by relaxed one by using the quadrati
penalty fun
tion Q(x) = ‖Ax−h‖22 ≤ ǫ, with ǫ ≥ 0 is the error toleran
e. Thus, an error-tolerantversion of (P0) is de�ned by:
(P ǫ

0 ) : min
x
‖x‖0 subje
t to ‖Ax− h‖2 ≤ ǫIn (P ǫ

0 ) the l2-norm used for evaluation the error of Ax−h 
an be repla
ed by other options,as l1, l2, or l∞. We 
an see one of advantages of this 
hange through noise removal. Assuming11



Chapter 2. Sparsity and Learning Di
tionarythat signal h has noise e with �nite energy ‖e‖22 ≤ ǫ2, h = Ax+ e. Solving (P ǫ
0 ) 
an help us to�nd the solution x̄ that bases on it we 
an �nd the unknown denoised signal h̄ by h̄ = Ax̄.Similarly, when relaxing l0-norm to a l1-norm, we get (P ǫ

1 ) known in the literature as basispursuit denoising (BPDN)
(P ǫ

1 ) : min
x
‖x‖1 subje
t to ‖Ax− h‖2 ≤ ǫ (2.5)The solution to (P ǫ

1 ) is pre
isely the solution to the following un
onstrained optimizationproblem
(Qλ

1 ) : min
x

λ‖x‖1 +
1

2
‖Ax− h‖22 (2.6)where the Lagrange multiplier λ is a fun
tion of A,h and ǫ. In the statisti
al ma
hine learning
ommunity, the problem (Qλ

1 ) is used for regression over a 
omprehensive set of features beingthe 
olumns of A. Its goal is to �nd a simple linear 
ombination of a few features that 
ouldexplain the ve
tor output of a 
omplex system h. Thus, solving (Qλ
1 ) not only provides a wayto get su
h regression, but it also sele
ts a small subset of features. (Qλ

1) is well-known underthe name LASSO (Least Absolute Shrinkage and Sele
tion Operator) that was 
on
eived byFriedman, Hastie and Tibshirani [170℄. The LASSO team and Efron also proposed an e�e
tivealgorithm, 
alled LARS (Least Angle Regression Stagewise) [40℄ that guarantees the solutionpath of (Qλ
1 ) is the global optimizer.The generalized version of (Qλ

1 ) has the form in Equation (2.7) where ρ(.) is any 'sparsity-promoting ' fun
tion. For example, when ρ(x) = |x|, 1Tρ(x) = ‖x‖1, we get Equation (2.6).
min
x

λ1Tρ(x) + 1

2
‖Ax− h‖22 (2.7)Minimization Equation (2.7) 
an be treated using various 
lassi
 iterative optimization algo-rithms, as Steepest-Des
ent, Conjugate-Gradient, or interior-point algorithms. However, in the
ase for high-dimensional problem, these methods perform very poorly [41℄. Thus, a new familyof numeri
al algorithms has been developed, 
alled Iterative-Shrinkage algorithms. Some of algo-rithms in this family in
lude Stage-wise Orthogonal-Mat
hing-Pursuit (StOMP) algorithm [26℄,EM and Bound-Optimization approa
hes [57, 55℄, IRLS-based shrinkage algorithm, and Parallel-Coordinate-Des
ent(PCD) algorithm [41℄.2.2 Pursuit AlgorithmsIn this se
tion, we will des
ribe deeper algorithms mentioned in Se
tion (2.1). Following theproblem that we want to deal with (P0), (P ǫ

0 ); (P1), (P ǫ
1 ); or (Qλ

1), we divide algorithms intothree 
lasses in
luding the greedy mat
hing pursuit, the basis pursuit, and the l1 lagrangianpursuit, respe
tively.2.2.1 Greedy Mat
hing PursuitsMat
hing pursuit algorithm introdu
ed by Mallat and Zhang [110℄ 
omputes signal approx-imations from the over-
omplete di
tionary. In this method, the 
olumn (or atom) of thedi
tionary is sele
ted iteratively one by one.Let A = {a1, a2, ..., aM} ∈ R
L×M is an over-
omplete di
tionary having a unit norm and Ain
ludes M linearly independent 
olumns. The mat
hing pursuit begins by proje
ting the12



2.2. Pursuit Algorithmssignal h = {h1, h2, ..., hL} on a 
olumn ai ∈ A and 
omputing the residue r1 with r0 = h.
h = ai ×

L
∑

j=1

hjai[j] + r1

= 〈h, ai〉ai + r1Be
ause all 
olumns in A are linearly independent, so r1 is orthogonal to ai. It means
‖h‖2 = |〈h, ai〉|2 + ‖r1‖2To minimize residue ‖r1‖2, we need to 
hoose the 
olumn ai su
h as |〈h, ai〉| is the maximum.This pro
edure is iterated by sub-de
omposing the residue r1. For instan
e, assuming m-thorder residual rm is already 
al
ulated for m > 0, then in the next iteration, we need to
hoose the 
olumn aim that maximize |〈rm, aim〉|.Weak-Mat
hing-Pursuit is mat
hing pursuit but rather than sear
hing for the largest inner-produ
t value |〈rm, aim〉| the sele
ted 
olumn aim is the 
olumn that satis�es Equation(2.9) where α ∈ (0, 1].

|〈rm, aim〉| > α sup
j=1,...,M

|〈rm, aj〉| (2.9)Orthogonal Mat
hing Pursuit improves the mat
hing pursuit approximations by orthogonal-izing the dire
tions of proje
tion. The sele
ted 
olumn aim now have to be orthogonal tothe previously sele
tion 
olumns {aik}k=1,...,m. This 
an be done by proje
ting the residueson an orthogonal family {uk}1≤k<m 
omputed from {aik}1≤k<m using Gram-S
hmidt algo-rithm. Let u0 = ai0 , then Gram-S
hmidt algorithm 
omputes um by Equation (2.10).
uk = aik −

k−1
∑

l=0

〈ul, ail〉
‖ul‖2

ul (2.10)and the residue rk is proje
ted on uk instead of aik
rk =

〈rk, uk〉
‖uk‖2

uk + rk+1 (2.11)Summing the Equation (2.11) for 0 ≤ k < m, and with the r0 = h yields:
h =

m−1
∑

k=0

〈rk, uk〉
‖uk‖2

uk + rmLet PVk
be the orthogonal proje
tor on the spa
e Vk generated by {uk}0≤k<m, then for any

k ≥ 0 the residual rk is the 
omponent of h that is orthogonal to Vk:
rm = h−

m−1
∑

k=0

〈rk, uk〉
‖uk‖2

uk (2.12)The orthogonal mat
hing pursuit sele
t aim that maximize |〈rm, aim〉| with rm is 
al
ulatedusing Equation (2.12). 13
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Figure 2.2: Performan
e of the greedy mat
hing pursuits algorithmsNumeri
al Demonstration of Greedy Mat
hing Pursuits We 
on
lude the dis
ussion onthe greedy mat
hing pursuits algorithms by 
omparing their behaviors on a simple 
ase.To do that, a random di
tionary of the size 50 × 100 with entries drawn from the normaldistribution, and a sparse ve
tors x with independent and identi
ally-distributed (iid) ran-dom supports of 
ardinalities in the range [1; 15] are 
reated. Using l2-norm to normalizethe 
olumns of random di
tionary, we get the normalize di
tionary A ∈ R
50×100 and ave
tor h = Ax is 
omputed on
e A, x is generated. Now, we 
onsider A,h as the input forthe MP, OMP or weak-MP algorithm and perform to seek the solution x̄ that is the most
lose to original x.To verify the performan
e of the greedy mat
hing pursuit algorithms, two measures, named

l2-error, and the support re
overy are used. The l2-error is 
omputed as the ratio ‖x̄−x‖2

‖x‖2that indi
ate the l2-proximity between the two solutions: the approximation solution x̄ andthe ideal solution x. The distan
e between the supports of the two solutions is 
al
ulatedas in Equation (2.13) where S̄, S are the supports of x̄, x, respe
tively (we re
all that thesupport of a sparse representation solution is its number of non-zero entries).distan
e(S̄, S) = max{|S̄| , |S|} − |S̄ ∩ S|
max{|S̄| , |S|} (2.13)If the two supports are the same, the distan
e is zero and if a distan
e is 
lose to 1, thenthe two supports are entirely di�erent.We have done this experiment 200 times and 
al
ulated the average values. Figure (2.2)presents the results. Overall, all algorithms perform well for low-
ardinalities, and the bestperforming method is the OMP. The di�eren
e between the MP and Weak MP is quiteslight.2.2.2 Basis PursuitBasis Pursuit As we know from the previous se
tion, a mat
hing pursuit performs a lo
aloptimization. However, the basis pursuit performs a more global optimization. To dothat, the 
onvex optimization as in Equation (2.4) is rewritten as a linear programmingproblem. Before showing how to re
ast the 
onvex optimization as linear programming,we will review a standard-form linear programming problem that is introdu
ed by Gill14
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Figure 2.3: Performan
e of IRLS and BP (using Matlab's Linear-Programming) algorithmset al [63℄. Following [63℄, linear programming problem is a 
onstrained optimization overpositive ve
tor d = {d1, d2, ..., dL} ∈ (R+)L. Let b = {b1, b2, ..., bK} ∈ R
K ,K < L, c =

{c1, ..., cL} ∈ R
L be a non-zeros ve
tor, and Φ ∈ R

K×L is a matrix. Linear programming�nds d ∈ (R+)L su
h as d is the solution of the minimization problem
min

d∈(R+)L

L−1
∑

i=0

dici subje
t to Φd = bNow, 
oming ba
k to the basis pursuit optimization and without loss of generality, let Abe a normalized matrix, we have
min
x
‖x‖1 subje
t to Ax = h (2.14)If x ∈ R

M is de
omposed into 2 sla
k variables t, v ∈ R
M su
h as x = t− v, and de�ning

Φ = (A,−A) ∈ R
L×2M , c = 1, d = (t, v) ∈ R

2M , and h = b then Equation (2.14) isrewritten as linear programming sin
e
2M−1
∑

i=0

dici = ‖x‖1 and Φd = At−Av = hOn
e the basis pursuit is reformulated as a linear programming, it 
an be solved usingmodern interior-point methods, simplex methods that are better than the greedy algorithmsas they obtain the global solution of a well-de�ned optimization problem.Numeri
al Demonstration of Basis Pursuit To evaluate the solution of the Basis Pursuit,two relaxation-based algorithms are performed and 
ompared using the same example andthe measures mentioned in Se
tion (2.2.1). The �rst one is the IRLS for p = 1, and these
ond one is the linear-programming by Matlab.Figure (2.3) shows eviden
e that the IRLS and BP solver linear-programming by Matlabprovide a better approximation to the problem in Equation (2.4) in both evaluated measuresof quality 
ompared to OMP. However, Table (2.1) presents that 
omputing the solutionof Equation (2.4) by the BP and IRLS take mu
h more time 
ompared to the OMP (thebest algorithm in greedy mat
hing algorithms). 15



Chapter 2. Sparsity and Learning Di
tionary1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 AverageOMP 0.249 2.883 0.139 0.087 0.105 3.162 0.722 0.206 0.205 0.210 0.661 3.243 0.611 5.742 1.415 2.955IRLS 13.92312.78122.16713.62913.32414.38314.06313.64013.99313.74417.19315.29015.30518.44418.90115.385BP by Linear Pro36.592 5.373 4.210 4.516 4.639 3.7900 4.396 4.3300 4.338 4.491 4.861 4.221 4.415 4.506 4.243 6.595Table 2.1: Time ×10−2 (se
onds) performan
e of di�eren
e methods 
orresponding to the 
ardi-nality of the true solution2.2.3 l
1 Lagrangian PursuitThe Equation (2.6), that is 
alled hereafter by the name l1 lagrangian pursuit or lagrangian basispursuit, is often preferred be
ause of its 
lose 
onne
tion to 
onvex quadrati
 programming, forwhi
h many algorithms are available. Several algorithms in
lude the gradient pursuits [12℄,the Gradient Proje
tion for Sparse Re
onstru
tion (GPSR) [56℄, and the Stage-wise OrthogonalMat
hing Pursuit (StOMP) method [37℄. In [12℄, a greedy element sele
tion is done similarly asdone in MP and OMP. However the 
ostly orthogonal proje
tion is a

omplished by applyingdire
tional optimization s
hemes that are based on the gradient, the 
onjugate gradient, and anapproximation to the 
onjugate gradient. The authors in [56℄ Figueiredo et al deal with the l1lagrangian pursuit problem by reformulating (Qλ

1) as the bound-
onstrained quadrati
 program,and then solve it using a Barzilai-Borwein gradient proje
tion algorithm originally developed inthe 
ontext of un
onstrained minimization of a smooth nonlinear fun
tion. StOMP [37℄ allows to�nd the approximate sparse solution of underdetermined systems with the property either thatthe di
tionary A is random or that the non-zeros in x are randomly lo
ated, or both.Another approa
h that is widely used by many resear
hers to deal with (Qλ
1) is using aniterative pro
edure based on shrinkage (also 
alled soft thresholding).Soft thresholding is an iterative algorithm that solves (2.6) with a soft thresholding to de
reasethe l1-norm of 
oe�
ients x, and a gradient des
ent to de
rease the value of ‖h−Ax‖.1 Initialization Choose x0 = 0, let k = 0;2 Gradient step Update

x̄k = xk + γ(ATh−ATAxk) (2.15)where γ ≤ 2‖ATA‖−13 Soft thresholding Compute the 
omponents xk+1[p] from x̄k

xk+1[p] = ργλ(x̄k[p]) where ργλ(a) = amax(1− γλ

|a| , 0) (2.16)4 Stop If ‖xk − xk+1‖ ≤ ǫ then stop the iterations, otherwise set k = k+1 and go ba
kto Gradient stepThe 
ondition γ ≤ 2‖ATA‖−1 is the 
onvergen
e 
ondition.Ba
kproje
tion If Equation (2.16) is repla
ed by an orthogonal proje
tion on the support of
x, named Λ̃ as

xk+1[p] =

{

0 if p /∈ Λ̃

x̄k[p] if p ∈ Λ̃then approximation error is redu
ed by a ba
kproje
tion that re
overs xΛ̃ from x̄. The
onvergen
e is then guaranteed and depends on AΛ̃ being 
olumns of A at the index Λ̃.16



2.2. Pursuit AlgorithmsIRLS-based iterative shrinkage algorithm starts with x0 = 1 and repla
es Equation (2.16)by
xk+1[p] = x̄k[p]

xk[p]
2

γλ|xk[p]|+ xk[p]2PCD iterative-shrinkage algorithm repla
es the gradient step by
x̄k = xk + diag(ATA)−1(ATh−ATAxk)and then the iterative equation (Equation (2.16)) be
omes

xk+1[p] = (1− γ)xk[p] + γρdiag(ATA)−1λ(x̄k[p])Numeri
al Demonstration of l1 Lagrangian Pursuit To present the behavior of some meth-ods used to solve l1 lagrangian pursuit, we have done a syntheti
 test on three algorithms,named the soft thresholding, the IRSL-based and the PCD, to minimize the followingfun
tion in the 
ase λ = 1

min
x

λ‖x‖1 +
1

2
‖h−Ax‖22In this experiment, to redu
e the 
omputing time in the multipli
ation A to its adjoint,we use a Hadamard matrix to 
onstru
t A as suggested by Elad in [41℄ be
ause of theavailability of a Fast-Hadamard Transform operation. A is 
onstru
ted by A = PHQwhere H ∈ R

218×218 is a Hadamard matrix, Q ∈ R
218×218 is the diagonal matrix and

P ∈ R
214×218 is then identity matrix. The ideal solution x0 is a sparse ve
tor with 1500iid entries in random lo
ations. On
e A and x0 are 
reated, the ve
tor h is 
omputedby h = A × x0 + v where v is a random ve
tor with iid entries, drawn from a Gaussiandistribution with zero mean and standard−deviation equals 0.2.
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Chapter 2. Sparsity and Learning Di
tionaryThe quality of the obtained solutions is 
ompared using the ratio ‖xk − x0‖22
‖x0‖22

that indi
atesthe l2 proximity between the approximation xk at the iteration number k−th and the idealsolution x0. The value of this ratio should below 1 and 
lose to 0 to indi
ate that therelative error in the solution is small. Figure (2.4) presents the results obtained by threemethods with 100 iterations. As we 
an see, the weakest performing method among three isIRLS-based algorithm and the best performing one is PCD. In fa
t, IRLS-based algorithmtends to get stu
k while PCD provides nearly perfe
t 
onvergen
e results after 10 iterations.2.3 Learning Di
tionariesThe e�e
t in �nding the sparse representations of signals depends dire
tly on a di
tionary A,and the best di
tionary is the di
tionary leading to the sparsest representation. Hen
e the largerthe di
tionary, the higher the 
omputation 
ost time for 
al
ulating the sparse representation.Therefore, there is a trade-o� between the size of the di
tionary and the 
omputation time. Basedon detailed theoreti
al analysis about the representation of the signal with a �xed number of non-zeros from the transform 
oe�
ients (or best M-term approximation), a 
ategory of redundantdi
tionaries has been proposed in the literature and two well-known redundant di
tionaries beingridgelets and 
urvelets.Ridgelets and 
urvelets are multis
ale orientation-sele
tive transforms that were developedto over
ome the weakness of the wavelet transform in the 
ase dealing with lines, 
urves, andedges in images. They have had 
onsiderable su

ess in a 
omprehensive range of image pro-
essing appli
ations, in
luding denoising [158, 147, 70, 19℄, 
omponent separation [159, 71℄, de-te
tion [81, 72℄, inpainting [44, 52℄, and blind sour
e separation [13, 15℄. Other 
onstru
tionsbelonging to this family of multis
ale orientation-sele
tive transforms have been investigated asthe 
ontourlets [34, 33, 50℄, platelets [179℄, 
omplex dire
tional wavelet transforms [53, 54, 174℄,shearlets [90℄, bandlets [139, 140℄, dual-tree 
omplex wavelet transforms [87, 152℄, dire
tion-lets [175℄, grouplets [108℄.One reason for the su

ess of these pre-
onstru
ted di
tionaries is the availability of fasttransforms algorithms, whi
h are available in non
ommer
ial software pa
kages. However, theyare limited to the images that they are designed to handle. Thus, they are di�
ult to be used fora new family of images. For example, in the 
ase of graphi
al symbols images. This motivates inresear
hing to �nd out another approa
h for obtaining di
tionaries from the underlying empiri
aldata that 
an be able to adapt better to any family of images.The initial study is taken by Olshausen et al [132, 133℄. Later work by Lewi
ki [93℄, Lesageand Engan [46℄, Delgado [31℄, Gribonval [92℄, Aharon [2℄, and others. This se
tion des
ribesthe 
ore of learning methodology for 
onstru
ting di
tionary A and four well-known learningalgorithms in
luding the K-SVD by Aharon et al., the Method of Optimal Dire
tions (MOD)by Engan et al., the online learning di
tionary (OLD) by Marial et al., and the RLS-DLA bySkretting and Engan.2.3.1 Core Idea for Learning Di
tionaryIn a general learning methodology, a family S signals {hj}Sj=1 is 
onsidered as the trainingdatabase. The goal is to �nd a di
tionary A ∈ R
L×M in whi
h ea
h signal hj ∈ RL has anoptimal sparse approximation h̄j ⋍ Axj satisfying ‖h̄j − hj‖2 ≤ ǫ, or �nding:18



2.3. Learning Di
tionaries
min
A,xj

S
∑

j=1

‖xj‖1 subje
t to ‖hj −Axj‖2 ≤ ǫ, for all j = 1, .., S (2.17)If we 
hoose to 
onstrain the sparsity, then Equation (2.17) is rewritten as following:
min
A,xj

S
∑

j=1

‖hj −Axj‖22 subje
t to ‖xj‖0 ≤ k0, for all j = 1, .., S (2.18)In terms of matrix fa
torizations, if we 
onsider H ∈ R
L×S as the matrix formed from all thedatabase ve
tors 
olumn-wise, and similarly, all the 
orresponding sparse representations into amatrix X ∈ R

M×S, then in the 
ase ǫ = 0, the problem of dis
overing an underlying di
tionary(Equation (2.18)) is thus the same as the problem of dis
overing a fa
torization of the matrix Yas AX where X has sparse 
olumns.This di
tionary 
an be obtained by the learning pro
ess. This pro
ess iteratively adjusts Avia two main steps: sparse 
oding stage and update di
tionary stage. In the sparse 
oding stage,all sparse representations X = {xj}Sj=1 ∈ R
M×S of H = {hj}Sj=1 ∈ R

L×S are found by solvingequation (2.5) on 
ondition that A is �xed. Any methods mentioned in Se
tion (2.2) 
an be used.In the update di
tionary stage, an updating rule is applied to optimize the sparse representationof all examples. In general, a way of updating the di
tionary in the se
ond step is di�erent fromea
h learning algorithm to others.2.3.2 The K-SVD AlgorithmIn the K-SVD algorithm, proposed by [2℄, the updating rule is to make a modi�
ation in thedi
tionary's 
olumns. At this step, ea
h 
olumns aj0 of A is updated sequentially su
h that theresidual error (2.19) is minimized, where X and {a1, ...aj0−1, aj0+1, ..., aM} are �xed,
‖H −AX‖2F = ‖H −

M
∑

j=1

ajx
T
j ‖2F

= ‖(H −
∑

j 6=j0

ajx
T
j )− aj0x

T
j0‖

2
F

= ‖Ej0 − aj0x
T
j0‖

2
F

(2.19)
In the des
ription (2.19), xTj0 ∈ R

S is the j0-th row in X. Be
ause X and all the 
olumns of Aare �xed ex
epted the 
olumn aj0 , so Ej0 = H−
∑

j 6=j0
ajx

T
j is �xed. It means that the minimumerror ‖H−AX‖2F depends only on the optimal aj0 and xTj0 . This is the problem of approximatinga matrix Ej0 with another matrix whi
h has a rank 1 based on minimizing the Frobenius norm.The optimal solutions ãj0 , x̃

T
j0


an be given by the SVD (Singular Value De
omposition) of Ej0of rank r1, namely
ãj0 x̃

T
j0 = Q1ŨQ2where Q1 = {q11 , ..., q1n}, U = diag(σ1, σ2, ..., σr1), Q2 = {q21 , ..., q2l } is the singular value de-
omposition (SVD) of Ej0 : Ej0 = Q1UQ2; and Ũ is the same matrix as U ex
ept that it 
ontainsonly one singular values σ1 (the other singular values are repla
ed by zero). This means ãj0 = q11and x̃Tj0 = σ1q

2
1 . However, the new ve
tor x̃Tj0 is very likely to be �lled, implying that the numberof non-zeros in the representation of X is in
reased, or the 
ondition about the sparsity of X 
anbe broken. 19



Chapter 2. Sparsity and Learning Di
tionaryThis problem 
an be over
ome as follows. De�ne the group of indi
es where xTj0 is nonzero:
ωj0 = {i|1 ≤ i ≤ S, xTj0(i) 6= 0}.and a matrix Ωj0 ∈ R

S×|ωj0
| with Ωj0(ωj0(i), i) = 1 and zeros elsewhere. Let1. xRj0 = xTj0Ωj0 , xRj0 ∈ R
|ωj0

|2. ER
j0

= Ej0Ωj0 , ER
j0
∈ R

L×|ωj0
|and return to equation (2.19), this equation is equivalent to the minimization of

‖Ej0Ωj0 − aj0x
T
j0Ωj0‖2F = ‖ER

j0 − aj0x
R
j0‖

2
F (2.20)Note that the solution of (2.20) x̃Rj0 has the same support as the original x̃Tj0 , and the optimalvalues x̃Rj0 , ãj0 
an be obtained by �nding the SVD of a subset of the 
olumns of the error matrix

ER
j0

of rank r2: ER
j0

= GDV T . The solution for ãj0 is de�ned as the �rst 
olumn of G, and the
oe�
ient ve
tor x̃Rj0 as the �rst 
olumn of V multiplied by d1, with D = diag(d1, d2, ..., dr2).More details about the K-SVD algorithm 
an be found in algorithm (2)Algorithm 2 Learning algorithm K-SVDINPUT: A(0) ∈ R
L×M ; H = {hi}Si=1; k = 0;1. Initialize: Normalization the 
olumns of matrix A(0);2. Main Iteration

k = k + 1;while (‖H −A(k)X(k)‖2F is not small enough) do- Solve (P ǫ
1 ) to �nd all sparse representation {xi}Si=1 of {hi}Si=1for (j0 = 1 to M) do- De�ne: ωj0 = {i|1 ≤ i ≤ S, xTj0(i) 6= 0}- Cal
ulate Ej0 via equation Ej0 = H −∑

j 6=j0
ajx

T
j- Let ER

j0
is the submatrix of Ej0 on the 
olumns 
orresponding to ωj0- Cal
ulate SVD of ER

j0
: ER

j0
= GDV T .- Updating : aj0 = s1 and xRj0 = d1v1 with G = {g1, ..., gL}, V = {v1, ..., v|ωj0

|}, D =diag(d1, d2, ..., dr2)end forend whileOUTPUT: The result A(k)2.3.3 The MOD AlgorithmIn the Method of Optimal Dire
tions (MOD) algorithm or iterative least squares di
tionarylearning algorithm (ILS-DLA), proposed by Engan et al [45, 47℄, the updating rule is to makethe mean of the set of norm residuals as small as possible. Assuming that A(k) is the di
tionaryobtained after k-th iteration, MOD update the di
tionary by taking the residuals and �nding anadjustment matrix B ∈ R
L×M su
h as a minimization of the problem (2.21).20



2.3. Learning Di
tionaries
min
B

∑

j

‖ej −Bxj‖22 = min
B

∑

j

‖hj − h̄j −Bxj‖22

= min
B

∑

j

‖hj −A(k)xj −Bxj‖22

= min
B

∑

j

‖hj − (A(k) +B)xj‖22

= min
B
‖H − (A(k) +B)X(k)‖2F

(2.21)
In Equation (2.21), ej is the residual ve
tor ej = hj − h̄j where h̄j = A(i) × xj and xj is thesparse representation of hj in the di
tionary A(k). On
e B is found, then A(k+1) = A(k) +B.Analyzing Equation (2.21) we have

min
B

∑

j

‖ej −Bxj‖ = min
B
‖H − (A(k) +B)X(k)‖2F

= min
B
{tra
e([H − (A(k) +B)X(k)]

T [H − (A(k) +B)X(k)])}

= min
B
{tra
e(((A(k) +B)X(k)X

T
(k)((A(k) +B)T )− 2× tra
e((A(k) +B)X(k)H

T )}

= min
B
{tra
e(BX(k)X

T
(k)B

T ) + 2× tra
e(B(X(k)X
T
(k)A(k) −X(k)H

T ))}(2.22)Taking the derivative of (2.22) with respe
t to B and setting to zero yields BX(k)X
T
(k) =

HXT
(k) −A(k)X(k)X

T
(k). Thus, we have

A(k+1) = A(k) +B = HXT
(k)(X(k)X

T
(k))

−1 (2.23)Spe
i�
ally, more details about the MOD algorithm 
an be found in algorithm (3)Algorithm 3 Learning algorithm MODINPUT: A(0) ∈ R
L×M ; H = {hi}Si=1; k = 0;1. Initialize: Normalization the 
olumns of matrix A(0);2. Main Iteration

k = k + 1;while (‖H −A(k)X(k)‖2F is not small enough) do- Solve (P ǫ
1 ) to �nd all sparse representation {xi}Si=1 of {hi}Si=1- Updating : A(k+1) = A(k) +B = HXT

(k)(X(k)X
T
(k))

−1end whileOUTPUT: The result A(k)If H is in�nitely large, an alternative of ILS-DLA (or MOD), named LS-DLA algorithm 
anbe used, in whi
h the di
tionary update step is formulated as following
A(k) = (β(k)H(k−1)X

T
(k−1) +H(k)X

T
(k))(β(k)X(k−1)X

T
(k−1) +X(k)X

T
(k))

−1 (2.24)In Equation (2.24), H(k) is the subset of training ve
tors used at the iteration number k−th.We 
an see if the training set H is the 
omplete �nite, then H(k) = H, β(k) = 0, and updatingequation (2.24) is the same as the updating equation of MOD (Equation (2.23)). 21



Chapter 2. Sparsity and Learning Di
tionary2.3.4 The Online Learning Di
tionary AlgorithmIn the online di
tionary learning (ODL) algorithm [113℄, the update rule pro
esses ea
h trainingve
tor h in ea
h iteration, or the updated di
tionary is 
al
ulated from Equation (2.24) with
β(k) = 1, and x is sparse representation of h in A(k−1).

A(k) = (H(k−1)X
T
(k−1) + hxT )(X(k−1)X

T
(k−1) + xxT )−1In fa
t, the 
omputationally demanding 
al
ulation of A(k) is done using the warm restartalgorithm. Let tj, sj be the j−th 
olumns of the (X(k−1)X
T
(k−1) + xxT ), (H(k−1)X

T
(k−1) + hxT )matri
es, then 
olumn number j of updated di
tionary A(k), named aj

(k)
is 
al
ulated as following:

uj = aj(k−1) + (sj −A(k−1)tj)
1

tj [j]

aj(k) =
uj

max (‖uj‖2, 1)2.3.5 The RLS-DLA algorithmThe re
ursive least squares di
tionary learning algorithm (RLS-DLA) [155℄, as ODL algorithmperforms an update rule based on pro
essing just one training ve
tor h in ea
h iteration. The im-provement of RLS-DLA 
ompared to LS-DLA is that the updated di
tionary is 
al
ulated dire
tlywithout using neither matrix (β(k)H(k−1)X
T
(k−1)+hxT ) nor the matrix (β(k)X(k−1)X

T
(k−1)+xxT ).More pre
iously, the updated rule is done as following:

A(k+1) = A(k) + β(k)r(k)u
T
(k) (2.25)where r(k) is the representation error: r(k) = h − A(k)x, ve
tor u(k) is 
al
ulated by u(k) =

β−1
(k)C(k)x. The C-matrix is 
omputed as following:

C(k) = β−1
(k−1)C(k−1) − α(k−1)uk−1u

T
k−1, (2.26)with C(0) is the identity matrix, and α(k−1) =

1

(1 + xTu(k−1))
.2.3.6 Numeri
al Demonstration of Learning AlgorithmsIn this se
tion, we will do syntheti
 experiments to 
ompare several learning algorithms: theMOD, the K-SVD, the ODL, and the RLS-DLA algorithm. In the syntheti
 experiment, �rsta random di
tionary with iid Gaussian entries is 
reated. Normalizing the 
olumns of thisdi
tionary following the l2-norm, we got a true di
tionary A ∈ R

L×M . Next, a training datasetin
luding S = 8000 training signals are generated su
h as ea
h training signal is a random
ombination of six 
olumns of A with 
oe�
ients drawn from the normal distribution. A randomzero-mean Gaussian noise with σ = 0.1 is also added to ea
h signal and the learning algorithmsare run with 100 iterations. In the RLS-DLA algorithm, the value of β(k) is in
reased from
β(0) = 0.99 to 1 as following

β(k) =

{

1− (1− β(0))(1− k/τ)3 if k ≤ τ

1 if k > τ22
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Figure 2.5: Average representation errors obtained at ea
h iterationwhere the parameter τ = 50 × M
S is the argument value set by experiment. The algorithms are
ompared to ea
h other using average representation error measure 
al
ulated at ea
h iterationas following

1

S
×

S
∑

j=1

‖hj −Axj‖22Figure (2.5) shows an average representation errors obtained at ea
h iteration of all 
omparedalgorithms. From this �gure, we 
an see that two algorithms K-SVD and MOD behave similarlyand 
omparably, with a small advantage to the K-SVD. We 
an remark from this �gure thatthese two algorithms perform better than ODL and RLS-DLA also. In addition, in the ODL andRLS-DLA algorithms, the pro
ess of updating the di
tionary is based on 
al
ulating ea
h trainingsignal in ea
h iteration while this pro
ess in K-SVD is done on ea
h 
olumn of the di
tionary.Moreover, the number of 
olumns in the di
tionary is mu
h smaller than the number of trainingsignals. Thus, the 
omputing time in ODL and RLS-DLA is higher than K-SVD. Besides, fromEquations (2.25) and (2.26) it is 
lear that the performan
e of RLS-DLA also depends on thevalue of β(k).2.4 Con
lusionIn this 
hapter, we have 
on
entrated on �nding numeri
al solutions of sparse representations,by either greedy te
hniques or relaxation ones. Obviously, ea
h family of methods has its ownadvantages and disadvantage, and 
hoosing between the various options depends on the pra
ti
alappli
ations. In addition, this study also proves that the sparse 
hara
teristi
 of numeri
alsolutions depends strongly on the di
tionary. The limitations of pre-
onstru
ted di
tionary asapplying on any family of images has raised the motivations in resear
hing that lead to a newfamily of di
tionary generated. The new family of di
tionary is named learned di
tionaries.23



Chapter 2. Sparsity and Learning Di
tionaryWe present and analyze also in this 
hapter the su

esses and previous works on 
onstru
tinglearned di
tionary. Besides, basi
 experiments to demonstrate the behaviors of methods havealso be done and dis
ussed. Based on these experiments, we noti
e that both OMP and K-SVDalgorithms provide better performan
es than other algorithms in most of the 
ases. Although,
omparing with the basis pursuit algorithms, OMP does not provide a better approximation tothe solution, but its 
omputing 
ost time is lower. Moreover, by 
hanging the stopping rule ofOMP like a

umulating nonzero elements in the solution ve
tor until the re
onstru
tion error isless than ǫ, the OMP 
an be used to �nd the approximate solutions instead of exa
t ones. Thisminor 
hange is very easy to implement and use. In 
on
lusion, from the merits of OMP andK-SVD algorithms, we de
ide to use these algorithms in this thesis.

24



Contributions on Do
ument Analysis

25





Chapter 3Denoising Graphi
al Do
uments
Contents 3.1 Introdu
tion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 273.2 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . 293.3 Do
ument Degradation Models . . . . . . . . . . . . . . . . . . . 303.4 Proposed Approa
h . . . . . . . . . . . . . . . . . . . . . . . . . . . 313.4.1 Learning Di
tionary for Do
uments Pat
hes . . . . . . . . . . . . . 313.4.2 Energy Noise Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 323.5 Experimental Validation . . . . . . . . . . . . . . . . . . . . . . . . 353.6 Con
lusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40In this 
hapter, we propose a new algorithm for denoising do
ument images using sparserepresentations. Using a training set, this algorithm is able to learn the main do
ument 
har-a
teristi
s and also, the kind of noise in
luded into the do
uments even if the model of noiseis unknown. In this perspe
tive, we propose to model the noise energy based on the normal-ized 
ross-
orrelation between pairs of noisy and non-noisy do
uments. Experimental results onseveral datasets demonstrate the robustness of the proposed method 
ompared to the state-of-the-art.3.1 Introdu
tionThe performan
e of many pattern re
ognition te
hniques applied on images depends on an a
-
urate 
ontrol of the noise in
luded into the image. In the 
ase of do
ument image analysisappli
ations, the kind of noise is di�erent 
ompared to the noise found in natural s
enes imagesthat are generated by devi
es like digital 
ameras or similar.Therefore, the problem of do
ument de-noising has been ta
kled sin
e the very beginning.There is a vast literature on methods proposing solutions as summarized in Figure (3.1) that
an be divided into two basi
 approa
hes being spatial �ltering methods and transform domain�ltering methods. Spatial �lters are traditional approa
hes to remove noise from images and they
an be further 
lassi�ed into non-linear and linear �lters. Spatial �lters use a low pass �ltering ongroups of pixels with the assumption that the noise o

upies the higher region of the frequen
yspe
trum. In fa
t, spatial �lters remove noise to a reasonable extent but at the 
ost of blurringsharp edges whi
h in turn makes the edges in pi
tures invisible, and linear �lters as mean �lterperform poorly in the presen
e of signal-dependent noise. In addition, the wiener �ltering [74℄method needs a priori information about the noise; whereas a pra
ti
al appli
ation may not have27



Chapter 3. Denoising Graphi
al Do
umentsthe required information about the varian
e of the noise or the kind of noise. To over
ome thedrawba
k of spatial �lters, a variety of other �lters su
h as weighted median [184℄, 
onditionedrank sele
tion [69℄, and relaxed median [66℄ have been developed. However, they only work wellwith the presen
e of impulse noise and neither of them is e�
ient for other types of noise likewhite noise or noise arising from printing, photo
opying and s
anning pro
esses. This kind ofnoise not only generally 
auses undesirable do
ument appearan
e, but also has a bad in�uen
eon do
ument pro
essing performan
e.IMAGE DENOISING METHODSSpatial DomainLinearMeanWeiner
Non-LinearMedianWeighted Median

Transform DomainNon-Data AdaptiveTransformWaveletDomainNon-Linear ThresholdFilteringNon-AdaptiveVISUShrink AdaptiveSUREShrinkBayesShrinkCross Validation
Linear FilteringWeiner

Wavelet Coe�
entModelDeterministi
TreeApproximation
Statisti
alMarginalGMMGGD

JointRMFHMM

Non-OrthogonalWavelet TransformUDWTSIWPDMultiwavelet
Spatial Frequen
yDomain

Data AdaptionTransformICA

Figure 3.1: Classi�
ation of Image Denoising Methods (extra
ted from [124℄).The transform domain �ltering methods are 
lassi�ed into data adaptive and non-adaptivetransforms depending on the 
hoi
e of the basi
 fun
tions. More detail dis
ussion about the ad-vantage and dis-advantage of ea
h transform domain �ltering method 
an be found in the work ofMotwani et al. [124℄. In the transform domain, Multi Resolution Analysis (MRA) methods [158℄with sparse transforms re
ently obtain good performan
e in de-noising gray-s
ale images withwhite noise. Sparse transforms and MRA methods are applied to a wide range of image pro-28



3.2. Problem Statement
essing problems as image 
ompression, image restoration and image denoising [158℄. Thesemethods have proven to perform well in terms of Mean Square Error (MSE) measure as well asPeak Signal-to-Noise Ratio (PSNR) measure for essentially white noise. Moreover, sparse trans-forms, like 
urvelets, 
ontourlets, wedgelets, bandelets, or steerable wavelets, have also beensu

essfully applied in do
ument images for removing noisy edges, showing that sparse repre-sentation 
an e�e
tively be used for denoising purposes. Sparse transforms represent imagesas linear 
ombinations of atom fun
tions of a given parti
ular di
tionary. However, the overallperforman
e of these methods depends on two fa
tors: �rst of all, a a priori knowledge aboutimages whi
h drives the 
hoi
e of di
tionary fun
tions and se
ondly, the kind of noise found indo
ument images. Re
ently, 
urvelets transform has been applied in do
ument denoising with arelative high degree of su

ess [71℄. In that approa
h, the authors take advantage of dire
tionalproperties of 
urvelets transform to denoise degraded graphi
 do
uments. The results obtainedin that work show an improvement in removing noise for do
ument images 
omparing with otherstate-of-the-art methods. However, 
urvelet is one of the pre-de�ned di
tionaries, and therefore
an only work well with some kinds of noise and 
annot be adapted to arbitrary noise models.In this 
hapter, we address the task of do
ument denoising by proposing a method thatover
omes the di�
ulties found in denoising methods based on MRA. On the one hand, weapply the K-SVD algorithm to learn a proper set of atom fun
tions adapted to both do
ument
hara
teristi
s and do
ument noise. On the other hand we propose an energy noise modelthat allows us to easier set the threshold required for noise removal even if the noise model isunknown. To evaluate the proposed method, we have 
ompared it with three existing methodsbeing median �lter [29℄, morphologi
al �lters [116℄, and 
urvelets transform [158℄. Experimentalresults on several datasets have demonstrated the robustness of our approa
h 
ompared to thestate-of-the-art.The remainder of this 
hapter is organized as follows. We brie�y state the problem in theframework of sparse representations in Se
tion 3.2. Then, we re
all do
ument degradation modelsused in experiments in Se
tion 3.3 and the proposed energy noise model in Se
tion 3.4. Afterward,we dis
uss the experimental results in Se
tion 3.5 and �nally, we give our 
on
lusions and furtherworks in Se
tion 3.6.3.2 Problem StatementAsumming that h0 ∈ R
L is the original image (an ideal image without noise), and h ∈ R

L is itsnoisy version obtained by
h = h0 ⊙ ewhere e is the 
ontaminating noise and ⊙ is any 
omposition of two arguments, for example

+ for additive noise, × for multipli
ative noise. This formulation is known as denoising and itis a long-standing problem in image pro
essing. Many algorithms have been proposed to dealwith the problem of noise removal, and the �nal aims of all algorithms of 
ourse is to removenoise from h to return as 
lose as possible to the original image h0. Denoising 
an be e�
ientlyatta
ked by sparse representation over-
omplete di
tionary. Let the �nite energy of the noise be
‖e‖22 ≤ ǫ2, then solving (P ǫ

1 ) (Equation (3.1)) 
an help us to �nd the solution x̄ that based on itwe 
an 
al
ulate the unknown denoised image h̄ by h̄ = Ax̄.
(P ǫ

1 ) : min
x
‖x‖1 subje
t to ‖Ax− h‖2 ≤ ǫ (3.1)Naturally, Equation (3.1) needs a proper 
hoi
e of the di
tionary A and the value of ǫ. From29



Chapter 3. Denoising Graphi
al Do
umentsSe
tion (2.3) we know if the di
tionary A is 
onstru
ted from a training database, its 
olumnstherefore are generated from the underlying empiri
al data, rather than from some theoreti
almodel. Thus, the di
tionary 
an be adapted well to the image properties. We will see in detailshow we 
onstru
ted the learned di
tionary A for the noise removal in Se
tion (3.4.1). Howeverhow to 
hoose the best value of ǫ is a di�
ult problem espe
ially when we do not know exa
tlywhat kind of noise is 
ontained into the do
uments.We will see in Se
tion (3.4.2), for some spe
i�
 noises like the white noise or Noise Spread,that some studies have been done to �nd the way of 
al
ulating the value of ǫ. However thesestudies 
annot be applied for other noise models, su
h as a Kanungo noise, a real noise obtainedby the s
anning pro
esses or an arbitrary unknown noise. Thus, the 
ontribution in this 
hapteris about proposing an energy noise model whi
h allows us to easier set the threshold ǫ using thenormalized 
ross-
orrelation between pairs of noisy and non-noisy do
uments.
3.3 Do
ument Degradation ModelsInspired by several authors like in [84℄, we have used their do
ument noise models for evaluatingthe proposed method. In 1993, Kanungo et al. [84℄ introdu
ed a statisti
al model for do
umentdegradation showing quite realisti
 results, whi
h gave the following three reasons justifyingresear
h on noise models. First of all, noise modeling allows studying re
ognition algorithms ingeneral, as a fun
tion of the perturbation of the input data. Se
ondly, it permits the evaluationof any algorithm depending on the degradation level. Thirdly, knowledge of the degradationmodel 
an enable us to design algorithms for image restoration. More re
ently, [8℄ has proposedthe Noise Spread model, inspired on the physi
s of image a
quisition pro
ess. A

ording to thismodel the a
quired image is obtained as a result of 
onvolving the sour
e image with the sensorfun
tion de�ned by the Point Spread Fun
tion with white noise.Sin
e the Kanungo noise model [84, 85℄ is a statisti
al model, widely used to verify therobustness of do
ument image analysis methods to noise, we use it as noise model in this thesis.However, the extension to another model is easy as our method is enabled to denoise do
umentsfor whi
h the model of noise is unknown. One of the advantage of this degradation model is itpermits to generate degraded images 
ontrolled by the parameter models, and the qualitativeresults of these images range from quite realisti
 noisy images to unrealisti
, or even highlydegraded images in fun
tion of the parameters set up. For instan
e, in Figure (3.1), symbolimages (b) and (d) provide more realisti
 symbol degradation than (
), (e), (f) and (g).Bi-level images are represented by white ba
kground pixels and bla
k foreground pixels rep-resenting the di�erent entities of the do
ument. The Kanungo model needs six parameters α0,
α, β0, β, η, and k as a fun
tion of the pixel distan
e to the shape boundaries to degrade a binaryimage. α and α0 
ontrol the probability of �ipping a foreground pixel to a ba
kground pixel, inother words, these two parameters provide the probability of 
hanging a bla
k pixel to a whiteone. Similarly, parameters β and β0 
ontrol the probability of 
hanging a ba
kground (white)pixel with a foreground (bla
k) pixel. In addition, these two probabilities exponentially de
ayon the distan
e of ea
h pixel to the nearest boundary pixel. In 
ontrast, the parameter η is a
onstant value added to all pixels regardless their relative position to shape boundaries. Finally,the last parameter k is the size of the disk used in the morphologi
al 
losing operation. Thewhole pro
ess of image degradation 
an be summarized in the following algorithm:30
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h
(b) (
) (d)

(a) (e) (f) (g)Figure 3.1: (a): Original binary symbol; from (b) to (g) examples of six levels of Kanungo noiseof the GREC 2005 dataset.Algorithm 4 Kanungo Noise1: Use standard distan
e transform algorithms to 
al
ulate the distan
e d of ea
h pixel fromthe nearest boundary pixel.2: Ea
h foreground pixel and ba
kground pixel is �ipped with probability p(0|1, d, α0, α) =
α0e

−αd2 + η, and p(1|0, d, β0, β) = β0e
−βd2 + η.3: Use a disk stru
turing element of diameter k to perform a morphologi
al 
losing operation.3.4 Proposed Approa
h3.4.1 Learning Di
tionary for Do
uments Pat
hesThe optimal solution of problem (P ǫ

1 ) dire
tly depends on the di
tionary A used. In fa
t, usingsparse representation with a spe
i�
 
hoi
e of A has taken a lot of resear
h attention in the pastde
ade. Some translation-invariant redundant di
tionaries, in
luding the 
urvelets, 
ontourlets,wedgelets, bandelets, and the steerable wavelets, have been used within the equation of the imagedenoising. These performan
es are good and they were 
onsidered as the best available imagedenoising methods in the early 2000's.While these algorithms perform reasonably well, a more ambitious goal still 
ontinues. Thisambitious goal leads to develop a di
tionary adapted to the image by learning the di
tionary fromthe noisy image itself. This may yield the di
tionary A should be better adapted to do
ument
hara
teristi
s and do
ument noise. Thus, we use one of the learning algorithms in Se
tion (2.3)to 
onstru
t the learned di
tionary A.In a learning di
tionary algorithms, a training database {hj}Sj=1 is needed to 
onstru
t thedi
tionary A that ensures all the hj , j = 1, ..., S has these optimal sparse approximations in A.
min
A,xj

S
∑

j=1

‖xj‖1 subje
t to ‖hj −Axj‖2 ≤ ǫ, for all j = 1, .., SThis database 
an in
lude the whole noised images, however if the size of the image is large,for example 512× 512, then the size of the di
tionary is L = 5122,M = k×L(k ≥ 2), espe
ially,in the real appli
ations the size of an image 
ould be 5515× 6748, so the 
omputing time to �ndall the sparse representations of images in training database in the sparse 
oding stage be
omesprohibitive. In addition, if we use the soft thresholding algorithm to �nd the sparsity, then at31
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al Do
umentsea
h iteration the M ×M matrix ATA is 
al
ulated (see Equation (2.15)), and we 
an see thatthe larger of M , the more intensive the 
omputing time. To over
ome this issue, in our work,a small image pat
hes of size w × w(w ≪ M) are 
onsidered as a signals in training database,rather than on the whole image.The di
tionary A now is obtained by using learning di
tionary algorithm with trainingdatabase in
luding pat
hes extra
ted from noisy image. From the analysis about 4 well-knownlearning algorithms (Se
tion (2.3)), named K-SVD, MOD, ODL and RLS−DLA, in both theperforman
e and the 
omputing time, we 
hoose K-SVD algorithm in our thesis to 
onstru
t thelearned di
tionary A with OMP algorithm used to �nd the sparse representations in the sparse
oding stage.

Figure 3.2: Learned di
tionary obtained by using the K-SVD algorithm on pat
hes of the size
8× 8 extra
ted from DIBCO images after 50 iterations (used in the experiment result).Figure (3.2) presents an example of a di
tionary learned from examples extra
ted from noisyimages with K-SVD algorithm.3.4.2 Energy Noise ModelFor denoising images using basis pursuit denoising, we need to de
ide whi
h kind of di
tionary
A is used along with the best value ǫ in Equation (2.5). From Se
tion (3.4.1) we know how tolearn a di
tionary A adapted to noisy data. In this Se
tion, we explain how to 
hoose the bestvalue ǫ when we apply Equation (3.1) at the image pat
hes of size w ×w.However, before des
ribing the proposed method, we will present some appropriate strategiesthat are developed to estimate ǫ for additive Gaussian noise, and Noise Spread.Variable ǫ for Additive White GaussianDenoising in MRA methods assumes that images have been 
orrupted by an additive white noiseof varian
e σ2. For su
h noisy images, the energy of noise is proportional to both the noisevarian
e and size image:

ǫ = c× L× σ2with L is the size of the image and c is a 
onstant. We will explain here after the theoryanalysis about how to 
alulate this value of ǫ: so far we assume that A = {ai}i∈Γ ∈ R
L×Mwith Γ = {1, ...,M} is a di
tionary with M unit norm 
olumns. Let {ai}i∈Λ,Λ ⊆ Γ is a subset
olumns in A. The orthogonal proje
tion of h on the spa
e VΛ generated by these 
olumns is32
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h
hΛ =

∑

i∈Γ

aixi with ai 6= 0 only for i ∈ ΛThe orthogonal proje
tion on the spa
e VΛ satis�es hΛ = h0Λ + eΛ, so
‖h0 − hΛ‖2 = ‖h0 − (h0Λ + eΛ)‖2 = ‖h0 − h0Λ‖2 + ‖eΛ‖2 (3.2)We 
an see that the signal approximation error ‖h0 − hΛ‖2 de
reases when |Λ| in
reases andwhen |Λ| in
reases, it means the noise energy ‖eΛ‖2 also in
reases. Thus, to minimize Equation(3.2) we have to �nd a proje
tion support Λ that balan
es these two terms ‖h0−h0Λ‖2 and ‖eΛ‖2.However, there are 2M possible subset Λ in Γ. Following [109℄, in these 2M subsets, there existssome parti
ular subsets Λ that ‖eΛ‖2 may potentially take mu
h larger values than |Λ|σ2. Barronet al [9℄ approved that for any subset Λ of Γ then

‖eΛ‖2 ≤ (λ2σ2 logeM)|Λ|It yields
‖h0 − hΛ‖2 = ‖h0 − h0Λ‖2 + ‖eΛ‖2 ≤ ‖h0 − h0Λ‖2 + (λ2σ2 logeM)|Λ|and minimizing ‖h0 − hΛ‖2 is equivalent to �nd the Λλ that minimizes Equation (3.3)

Λλ = argmin
Λ⊂Γ

(‖h0 − h0Λ‖2 + (λ2σ2 logeM)|Λ|)) (3.3)However, minimizing Equation (3.3) depends on h0, whi
h is unknown. Thus, a 
rude esti-mator ‖h− hΛ‖2 = ‖h‖2 − ‖hΛ‖2 is used and it yields
‖h− hΛ‖2 − ‖h0 − h0Λ‖2 = (‖h‖2 − ‖hΛ‖2)− (‖h0‖2 − ‖h0Λ‖2)

= (‖h‖2 − ‖h0‖2)− (‖hΛ‖2 − ‖h0Λ‖2)Be
ause h = h0 + e and hΛ = h0Λ + eΛ, so
(‖h‖2 − ‖h0‖2)− (‖hΛ‖2 − ‖h0Λ‖2) = (‖h0 + e‖2 − ‖h0‖2)− (‖h0Λ + eΛ‖2 − ‖h0Λ‖2)In addition, e is a white noise of varian
e σ2 so E{‖eΛ‖2} = |Λ|σ2 and the expe
ted error is

(L − |Λ|)σ2 whi
h is of the order of L × σ2 if |Λ| ≪ L. So, the threshold ǫ in the 
ase of whitenoise is naturally 
hosen by c× L× σ2 with c is a 
onstant.Variable ǫ for Noise SpreadFor Noise Spread model [157℄, authors in [71℄ empiri
ally found that the optimal energy of noisedepends on the noise spread relation:
ǫ = c×NSwith NS derived from the degradation model (blur and threshold) equals:

NS =

√
2π × σ × ζ

LSP (ESP−1(Θ))
(3.4)33



Chapter 3. Denoising Graphi
al Do
umentsIn the des
ription (3.4), Θ is the global thresholding; LSP is the line spread fun
tion or onedimensional point spread fun
tion (PSF) and ESP is the 
umulative marginal of the fun
tionalform of PSF. The Point Spread Fun
tion (PSF) is the fun
tion des
ribing the imaging systemresponse to a point input, and is analogous to the impulse response. It is usually 
hosen to be
ir
ularly symmetri
 and des
ribable by the width parameter ζ (see Figure (3.3)). In the 
aseof blurring, an additive independent Gaussian noise, n, with a standard deviation σ is in
luded,thus PSF used in the blurring is de�ned in Equation (3.5).
g(x, y) =

∫ +∞

−∞

∫ +∞

−∞
h(x, y; ξ, η)f(ξ, η)dξdη + n(x, y) (3.5)

*(ξ, η) h(x, y; ξ, η)*ζ
Figure 3.3: Illustration the Point Spread Fun
tion.From the Equation (3.4), NS obviously depends not only on the standard deviation σ butalso on the width ζ of the PSF. As the results, the value of ǫ = c×NS is de
ided based on priorknowledge of parameters 
reated in NS model.Propose Method: Variable ǫ for other noise modelsNeither of these two 
riteria 
an be applied to do
ument images where noise follows a Kanungomodel instead of white noise or noise spread. The reason is that in Kanungo noise model, pixelsnear the shape boundaries have higher probability to be a�e
ted by noise than pixels far fromthe shape boundaries. On the 
ontrary, the white noise model assumes statisti
al independen
ebetween noise and image. In fa
t, the probability that a pixel is perturbed by noise dependsonly on the varian
e of model and does not depend on the position of pixel in the image. Inaddition, the parameters used in Noised Spread model are di�erent from the Kanungo's ones, sowe 
annot use the noise spread relation proposed in [71℄ to de
ide the value for ǫ.We have proposed an energy noise model inspired by [94℄. Thus, we evaluate the noise levelusing the peak values of the normalized 
ross-
orrelation between noisy and 
leaned do
uments.Let D being a training dataset in
luding 2t do
uments (Dc

i ,D
n
i ), i = 1, ..., t where Dc

i is a 
leaneddo
ument and Dn
i is its noisy version. De�ne ri as the peaks of normalized 
ross-
orrelationbetween Dn

i and Dc
i . Then, we de�ne the toleran
e error value by: ǫ = cwr̄, where c is a
onstant value set experimentally, w is the size of pat
hes, r̄ is the mean value of the peaks ri:

r̄ =
1

t

t
∑

i=1

riTherefore, we 
an summarize the pro
edure for do
ument denoising using sparse representa-tion of a learned di
tionary A as follows:34



3.5. Experimental Validation1. Create a training database using a sliding window of size w×w to s
an the 
orrupted image
y ∈ RM×N with s
anning step set to 1 pixel in both dire
tions. All (M −w+1)(N −w+1)obtained pat
hes {hj}lj=1, hj ∈ Rw×w are 
onsidered as the training database.2. Create a learned di
tionary using the K-SVD algorithm to 
reate the learned di
tionary Afrom {hj}lj=1.3. Combine the learned di
tionary A with the sparse representation model in the purpose ofdenoising image, following:a. Find the solution of the optimization problem (3.1) for ea
h pat
h hj

x̂j = argmin ‖xj‖1 subje
t to ‖Axj − hj‖2 ≤ ǫ,b. Compute the denoised version of ea
h pat
h hj by ĥj = Ax̂j ,
. Merge the denoised pat
hes ĥj to get the denoised image ŷ.4. Binarise ŷ to get the �nal result ỹ.3.5 Experimental ValidationWe �rstly evaluated our algorithm on the GREC 2005 dataset. This dataset has 150 di�erentsymbols whi
h have been degraded using the Kanungo's method to simulate the noise introdu
edby the s
anning pro
ess. Six sets of parameters are used to obtain six di�erent noise levels asshown in Figure (3.1).At ea
h level of noise, a dataset 
ontains 2×50 noisy and 
leaned symbols is used to 
al
ulatethe value of r̄ and ǫ (Se
tion (3.4.2)). We empiri
ally found that the best results in denoisingbi-level images are a
hieved when ǫ = cwr̄, with w is the size of 
orrupted pat
h, and c belongsto [0.4, 1].
(a) (b) (
)Figure 3.4: Normalized 
ross-
orrelation between two images.Figure (3.4) shows one example about the normalized 
ross-
orrelation of two images (a)and (b) with its maximum value ri = 0.4106; and Table (3.1) presents the best values of r̄
orresponding to ea
h level of degradation.The learning di
tionary was produ
ed using K-SVD algorithm with 50 iterations, and thetraining dataset in
luding all pat
hes of the size 8× 8 pixels (w = 8). Those pat
hes were takenfrom a 
orrupted image h. The ratio of the di
tionary is 1/4 (m = 4× n). Here n = 8 × 8 andtherefore the size of di
tionary is 64× 256. 35



Chapter 3. Denoising Graphi
al Do
umentsLevel 1 2 3 4 5 6
r̄ 0.9133 0.4412 0.5629 0.3698 0.4413 0.2006Table 3.1: The value of r̄ at six level of noise.

Original image level 1 level 2MedianOCCurveletProposed methodFigure 3.5: Results of denoising the noisy images with Kanungo model at levels 1 and 2 ofdegredation. Columns 2 and 3 are the denoised images following ea
h method. Columns 4 and5 are the binarized denoised images of 
olumns 2 and 3, respe
tively. For the median and OC,images are already binarized in 
olumns 2 and 3.To examine the e�e
tiveness of the proposed method, we 
ompare it with three existingmethods for denoising binary images: median �ltering, morphologi
al operators (opening and
losing), and 
urvelet tranform. The median �ltering is performed within a window size of 3× 3.The morphologi
al operators use a 3×3 stru
turing element. Curvelet transform has been veri�edupon the best value of η = c×
√
MN ×σ2, σ ∈ [0.02, 0.1] for ea
h noise level, where M,N is thesize of the image. The 
riterion to 
hoose these best values σ is the average MSE (Mean SquaredError).Moreover, using the traditional MSE to estimate the quality 
hange between the originaldo
ument and the re
onstru
ted one, all algorithms are evaluated by Ja

ard 's similarity mea-sure [22℄. This measure is 
omputed based on the three values a, b, c as below:

S =
a

a+ b+ cwhere
a = |{(i, j)|y0(i, j) = 1, ỹ(i, j) = 1, 1 ≤ i ≤M, 1 ≤ j ≤ N}|36



3.5. Experimental ValidationSymbols MSE Ja

ard's measureMedian OC Curvelet Proposed method Median OC Curvelet Proposed method(a) (b) (a) (b) (a) (b) (a) (b) (a) (b) (a) (b) (a) (b) (a) (b)2.8887 22.1582 2.1374 33.1523 0.5534 29.1777 1.0202 20.6354 0.9299 0.6358 0.9467 0.1726 0.9863 0.5785 0,9747 0.65921.9473 15.5039 1.5107 22.2402 1.0967 22.7988 0.8789 13.6172 0.9295 0.6257 0.9441 0.1744 0.9607 0.5414 0.9676 0.66303.9206 27.3984 3.6126 39.6582 2,9382 38.8574 2.7702 25.7852 0.9195 0.6242 0.9248 0.1643 0.9413 0.5496 0.9428 0.64682.7702 15.6582 2.7552 24.1665 2.3132 21.9902 1.9297 14.3384 0.9200 0.6437 0.9305 0.1801 0.9437 0.5726 0.9517 0.67162.0674 15.1836 1,7935 22.2949 1.2637 21.4375 1.2319 13.3223 0.9230 0.6216 0.9320 0.1465 0.9534 0.5492 0.9536 0.66114.0371 29.5938 3.3633 44.4590 1.2529 38.6289 1.6123 29.3594 0.9284 0.6414 0.9390 0.1913 0.9775 0.5871 0.9709 0.65123.6221 27,2002 2.8418 42.0830 2.6196 37.1270 1.4966 26.0410 0.9324 0,6500 0.9458 0.1949 0.9515 0.5845 0.9716 0.66672.0710 16.3333 1.6361 23.8281 0.6393 23.3164 0.7285 14.6536 0.9300 0.6304 0.9434 0.1749 0.9782 0.5532 0.9749 0.66262.4600 17.7080 2.3516 24.7490 2.2441 25.0537 1.7637 16.4609 0.9205 0.6199 0.9232 0.1797 0.9302 0.5462 0.9428 0.64552.7253 19.4909 2,5020 28.2539 1.1725 27.1602 1,4297 17.9434 0.9217 0.6258 0.9272 0.1673 0.9658 0.5552 0.9584 0.6528Average 2.8972 20.6229 2.45041 30.4885 1.6094 28.5548 1.4862 19.2157 0.9255 0.5677 0.9357 0.1555 0.9589 0.5030 0.9609 0.5929Table 3.2: Summary of the denoising results in GREC 2005. (a), (b) are level 1, level 2 of noise,respe
tively.
b = |{(i, j)|y0(i, j) = 0, ỹ(i, j) = 1, 1 ≤ i ≤M, 1 ≤ j ≤ N}|

c = |{(i, j)|y0(i, j) = 1, ỹ(i, j) = 0, 1 ≤ i ≤M, 1 ≤ j ≤ N}|

a means 'right mat
hes', and b, c mean 'mismat
hes'; y0, ỹ ∈ RM×N are 
leaned and denoisedimages, respe
tively. The maximal value of the Ja

ard measure is one when two images areidenti
al.Table (3.2) shows results of denoising on ten 
lasses of symbols with two level of noise (a)and (b) using di�erent algorithms where (a) and (b) stand for the level 1 and level 2, respe
tively.The results are evaluated by MSE and Ja

ard's measure. The best obtained results for (a) byMSE and Ja

ard's measure are in red and green, respe
tively; and the best obtained results for(b) are showed in bold font.Overall, Table (3.2) shows that our method a
hieves better results 
omparing with othermethods at both level (a) and (b) of degradation. At level (b), the error values of our methodare lower than others' for the MSE 
riterion. However, for level (a), the results of our methodare quite similar with Curvelet method using MSE and Ja

ard's measure, 1.482, 0.9609 in
omparing with 1.6094 and 0.9589, respe
tively. Thus, a paired Wil
oxon signed test with asigni�
an
e level of 5% is used also to 
he
k whether the di�eren
e between the results obtainedby our method and the ones obtained by the other methods is signi�
ant. Table (3.3) and (3.4)show the average results obtained by the four methods on 6 levels of noise that are respe
tivelyevaluated by MSE and Ja

ard 's measure. In these tables, an entry mark by (−) indi
ates thatthe 
orresponding method performs worst than our method. Similarly, an entry marked by (+)indi
ates that the 
orresponding method outperforms the proposed method, and an entry markedby (=) indi
ates that results obtained by the two methods are not signi�
antly di�erent.Tables (3.3) and (3.4) also show that at level 5 and level 6, none of the four methods isgood enough but other methods are worse than ours. We further examine the set of noisyimages at level 4 and we found that the set of noisy pat
hes of the 
orrupted image 
annotprovide the good training data sin
e most of pat
hes are trivial (zeros value), making not enoughdis
rimination between A(0) and A(k) (Algorithm (2) in Chapter (2)). This 
an explain why the37



Chapter 3. Denoising Graphi
al Do
umentsMedian OC Curvelet Proposed methodLevel 1 0.926 (-) 0.937 (-) 0.963 (=) 0.963Level 2 0.630 (-) 0.177 (-) 0.565 (-) 0.655Level 3 0.428 (-) 0.787 (-) 0.389 (-) 0.826Level 4 0.088 (-) 0.001 (-) 0.459 (+) 0.135Level 5 0.261 (-) 0.268 (-) 0.263 (-) 0.284Level 6 0.001 (-) 0.000 (-) 0.059 (=) 0.060Table 3.3: Average value gained by Ja

ard's similarity measure.Median OC Curvelet Proposed methodLevel 1 2.896 (-) 2.454 (-) 1.403 (=) 1.423Level 2 21.015(-) 30.865 (-) 28.421 (-) 19.687Level 3 53.690 (-) 8.899 (-) 57.771 (-) 8.008Level 4 33.599 (-) 36.819 (-) 19.815 (+) 31.881Level 5 111.632 (-) 107.358 (-) 110.286 (-) 98.212Level 6 37.863 (-) 37.915 (-) 35.632 (=) 35.772Table 3.4: Average values gained by MSE.
urvelet transform method is better than the proposed method at this level of noise. Although atlevel 1 the Wil
oxon signed test indi
ates that results obtained by the 
urvelet and our methodare not signi�
antly di�erent, when we zoom the denoised images we found that the interse
tionof edges are not well restored with the 
urvelet as shown in Figure (3.6). Sin
e 
urvelets aresmooth fun
tions, they are not well adapted for singularity points. In addition, these measuresdo not take into a

ount the stru
tured information.
(a) (b) (
) (d)Figure 3.6: (a), (
): zoom of denoised images by 
urvelet and our method, respe
tively. (b), (d)denoised binary version respe
tively of (a) and (
).We also veri�ed our method on real s
anned do
uments. In fa
t, we 
reated the real datasets,used to 
ompute the values of r̄ or ǫ, by printing the original do
uments and then s
anning printeddo
uments at the di�erent resolutions. With 15 original do
uments s
anned at 12 di�erentresolutions, we got 12 s
anned datasets respe
tively in whi
h ea
h dataset 
ontains 15 s
anneddo
uments. Figure (3.7) presents a zoom of one of the s
anned do
uments and Figure (3.8)presents an example of a di
tionary learned from pat
hes extra
ted from real s
anned do
umentswith K-SVD algorithm.38



3.5. Experimental Validation

Figure 3.7: One of the s
anned do
uments.

Figure 3.8: Learned di
tionary obtained by using the K-SVD algorithm on pat
hes of the size
8× 8 pixels extra
ted from real s
anned do
uments after 50 iterations.The aim is to test our method on real do
uments with an unknown model of noise, 12 s
annedimages at the di�erent resolutions are tested and evaluated using the Stru
tural similarity (SSIM)index. SSIM [177℄ is also a method for measuring the similarity that is designed to improve MSE,whi
h have proved to be in
onsistent with human eye per
eption. SSIM metri
 is 
omputed onvarious windows of images. The distan
e between two windows si and qi is 
al
ulated followingthe Equation (3.6) where si, qi are taken from the same lo
ation of noisy image and re
onstru
tedimage. 39



Chapter 3. Denoising Graphi
al Do
umentsS(si, qi) = (
2µsiµqi + c1
µ2
si + µ2

qi + c1
)(

2σsiσqi + c2
σ2
si + σ2

qi + c2
) (3.6)In (3.6), µsi , µqi , σsi , σqi are the lo
al means and the sample standard deviations of si and

qi, respe
tively; c1 = (k1L)
2, c2 = (k2L)

2 are two variables to stabilize the division with weakdenominator; L is the dynami
 range of the pixel-values; and k1, k2 are two 
onstants. Theresultant SSIM index is a de
imal with a value 1 in the 
ase of two identi
al sets of data. Inthis paper, SSIM index is 
al
ulated on the window size 8 × 8, and the values of L, k1, k2 arerespe
tively 100, 0.01 and 0.03.Images Median OC Curvelet Proposed method1 0.5374 0.4640 0.4693 0.68342 0.6906 0.5165 0.6184 0.75343 0.5749 0.5158 0.5057 0.74214 0.6482 0.4879 0.5666 0.74545 0.6008 0.5056 0.5186 0.74586 0.6310 0.4409 0.5320 0.71457 0.6018 0.5030 0.5244 0.75808 0.6066 0.4814 0.5199 0.73819 0.6487 0.4662 0.5638 0.745610 0.6203 0.4603 0.5377 0.731711 0.6946 0.4832 0.5987 0.768512 0.7264 0.4494 0.6274 0.7733Average 0.6320 (-) 0.4812 (-) 0.5485 (-) 0.7416Table 3.5: The obtained results with s
anned do
uments using SSIM measureTable (3.5) presents the results in 
omparison with other methods. We 
an see that in ea
h
ase the performan
e of our approa
h is good 
ompared to the others. Figure (3.9) shows thedenoised do
ument of do
ument in Figure (3.7) obtained by our approa
h.The last experiment is done on the DIBCO 2009 dataset. This dataset 
ontains images thatrange from grays
ale to 
olor, from printed handwritten, and from real to syntheti
. The valueof r̄ for this experiment equals 0.7321 and is 
al
ulated as the same way as des
ribed above.Figure (3.2) presents one learning di
tionary build by 
orrupted pat
hes with size 8 × 8 pixelsof DIBCO images. Figure (3.10)(a) gives the do
uments in DIBCO dataset and its versions ofdenoising got by our approa
h (Figure (3.10)(b), (3.10)(
)).As the experiment before, the SSIM measure is used with the purpose of 
omparison. Table(3.6) presents the results on 5 handwritten images in DIBCO in Figure (3.10). Tables (3.5) and(3.6) present the di�eren
e results using also a paired Wil
oxon signed test with a signi�
an
elevel of 5%. We 
an observe that the di�eren
e between our approa
h performan
e 
ompared tothe others methods performan
e is statisti
ally signi�
ant even in the 
ase where the do
umentnoise is unknown.3.6 Con
lusionA novel algorithm for denoising do
ument images by using learning di
tionary based on sparserepresentation has been presented in this thesis. Learning method starts by building a training40



3.6. Con
lusion

Figure 3.9: The denoised do
ument of do
ument in Figure 3.7 got by our approa
h.database from 
orrupted images, and 
onstru
ting an empiri
ally learned di
tionary by usingsparse representation. This di
tionary 
an be used as a �xed di
tionary to �nd the solution ofthe basis pursuit denoising problem. In addition, we provide a way to de�ne the best value of thetoleran
e error (ǫ) based on a measure of �delity (
ross-
orrelation) between two images. Thee�
ien
y of ǫ has been also approved experimentally on di�erent datasets for di�erent resolutionsand di�erent kinds of noise. All experimental results show that our method outperforms existingones in most of the 
ases.
Images Median OC Curvelet Ours approa
h1 0.6420 0.6926 0.7054 0.95282 0.4628 0.5155 0.5156 0.97843 0.5115 0.5315 0.5064 0.86484 0.4595 0.4946 0.4692 0.89335 0.6953 0.7283 0.7441 0.9416Average 0.5542 (-) 0.5925 (-) 0.5881 (-) 0.9261Table 3.6: The obtained results with DIBCO 2009 dataset using SSIM measure. 41



Chapter 3. Denoising Graphi
al Do
uments

(a) (b) (
)Figure 3.10: (a) noisy do
uments in DIBCO dataset used in Table 3.6 , (b) the denoised do
u-ments got by our approa
h before binarization and (
) after binarization using Otsu's method42
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lusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53The 
ombination between the MCA method and learned di
tionaries has obtained a good per-forman
e in text region segmentation. However, sin
e the learned di
tionaries have 
onstru
tedfrom the training database being the pat
hes of images, so the size of the pat
h has an importantimpa
t on learning di
tionaries. In addition, when working with graphi
 images, text 
hara
-ters are in di�erent sizes in
luded in the same do
ument, thus de
iding a suitable size of thepat
h be
omes impra
ti
al. Therefore, in this 
hapter, we have developed the MCA approa
h byproposing the strategy using multi-resolution learned di
tionary for separating the text regionsfrom graphi
al part instead of two di
tionaries. In our method, we �rst empiri
ally 
onstru
ttwo sequen
es of learned di
tionaries, one for the text and the other for the graphi
s. Then, we
ompute the sparse representations of all di�erent sizes and non-overlapped do
ument pat
hesin these learned di
tionaries. Based on these representations, ea
h pat
h 
an be 
lassi�ed intothe text or graphi
 
ategory by 
omparing its re
onstru
tion errors. Same-sized pat
hes in one
ategory are then merged together to de�ne the 
orresponding text or graphi
 layers, whi
h are
ombined to 
reate a �nal text/graphi
 layer. Finally, in a post-pro
essing step, text regions arefurther �ltered out using some learned thresholds.4.1 Introdu
tionExtra
ting text regions and other graphi
al obje
ts is an important step of any automateddo
ument analysis system. The information about the type of extra
ting data 
an help toimprove the a

ura
y rate as well as to speed up the re
ognition pro
ess. In addition, if the textis well segmented an OCR 
ould be applied to de�ne the semanti
 meaning of the extra
ted textregions. In this purpose, a great number of studies have been proposed to ta
kle the problem oftext regions segmentation.The existing methods of text dete
tion 
an be roughly 
ategorized into following groups:43



Chapter 4. Text/Graphi
 Separationedge based, 
onne
ted 
omponent (CC)-based, stroke based, texture based, and the others. Ingeneral, edge-based methods [185, 98, 77, 51, 104℄ are usually e�
ient in extra
tion text regionsin s
ene images, parti
ularly on s
ene images exhibiting strong edges. However, for the samereason, a main drawba
k of these methods is that good edge pro�les are hard to obtain underthe in�uen
e of shadow or highlight. In addition, the weakness of edge based methods to otherkind of image like te
hni
al do
uments 
an be found in [104℄ sin
e this method is not robust for
hara
ters with di�erent sizes in
luded into the same do
ument.Conne
ted 
omponent-based methods use a bottom-up approa
h by grouping small 
ompo-nents into su

essively larger 
omponents until all regions are identi�ed in the image [99, 79, 60,171, 143℄. CC-based methods dire
tly segment 
andidate text 
omponents by edge dete
tion or
olor 
lustering. The non-text 
omponents are pruned with heuristi
 rules or 
lassi�ers. Be
auseof the small number of segmented 
andidate 
omponents, CC-based methods have lower 
om-putation 
ost and the lo
ated text 
omponents 
an be dire
tly used for re
ognition. HoweverCC-based methods 
annot segment text 
omponents a

urately without prior knowledge of textposition and s
ale. Moreover, the appli
ation of methods [60, 171, 143℄ to 
luttered graphi
aldo
uments is di�
ult espe
ially when texts tou
h the graphi
s.In stroke based methods like [49, 136, 187℄, text is modeled as a 
ombination of stroke
omponents with a variety of orientations, and features of text are extra
ted from 
ombinationsand distributions of the stroke 
omponents. The feature, that is used to separate text fromother existing elements in images, is based on a stroke feature, for example the stroke width.This feature is then utilized to re
over 
andidate regions for text. In stroke based methods, textstroke 
andidates are extra
ted by segmentation, veri�ed by feature extra
tion and 
lassi�
ation,and grouped together by 
lustering. In general, these methods are easy to implement on spe
i�
appli
ations be
ause of their intuition and simpli
ity. However, 
omplex ba
kgrounds often maketext strokes hard to segment and verify [191℄.Texture-based methods [194, 67, 4℄ use the observation that texts in images have distin
t tex-tural properties that distinguish them from the ba
kground. Thus, texture analysis approa
hesare usually used. Some texture analysis approa
hes in
lude Gaussian �ltering, wavelet de
om-position, Fourier transform, dis
rete 
osine transform (DCT). Typi
ally, in these approa
hes,features are extra
ted over a 
ertain region and then identifying the existen
e or not of texton this region is done by applying a 
lassi�er (using ma
hine learning te
hniques or heuristi
s).Be
ause text regions have distin
t textural properties from non-text ones, these methods 
andete
t and lo
alize texts a

urately even when images are noisy. However, these methods aresensitive to text alignment orientation.Be
ause of many possible variations in text, the above approa
hes often do not work wellunder 
ertain 
onditions. To deal with su
h variations, some resear
hers have developed newapproa
hes in
luding [17, 162, 11, 186, 122, 62, 156℄. Details about some of these approa
hes
an be found in the work of Zhang et al [191℄. Re
ently, authors in [72℄ propose to segmentte
hni
al do
uments into two morphologi
al 
omponents using the Morphologi
al ComponentAnalysis (MCA) framework with two pre-
onstru
ted di
tionaries. However, sin
e the resultsare dependent on the 
hoi
e of two pre-
onstru
ted di
tionaries, this method is not adapted tovarious kind of do
uments.In summary, the existing methods are not e�
ient when dealing with do
uments 
ontainingdense information. Therefore, in this 
hapter, we propose an alternative approa
h that over
omesthe limitations of existing methods by using multi-learned di
tionaries 
ombined with a sparserepresentation. In fa
t, learned di
tionaries were used su

essfully in lo
al/global MCA with thepurpose of separating textures and 
artoons [41℄, as well as in the text dete
tion from s
eni
images [135℄. However, the performan
e of these methods depends strongly on the size of the44



4.2. Problem Statementpat
h. In fa
t, if the size of the pat
h is too large, its sparse representation ve
tor is large. Itmeans the 
omputing 
ost time will in
rease. If this size is too small, it 
ould not 
ontain enoughinformation for dis
rimination. In addition, the text 
hara
ters having di�erent sizes usuallyin
lude in the do
ument, therefore, 
hoosing a suitable size of the pat
h for all do
uments seemsmore di�
ult. To over
ome this short
oming, we propose a new approa
h using multi-resolutionlearned di
tionaries for separating text parts from graphi
al ones. To the best of our knowledge,it is the �rst times multi-resolution learned di
tionaries have been used for separating the textregions from graphi
al part.The main idea of the proposed method is based on the assumption that the representation oftext 
andidate pat
hes in the learned di
tionaries for texts are sparse but not sparse in the learneddi
tionaries for graphi
s. To make use of this assumption, we �rst empiri
ally 
onstru
t two se-quen
es of di
tionaries 
orresponding to two types of data (graphi
 or text) using the K-SVDmethod [41℄. Then, we use these learned di
tionaries 
ombined with Orthogonal Mat
hing Pur-suit (OMP) algorithm [41℄ to �nd the sparse representations of all di�erent sized non-overlappedpat
hes. Next, ea
h pat
h 
an be 
lassi�ed into text or graphi
 
ategories by 
omparing its re-
onstru
tion errors. All same-sized pat
hes in one 
ategory are merged to make a 
orrespondingtext or graphi
 layers. Finally, these text/graphi
 layers are 
ombined using logi
al operators.In a post-pro
essing step, text regions are further �ltered out using some learned thresholds.The rest of this 
hapter is organized as follows. Se
tion 4.2 states the problem in the frame-work of sparse representation. A dis
ussion about how to use learning algorithm to 
reatemulti-learned di
tionaries for text extra
tion is given in Se
tion 4.3.1. Details of the proposedtext dete
tion method are presented in Se
tion 4.3.2. The experimental results show that ourmethod provides good results and outperforms other methods (Se
tion 4.4). Finally, we give our
on
lusions in the Se
tion 4.5.4.2 Problem StatementIn text extra
tion, one do
ument input 
ontaining both text and graphi
s needs to be pro
essedto produ
e two output images, one 
ontaining text and the other 
ontaining graphi
s. Theimportan
e of text extra
tion is due to the possible existen
e of text's semanti
 meaning, whi
h
ould be obtained from the extra
ted text by using an opti
al 
hara
ter re
ognition (OCR)engine and a linguisti
 tool and, more importantly, 
ould fa
ilitate the interpretation of s
annedgraphi
al do
uments.Basi
ally, graphi
s 
omponents 
ontained in do
ument images are of various types a

ordingto ea
h spe
i�
 appli
ation domain but generally they are lines, 
urves, polygons and 
ir
les.Meanwhile, text 
omponents 
onsist of 
hara
ters and digits that form words and senten
es usedto annotate the graphi
s. Text/graphi
 separation is a 
hallenging problem be
ause of followingreasons. The �rst one is the graphi
al 
omponents as lines 
an be of any length, thi
kness, andorientation; the 
ir
les, polygons 
an be �lled or un�lled; and the text 
omponents 
an vary infont styles and sizes. The se
ond one is the existen
e of tou
hing text 
omponents and 
rossingbetween text and graphi
s 
omponents. The third one is text strings are usually intermingledwith graphi
s and 
an have any orientation.As we have re
alled in Se
tion (4.1), several methods have been proposed to ta
kle thisproblem and they 
an be roughly 
lassi�ed into main families in
luding morphologi
al analysis,
onne
ted 
omponent analysis, multi-resolution analysis. However, these approa
hes 
annot workwith the di�
ult 
ase of tou
hing between text and graphi
s 
omponents. For example, witha graphi
-ri
h and 
omplex engineering do
ument image as showed in Figure (4.1), none of the45



Chapter 4. Text/Graphi
 Separationmentioned methods in Se
tion (4.1) provide reliable results, giving rise to a demand for a newproposal.

Figure 4.1: Examples of graphi
-ri
h do
uments.The proposed method in this 
hapter extra
ts text 
omponents in a totally di�erent way fromexisting ones as a do
ument image h 
ontaining text and graphi
s 
omponents is 
onsidered asa 2D signal, and it is the mixture of two separate 2D signals of the same size:
h = ht + hgwhere ht and hg 
ontain text and graphi
s 
omponents respe
tively. The problem of textextra
tion is now seen as the inverse problem of re
overing ht and hg from h, whi
h is similar tothe blind sour
e separation problem [82℄. We assume that there are two over-
omplete di
tionaries

At, Ag ∈ RL×M that satisfy the signal ht is sparse in At but not sparse enough-or at least not assparse-in Ag, and similarly, hg is sparse in Ag but not sparse enough in At. In this manner, thedi
tionaries At, Ag play the role of a dis
riminant between ht and hg. This is a key observationfor the su

ess of the separation algorithm. On
e su
h di
tionaries are identi�ed, the use ofa pursuit algorithm (see Se
tion (2.2)) sear
hing for the sparsest representation leads to thedesired separation. However, to do this, we should answer the question: What should the properdi
tionaries be for these two kinds of 
ontents?In fa
t, the re
ent work in [72℄ used unde
imated wavelets and 
urvelets as the two over-
omplete di
tionaries At and Ag. However, this method did not totally separate text and graphi
s
omponents be
ause:
• There exists an overlap between the two 
hosen di
tionaries. Parti
ularly both di
tionaries
an represent the low-frequen
y 
ontents e�
iently and hen
e both 
onsider these 
ontentsas theirs.
• Some graphi
s, su
h as arrowheads, short 
urve segments, have morphologi
al 
hara
teris-ti
s being similar to those of text 
omponents. Thus, they are more likely to be representedby the di
tionary de�ned from unde
imated wavelets and may appear in the text image.46



4.3. Proposed Approa
h
(a) (b) (
)Figure 4.2: Examples when using MCA with unde
imated wavelets and 
urvelets as two over-
omplete di
tionaries At, Ag to extra
t the Text/Graphi
 parts: (a) original do
ument, (b) thetext 
omponent, and (
) graphi
 
omponent (extra
ted from [72℄).Although, applying MCA to graphi
al do
uments have not separated the text and graphi
parts totally as expe
ted (see Figure (4.2)), its �rst su

ess 
onsolidates our motivation in �ndingbetter solution. As the results, we have developed the assumption of MCA by proposing astrategy using multi-learned di
tionaries for separating text regions from graphi
al part instead oftwo pre-de�ned di
tionaries. We believe that when di
tionaries have learnt from the text/graphi
database separately, they will better adapt to the 
hara
teristi
s of signals; therefore, redu
ingthe overlap between them or in
reasing the performan
e of text extra
tion. In addition, usingmulti-resolution learned di
tionaries 
an over
ome the drawba
k of previous methods [41, 135℄in 
hoosing a suitable size of the pat
h.4.3 Proposed Approa
h4.3.1 Learned Di
tionaries for Text and Graphi
 PartsThe e�e
t of separation depends dire
tly on di
tionaries. If they are pre-
onstru
ted or pre-de�ned di
tionaries, then they typi
ally lead to fast transforms. However, they are typi
allylimited in their ability to sparsity the images they are designed to handle. Furthermore, mostof these di
tionaries are restri
ted to images of a 
ertain type, and 
annot be used for a newand arbitrary family of images of interest, as the graphi
al images as shown in Se
tion (4.2).This leads us to another approa
h for obtaining di
tionaries that over
omes these limitations byadopting learning point-of-view.The learning option starts by building a training database of signal instan
es and 
onstru
tingan empiri
ally learned di
tionary, in whi
h the generating atoms 
ome from the underlyingempiri
al data, rather than from some theoreti
al model. Su
h a di
tionary 
an then be usedin the appli
ation as a �xed and redundant di
tionary. The details of how 
reate the learneddi
tionary is shown in Se
tion (2.3). We re
all that we need to solve the following Equation (4.1)
min
A,xj

S
∑

j=1

‖hj −Axj‖22 subje
t to ‖xj‖0 ≤ k0, for all j = 1, .., S (4.1)where {hj}Sj=1 is the training database. This equation is similar to the problem (P ǫ
1 ) but now,also the di
tionary A ∈ R

L×M is unknown and has to be found during the optimization pro
ess.This di
tionary 
an be 
omputed by any learning algorithm as mentioned in Se
tion (2.3). Inour work, we use K-SVD algorithm. In general, K-SVD builds the di
tionary by an iterativepro
edure with two main steps: the sparse representation step, and the update di
tionary step.47



Chapter 4. Text/Graphi
 Separation

(a)

(b)Figure 4.3: Dis
riminative di
tionary training samples: (a) text training samples; (b) graphi
training samplesIn the sparse representation step, all sparse representations of training signals are 
omputedwhile keeping the di
tionary �xed. In the update di
tionary step, 
olumns-by-
olumns of thedi
tionary are updated su
h as minimizing the residually error based on 
al
ulating the SingularValue De
omposition (SVD) over the relevant examples.In fa
t, if the size of signals is too large, their sparse representation ve
tors will be highdimensional, in
reasing the time pro
essing. If it is too small, it 
ould not 
ontain enoughinformation to be dis
riminant. Moreover, the text 
hara
ters in
luding in the do
ument usuallyhave di�erent size, thus de
iding a suitable size of the pat
h seem to be not pra
ti
al. This arethe reasons, in this 
hapter, instead of two over-
omplete di
tionaries, two sequen
es of over-
omplete di
tionaries are used for text and graphi
 separation. Ea
h sequen
e has K di�erentdi
tionaries. The �rst sequen
e of di
tionaries provides a sparse representation for the text, whilethe se
ond one provides a sparse representation for the graphi
. To 
reate the sequen
es of thetext di
tionaries {At
k}Kk=1, we 
reate the set of text images being 
omposed by 26 lower
ase and48



4.3. Proposed Approa
h
√
sk 8 10 12 14 16 18 20
|Yk| 183276 116838 80962 59260 45194 35604 28822
|Zk| 48805 30873 21480 15600 12004 9472 7612

L×M 64 × 256 100 × 400 144 × 576 196 × 784 256 × 1024 324 × 1296 400 × 1600Table 4.1: The sizes of the training databases.upper
ase English letters and 10 Arabi
 numerals of various fonts, sizes and types and 90 degrees
lo
kwise rotation. Then the di�erent sliding windows wk of the size √sk × √sk, k = 1, ...,Kused to s
an text images into non-overlapped pat
hes {Yk}Kk=1. For the K graphi
 learneddi
tionaries {Ag
k}Kk=1, some graphi
 images are used to 
onstru
t the training database {Zk}Kk=1using the same way we do with text images. The graphi
s training examples are 
olle
ted fromthe graphi
 images in
luding only the graphi
 
omponent and their di�erent resolutions. Figure(4.3) presents examples of text/graphi
 images used to learn di
tionaries. Table (4.1) shows thesizes of the training database used to learn di
tionaries.After having two sequen
es of training databases {Yk}Kk=1 and {Zk}Kk=1, we use again the dis-
riminative di
tionary training algorithm K-SVD (see Se
tion (2.3)) to 
onstru
t two sequen
esof learned di
tionaries {At

k}Kk=1, {Ag
k}Kk=1.In the experiment, ea
h di
tionary At

k (or Ag
k) is a matrix with sk rows and 4×sk 
olumns, thelast row of Table (4.1) presents in details the size of learned di
tionaries. Moreover, 10 iterationsof the algorithm are run. At ea
h iteration, we prune the two training database by keeping thebest 90 % 
lassi�ed pat
hes. It is hoped that the overlap between the text and ba
kground sets
an then be minimized. The resultant text and ba
kground di
tionaries are shown in Figure(4.4)4.3.2 Text Regions Extra
tion by Learned Di
tionariesGiven a graphi
al image y ∈ R

n×m, we �rst de
ompose it into K sets of non-overlapped pat
hesby using K sliding windows {wk}Kk=1, in whi
h wk has the size √sk × √sk (see Figure (4.5)).Afterwards, for ea
h set of pat
hes {pki }i, we use two learned di
tionaries At
k, A

g
k 
ombined withOMP [41℄ to �nd all sparse representations of all pat
hes in this set, named {q̄ka,i}i, here a standsfor At

k and Ag
k:

q̄ka,i = argmin
qka,i

‖pki − aqka,i‖2 s.t ‖qka,i‖0 ≤ TkThen, ea
h pat
h pki 
an be 
lassi�ed into text or graphi
 by 
omparing its re
onstru
tionerrors in At
k, A

g
k using Equation (4.2).

ǫka,i = ‖pki − aq̄ka,i‖2 (4.2)If the re
onstru
tion error of pki in text learned di
tionary At
k is smaller than its re
onstru
tionerror in the graphi
 learned one, Ag

k, it means that the representative of pki in At
k is sparse andnot sparse (or at least not enough sparse) in Ag

k and, pki is 
onsidered as a text pat
h. Otherwise,it is 
lassi�ed as a graphi
 pat
h.Next, all text/graphi
s pat
hes are added to the text/graphi
s layer ykT , ykG, respe
tively.Binarizing ykT , ykG, k = 1, ...,K, and then the K text and graphi
 layers (K is set experimentally49
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(a)

(b)Figure 4.4: A zoom of the trained di
tionaries with (a) √sk = 8 , (b) √sk = 16; Graphi
 (left)and Text (right).
to 2 for experimental results) are 
ombined into the �nal text/graphi
 layer by using the logi
aloperations yT = ∧ykT and yG = ∨ykG.The post-pro
essing phase is ne
essary to further �lter out some text 
andidates. To deletesome remaining graphi
 
omponents, we learn thresholds de�ned on the behavior of the sparsityof noise 
omponents related to real true texts 
omponents. More details are given in the nextse
tion.50



4.4. Experimental Validation
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Figure 4.6: The optimal value of k0 following the size of the pat
h for the graphi
 di
tionaries(left) and text di
tionaries (right) in term of average representation error

Figure 4.5: Example of de
omposing input image into K sets of non-overlapped pat
hes byusing K sliding windows: (a) input image, (b) K sets of non-overlapped pat
hes for the �rst fourpat
hes in ea
h set.4.4 Experimental ValidationIn the K-SVD algorithm used to solve Equation (4.1), we have to take 
are on the value k0 andthe size of the pat
h whi
h have an impa
t on the learned di
tionaries. We have mentionedthat if the size of the pat
h is too small, the information in the graphi
 and text pat
h is notso mu
h di�erent, so, text 
andidate pat
hes 
an be 
onsidered as graphi
 pat
hes. If the sizeis too large, ea
h pat
h 
an 
ontain the text and graphi
 
omponents together, and there is notenough sparsity, either in text di
tionary or in graphi
 di
tionaries. Moreover, if we analyze thebehavior of k0 we 
an remark that the optimal value of this value is di�erent following the sizeof the 
hosen pat
h (see Figure (4.6)).In this perspe
tive, we propose to use multi-learned di
tionaries as des
ribe in Se
tion (4.3.1).We generate a set of di
tionaries for √sk from 8 to 20 and we experimentally �nd that the besttrade-o� is the 
ombination of two di
tionaries with √sk = 8 and 16. Figure (4.7) presents an51
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Algorithm 5 Text/Graphi
s SeparationINPUT: y ∈ R

n×m;1. Create the learned di
tionaries- Colle
ting sets of text/graphi
 images,- Using k sliding windows wk of the size √sk × √sk to s
an text/graphi
 images into non-overlapped pat
hes {Yk}Kk=1, {Zk}Kk=1,- Building two sequen
es of learned di
tionaries:for k = 1 to K do- At
k ←− K-SVD(Yk)- Ag
k ←− K-SVD(Zk)end for2. Text/Graphi
s separation- De
ompose y into K sets of non-overlapped pat
hes {pki }i using k sliding windows wk,for Ea
h pat
h pki ∈ {pki }i do- �nding its sparse representation q̄ka,i over text/graphi
 di
tionaries a, with a stands for At

kand Ag
k:

q̄ka,i = argmin
qka,i

‖pki − aqka,i‖2 s.t ‖qka,i‖0 ≤ Tk- Computing the re
onstru
tion errors of {q̄ka,i}i in a:
ǫka,i = ‖pki − aq̄ka,i‖2if ǫkAt

k
,i < ǫkAg

k
,i then

pki is the text pat
helse
pki is the graphi
 pat
hend ifend for- Combining same size text/graphi
 pat
hes into text/graphi
 layers,- Combining K text/graphi
 layers into �nal text/graphi
 layer,- Filtering out some text 
andidates in text layer using learn thresholds.OUTPUT: Text/graphi
 layer.
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4.5. Con
lusionsexample of extra
ting text with the learned di
tionaries.
(a) (b) (
)Figure 4.7: Examples using two sequen
es of over-
omplete learned di
tionaries to separate theText/Graphi
 parts: (a) original do
ument, (b) �nal graphi
 layer, and (
) �nal text layer.In the �nal text layer, there are still some graphi
al 
omponents that are 
onsidered asnoise 
omponents so far. This kind of noise will be deleted by verifying the behavior of itssparsity and 
ompared to the one of the true texts (
hara
ters) in the text/graphi
al di
tionaries.Figure (4.8) shows the average sparsity of the non-overlapped pat
hes of the noise 
omponentsand the text 
omponents in the text and graphi
 di
tionaries. The �gure 
learly shows that,in the text di
tionaries, the sparse representation of the noise 
omponent has less non-zeroelements than the text. Moreover, the sparse representation of the noise 
omponent in the textdi
tionaries is sparser than in the graphi
 di
tionaries. This explains why some noise 
omponentsare mis
lassi�ed as text 
andidates. In this perspe
tive, we 
onsider that a pat
h is a text ifits sparsity is above a threshold Th. This threshold is larger than the average sparsity of theremained noise 
omponents, see Figure (4.8) (left). Figure (4.9) illustrates one example of howthe 
hosen threshold is applied to further �lter out noise 
omponents.We 
ompare our method with the one proposed by Thai et al [72℄ and Tombre et al [171℄,using the same quantitative measures where Nb.
h is the number of 
hara
ters in ea
h image
ounted by the same proto
ol as in [171℄. From Table (4.2) we 
an remark that our methodprovides the best results for ea
h do
ument and is better than ea
h di
tionary used separately.Figure (4.10) presents 5 do
uments used in the evaluation of Table (4.2).Img Nb. 
h. [72℄ [171℄ Our method Di
. 8× 8 Di
. 16× 16Do
 1 63 53 58 61 24 50Do
 2 92 70 71 85 38 78Do
 3 93 77 81 86 32 83Do
 4 121 104 104 114 53 111Do
 5 31 22 7 23 6 19Table 4.2: Performan
e evaluation: (see Figure 4.10) with T0 set in Figure 4.6 and Tk = 16; 32for √sk = 8; 16.4.5 Con
lusionsIn this 
hapter, we present an alternative approa
h for separation text/graphi
s from te
hni
aldo
uments based on sparse representation. In our method, we 
ombine multi-learned di
tionaries53
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Figure 4.8: Behaviour of the sparsity of the texts and the noise 
omponents in the text di
tionaries(left) and graphi
 di
tionaries (right).

Figure 4.9: Example to illustrate how to further �lter out noise 
omponents, the value of thethreshold is 6.and sparse representation. The experimental results show that this 
ombination 
ould be a good
hoi
e for the segmentation problem with 
omplex graphi
al do
uments. We propose an originalway to set the sparse thresholds automati
ally. Additionally, we over
ome the restri
tions of theexisting methods.
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Do
 1: Original image Do
 1: Text layer Do
 1: Text extra
tion
Do
 2: Original image Do
 2: Text layer Do
 2: Text extra
tion

Do
 3: Original image Do
 3: Text layer Do
 3: Text extra
tion
Do
 4: Original image Do
 4: Text layer Do
 4: Text extra
tion

Do
 5: Original image Do
 5: Text layer Do
 5: Text extra
tionFigure 4.10: Do
uments used in the evaluation of Table 4.2: Origial images (left), Text layers(midle), Text extra
tion (right). 55
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Chapter 5Symbol Re
ognition
Contents 5.1 Introdu
tion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 585.2 Shape Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 605.3 Interest Points . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 615.4 Shape Context of Interest Points . . . . . . . . . . . . . . . . . . 645.5 Proposed Approa
h . . . . . . . . . . . . . . . . . . . . . . . . . . . 655.5.1 Learned Di
tionary of SCIPs . . . . . . . . . . . . . . . . . . . . . . 655.5.2 Visual ve
tor model . . . . . . . . . . . . . . . . . . . . . . . . . . . 665.5.3 Retrieval Symbol . . . . . . . . . . . . . . . . . . . . . . . . . . . . 685.6 Experimental Validation . . . . . . . . . . . . . . . . . . . . . . . . 685.6.1 Datasets and Performan
e Evaluation . . . . . . . . . . . . . . . . . 685.6.2 Study of Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . 695.6.3 Invarian
e and Robustness . . . . . . . . . . . . . . . . . . . . . . . 715.6.4 Unseen symbols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 725.7 Con
lusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73Sparse representations of images or pat
hes extra
ted from images have no property of in-varian
e. It means if the image/pat
h is 
hanged under some transformations su
h as s
ale,rotation, degradation, et
., then its 
orresponding sparse representation is not similar (or almostsimilar) to the sparse representation of the original image/pat
h in the same di
tionary. In ad-dition, the same size requirement in images is other drawba
k of sparsity model when workingdire
tly on images. Thus, in this 
hapter, our working hypothesis is 'if a learned di
tionary isoptimized by taking into a

ount the data properties derived from des
riptor, thus it not onlyspe
i�
ally adapts to the des
riptor but also provides the optimal approximation of the des
rip-tor '. Therefore, we propose a new approa
h based on the ve
tor models of the symbols from thesparse representations in the learned di
tionary of des
riptors. More spe
i�
ally, we �rst learna di
tionary des
ribing shape 
ontext of interest point des
riptors. Then, based on informationretrieval te
hniques, we build a ve
tor model for ea
h symbol based on its sparse representationin a visual vo
abulary whose visual words are 
olumns in the learned di
tionary. The retrievaltask is performed by ranking symbols based on similarity between ve
tor models. The evaluationof our method, using several datasets, demonstrates that the proposed method not only keepsthe invariant 
riteria under the a�ne transformations but also improves the performan
e of thesymbol retrieval system. 57



Chapter 5. Symbol Re
ognition5.1 Introdu
tionRetrieving similar symbols from do
ument images is still a 
hallenging task in the do
umentimage analysis 
ommunity. The goal here is giving an image example of the symbol, retrievingall the do
uments and the page lo
ations where it appears. This task naturally appears inhuman intera
tion with information systems. There is a need for providing better methodsthan the existing ones, whi
h 
an support the number of digitized do
ument 
olle
tions, andthe improvement of the 
omputation 
apabilities of mobile devi
es. Similarly related tasks, su
has 
ontent-based image retrieval (CBIR) te
hniques, image 
lassi�
ation or obje
t re
ognitionte
hniques, have also re
eived a renewed interest from the 
omputer vision 
ommunity.Symbols represent an abstra
tion of human thinking. Small 
hanges in a symbol 
an representa 
ompletely di�erent 
lass of symbols. Moreover, if we sket
h symbols then �nding robustdes
riptors for geometri
 distortion while remaining dis
riminative enough is a di�
ult task [21,196, 117, 134℄. Re
ently, the applying of the wide-spread des
riptors su
h as SIFT [102℄ orHoG [27℄ in handwriting word spotting tasks obtains various degree of su

ess [146, 3℄. However,there is still a limitation on the performan
e of su
h des
riptors when applied to multi-writerdo
uments. Thus, further resear
h in that dire
tion is going to 
ontinue. Authors in [178℄ applythe Choquet integral to sele
t a suitable set of de
ision rules that are used to 
lassify symbols.This approa
h works well in the situation where little information is available for training, anddatabases having a fair number of 
ategories.In general, symbol re
ognition systems are 
omposed of two phases: symbol des
ription andsymbol retrieval. The des
ription phase 
onsists of de�ning lo
al shape des
riptors, invariant tosimilarity transforms and robust to lo
al symbol distortions and do
ument noise. The retrievalphase 
onsists of implementing mat
hing algorithms along with indexing, or hashing, te
hniquesto e�e
tively retrieve the queried symbol.In te
hni
al do
ument, images usually are gray-s
ale or bla
k and white images, and usuallythe only sour
e of information used in symbol re
ognition tasks is shape information. In addition,the 
hoi
e of suitable feature des
riptors for ea
h task is a 
riti
 step in any re
ognition system,whi
h has generated a large literature [190, 168℄. Symbol des
riptors 
an be divided into di�erentgroups depending on the properties of primitives used to be 
omputed, the feature extra
tionmethod applied and the data representation used for ea
h des
riptor [168℄. In parti
ular, insymbol retrieval tasks we need lo
al des
riptors being able to deal with partial symbol o

lusionsand non-rigid deformations.Des
riptors based on pixel primitives like moments [21, 86, 23℄, generi
 Fourier des
riptor(GFD) [189℄ and Shape Context [10℄ are invariant to translation, s
aling, and rotation. Inaddition, original symbols 
an be re
overed from moment des
riptors. They provide a globaldes
ription of the whole symbol and; 
onsequently, they assume that symbols have 
orre
tly beensegmented. However in te
hni
al do
uments, symbols are non-isolated and they are a�e
ted bypartial o

lusions.On the 
ontrary, des
riptors with primitives based on 
ontours, 
losed regions, 
onne
ted 
om-ponents or shape skeleton are able to deal with partial o

lusions. Although these des
riptors
an easily be 
omputed, they are usually poorly dis
riminant [128℄ or sometimes the mat
hingpro
ess is time 
onsuming [123℄. There are also several primitives des
ribing symbols using geo-metri
 information [103℄ or ve
tor signatures [38℄. In general, they are invariant under similaritytransformations, but this invarian
e depends on a prior normalization step. In addition, theyare quite sensitive to noise at ve
tor level.Synta
ti
 and stru
tural des
riptors are suitable des
riptors for symbol des
ription sin
e theyrepresent spatial relations between symbol primitives (e.g. lines, ar
s) and di�eren
es in symbols58



5.1. Introdu
tionusually 
omes from di�eren
es in primitives. Some examples of su
h des
riptors are rule-baseddes
riptions [18, 117℄, strings [180℄ and attributed relational graph (ARG) [100, 95, 148, 96℄. Ingeneral, su
h des
riptors are powerful tools for symbol des
ription, but their performan
e [18, 117℄are highly a�e
ted by the noise and the 
omputation time linked to sub-graph isomorphismmat
hing [100℄ is NP-hard despite some tentative to speed up the pro
ess [61℄.In summary, the time 
omplexity of mat
hing algorithms of stru
tural des
riptors is still animportant drawba
k in many symbol retrieval systems. In addition, global des
riptors are di�
ultto be applied in do
uments with non-isolated symbols. Thus, des
riptors lo
ally 
omputedaround points of interest like SIFT [101℄ and a variant of the Shape Context [130℄ are moresuitable for symbol retrieval tasks.The Bag of Visual Words (BoW) framework has also mostly been used in obje
t re
ogni-tion appli
ations [153, 97, 149℄, text dete
tion [193℄, image 
lassi�
ation [183, 80℄ and symboldes
ription [130℄. In the BoW framework, there are two addressed issues: feature des
riptionand vo
abulary generation. Con
erning feature des
ription and as we have seen, SIFT andHoG des
riptors are two kinds of feature ve
tors 
ommonly used in 
omputer vision appli
ationswhile Shape Context des
riptor [10℄ on interest points have shown interesting results in symbolre
ognition appli
ations [130℄. For visual vo
abulary generation, k-means algorithm and produ
tquantization [78℄ are two normal te
hniques. These te
hniques aim to partition feature ve
torsinto 
lusters in whi
h ea
h feature ve
tor belongs to the 
luster and the 
luster 
entroids playsthe role of visual words. Ve
tor quantization is an extreme sparse representation where only one
odeve
tor is assigned to a feature ve
tor so it 
ould be too restri
tive, giving rise to often a
oarse des
ription of the feature ve
tor [183℄.In general, in sparse representations ea
h feature ve
tor is represented as a linear 
ombinationof several ve
tors or atoms. If we 
onsider atoms as visual words, then sparse representationallows representing ea
h feature ve
tor by a group of visual words. As the results it allows todes
ribe the feature ve
tor better and redu
e the size of the visual vo
abulary. However, to takethis advantage of sparse representation, we need to answer two questions: the �rst one is whatare the atoms, and the se
ond one is how many atoms are needed to present a feature ve
tor orsymbol des
riptor. In the 
ontext of this 
hapter, atoms are the set of primary elements, also
alled di
tionary, learned from training symbol des
riptors (Shape Context of Interest Points)by applying the K-SVD algorithm. As mentioned in Chapter (2), the K-SVD algorithm is oneof learning di
tionary algorithms used to build a learned di
tionary from a training database.The elegan
e and su

ess of learning algorithms in general, and the K-SVD in parti
ular arepresented in previous 
hapters. However, there are still also important short
omings. The �rstone is the restri
tion to low-dimensional signals, i.e., the size 1000 is a reasonable limit not to besurpassed [41℄. An attempt to go beyond this raises a series of problems, starting with a needfor an intolerable amount of training database, a very slow learning pro
edure, and a risk ofover-�tting be
ause of the too many free parameters in the sought di
tionary [41℄. This is one ofthe reasons in image pro
essing algorithms in general and in the two previous 
hapters, learneddi
tionaries are used on small image pat
hes, rather than on the whole image.Another short
oming is that the learned di
tionary as obtained by learning algorithms op-erates on signals by 
onsidering only their native s
ale. This short
oming is related to theabove-mentioned limits on the dimensionality of the signals (whi
h does not leave mu
h freedomfor multi-s
ale pro
essing) and the 
omputing time issue. In addition, in some appli
ations, wedesire the di
tionary having spe
i�
 invarian
e properties as shift, rotation, and s
ale-invarian
es.These imply that when the di
tionary is used on a shifted/rotated/s
aled version of an image,we expe
t the sparse representation obtained to be tightly related to the representation of theoriginal image. However, the original learning methodology has not addressed this matter. 59



Chapter 5. Symbol Re
ognitionAs the results, in this 
hapter and the next 
hapter, we propose to solve some of the aboveproblems by using sparse representations at the 'higher ' level of information of the image. The'higher ' level of information in our 
ontext is the des
ription of the images. Spe
ially, des
riptorsextra
ted from a set of training images now is 
onsidered as a family of training database, sowe will 
reate the learned di
tionaries of des
riptors. As the size of the des
riptor is usually nothigh, the restri
tion on the dimensions over
omes. Moreover, some des
riptors have invarian
eproperties under linear transforms, thus learned di
tionary built from these des
riptors 
an havealso invarian
e properties. The answer for the se
ond question about how many atoms areneeded to present a feature ve
tor 
an be found by using sparse representation te
hniques. Sparserepresentation te
hniques are a 
olle
tion of optimization methods seeking the minimum numberof atoms needed to represent a given symbol des
riptor. Some of the optimization algorithms
an be found in [137, 20, 36, 195℄.In this 
hapter, we apply sparse representation te
hniques over di
tionary learned from a setof symbol des
riptors for retrieval purposes. More spe
i�
ally, we �rst 
ompute shape 
ontextof the interest points in symbols and use them as training dataset for 
onstru
ting a learneddi
tionary by means of the K-SVD algorithm. Then, we 
onstru
t a ve
tor model for everysymbol based on its sparse representation in the di
tionary and the tf-idf approa
h is adaptedto the sparse representation. Finally, the retrieval task is performed by ranking symbols basedon their similarity to the queried symbol and where the similarity is 
omputed based on ve
tormodels approa
h.We have organized the rest of this 
hapter as follows. In Se
tion 5.2 and Se
tion 5.3, webrie�y present some fundamental ba
kgrounds on the shape 
ontext, interest points and shape
ontext of interest points des
riptors, respe
tively. Our proposed method and retrieval model arepresented in Se
tion 5.5 and we report experimental results in Se
tion 5.6. Finally, we 
on
ludeand dis
uss the future work in Se
tion 5.7.5.2 Shape ContextThe Shape Context (SC) is one of the des
riptors with higher a

ura
y rates in many shapesre
ognition tasks and was introdu
ed in [10℄. Shape boundaries, either internal or external, aresampled in n points. For ea
h point pi on the symbol 
ontour, Belongie et al 
ompute its 
oarsehistogram hi of the relative 
oordinates of the remaining n− 1 points:
hi(l) = #{c 6= pi : (c− pi) ∈ bin(l)}, l = 1, Lwhere c are 
ontours points expressed in log-polar 
oordinates and L is the number of bins ofthe SC histogram at point pi. Thus, for ea
h symbol S, its SC is the real matrix H = {h1, ..., hn}with dimensions L× n. Figure (5.1) presents an example of how to 
ompute the shape 
ontextof a symbol.Sin
e all measurements are 
omputed with respe
t to all points that are sampled from internalor external 
ontours on the symbol, SC is therefore invariant under translation. Its invarian
eunder s
aling 
an be obtained by normalizing all radial distan
es by the mean distan
e amongall point pairs in the symbol. Moreover, it is inherently insensitive to small perturbation of partsof the symbol, and robust to small nonlinear transformation.60



5.3. Interest Points

Figure 5.1: Illustration about how to 
ompute the shape 
ontext5.3 Interest PointsSin
e the beginning of the year 80's, there has been a numerous resear
h works to identify theinterest points [24, 25, 151, 102, 120℄. The general prin
iple of these methods is sear
hing theinterest points either from various resolutions of the image, or from a reasonable resolutionsele
ted a

ording to a set of 
riteria [83℄. In general, the approa
h using various resolutionsis preferred and SIFT (S
ale-Invariant Feature Transform) [102℄, Harris-Lapla
e and Harris-A�ne [120℄ are three of the most popular and su

essful methods to �nd the interest pointsfollowing this approa
h.Both dete
tors SIFT and Harris-Lapla
e are invariant under s
aling transforms while Harris-A�ne is invariant to more 
omplex transformations su
h as the viewpoint 
hanges. However,within the framework of graphi
al symbols appli
ations, we are not interested mu
h in the view-point 
hange, so we prefer to use an invariant dete
tor SIFT and Harris-Lapla
e rather thanHarris-A�ne. In fa
t, the dete
tor Harris-Lapla
e is slightly more su

essful than the dete
torSIFT [120℄. Nevertheless, the dete
tor SIFT is more advantageous regarding 
omputational 
om-plexity be
ause it is based itself on DoG (Di�eren
e of Gaussian), an approximation 
lose toLoG (Lapla
ian of Gaussian) [120℄. We sele
ted in this thesis the dete
tor SIFT even if the othermethods 
an be valid 
hoi
es.A

ording to the evaluation of Mikolaj
zyk et al [121℄, the des
riptor SIFT [102℄ 
al
ulated inthe interest points gives very good results. Furthermore, the experimental 
omparisons in [119℄showed that maxima and minima of the fun
tion LoG produ
e the most stable image features
ompared to a range of other possible fun
tions, su
h as the gradient Hessian or Harris. In [163℄,the analysis of the behavior of LoG on the jun
tions of the models showed that the LoG suppliesone or several extrema near the jun
tions whi
h play an important role to distinguish a modelof an other one, espe
ially for the graphi
 symbols. The positions of the extremas depend onthe resolution in whi
h the LoG is 
al
ulated. We will explain brie�y how these positions area�e
ted by re
alling the results in [163℄ with the �nite model de�ned in Equation (5.1).
I(x, y) = f(x)f(y)f(W − x)f(tan(θ)x− y) (5.1)where W and θ are the width and the slope of the model, respe
tively and f is the Heavisidefun
tion de�ned as following: 61
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ognition
f(x) =

{

0 if x ≤ 0
1 otherwiseLet g, φ are the one−dimensional Gaussian �lter and the error fun
tion at s
ale σ, respe
-tively:

g(x, σ) =
1√
2πσ

exp−
x2

2σ2

φ(x) =

∫ x

−∞
g(t, σ)dtthen L(x, y, σ), is the 
onvolution of the original image I(x, y) with the two−dimensionalGaussian at s
ale σ de�ned by G(x, y, σ) = g(x, σ)g(y, σ), is 
al
ulated in following equation:

L(x, y, σ) = G(x, y, σ) ∗ I(x, y)

= φ(y)(φ(x) − φ(x−W ))−
∫ x

x−W
g(α)φ(y − tan(θ)(x− α))dαFollowing Tabbone et al [163℄ the Lapla
a
ian of L(x, y, σ) equals

∇2L(x, y, σ) =
∂2L

∂x2
+

∂2L

∂y2

=
1

σ2
(−yg(y)(φ(x) − φ(x−W )) + (x−W )g(x−W )(φ(y) − φ(y −W tan(θ)))

+(y cos(θ)− x sin(θ))g(y cos(θ)− x sin(θ))

×(φ(y sin(θ) + x cos(θ))− φ((y sin(θ) + x cos(θ))− W

cos(φ)
)))Figure (5.2) presents a �nite multi-model de�ned in Equation (5.1) and its Lapla
e of Gaus-sian at two s
ales σ = 1 and σ = 5. This �gure also shows the e�e
t of σ on the positions ofthe extremas. As the LoG, the DoG possesses a similar behavior. In fa
t, the dete
tor SIFTsupplies interest points 
orresponds to an extremum of the DoG that o

urs at multiple s
ales,so it allows to avoid the arbitrary 
hoi
e of a resolution. Spe
i�
ally, a DoG image D(x, y, σ) isgiven by

D(x, y, σ) = L(x, y, kσ) − L(x, y, σ)62
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Chapter 5. Symbol Re
ognitionFigure (5.3) presents how to 
reate the DoG images. The s
ale spa
e is separated into o
tavesin whi
h o
tave 1 uses s
ale σ, o
tave 2 uses s
ale 2σ et
... In ea
h o
tave, the initial image isrepeatedly 
onvolved with Gaussians to produ
e a set of s
ale spa
e images (Figure 5.3 (left)),and then the adja
ent Gaussians are subtra
ted to produ
e the DoG (Figure 5.3 (right)). Afterea
h o
tave, the Gaussian image is down-sampled by a fa
tor of 2 to produ
e an image a quarterthe size of the next level. Output for ea
h maxima and minima isthe lo
ation and the 
orresponding s
aleS
ale
Figure 5.4: Maxima and minima of the DoG images are dete
ted by 
omparing the pixel (markedby red 
olor) neighbors in the 
urrent and adja
ent images (marked by bla
k 
olor)To dete
t the lo
al maxima and minima of D(x, y, σ), ea
h sample point is 
ompared toits eight neighbors in the 
urrent image and nine neighbors in the s
ale above and below (seeFigure 5.4). This point is 
onsidered as an interest point 
andidate only if it is larger than all ofthese neighbors or smaller than all of them. On
e the interest point 
andidates have been found,the next step is to �lter out interest points with low 
ontrast and with poorly lo
alized alongan edge. It is done by using 2 × 2 Hessian matrix and the derivative of the fun
tion being theTaylor expansion of D(x, y, σ) 
al
ulated in the position and the s
ale of the 
onsidered point.The orientation of an interest point is determined by the lo
al gradient dominating in the regionaround this interest point.Thus, by using SIFT algorithm, ea
h interest point pi is presented by (xi, yi, δi, θi) where
(xi, yi) is the 
oordinates of pi; δi is the resolution where pi is dete
ted (
orresponding to σ) and
θi it the orientation of pi.5.4 Shape Context of Interest PointsSC de�ned so far shows two main drawba
ks when applied to symbol retrieval tasks. On the onehand, as most of photometri
 des
riptors, we need to segment symbols well enough for havingsatisfa
tory retrieval performan
e. On the other hand, mat
hing fun
tion is 
omputationallytime-demanding if the number of boundary points is large.Inspired by the works of dete
ting e�
iently an obje
t from its key-points (also known asinterest points) [102, 1℄, the authors in [130℄ proposed a new approa
h, named Shape 
ontextof interest point (SCIP). In their approa
h, SC is only de�ned around interest points. Morespe
i�
ally, interest points IP = {p1, p2, . . . , pr} and 
ontour points C = {c1, . . . , cn} of a givensymbol are dete
ted. Indeed, ea
h of these interest points pi is thus a referen
e point to 
omputethe SC of a symbol. Be
ause the IP set is rarely a subset of C for most of the 
ases [163℄,the same rotation normalization method for SC 
annot be applied to SCIP. Instead, dominantorientation of interest point information for orientation normalization is used. Ea
h interestpoint pi is represented by its 
oordinates and the dominant orientation: pi = {xi, yi, ~ei}. Therelative log-polar 
oordinates of 
ontour points cj ∈ C is denoted by cij = (log rij , θij) in whi
h
rij is the normalized distan
e from pi to cj , and θij = 〈−−→picj , ~ei〉. The 
oarse histogram at pi is64
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h
omputed as:
h̄i(l) = #{cij 6= pi : (c

i
j − pi) ∈ bin(l)}, l = 1, L

Figure 5.5: The relative log-polar 
oordinates of cj with regard to piThen, the SCIP des
riptor is the set H̄ = {h̄1, h̄2, . . . , h̄r}, where ea
h h̄i is a histogram of Lbins.5.5 Proposed Approa
hQuerying symbols on a dataset using SCIP des
riptor needs to a

urately assign ea
h SCIPdes
riptor to a visual word. In the proposed approa
h we avoid this step by des
ribing ea
h SCIPdes
riptor by a linear 
ombination of visual words being the 
olumns of the learned di
tionary
A. In this se
tion, we will build a learned di
tionary from a set of SCIP des
riptors providingsparse representation and then, we will explain how to built ve
tor models permitting to querysymbols in a dataset.5.5.1 Learned Di
tionary of SCIPsAs explained in Se
tion (5.1), beside of the elegan
e and su

ess of learning methodology, thereare also important short
omings to it su
h as the limitation about the dimension of the signal,and the la
k of invarian
e properties under linear transforms of learning di
tionaries. Thus, toover
ome these short
omings, in this 
hapter, we propose to use sparse representations at the'higher ' level of information of the images. The 'higher ' level of information in our 
ontext isthe des
ription of the images. The over-
omplete learned di
tionary A for sparse representationnow is a di
tionary built from a training database being the symbol des
riptors (shape 
ontextof interest points). Indeed, shape 
ontext of interest points (SCIPs) {H̄n}Nn=1 extra
ted froma set of N training symbols now is 
onsidered as a family of training database. So ea
h SCIP
h̄i ∈ R

L has an optimally sparse approximation x∗i satisfying ‖h̄∗i − h̄i‖2 ≤ ǫ with h̄∗i = Ax∗i .
min
xi,A

∑

i

‖xi‖1 subje
t to ‖h̄i −Axi‖22 ≤ ǫ (5.5)In this 
hapter, the learned di
tionary A is 
onstru
ted by using the K-SVD algorithm be
auseof advantages of this algorithm (see Chapter (2)). In fa
t, the initial di
tionary A is 
onstru
tedfrom a random of M des
riptors in the training set H̄ with the normalized 
olumn-wise bythe l2-norm. Then, we exe
ute the K-SVD algorithm until a �xed number of iterations or theapproximation error is smaller than a �xed value of ǫ. After applying the K-SVD algorithm onthe training set H̄, we learn a di
tionary A and the sparse representations of all SCIP des
riptorsin H̄. 65
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Figure 5.6: The 24 atoms (
olumns) of learned di
tionary built from SCIP des
riptors of symbolsin GREC2003 database.Figure (5.6) shows examples about 
olumns of learned di
tionary built from SCIP des
riptorsof symbols in GREC2003 database.5.5.2 Visual ve
tor modelAfter applying the K-SVD algorithm on the set of SCIPs des
riptors {H̄n}Nn=1 used as trainingdataset, we have learned a di
tionary A ∈ R
L×M as well as the sparse representations of allSCIPs in that dataset. In the remainder of this Se
tion, we explain how to 
ombine sparserepresentation of SCIP des
riptors with the ve
tor model framework used in retrieval tasks.Without loss of generality, we 
an assume that h̄ ∈ R

L is one SCIP des
riptor in {H̄n}Nn=1and x ∈ R
M is the sparse representation of h̄ given the di
tionary A obtained by applying theOMP algorithm. Instead of using ve
tor quantization te
hniques and assigning a single visualword to ea
h SCIP [154, 130℄, we 
an see h̄ as a linear 
ombination of visual words where ea
hvisual word is ea
h 
olumn of the learning di
tionary A. Therefore, the sparse ve
tor model isthe extension of ve
tor model to sparse representations.In general, ve
tor model provides a representation of the dis
riminative words at the do
umentlevel. Thus, we have a M dimensional ve
tor of real values denoting the relative importan
e ofwords a

ording the number of o

urren
es of su
h word in the do
ument (tf fa
tor) and itsdis
riminative 
apa
ity (idf fa
tor). Similarly, we have 
onstru
ted the sparse ve
tor model atsymbol image level, and herein, do
uments and symbol images are identi�ed.For ea
h training n, we denote vni the 
hara
teristi
 ve
tor of h̄ni . Then vni is generated basedon the sparse representation xni of h̄ni over the learned di
tionary A. More spe
i�
ally, let xni be66



5.5. Proposed Approa
hthe sparse representation of h̄ni in A, or xni is the solution of following equation:
min
xn
i

‖xni ‖0 subje
t to ‖h̄ni −Axni ‖2 ≤ ǫThe solution xni is obtained by applying the OMP algorithm. Be
ause xni is sparse, so thenumber of zero elements in xni is larger than the number of nonzero elements. Let I be theindexes set where xni is di�erent to 0, then the 
hara
teristi
 ve
tor vni ∈ R
M is the 0− 1 valuedve
tor vni (k) = 1 if k ∈ I and 0 otherwise. For example, if

xni = {α1, 02, . . . , αp−1, αp, 0p+1, . . . , αq, αq+1, 0q+2, . . . , 0M}then I = {1, p − 1, p, q, q + 1} and
vni = {11, 02, . . . , 1p−1, 1p, 0p+1, . . . , 1q, 1q+1, 0q+2, . . . , 0M}Next, we de�ne the tf and idf fa
tors with the purpose of des
ribing the do
ument 
ontentsand the importan
e degree of terms, respe
tively, in a similar way to the tf-idf approa
h forbuilding ve
tor models in information retrieval. Thus fn

k is the frequen
y of the word k in asymbol n and
tfk,n =

fn
k

maxs fn
sObserve that we 
an easily 
omputed these frequen
ies through the 
hara
teristi
 ve
tor:

fn
k =

rn
∑

i

vni (k)with rn is the number of interest points extra
ted from the training symbol n. The idf fa
toris similarly de�ned as usual in information retrieval systems but also adapted to the sparserepresentation of SCIP des
riptors. The importan
e in distinguishing a relevant symbol fromnon-relevant one in a database is measured by log N
lk
, where lk is the number of symbols in whi
hthe word k appears, and N is the number of symbols in the database.

lk = #{n = 1, N |fn
k 6= 0}Therefore, the ve
tor model for a given symbol is de�ned by the weighted frequen
y for allwords k in our visual vo
abulary:

wn(k) = tfk,n × idfk =
fn
k

maxs fn
s

× log
N

lk
(5.6)This means that the ve
tor model for a given symbol n is the ve
tor wn in whi
h wn(k) isthe k-th element of wn, or

wn = (wn(1), wn(2), ..., wn(k), ...., wn(M)) 67



Chapter 5. Symbol Re
ognition5.5.3 Retrieval SymbolFor ea
h query symbol sqi in the set of query symbols Sq = {sq1, s
q
2, . . . , s

q
m}, its ve
tor model is
omputed in the same way des
ribed in Se
tion (5.5.2). We �rst 
ompute its SCIP des
riptor

H̄q
i = {h̄q1, . . . , h̄

q
ri}. Then, using the learned di
tionary A, we �nd the sparse representation ofea
h element in H̄q

i by applying the OMP algorithm [137, 172℄ to solve Equation (5.7) with thesame value of ǫ used in training di
tionary A in Se
tion (5.5.1). Finally, we 
ompute the ve
tormodel, named wq
i , as summarized in Equation (5.6).

min
xi

‖xi‖1 subje
t to ‖h̄i −Axi‖22 ≤ ǫ (5.7)Next, the similarity of the query symbol sqi ⊆ Sq and the symbols in the database sn ⊆ S is
omputed as the 
osine distan
e between two ve
tors wq
i and wn:distan
e(wq

i , w
n) =

〈wq
i , w

n〉
|wq

i | × |wn|where 〈·, ·〉 is the dot produ
t. Finally, the symbols in the database are ranked based on theirsimilarity to the query symbol sqi .5.6 Experimental ValidationOne of the main 
hallenges in symbol retrieval is the 
apa
ity of symbol retrieval system toretrieve good results when the 
lass of the queried symbol does not exist in the dataset used forlearning the visual di
tionary. The experiments designed in this se
tion are devoted to show thatthe proposed s
heme outperforms other related approa
hes even in su
h 
ases.We have designed three groups of experiments that have allowed us to judge the performan
eof the sparse ve
tor model approa
h under several 
onditions of the training set. We have devotedthe �rst group of experiments in �nding the best parameters of the symbol retrieval systemgiven the ben
hmark datasets 
onsidered. The se
ond group of experiments, aim at evaluatingthe performan
e of the SCIP des
riptor, 
omparing to other shape des
riptors, on datasets inwhi
h symbols su�er di�erent degree of geometri
 distortion, noise, rotation and s
ale transforms.In addition, we have 
ompared its performan
e to the k-means algorithm if it is used to learnthe di
tionary. The last group of experiments seeks to evaluate the retrieval system in a morerealisti
 
on�guration in whi
h some symbol 
lasses does not exist in the training set.5.6.1 Datasets and Performan
e EvaluationWe have 
onsidered three publi
 datasets. The �rst dataset is the syntheti
 GREC2003 dataset1, used in many symbol re
ognition 
ontest sin
e 2003. The se
ond dataset, 
alled herein CVCdataset, is a handwritten version of the GREC2003 dataset, and it is 
reated by the Com-puter Vision Center [117℄. The third dataset is the FRESH dataset 
omposed of real symbolinstan
es [150℄.The GREC2003 dataset in
ludes 50 di�erent 
lasses of symbols with di�erent number ofinstan
es for ea
h 
lass [173℄. This dataset was originally 
reated to evaluate symbol des
riptorsperforman
e under di�erent geometri
 distortions of symbols; rigid transforms (rotation ands
ale) and noise simulating do
ument degradation. So, di�erent tests were 
reated depending on1http://www.
v
.uab.es/gre
2003/SymRe
Contest/68



5.6. Experimental Validationthe degradation level, geometri
al distortion and rigid transform applied on them. We have takenthe images of su
h tests and grouped into three di�erent subsets: the �rst one is 
omposed of onlyrotated and s
aled symbols, the se
ond one is 
omposed of geometri
ally distorted of instan
esof original symbols and the last one is 
omposed of distorted and noisy instan
es symbols.The CVC dataset of handwritten symbol is the sele
tion of 459 handwritten symbols drawnby 14 di�erent volunteer people from the CVC.The FRESH dataset in
ludes symbols extra
ted from air
raft ele
tri
al wiring diagrams ofreal world industrial drawings. Di�eren
es between symbols are due to slight details in symbols,and the number of instan
es of ea
h 
lass of the symbol is imbalan
e. Consequently, symbolshave been grouped into similar symbol 
lasses a

ording the agreement of 6 volunteers who haveparti
ipated in the ground-truth generation [150℄. Figure (5.7) shows some examples of symbolsin all datasets that we used in this 
hapter.Some symbols in the Rotation and S
ale datasetSome symbols in the Distorition datasetSome symbols in the Degradation and Deformation datasetSome symbols in the FRESH datasetSome symbols in the CVC datasetFigure 5.7: Examples about the symbols in di�erent datasetsFor evaluation purposes, we 
reate two partitions for ea
h dataset: a training partition and atest partition. The training partition is used for learning the des
riptors di
tionary and the testpartition is the symbol images used as queries in the evaluation. In ea
h dataset, the sear
h setis the same than the training set. The obtained results is reported and 
ompared with relatedmethods using the area under the pre
ision-re
all 
urve (AUC-PR) metri
 [30℄. AUC-PR metri
is a simple matrix to de�ne how algorithm performs over PR spa
e. It 
an be 
al
ulated by usingthe trapezoidal areas 
reated between ea
h PR points.We use the implementation introdu
ed in [145℄ to learn the visual di
tionary of SCIP des
rip-tors, and we repeat 10 times of ea
h experiment due to the random initialization of the K-SVDalgorithm. To assess if di�eren
es on the AUC-PR values are signi�
ant, or not, from a statisti
alviewpoint, we perform a two-sided Wil
oxon rank sum test with 5% of signi�
an
e level.5.6.2 Study of ParametersThis group of experiments aim at �nding the best parameter values of the proposed s
heme:the dimension of SCIP des
riptor, the approximation error and the size of visual di
tionary,69



Chapter 5. Symbol Re
ognitionrespe
tively named L, ǫ, and M . An exhaustive sear
h in the parameter spa
e will require runa K-SVD algorithm for ea
h 
ombination of these three parameters taken a lot of time in a PCwith a standard 
on�guration. Thereby, we have �xed one of these parameters, the size of visualdi
tionary sin
e we want to evaluate the dis
riminative power of the sparse representation ofSCIP des
riptors 
omparing related approa
hes given the same size of vo
abulary. We have �xedthe size of visual di
tionary (or the number of 
olumns in A) M = 512 for all the experimentsdone in this 
hapter.Con
erning the SCIP dimension, we have sampled the radial and angular parameters re-spe
tively in the following sets of values: {3, 4, 5} and {12, 16}; thus SCIP dimension L =radial × angular belongs to L = {36, 48, 60, 48, 56, 80}. Furthermore, we have sampled the ap-proximation error ǫ, de�ned in the problem (5.5), in an interval of values ranging from 0.01 to
0.2.Thereby, with ea
h pair (L, ǫ) of the sampled parameter spa
e, we learn a di
tionary onthe training dataset having the size of 395, 459, and 164 
orresponding respe
tively to GREC2003, CVC and FRESH dataset. For ea
h training dataset, we 
ompute the AUC-PR valuesand repeat this s
heme 10 times sin
e the K-SVD is randomly initialized. Tables (5.1), (5.2)show the average of AUC-PR values for the rotation and s
ale, CVC, and FRESH dataset
omputed over the 10 experiment repetitions. In these tables, an entry marked by (-) indi
atesthat the 
orresponding sampled parameter performs worst than the best sampled parameter (inbold). Similarly, an entry marked by (+) indi
ates that the 
orresponding sampled parameteroutperforms the others, and an entry marked by (=) indi
ates that results obtained by the bothsampled parameter are not signi�
antly di�erent.0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1 0.2(12, 3) 0.533(-) 0.591(-) 0.595(-) 0.607(=) 0.611(=) 0.606(=) 0.615(=) 0.612(=) 0.560(-) 0.603(-) 0.602(-)(12, 4) 0.345(-) 0.491(-) 0.556(-) 0.596(-) 0.605(=) 0.602(-) 0.613(=) 0.614(=) 0.609(=) 0.620(+) 0.106(-)(12, 5) 0.290(-) 0.417(-) 0.558(-) 0.574(-) 0.597(-) 0.607(=) 0.608(=) 0.610(=) 0.604(=) 0.607(=) 0.614(=)(16, 3) 0.421(-) 0.538(-) 0.580(-) 0.594(-) 0.598(-) 0.601(-) 0.604(-) 0.601(=) 0.603(-) 0.595(-) 0.610(=)(16, 4) 0.308(-) 0.433(-) 0.542(-) 0.582(-) 0.599(-) 0.602(=) 0.612(=) 0.613(=) 0.606(-) 0.603(-) 0.619(=)(16, 5) 0.211(-) 0.347(-) 0.504(-) 0.568(-) 0.584(-) 0.596(-) 0.593(-) 0.608(=) 0.584(-) 0.610(=) 0.616(=)Table 5.1: Average AUC-PR values for the rotation and s
ale dataset.0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1 0.2(12, 3) 0.0766(-) 0.2062(-) 0.2360(-) 0.2710(-) 0.2920(-) 0.2561(-) 0.2498(-) 0.2860(-) 0.3100(-) 0.3026(-) 0.2958(-)(12, 4) 0.0848(-) 0.1439(-) 0.2124(-) 0.2593(-) 0.2928(-) 0.3091(-) 0.3232(-) 0.3236(-) 0.3364(-) 0.3211(-) 0.3156(-)(12, 5) 0.0831(-) 0.1301(-) 0.2211(-) 0.2887(-) 0.3095(-) 0.3106(-) 0.3471(-) 0.3604(+) 0.3470(-) 0.3348(-) 0.3378(-)(16, 3) 0.0719(-) 0.1791(-) 0.2266(-) 0.2584(-) 0.2316(-) 0.2078(-) 0.2222(-) 0.2847(-) 0.2887(-) 0.2873(-) 0.3034(-)(16, 4) 0.0726(-) 0.1257(-) 0.1796(-) 0.2586(-) 0.2849(-) 0.3139(-) 0.3171(-) 0.3220(-) 0.3144 (-) 0.2873(-) 0.3034(-)(16, 5) 0.0515(-) 0.0992(-) 0.1875(-) 0.2529(-) 0.3018(-) 0.3195(-) 0.3310(-) 0.3432(-) 0.3371(-) 0.3318(-) 0.3154(-)Table 5.2: Average AUC-PR values for the CVC dataset.The best values about the retrieval time and the AUC-PR for all datasets are presentedin Table (5.3). The (+) on the right side of the average of AUC-PR values indi
ates that theAUC-PR values obtained for the best 
on�guration are signi�
ant better 
ompared to other pairs
(L, ǫ).70



5.6. Experimental ValidationDataset L ǫ Av. time (s)/query Av. AUC-PRGREC2003 48 (12 ×4) 0.1 1.380 0.6199 (+)CVC 60 (12 × 5) 0.08 0.831 0.3604 (+)FRESH 36 (12 × 3) 0.02 20.824 0.4018 (+)Table 5.3: Best values for the datasets.5.6.3 Invarian
e and RobustnessThese experiments aim to prove that using sparse representation for the ve
tor models of symbolsis not only keeping the invarian
e 
riteria under the a�ne transformations but also improvingthe performan
e (for the retrieval) of the symbol retrieval system.A learned di
tionary A is optimized by taking into a

ount the data properties derivedfrom the des
riptors, thus it not only spe
i�
ally adapted to a des
riptor but also provides theoptimal approximation of the des
riptor. If the des
riptor is invariant under the transformations,its optimal approximation 
onstru
ted from linear 
ombination of some 
olumns in A, also keepsthis 
riterion. Results in Figure (5.8) show that the retrieved list of symbol images are almostthe same regarless the angle and the s
ale of the query symbol.To evaluate the performan
e of sparse ve
tor model of SCIP des
riptors, we 
ompare our ap-proa
h to 6 state-of-the-art des
riptors reviewed in Se
tion (5.1) for symbol re
ognition, namelyR-signature [164℄, GFD [188℄, Zernike moments [166℄, SIFT [102℄, SC [10℄ and SCIP [130℄. In ad-dition, we have used two des
riptors for Zernike moments des
riptors related the 
onsidered ordermoments. The �rst des
riptor, G1 in
ludes 32 low-order moments while the se
ond des
riptor,
G2, in
ludes 32 hight-order moment. We have only 
onsidered the magnitude of Zernike momentsfor both des
riptors G1 and G2 and for ea
h one, the 
omputed moments satisfy the following
onditions:

G1 =















3 ≤ n ≤ 10
|m| ≤ n
n− |m| = 2k
k ∈ N

G2 =















10 ≤ n ≤ 17
|m| ≤ n
n− |m| = 4k
k ∈ NWe have applied all these des
riptors on the all datasets and the results are summarized inTable (5.4).

G1 Zernike G2 Zernike R-Signature GFD SC SCIP SIFT SIFT+sparse Our Approa
hRotation and S
aling 0.057 0.075 0.041 0.202 0.088 0.548 0.153 0.213 0.620Distoration 0.661 0.504 0.519 0.638 0.699 0.761 0.447 0.497 0.773Deformation and Degradation 0.499 0.273 0.460 0.530 0.220 0.292 0.203 0.234 0.457CVC 0.064 0.015 0.053 0.025 0.002 0.220 0.021 0.029 0.360FRESH 0.266 0.222 0.343 0.314 0.301 0.286 0.355 0.443 0.402Table 5.4: Retrieval e�e
tiveness with AUC-PR values in di�erent datasetsIn addition, the non-sparse version of SIFT, and SCIP, des
riptors also depend on the randominitialization of the k-means algorithm. Consequently, we have also repeated the experiments
10 times, as we have done for the sparse representation of the SIFT des
riptor and the SCIPdes
riptor.To perform this experiment we have used the learnt di
tionaries in the previous experimentand their respe
tive best values for L and ǫ. To avoid the e�e
t of the random initialization wehave used again the same 10 di
tionaries learnt in the previous experiment. 71



Chapter 5. Symbol Re
ognitionDataset Des
riptor + sparse 25% 50% 75% 100%GREC2003 SCIP 0.610 (=) 0.592 (=) 0.610 (=) 0.620SIFT 0.211 (=) 0.203 (=) 0.209 (=) 0.213CVC SCIP 0.295(-) 0.306(-) 0.340(-) 0.360SIFT 0.024 (-) 0.027 (=) 0.028 (=) 0.029FRESH SCIP 0.386 (=) 0.387(=) 0.397(=) 0.402SIFT 0.429(-) 0.440(=) 0.436(=) 0.443Table 5.5: Average of the AUC-PR values 
onsidering several per
entages of training set size.We 
an observe that there is a signi�
ant improvement of retrieval s
hemes using SCIPdes
riptors 
omparing to other retrieval s
hemes using symbol des
riptors like Zernike moments,SC des
riptors and R-Signature. Only the GFD a
hieves similar results than the proposed s
hemein the degraded set of the GREC2003 dataset. This result 
an be explained by two fa
ts. Onthe one hand, we have applied GFD to the whole image, sin
e symbols in this dataset are fullysegmented. On the other hand, the key-points dete
tion step is sensitive to noise. This fa
talso explain the poor performan
e of SIFT des
riptor on that datasets. Moreover, it was alsoobserved that SIFT des
riptor looses its e�e
tiveness when working with symbols in [130℄.Nevertheless, 
omparing our proposed method to the others based on key-points extra
tion,SIFT and SCIP, we a
hieve better retrieval performan
e. It therefore shows that 
onstru
tinga ve
tor model from the sparse representations of des
riptors provides better results than using
luster algorithms like k-means and assigning just one visual word to ea
h lo
al des
riptor.Some retrieval examples are giving using our approa
h in Figure (5.10), (5.11). Thanks tothe sparse representations over learned di
tionary, we 
an remark that our approa
h is robustto s
ale, rotation and degradation. Figure (5.9) presents the examples of the best and worstretrieval results in all datasets in terms of the AUC-PR value.5.6.4 Unseen symbolsOne of the main di�
ulties in symbol re
ognition and symbol retrieval system is the relativefew number of instan
es of ea
h kind of symbol. This fa
t makes the task of any learningalgorithm harder and 
onsequently their performan
e usually drop down in general purposesymbol re
ognition tasks. However, the sparse representation proposed in this work is based onthe learning of a di
tionary of SCIP des
riptors that have been 
omputed on a training dataset
omposed of a given set of kind of symbols. It seems quite obvious that symbols in the trainingdataset have an impa
t in the �nal sparse representation, and the question is whether the learneddi
tionary has the 
apa
ity of des
ribing symbols that have not been used in the learning step,unseen symbols. This last experiment is devoted to evaluate the dis
rimination 
apa
ity of symbolretrieving for unseen symbol instan
es.In this experiment, only a subset of sear
hing set used as training dataset is used in thelearned di
tionary. The ve
tor models for other symbols in sear
hing set are built as the sameway we do with the query symbol using this learned di
tionary. The sub-training datasets are
omposed of 25%, 50% and 75% of training dataset 
oming from the GREC2003, CVC andFRESH dataset, respe
tively. Indeed, symbols used for training sets are randomly sele
ted, andwe have again repeated 10 times all the experiments. The parameters used for building thedi
tionary are the best value of L and ǫ found in Se
tion (5.6.2). The two-sided Wil
oxon sumrank test also is performed to asses if observed di�eren
e is stati
ally signi�
ant or not.Table (5.5) shows the results obtained in this experiment. We 
an see that, for the GREC200372



5.7. Con
lusionand the FRESH dataset, there are no signi�
ant di�eren
es when using a smaller training setthan using the whole dataset. This is signi�
antly important for the FRESH dataset sin
esymbols have been grouped a

ording to their similarity. Only the retrieval performan
e, in the25% subsets and for the SIFT des
riptor, seems to de
rease a bit. In addition, we get the sameresults using SIFT with 50 % of the training dataset. Nevertheless, the behavior of SCIP andSIFT des
riptor is quite similar in all 
ases. For the CVC dataset, the reported result seems toshow a drop in the retrieval performan
e for the SCIP des
riptor. This 
an be 
aused by the fa
tthat the CVC dataset is 
omposed of handwritten symbols. If we note, also that the average ofthe AUC-PR is quite low (0.360) also for the 100% training set, so maybe we should in
rease thesize of the di
tionary.In 
on
lusion, this last experiment have proven that our approa
h is robust even if symbolsare not in the learning set.5.7 Con
lusionIn this 
hapter we have applied sparse representation on visual vo
abulary for symbol re
ognitiontasks. Thus, we have taken a symbol des
riptor and we have adapted the sparse representationtheory as well as the learning di
tionary algorithm. Moreover, we have extended the traditionalve
tor model used in retrieval tasks, to sparse representation. The approa
h is general and easilyapplied to any des
riptor.We have evaluated this approa
h on several referen
e symbol datasets in a symbol re
ognitiontask. The reported results show a stable behavior of the system depending on the symboldes
riptor. It means that, although a parameter tuning has to be done in order to sele
t the bestsystem parameter, there is a wide range of values shared by all the datasets, given similar results.Moreover, we have also study the robustness of sparse representation to a�ne transforms andsymbols distortions. The reported results also shown a good behavior in su
h 
ases 
ompared toother related methods. Finally, we have studied the 
apa
ity of sparse des
riptors to representunseen symbols. The reported results also show a good behavior in this 
ase.In the next 
hapter, we will extend this approa
h and apply it to the symbol spotting problemin the large graphi
al do
uments where symbols 
an not be easily segmented.
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Original 0.590 0.537 0.494 0.430 0.411 0.405 0.383 0.374 0.371 0.354

Rotation (90 degree) 0.507 0.486 0.444 0.436 0.420 0.409 0.387 0.383 0.371 0.343
S
ale (0.5) 0.553 0.505 0.440 0.431 0.431 0.428 0.427 0.365 0.362 0.358

R (90 degree) and S (0.5) 0.499 0.482 0.452 0430 0.389 0.379 0.371 0.365 0.363 0.351
Original 0.683 0.669 0.603 0.597 0.583 0.561 0.550 0.473 0.455 0.404

Rotation (90 degree) 0.684 0.683 0.607 0.595 0.579 0.577 0.575 0.490 0.468 0.414
S
ale (0.75) 0.638 0.634 0.607 0.600 0.569 0.568 0.556 0.461 0.429 0.367

R (90 degree) and S (0.3) 0.531 0.499 0.499 0.499 0.494 0.487 0.406 0.387 0.328 0.315
Figure 5.8: Retrieval symbols on CVC dataset when request (�rst 
olumn) is rotated, s
aled.
74



5.7. Con
lusion
Rotated& best 0.8572 0.8420 0.8138 0.7816 0.7758 0.7604 0.7388 0.7257 0.6678 0.5818S
aled worst 0.6118 0.5535 0.5326 0.4741 0.4594 0.4450 0.4230 0.4170 0.4165 0.4150Distorted best 0.6690 0.5996 0.5963 0.5583 0.5447 0.5071 0.3870 0.3529 0.3271 0.3092worst 0.4273 0.4178 0.4065 0.3866 0.3494 0.3232 0.3185 0.3052 0.2936 0.2849Deform& best 0.2470 0.2292 0.2186 0.2150 0.2024 0.2004 0.1987 0.1902 0.1691 0.1665Degrad worst 0.2395 0.1966 0.1985 0.1773 0.1754 0.1739 0.1697 0.1657 0.1641 0.1593CVC best 0.6243 0.5172 0.5001 0.4964 0.4926 0.4721 0.4388 0.4310 0.4217 0.3980worst 0.4448 0.4230 0.4223 0.4149 0.4146 0.4076 0.4075 0.3951 0.3679 0.3629FRESH best 0.9720 0.5711 0.5524 0.5414 0.5108 0.4926 0.4863 0.4853 0.4814 0.4780worst 0.9965 0.7878 0.5565 0.5543 0.5500 0.5031 0.4919 0.4847 0.4803 0.4781Figure 5.9: Examples of querying symbols a
hieving the best and worst retrieval results in termsof the AUC-PR value. Values 
orrespond to the 
osine distan
e.
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0.590 0.537 0.494 0.430 0.411 0.405 0.383 0.374 0.371 0.354 0.352 0.352 0.350 0.3490.641 0.633 0.629 0.615 0.547 0.534 0.532 0.530 0.498 0.476 0.473 0.444 0.403 0.400
0.683 0.670 0.603 0.597 0.583 0.561 0.550 0.473 0.455 0.404 0.365 0.360 0.342 0.321
0.588 0.541 0.534 0.402 0.386 0.372 0.340 0.334 0.328 0.316 0.313 0.295 0.290 0.2880.578 0.524 0.512 0.498 0.495 0.450 0.399 0.377 0.363 0.350 0.345 0.333 0.317 0.285
0.474 0.376 0.371 0.367 0.346 0.327 0.324 0.297 0.263 0.252 0.248 0.232 0.218 0.217
0.418 0.399 0.358 0.285 0.282 0.269 0.256 0.253 0.238 0.237 0.232 0.231 0.197 0.1950.633 0.631 0.546 0.534 0.500 0.472 0.457 0.445 0.428 0.341 0.340 0.324 0.291 0.2720.681 0.509 0.491 0.438 0.423 0.296 0.278 0.272 0.252 0.227 0.225 0.2105 0.192 0.171Figure 5.10: Some retrieval examples in CVC dataset: the query symbol is in the �rst 
olumn;other 
olumns are the nearest mat
hes ranked from left to right.
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5.7. Con
lusion0.511 0.492 0.480 0.451 0.418 0.385 0.358 0.313 0.311 0.2930.796 0.787 0.756 0.732 0.446 0.433 0.337 0.300 0.266 0.2520.737 0.729 0.717 0.661 0.604 0.415 0.395 0.393 0.370 0.3540.632 0.513 0.491 0.448 0.428 0.292 0.262 0.261 0.250 0.0230.671 0.536 0.483 0.467 0.410 0.385 0.346 0.344 0.332 0.3310.693 0.618 0.611 0.583 0.528 0.511 0.462 0.322 0.319 0.2780.630 0.588 0.562 0.543 0.529 0.446 0.438 0.422 0.413 0.4060.810 0.802 0.727 0.695 0.653 0.611 0.562 0.555 0.539 0.5260.664 0.622 0.619 0.617 0.604 0.589 0.574 0.458 0.449 0.4190.857 0.842 0.814 0.782 0.776 0.760 0.739 0.726 0.668 0.5820.470 0.440 0.399 0.380 0.375 0.357 0.351 0.331 0.328 0.3110.836 0.832 0.751 0.740 0.696 0.605 0.569 0.557 0.325 0.299Figure 5.11: Some retrieval examples in GREC dataset: the query symbol is in the �rst 
olumn;other 
olumns are the nearest mat
hes ranked from left to right. 77
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Chapter 6Spotting Symbols
Contents 6.1 Introdu
tion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 796.2 Extension of Shape Context of Interest Points for Do
uments . 816.3 Learned Di
tionary of ESCIPs . . . . . . . . . . . . . . . . . . . . 836.4 Do
ument Indexing by Sparsity over Learned Di
tionary . . . . 846.5 Lo
ation symbols in the graphi
al do
uments . . . . . . . . . . . 856.5.1 Symbol Re
all . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 856.5.2 Symbol Re�ning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 876.6 Experimental Validation . . . . . . . . . . . . . . . . . . . . . . . . 916.7 Con
lusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93This 
hapter proposes a new approa
h to spot symbols into graphi
al do
uments using sparserepresentations. More spe
i�
ally, a di
tionary is learned from a training database of lo
al de-s
riptors de�ned over do
uments. Following their sparse representations, interest points sharingsimilar properties are used to de�ne interest regions. Using an original adaptation of informationretrieval te
hniques, a ve
tor model for interest regions and for a query symbol is built based onits sparsity in a visual vo
abulary where the visual words are 
olumns in the learned di
tionary.The mat
hing pro
ess is performed 
omparing the similarity between ve
tor models. Evaluationon SESYD datasets demonstrates that our method is promising.6.1 Introdu
tionIdentifying regions likely to 
ontain a graphi
al symbol within graphi
s-ri
h do
uments (seeFigure 6.1) has taken a lot of e�orts in the last years among the Graphi
s Re
ognition 
ommunity.Even if this problem is still an emerging topi
, several works 
an be found. One of the �rstapproa
hes was the retrieval of engineering drawings based on the use of a pseudo 2-D HiddenMarkov Model [125℄. The main advantage of that method is that it 
an still work well evenwith symbols embedded in do
uments with 
luttered ba
kground. However, there is a need oftraining a 
lassi�er for ea
h 
lass of symbols, redu
ing the �exibility of that approa
h.Stru
tural approa
hes, fo
using on the stru
tural information inherent in graphi
al symbolshave also been applied [7, 100, 118℄. In that methods, the lo
ation and re
ognition of graph-i
al symbols is done based on subgraph isomorphism te
hniques. Subgraph isomorphism isa generalization of both the maximum 
lique problem and the problem of testing whether agraph 
ontains a 
y
le; therefore it is NP-
omplete. In general graph mat
hing s
hemes are
omputationally expensive, although parti
ular 
ases of subgraph isomorphism 
an be solved in79



Chapter 6. Spotting Symbols

Figure 6.1: Example of the graphi
 do
umentspolynomial time [48℄. So, these approa
hes are inadequate when fa
ing large 
olle
tions of dataunless indexing strategies are used to redu
e the retrieval time and to in
rease the potentialappli
ations of this approa
h [165, 39℄.In general, symbol segmentation methods requires some kind of assumption about symbol
lass su
h as number of 
onne
ted 
omponents, size, symbol type, to enumerate some of them.A method based on graphi
al do
uments ve
torization whi
h avoid the segmentation step wasproposed in [196℄. In that method, 
hain points where 
onveniently merged a

ording to adensity measure in a dendrogram framework. Consequently, sin
e that re
ognition te
hnique didnot need a prior segmentation, no assumption regarding the 
lass of symbol was required.In this 
hapter we propose a method for symbol spotting in graphi
al do
uments. The pro-posed approa
h, relies on a strategy 
ombining o�-line and on-line pro
esses. During the o�-linepro
ess, we learn a di
tionary of visual words providing a sparse representations of shape de-s
riptors 
omputed over key-points. During the on-line pro
ess, symbol retrieval is performedin two steps: the re
all and the re�ning steps, respe
tively. In the re
all step, we use indexingte
hniques like inverted �les to e�
iently retrieve regions of interest where symbol is more likeli-hood to appear. Then, in the re�ning step we build ve
tor models to �lter out only those regionswhere the queried symbol appears.We organize this 
hapter as follow: in Se
tion 6.4, we present how to use sparsity overlearned di
tionary to des
ribe graphi
al do
ument. Parti
ularly, Se
tion 6.2 and Se
tion 6.3des
ribe how to 
al
ulate the lo
al des
riptor adapted to the graphi
al do
ument, and how tolearn a di
tionary from the training set being the lo
al des
riptors. The details of symbol spottingsystem is addressed in Se
tion 6.5. The �rst evaluations of our approa
h is dedi
ated in Se
tion6.6. Finally, we 
on
lude and dis
uss the future work in Se
tion 6.7.80



6.2. Extension of Shape Context of Interest Points for Do
uments6.2 Extension of Shape Context of Interest Points for Do
umentsIn Chapter 5 we des
ribed the Shape Context of Interest Point (SCIP) des
riptor based onthe interest points. Basi
ally, SCIP des
riptor des
ribes obje
ts nearby an interest point andits invarian
e to s
aling and rotation 
an be obtained thanks to the information about thedominant orientation of interest points. However, for the whole do
ument sin
e symbols in thedo
ument have not been segmented, and using interest points, the 
ontour points being far fromthem provide less useful information to dis
riminate obje
ts, so the same strategy of SCIP usedin [130℄ therefore 
annot be applied at do
ument level. Instead, for ea
h referen
e interest point,its neighborhood region is de�ned. This region has to ensure the invarian
e of SCIP 
omputedinside it, so it 
annot be �xed a priori. This di�
ulty is over
ome by using the s
ale on whi
hthe interest point dete
ted [129℄. More details, with ea
h interest point, the neighborhood regionasso
iated with it is an ellipse that is de�ned with the 
enter at this point, and the semi-majoraxis, the semi-minor axis are de
ided depending on the s
ale in whi
h this interest point isdete
ted. Figure (6.2) presents the interest points and the 
orresponding neighborhood regionsin the do
ument.

Figure 6.2: One of the s
anned do
umentsThis extension of SCIP des
riptor for a do
ument level is 
alled ESCIP des
riptor from now on.In fa
t, ESCIP for the neighborhood region 
orresponding to one interest point in the do
umentis the SCIPs 
al
ulated on this neighborhood region. More spe
i�
ally, let Pi = {pi1, pi2, . . . , pir}and Ci = {ci1, . . . , cir} be the interest points and the 
ontour points of the neighborhood region
Ei built from interest point number i-th of one do
ument, respe
tively. Ea
h of these interestpoints pij is thus a referen
e point to 
ompute the SCIP des
riptors, so the ESCIP des
riptors of
Ei is the set Hi = {hi1, hi2, . . . , hir}, where ea
h hij is a histogram of L bins (as de�ned in Chapter(5), Se
tion (5.2)) [129℄. Figure (6.3) shows one interest point pij , its ellipse Ei with the 
ontourpoints inside Ci and ESCIP hij at the point pij .If the do
ument has m interest points, the ESCIP des
riptors of the do
ument is the set
H = {H1, ....,Hm}. 81
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Figure 6.3: An example about ESCIP des
riptor at interest point pij of do
ument
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6.3. Learned Di
tionary of ESCIPs6.3 Learned Di
tionary of ESCIPs
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Figure 6.4: The 36 atoms (
olumns) of learned di
tionary obtained by using ESCIP des
riptorsas the training dataset.The explanation of an over-
omplete learned di
tionary A for sparse representation is mentionedmany times from the beginning of this thesis, it is the di
tionary built from a family of trainingsignals. So, in this Se
tion, instead of repeating the learning methodology for 
onstru
ting thedi
tionary A, we will des
ribe what is the di
tionary of ESCIP des
riptors and illustrate howone signal is presented over this di
tionary.The learned di
tionary of ESCIP des
riptors is the di
tionary built from the training dataset
H = {H1, ....,Hn} being the ESCIP des
riptors extra
ted from n do
uments. One of the trainingsignal is presented in Figure (6.3) (right). By applying one of the learned algorithms (see Se
tion83



Chapter 6. Spotting Symbols(2.3)), we learned the di
tionary that satis�es that ea
h ESCIP des
riptor hij ∈ R
L in trainingdataset has an optimally sparse approximation x̄ij in this di
tionary. Where ‖h̄ij −hij‖2 ≤ ǫ with

h̄ij = Ax̄ij and x̄ij is the solution of Equation (6.1).
x̄ij = min

xi
j ,A

∑

i

‖xij‖1 subje
t to ‖hij −Axij‖22 ≤ ǫ (6.1)This problem 
an be solved e�
iently by using K-SVD algorithm. It approximately expressesthe input hij as a sparse linear 
ombination of the 
olumns in A = {a1, ...., aK} ∈ R
L×K . Thesparse ve
tor x̄ij is our new representation for hij .Using a set of M learned ESCIPs bases (as in Figure (6.4)), Figure (6.5) illustrates a so-lution to the optimization problem, where input hij being one of the ESCIP des
riptors (Fig-ure (6.3), right) is approximately expressed as a 
ombination of 7 basis ve
tors (or 
olumns in

A) a190, a216, a230, a320, a370, a422, a499. The ESCIP des
riptor hij 
an now be represented viathe ve
tor x̄ij ∈ R
M with α190 = −0.0308, α216 = 0.0151, α230 = 0.0447, α320 = −0.0392,

α370 = −0.0194, α422 = −0.0751 and α499 = 0.3134.
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Figure 6.5: Illustration of a solution to the opimization problem over learned di
tionary.6.4 Do
ument Indexing by Sparsity over Learned Di
tionaryGenerally, the number of ESCIP des
riptors des
ribing ea
h do
ument is large be
ause of the largenumber of dete
ted interest points. In addition, ESCIP des
riptor provides a lo
al des
riptionof symbols, so sear
hing and then mat
hing of all ESCIPs will waste the memory as well as thetime. So, some 
lustering te
hniques in the literature are proposed to over
ome this di�
ulty bygrouping similar des
riptors, to de�ne 'visual words' being the 
entroids of 
lusters. However, agood 
lassi�
ation depends on whi
h 
lustering algorithm is applied on what kind of data.In this 
hapter, we propose another way to asso
iate ea
h ESCIP to some 'visual words' beingthe 
olumns of learning di
tionary A built in the previous se
tion. As mention in Se
tion (6.3),after applying a learned algorithm, K-SVD algorithm, on all the ESCIPs H of n do
uments,we got a learned di
tionary A as well as all the optimal sparse representations of ESCIPs in
A = {a1, ..., aM}, ai ∈ R

L. If we 
onsider ea
h 
olumn of A as a 'visual word ', then A be
omesa 'visual vo
abulary' and the sparsity of ESCIP in A gives us the group of 'visual words' used.84



6.5. Lo
ation symbols in the graphi
al do
umentsWithout loss of generality, 
onsider hsi is the ESCIP number i-th in the do
ument number s-th,and the sparse representation of hsi in A is:
hsi = αs

1 × a1 + αs
k × ak + αs

t × at + αs
l × alIt means ESCIP of the interest point number i-th in the do
ument number s-th is assignedto the 
orresponding group of visual words W s

i = {a1, ak, at, al} and the 
oe�
ients in its repre-sentations ∆s
i = {αs

1, α
s
k, α

s
t , α

s
l }.On
e the do
ument is des
ribed by visual words being the 
olumns of learned di
tionary A,an inverted �le stru
ture is used to index the 
ontent whi
h helps to mat
h 
andidate regions inea
h do
ument. The inverted �le stru
ture is 
omposed of two elements: the vo
abulary and theo

urren
es. The vo
abulary is the set of visual words or the set of the 
olumns of the learneddi
tionary A. For ea
h visual word, a list of all interest points having this word in their sparserepresentations over di
tionary A, the 
orresponding do
uments, their groups of visual words aswell as the 
oe�
ients in their representations are stored (see Figure (6.6)).

ak

......a1......
aM

Ds

......D1

......
Dn

.....{(xsu, ysu, δsu, θsu),W s
u ,∆

s
u}

..........

.....
{(xsi , ysi , δsi , θsi ),W s

i ,∆
s
i}

.....Figure 6.6: The inverted �le stru
ture6.5 Lo
ation symbols in the graphi
al do
umentsThe symbol spotting method proposed in this paper 
onsists of a two steps pro
ess 
alled: re
alland re�ning steps. As it name suggests, the re
all step aims at dete
ting regions of interest in thestored do
uments where the queried symbol may appear. The re�ning step aims to �lter out theobtained regions in the previous step and keep only those where the queried symbol e�e
tivelyis.6.5.1 Symbol Re
allGiven a symbol query, one of the main issues in spotting methods is to determine the regions ofinterest where the queried symbol may appear sin
e symbols 
an be rotated or s
aled. In general,the shape des
riptors used are invariant to rotation and s
ale. Thus and for ea
h extra
ted key-point in query symbol and ea
h key-point, we propose to de�ne a 
andidate region of interest85



Chapter 6. Spotting Symbolstaking into a

ount the orientation and the s
ale of both key-points. More spe
i�
ally, given
p = {xp, yp, δp, θp} and q = {xq, yq, δq, θq} respe
tively a key-point of the do
ument dataset anda key-point of the queried symbol. They are represented by their 
oordinates (x, y), the s
ale δand the orientation θ. The 
enter of 
oordinates of the region of interest (xr, yr) are de�ned bythe a�ne transform of the 
oordinates of q:

(

xr
yr

)

=
δp
δq
Gθp−θq

(

xc − xq
yc − yq

)

+

(

xp
yp

)where Gθp−θq is the rotation matrix, (xc, yc) is the 
enter of 
oordinates of the queried symbol,and the width wr, the height hr and the orientation θr of the region are given by:
hr = h× δp

δq
; wr = w × δp

δq
; θr = θq − θpwhere h and w are the height and the width of the queried symbol.

q

(xc, yc)

θq

~eq

p

~ep

θp

(xr, yr)

θr

Figure 6.7: Example about how to lo
ate an interest region in the do
ument (right) being
orresponding to the request symbol (left)The equations above de�ne all the possible regions of interest that we 
an 
onstru
t from aparti
ular symbol query. To sele
t only those where the queried symbol may appear we introdu
ethe notion of similarity property between pairs of interest points s at level c and we sele
t onlythose regions satisfying this property. We re
all that Wp is the set of visual words des
ribing thedes
riptor hp 
omputed on p.De�nition 1 (Similarity property). Two interest points p and q holds the similarity property atlevel c ∈ (0, 1] if the following inequality is satis�ed:
c× |Wq| ≤ |Wp ∩Wq| ≤ |Wq|86



6.5. Lo
ation symbols in the graphi
al do
umentsIntuitively, we use the similarity property to 
ompare key-points p and q in terms of thevisual words used to des
ribe des
riptors hp and hq. In fa
t, the value of c ∈ (0, 1) 
ontrols theoverlapping degree of Wp and Wq. Moreover, by setting c = 1 we for
e all the visual words usedin the representation of hq appear in the representation of hp.

(a) (b)Figure 6.8: (a): request symbol, (b): 
orresponding interest regions in the do
umentsFigure (6.8) presents an example of one request symbol and the interest regions 
orrespondingfound in the do
ument with value of c = 3/4.6.5.2 Symbol Re�ningThe symbol re
all step des
ribed above permits us to reje
t regions of do
ument where we 
anensure that the queried symbol is not found with high 
on�den
e degree. However, using onlythe similarity property as a similarity measure, we will retrieve many false positive instan
es.Consequently, we need to apply a re�ning step that will permit us to keep the regions of interestwhere the queried symbol a
tually is. 87



Chapter 6. Spotting SymbolsOur �rst 
hoi
e in this re�ning step was to apply the ve
tor model framework adapted tosparse representations of des
riptors hp. However, we 
ould observe that we still retrieve manyfalse positive instan
es. To illustrate this point 
onsider the example of Figure (6.9). There, p isa key-point in the do
ument, and the red region R 
orresponds to a region of interest retrievedduring the re
all step. Moreover, des
riptor hp has been 
omputed on the region de�ned by the
yan ellipse E when we had learned the di
tionary A. Observe that E overlaps a do
ument region(orange points) whi
h does not belong to the queried symbol. Using the original des
riptor hpwill redu
e the dis
rimination 
apa
ities of the 
onsidered shape des
riptor.
R p

E

Figure 6.9: Example of situation where 
ontour points do not belong to the interest region.To over
ome this problem, we propose to 
al
ulate des
riptors hp only in the regions ofinterest, namely hRp , (violet points in Figure 6.9) and build the ve
tor model based on the sparserepresentation of hRp given by A. For all the key-points p in R, we 
ompute des
riptors hRpand their 
orresponding optimal sparse representations x̄Rp (by means of (P ǫ
1 )). In general, thesupports used for 
omputing hp and hRp are di�erent and thus the sparse represention of hRp isdi�erent to the previously 
omputed for hp. Let WR

p and ∆R
p , respe
tively, be the visual andthe 
oe�
ients sets of p 
onstrained at the region R.The 
olumns of the learned di
tionary play the role of words in a visual word framework andthe 
oe�
ients play the role of the degree of 
on�den
e for visual words. With the purpose ofkeeping information not only on what visual words in the di
tionary are used, but also on the
oe�
ients in the sparse representation, we use the optimal sparse representation x̄Rp ∈ R

K of
hRp as its 
hara
teristi
 ve
tor.Now, we 
an 
ompute the tf and idf fa
tors to build the ve
tor model asso
iated to the querysymbol q and the region of interest R. On the one hand, we 
ompute the k-th word frequen
y
tfR

k as:88



6.5. Lo
ation symbols in the graphi
al do
uments
tfR

k =

∑

p∈R x̄Rp (k)
∑M

j=1

∑

p∈R x̄Rp (j)where we take into a

ount the 
ontribution (positive or negative) of the visual word in therepresentation of hRp . On the other hand, the idf fa
tor indi
ates the importan
e of the word kfor the dis
rimination between regions. To 
ompute this value, the number of instan
es of a word
k in the whole do
ument have to be 
omputed. However, we are more interested in 
omputingthis value not at do
ument level but at symbol image level. That is, we need to know when aword k is used to des
ribe a key-point belonging to a parti
ular symbol.Sin
e we are working in a segmentation-free 
on�guration, symbols are embedded into thedo
uments, maybe partially o

luded by other graphi
al entities. Then, it is not possible to
ompute the idf fa
tor from the whole do
ument datasets. To over
ome this problem, we 
omputethe idf fa
tor from an alternative dataset 
omposed of samples of segmented symbols. Figure(6.10) presents some symbols in the referen
e database in
luding 1859 segmented symbols.

Figure 6.10: Some isolated segmented symbols in the referen
e database.More details, idf is 
al
ulated as following:1. For ea
h symbol in a referen
e database:(1a). 
al
ulate its interest points, 
ontour points and its ESCIPs des
riptors H,(1b). 
al
ulate the sparse representation of all ESCIP h ∈ H using the learning di
tionary
A, or solving equation

x̄ = min
x
‖x‖1 subje
t to ‖Ax− h‖2 ≤ ǫ(1
). let I be the index set where x̄ is di�erent to 0, we de�ne ve
tor v ∈ R

M as being the0-1 valued ve
tor: v(i) = 1 if i ∈ I and 0 otherwise,(1d). let fk be the frequen
y of the word k in this symbol, then fk =
∑r

i=1 vi(k)2. Let lk be the number of symbols in whi
h the word k appears and N is the number ofsymbols in referen
e database, then
lk = 
ard{s = 1÷N |f s

k 6= 0}3. Compute
idfk = log(

N

lk
) 89



Chapter 6. Spotting SymbolsTherefore, the ve
tor model for an interest region R is de�ned by the weighted frequen
y forall words k in visual vo
abulary A as following:
vR,k = tfR

k × idfk (6.2)The re�ning step is �nished by 
omparing the ve
tor model of the queried symbol, vq, andthe ve
tor model of re
alled regions, vR as usual in information retrieval systems using the 
osinedistan
e: distan
e(vq, vR) = 〈vq, vR〉
|vq| × |vR|Finally, regions with low 
osine distan
e are dis
arded and the others are ranked in des
endentorder as being the regions 
ontaining the requested symbol. Figure (6.11) shows the 
andidateregions found after applying re�ning step on images in Figure (6.8).

(a) (b)Figure 6.11: (a): request symbol, (b): 
orresponding 
andidate regions after re�ning step.90



6.6. Experimental Validation6.6 Experimental ValidationIn this se
tion we present a �rst experimental evaluation to verify the e�
ien
y of the proposedapproa
h. The �rst experiment is performed on subset of the SESYD dataset1 whi
h is a 
ol-le
tion of 15 images (of 3331 × 2126 pixels in average) and 6 di�erent symbols as queries aretested.Although numerous works have been proposed to deal with the problem of lo
alization sym-bols in the do
uments, in the best of our knowledge there is no 
omplete evaluation for all theexisting approa
hes on the same database. Thus, we have 
ompared our approa
h to [129℄ usingthe same symbol queries. In previous Chapter, the sparse representation of SCIP des
riptorhave proved to perform better than other well-know des
riptors like SIFT and Zernike des
rip-tors. The goal of the experiments 
arried out in this work is to evaluate if the symbol spottingmethod des
ribed in the previous se
tion improve when sparse representations are used.Both methods, the proposed one and one in [129℄ are based on a lo
al des
ription of symbolsusing the SCIP des
riptors. Moreover, both methods use inverted �les for indexing key-points and
onstru
t ve
tor models to 
ompare queried symbols and regions of interest of do
uments. Themain di�eren
e between them are two-fold: First of all, in the proposed approa
h we use sparserepresentation te
hniques for building a visual vo
abulary, while in [129℄ a visual vo
abularyis obtained after applying the k-means algorithm. Se
ondly, in our approa
h, we �rst de�ne
andidate regions of interest based on the number of shared visual words between pairs of key-points and then we apply the re�ning step to improve the pre
ision rate. Conversely, this re
allstep before 
omputing the ve
tor model and retrieved regions is not applied in [129℄.A slight modi�
ation is performed on the SCIP des
riptor by 
hanging the SCIP support toan ellipti
al one (see Se
tion (6.2)). The main idea of this modi�
ation is to provide more weightto the region 
lose to the dete
ted key-point in the dire
tion of the key-point orientation and toin
rease in su
h way the dis
rimination 
apa
ity of the SCIP des
riptor. Thus, if the s
ale of thekey-point is σ, then the value of the semi-minor and the semi-major axes are 3
2σ, 3σ (set by theexperien
e), respe
tively.Consequently, we have 
omputed su
h extension of the SCIP des
riptor on the SESYD datasetand 
ompute a visual vo
abulary A using the K-SVD algorithm. We have �xed the size of thevo
abulary to M = 512, the number of iterations to 350 and the approximation error to ǫ = 0.4.On
e we have 
omputed the vo
abulary A, we have used a database in
luding isolated segmentedsymbols to 
ompute the idf fa
tor needed in Equation (6.2).To 
ompare both methods we used the widespread pre
ision and re
all measures for retrievaltasks. The pre
ision measure is the ratio between the number of relevant retrieved items and thenumber of retrieved items. On the one hand, pre
ision rate equals to 1 means that all retrievedexamples 
orrespond to the queried symbol. That is, there are not false positives samples inthe retrieved do
uments and lo
ation. Conversely, a lower pre
ision rate, a higher non-relevant(false positive) items in
luded in the results are. On the other hand, the re
all rate is the numberof relevant items in the 
olle
tion. It measures the e�e
tiveness of the system in retrieving therelevant items, and it equals 1 in 
ase all the items 
onsidered as retrievals are relevant. Indeed,a low re
all rate means that relevant items have been missed.In Table (6.1) we 
an �nd the average of the obtained pre
ision and re
all rates after queryingand spotting the 6 queries over the whole SESYD datasets. We 
an observe that pre
ision andre
all rates in
rease in most 
ases. Table (6.2) presents the 
omputing time that 
orresponds toea
h query.1http://mathieu.delalandre.free.fr/proje
ts/sesyd/index.html 91



Chapter 6. Spotting Symbols
Symbol Retrieval measuresProposed Approa
h Nguyen et al [129℄
lasses Pre
ision Re
all Pre
ision Re
all(%) (%) (%) (%)100 100 100 100100 100 33.33 10054.55 52.63 50 42.8568.00 89.47 33.33 100100 100 100 10090 84.38 73.68 73.68Average 85.43 87.74 65.06 86.09Table 6.1: Spotting results for queries in the 
olumn 1.


lassesimagesimage 1 8.6534 11.4800 12.8461 2.6261 21.4594 4.9100image 2 8.6961 11.3504 12.8563 2.5374 21.3855 4.8034image 3 8.6377 11.4096 12.8259 2.6336 20.7571 4.8560image 4 8.7181 11.3959 12.8552 2.6078 20.9517 4.7784image 5 8.6534 11.4260 12.8515 2.5890 20.7913 4.8589image 6 8.7157 11.3998 12.8658 2.6142 20.9933 4.8065image 7 8.6566 11.3706 12.8402 2.6295 20.9692 4.8377image 8 8.7488 11.4102 12.8510 2.6098 21.0592 4.7998image 9 8.6646 11.3915 12.8696 2.6343 20.9809 4.8657image 10 8.7111 11.3695 12.8404 2.5645 20.9928 4.8055image 11 8.6586 11.4164 12.8500 2.6580 21.0074 4.8675image 12 8.7442 11.3737 12.8369 2.6196 21.2620 4.8178image 13 8.6554 11.4137 12.8398 2.6101 20.8022 4.8580image 14 8.7265 11.3629 12.8730 2.6024 21.0608 4.8028image 15 8.6317 11.4065 12.8353 2.6136 20.5692 4.8669Average 8.6848 11.3984 12.8558 2.610 20.9361 4.8357Table 6.2: The 
omputing time (se
onds) that 
orresponds to ea
h query.
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6.7. Con
lusion6.7 Con
lusionThis 
hapter presents a new approa
h for symbol spotting systems that uses sparse representa-tions for 
oding a visual vo
abulary. In addition, this approa
h also uses learning te
hniques toadapt su
h visual vo
abulary to the intrinsi
 properties of the do
uments datasets. This allowsto a
hieve a sparser representation than using pre-�xed basis instead.Another 
ontribution done in this 
hapter is found in the symbol retrieving pro
ess. Theproposed approa
h follows a two steps ar
hite
ture that we have 
alled: re
all and re�ning steps.The main goal of this ar
hite
ture is to speed up the retrieving pro
ess using sparse representationand indexing te
hniques and to left more 
omputational expensive mat
hing methods only forthose regions in whi
h the queried symbol may appear.First experiments on a ben
hmark dataset for a symbol spotting appli
ation are promising.In the future, we would like to examine the robustness and s
alability of the proposed methodon larger datasets.
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Chapter 7Con
lusionsThis thesis has addressed the problem of how to use the sparse representation to present do
umentimages e�
iently for pro
essing and pattern re
ognition tasks. It fo
uses spe
i�
ally on sparsityover a learned di
tionary obtained by applying learning algorithms on training dataset. Theadvantages of di�erent learned di
tionaries are 
ompared to ea
h other and 
ompared to the pre-de�ned di
tionary have been dis
ussed and summarized in Chapter (2). In general, pre-de�neddi
tionaries are 
hara
terized by mathemati
al models of data. The analyti
al formulationslead to the existen
e of stru
ture inside di
tionaries. This stru
ture sometimes results in fastimplementations or other preferable properties su
h as orthogonality. However, it 
annot beadapted to a new and arbitrary family of images of interest as they are restri
ted to images of a
ertain type. While learned di
tionary is 
onstru
ted empiri
ally from training database, so thegenerating atoms 
ome from the underlying empiri
al data, rather than from some theoreti
almodel. As the result, learned di
tionary 
an adapt well with the 
hara
teristi
 of the data.We have presented how learned di
tionaries are suitable 
hoi
e for some appli
ations asdenoising, text regions extra
tion, and symbol re
ognition and spotting symbol in graphi
aldo
ument. In the following, a short summary of our 
ontributions is presented.Sparse representation in the pre-de�ned di
tionary has been su

essfully employed for denois-ing images under some assumptions about the model of noise found in these images. However, inpra
ti
al appli
ations, we usually do not know whi
h model of noise on the image, so how sparsity
an be used in these appli
ations is one question that should be answered. Our work in Chapter(3) gives the answer for this question. In fa
t, beside proposing a using learned di
tionary builtfrom a training database of noisy pat
hes extra
ted from noisy images, we also provide a way tode�ne automati
ally the best value of the toleran
e error based on a measure of �delity betweentwo images. The e�
ien
y of the proposed method has been approved experimentally on threedi�erent datasets with di�erent kind of noise raised from syntheti
 to realisti
 noise.From Chapter (4), we know that the advantage of multi-resolution learned di
tionaries 
om-pared to learned di
tionaries is that they over
ome the short
omings about the size of pat
h.Indeed, if the size of the pat
h is too large, the 
omputing 
ost time will in
rease. If this size istoo small, it 
ould not 
ontain enough information for dis
rimination. In addition, when workingwith graphi
 images, text 
hara
ters are in di�erent sizes in
luded in the same do
ument, there-fore, 
hoosing a suitable size of the pat
h 
annot be used e�
iently in this 
ase. As the results,in this 
hapter, we propose to use multi-resolution learned di
tionaries and sparse representa-tions for separating text/graphi
s in graphi
al do
ument. The main idea used to separate is the
omparison of the re
onstru
tion error of the pat
hes in two di�erent kinds of learned di
tionary.The results shown that the proposed method has high re
all rate of text 
omponents, over
omes95



Chapter 7. Con
lusionsthe problem of text/graphi
s tou
hing, and outperforms the existing methods. Moreover, in apost-pro
essing step, text regions are further �ltered out using some learned thresholds.The next Chapter (Chapter (5)), we have found a way to bridge the gap between the liter-ature of sparse representation and the visual vo
abulary 
onstru
tion. In fa
t, a ve
tor modelfor symbol is 
onstru
ted based on its sparse representation in the learning di
tionary. Thisdi
tionary is learned from a training database being the lo
al des
riptors of symbols. Sin
e thedes
riptor is invariant, thus the learned di
tionary keeps the 
hara
teristi
s. Obtained resultsfor some datasets as GREC, CVC, and FRESH, have proven that our method is suitable for re-trieval task and 
ompetitive to related state-of-the-art methods. Indeed, by des
ribing ea
h lo
aldes
riptor as a linear 
ombination of visual words we have a
hieved better system performan
e.The last 
ontribution in spotting symbol in graphi
al do
ument is presented in Chapter (6).The symbol retrieving pro
ess in
ludes two pro
esses, 
alled o�-line and on-line. During theo�-line pro
ess, we learn a di
tionary of visual words providing sparse representations of lo
aldes
riptors. During the on-line pro
ess, symbol retrieval is performed in two steps: the re
all andthe re�ning steps, respe
tively. The main goal of this ar
hite
ture is to speed up the retrievingpro
ess using sparse representation and indexing te
hniques and to left more 
omputationalexpensive mat
hing methods only for those regions in whi
h the queried symbol may appear.In the following, a short-list of open issues, whi
h we are 
urrently investigating, are 
onsid-ered as topi
s for future resear
h.1. Improve the speed of proposed de-noising method : As presented in Chapter (3), our methodworks dire
tly on noisy pat
hes of image, so the larger size of noisy image, the bigger sizeof the set of noisy pat
hes. The 
omputing time is high in general when the image has alarge size. In addition, the pra
ti
al appli
ations usually require a reasonable 
omputingtime in pro
edure of de-noising image. Thus, to in
rease the speed of the proposed method,two dire
tions 
an be 
onsidered:- The �rst one is using randomly sub-set of pat
hes extra
ted from noisy do
uments asthe training dataset in building the learned di
tionary with K-SVD algorithm.- The se
ond one is using an alternative of K-SVD that works well under the 
onditionthat the training dataset is very large. One of these 
hoi
es is LS-DLA algorithm. Inthis algorithm, a subset of training ve
tors used in ea
h iteration, and the di
tionaryis updated by using Equation (2.24).However, in both dire
tions, the e�e
t depends dire
tly on how to 
hoose subset ve
tors.Thus what is the reasonable subset that ensures to 
reate a good enough di
tionaries is ane
essary questions that we need to answer.2. Combination of sparse representations to other des
riptions: In Chapter (5), we have de-�ned a way to bridge the gap between symbol re
ognition and sparse representation overlearned di
tionary, and we believe that there are other 
onne
tions to make with sparselyand other des
riptors instead of the shape 
ontext of interest point. For instan
e, des
rip-tors are robust to noise as the 
urvature s
ale spa
e (CSS) and the pixel level 
onstrainthistogram (PLCH). To address this issue, we are interested in dis
rete optimization theory,where we hope to �nd a general formulation of the proposed method in Chapter (5) forother des
riptors. Another important dire
tion we 
onsider is to apply our approa
h to
hara
ter re
ognition, where we believe that the proposed method 
an work well. Our beliefbases on the fa
t that instead of using a training database of text images (as in Chapter96



(4)), we 
an use dire
tly the shape 
ontext of interest points on the training database oftext 
hara
ters.3. Spotting symbols in the noisy do
uments: Other 
ontribution in this thesis is spottingsymbols. In the proposed method, an extension of shape 
ontext of interest points adaptedto the do
uments is used. However, be
ause of working on interest points, thus our methodis not robust enough to noisy do
uments. In the future, we would like to do deeperinvestigations that 
an help us to improve the performan
e of the proposed method withnoisy do
uments. In fa
t, we have thought about using the jun
tion point instead ofinterest point. However, by using jun
tion point, a 
onsiderable amount of resear
h workwill be required before expli
it 
on
lusions 
an be rea
hed su
h as how to de�ne supportedregions? What is a good des
riptor that 
an present the relationship between the jun
tionpoint with other points in a supported region? Or how we 
an mat
h the request symbolto a supported region based on two jun
tion points?
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