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évolutives pour la classification non supervisée

soutenue le 04 Juillet 2014

Composition du Jury :

Rapporteurs Jin-Kao HAO Professeur, Université d’Angers
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Résumé

Nous nous intéressons particulièrement, dans cette thèse, à quatre problèmes en apprentis-
sage et fouille de données : clustering pour les données évolutives, clustering pour les données
massives, clustering avec pondération de variables et enfin le clustering sans connaissance a
priori du nombre de clusters avec initialisation optimale des centres de clusters.

Les méthodes que nous décrivons se basent sur des approches d’optimisation déterministe, à
savoir la programmation DC (Difference of Convex functions) et DCA (Difference of Convex
Algorithms), pour la résolution de problèmes de clustering cités précédemment, ainsi que
des approches évolutionnaires élitistes.

Nous adaptons l’algorithme de clustering DCA–MSSC pour le traitement de données
évolutives par fenêtres, en appréhendant les données évolutives avec deux modèles : fenêtres
fixes et fenêtres glissantes.

Pour le problème du clustering de données massives, nous utilisons l’algorithme DCA en
deux phases. Dans la première phase, les données massives sont divisées en plusieurs sous-
ensembles, sur lesquelles nous appliquons l’algorithme DCA–MSSC pour effectuer un clus-
tering. Dans la deuxième phase, nous proposons un algorithme DCA-Weight pour effectuer
un clustering pondéré sur l’ensemble des centres obtenues à la première phase.

Concernant le clustering avec pondération de variables, nous proposons également deux
approches: clustering dur avec pondération de variables et clustering floue avec pondération
de variables. Nous testons notre approche sur un problème de segmentation d’image.

Le dernier problème abordé dans cette thèse est le clustering sans connaissance a priori
du nombre des clusters. Nous proposons pour cela une approche évolutionnaire élitiste. Le
principe consiste à utiliser plusieurs algorithmes évolutionnaires (EAs) en même temps, de les
faire concourir afin d’obtenir la meilleure combinaison de centres initiaux pour le clustering
et par la même occasion le nombre optimal de clusters. Les différents tests réalisés sur
plusieurs ensembles de données de grande taille sont très prometteurs et montrent l’efficacité
des approches proposées.
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4 Résumé

Abstract

This thesis focus on four problems in data mining and machine learning: clustering data
streams, clustering massive data sets, weighted hard and fuzzy clustering and finally the
clustering without a prior knowledge of the clusters number.

Our methods are based on deterministic optimization approaches, namely the DC (Difference
of Convex functions) programming and DCA (Difference of Convex Algorithm) for solving
some classes of clustering problems cited before. Our methods are also, based on elitist
evolutionary approaches.

We adapt the clustering algorithm DCA–MSSC to deal with data streams using two windows
models: sub–windows and sliding windows.

For the problem of clustering massive data sets, we propose to use the DCA algorithm with
two phases. In the first phase, massive data is divided into several subsets, on which the
algorithm DCA–MSSC performs clustering. In the second phase, we propose a DCA–Weight
algorithm to perform a weighted clustering on the obtained centers in the first phase.

For the weighted clustering, we also propose two approaches: weighted hard clustering and
weighted fuzzy clustering. We test our approach on image segmentation application.

The final issue addressed in this thesis is the clustering without a prior knowledge of the
clusters number. We propose an elitist evolutionary approach, where we apply several evolu-
tionary algorithms (EAs) at the same time, to find the optimal combination of initial clusters
seed and in the same time the optimal clusters number. The various tests performed on sev-
eral sets of large data are very promising and demonstrate the effectiveness of the proposed
approaches.
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Situation Actuelle

Depuis
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Introduction générale

Cadre général et nos motivations

De nos jours, pour répondre aux exigences du développement de la technologie, nous nous
retrouvons face à de gros volumes de données pouvant évoluer dans le temps. Les méthodes
classiques d’apprentissage et de fouille de données deviennent inadaptées pour appréhender
de telles données. Il devient donc, nécessaire de proposer de nouvelles approches, plus
efficaces, pouvant traiter des données massives et/ou évolutives.

Dans ce contexte nous avons choisi d’utiliser des approches d’optimisation déterministe, à
savoir la programmation DC (Difference of Convex functions) et DCA (Difference of Con-
vex Algorithms), pour la résolution de certaines classes de problèmes en classification non
supervisée, un domain important d’apprentissage et de fouille de données.

On peut distinguer deux branches de l’optimisation déterministe: la programmation convexe
et la programmation non convexe. Le principe d’un programme convexe ou d’un problème
d’optimisation convexe consiste à la minimisation d’une fonction convexe (Objectif) sous
des contraintes convexes. Lorsque la double convexité dans la fonction Objectif et dans
les contraintes, n’est pas vérifiée, on est face à un problème d’optimisation non convexe.
La double convexité d’un programme convexe permet d’établir des caractérisations (sous
forme de conditions nécessaires et suffisantes) de solutions optimales et ainsi de construire
des méthodes itératives convergeant vers des solutions optimales. Théoriquement on peut
résoudre tout programme convexe, mais encore faut-il bien étudier la structure du programme
convexe en question pour proposer des variantes performantes peu coûteuses et donc capables
d’atteindre des dimensions réelles très importantes. L’absence de cette double convexité rend
la résolution d’un programme non convexe difficile voire impossible à l’état actuel des choses.
Contrairement à la programmation convexe, les solutions optimales locales et globales sont à
distinguer dans un programme non convexe. D’autre part si l’on dispose des caractérisations
d’optimalité locale utilisables, au moins pour la classe des programmes non convexes assez
réguliers, qui permettent la construction des méthodes convergeant vers des solutions locales
(algorithmes locaux) il n’y a, par contre, pas de caractérisations d’optimalité globale sur
lesquelles sont basées les méthodes itératives convergeant vers des solutions globales (algo-
rithmes globaux). L’analyse et l’optimisation convexes modernes se voient ainsi contrainte à
une extension logique et naturelle à la non convexité et la non différentiabilité. Les méthodes
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numériques conventionnelles de l’optimisation convexe ne fournissent que des minima locaux
bien souvent éloignés de l’optimum global.

L’optimisation non convexe connâıt une explosion spectaculaire depuis des années 90, car
dans les milieux industriels, on a commencé à remplacer les modèles convexes par des modèles
non convexes plus complexes mais plus fiables qui présentent mieux la nature des problèmes
étudiés. Durant ces dernières années, la recherche en optimisation non convexe a largement
bénéficié des efforts des chercheurs et s’est enrichie de nouvelles approches. Il existe deux
approches différentes mais complémentaires en programmation non convexe:

1. Approches globales combinatoires: qui sont basées sur les techniques combinatoires de la
Recherche Opérationnelle. Elles consistent à localiser les solutions optimales à l’aide des
méthodes d’approximation, des techniques de coupe, des méthodes de décomposition,
de séparation et d’évaluation. Elles ont connu de très nombreux développements im-
portants au cours de ces dernières années à travers les travaux de H. Tuy (Horst and
Tuy [1996]) (reconnu comme le pionnier), R. Horst R. Horst, H. Benson, P.M. Pardalos,
H. Konno, Le Dung Muu, Le Thi Hoai An, Nguyen Van Thoai, Phan Thien Thach,
and Pham Dinh Tao. L’inconvénient majeur des méthodes globales est leur lourdeur
(encombrement en places-mémoires) et leur coût trop important. Elles ne sont pas
applicables aux problèmes d’optimisation non convexes réels qui sont souvent de très
grande dimension.

2. Approches locales et globales d’analyse convexe qui sont basées sur l’analyse et
l’optimisation convexe. Ici la programmation DC et DCA jouent un rôle central,
car la plupart des problèmes d’optimisation non convexe sont formulés/reformulés
sous la forme DC. Sur le plan algorithmique, l’essentiel repose sur les algorithmes de
l’optimisation DC (DCA) introduits par Pham Dinh Tao en 1985 à l’état préliminaire
et développés intensivement à travers de nombreux travaux communs de Le Thi Hoai
An et Pham Dinh Tao depuis 1993 pour devenir maintenant classiques et de plus en
plus utilisés par des chercheurs et praticiens de par le monde, dans différents domaines
des sciences appliquées (pour ne citer que quelques-uns, voir la liste des références dans
Le Thi [web site]).

La programmation DC et DCA considèrent le problème DC de la forme

α = inf{f(x) := g(x)− h(x) : x ∈ IRn} (Pdc),

où g et h sont des fonctions convexes définies sur IRn et à valeurs dans IR ∪ {+∞}, semi-
continues inférieurement et propres. La fonction f est appelée fonction DC avec les com-
posantes DC g et h, et g − h est une décomposition DC de f . DCA est basé sur la dualité
DC et des conditions d’optimalité locale. La construction de DCA implique les composantes
DC g et h et non la fonction DC f elle-même. Or chaque fonction DC admet une infinité des
décompositions DC qui influencent considérablement sur la qualité (la rapidité, l’efficacité,
la globalité de la solution obtenue,...) de DCA. Ainsi, au point de vue algorithmique, la



Introduction générale 19

recherche d’une “bonne” décomposition DC et d’un “bon” point initial est très importante
dans le développement de DCA pour la résolution d’un programme DC.

Les travaux dans cette thèse sont basés sur la programmation DC et DCA. Cette démarche
est justifiée par de multiple arguments (Le Thi [2012], Pham Dinh and Le Thi [2014]):

– La programmation DC et DCA fournissent un cadre très riche pour les problèmes
d’apprentissage et de fouille de données (Machine Learning and Data Mining - MLDM):
MLDM constituent une mine des programmes DC dont la résolution appropriée devrait
recourir à la programmation DC et DCA. En effet la liste indicative (non exhaustive) des
références dans Le Thi [web site] témoigne de la vitalité, la puissance et la percée de cette
approche dans la communauté de MLDM.

– DCA est une philosophie plutôt qu’un algorithme. Pour chaque problème, nous pouvons
concevoir une famille d’algorithmes basés sur DCA. La flexibilité de DCA sur le choix
des décomposition DC peut offrir des schémas DCA plus performants que des méthodes
standard.

– L’analyse convexe fournit des outils puissants pour prouver la convergence de DCA dans
un cadre général. Ainsi tous les algorithmes basés sur DCA bénéficient (au moins) des
propriétés de convergence générales du schéma DCA générique qui ont été démontrées.

– DCA est une méthode efficace, rapide et scalable pour la programmation non convexe. A
notre connaissance, DCA est l’un des rares algorithmes de la programmation non convexe,
non différentiable qui peut résoudre des programmes DC de très grande dimension. La
programmation DC et DCA ont été appliqués avec succès pour la modélisation DC et la
résolution de nombreux et divers problèmes d’optimisation non convexes dans différents
domaines des sciences appliquées, en particulier en MLDM (voir par exemple la liste des
références dans Le Thi [web site]).
Il est important de noter qu’avec les techniques de reformulation en programmation DC et
les décompositions DC appropriées, on peut retrouver la plupart des algorithmes existants
en programmation convexe/non convexe comme cas particuliers de DCA.

En particulier, pour la communauté de Data Mining-Machine Learning, les méthodes suiv-
antes EM: Expectation–Maximisation (Dempster et al. [1977]), SLA: Succesive Linear Ap-
proximation (Bradley and Mangasarian [1998]), CCCP: ConCave–Convex Procedure (Yuille
and Rangarajan [2003]) ISTA (Iterative Shrinkage-Thresholding Algorithms) (Chambolle
et al. [1998]), sont des cas particuliers de DCA.

Autre direction de recherche, dans notre travail, est l’approche évolutionnaire élitiste.
Les algorithmes évolutionnaires (Abraham et al. [2006], Whitley [2001]) sont une famille
d’algorithmes simulant l’évolution naturelle pour trouver des solutions à un problème
d’optimisation. L’évolution est déterminée par la sélection naturelle et la concurrence entre
les individus. Les meilleurs individus sont ceux qui essayent de survivre, de maintenir et/ou
de propager leur génétique. Ces algorithmes manipulent des populations de solutions.

Les algorithmes évolutionnaires s’inspirent de l’évolution des êtres vivants, en considérant que
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celle-ci tend à produire des organismes plus adaptés à leur environnement. Selon la théorie
de l’évolution, plusieurs mécanismes sont à l’œuvre pour ce faire. Les caractéristiques d’un
organisme sont en grande partie codées dans ses gènes, chaque population d’organismes est
composée d’individus tous différents, les différences entre individus leur confèrent une adap-
tation plus ou moins grande à leur environnement. Les organismes transmettent une partie
de leurs caractéristiques à leurs descendants et les individus les plus adaptés se reproduisent
plus efficacement. Leurs caractéristiques ont donc tendance à davantage se répandre dans la
population.

Les algorithmes évolutionnaires comportent certains avantages (Fogel [1997], Blickle [1996],
Abraham et al. [2006]):

– Ils sont applicables à plusieurs types de problèmes: discontinus, non–linéaires, multi–
modaux et particulièrement à des problèmes ayant des solutions multiples.

– Ils peuvent être parallélisés.
– Ils sont simples et faciles à mettre en œuvre.
– Ils sont robustes aux changements dynamiques.

Nous nous intéressons, dans cette thèse, à l’approche évolutionnaire élitiste. Une des dif-
ficultés concernant l’application des algorithmes évolutionnaires (EAs) est le paramétrage
de ces derniers. Pour ne pas faire face à ce problème en particulier, nous proposons une
approche élitiste faisant concourir plusieurs algorithmes évolutionnaires (EAs) afin d’obtenir
la meilleure solution a un problème donné. Le principe de l’approche élitiste est donc, de
mettre en concurrence plusieurs algorithmes évolutionnaires, les meilleurs solutions produites
sont stockées dans une population élite. La solution optimale est représentée par l’individu
élite.

Nos contributions

Dans ce travail, nous nous intéressons particulièrement à quatre problèmes en classification
non supervisée: clustering pour les données évolutives, clustering pour les données massives,
clustering avec pondération de variables et clustering sans connaissance a priori du nombre
de clusters avec initialisation optimal des centres de clusters.

Nous proposons d’appréhender les données évolutives avec deux modèles: approche par
des sous–fenêtre fixes et approche par sous–fenêtres glissantes. Les données évolutives
représentent un défi en fouille de données, non seulement par l’importance du volume des
données évolutives à traiter, mais aussi par le fait que les données peuvent être corrélées
dans le temps. Ces corrélations permettent de détecter des caractéristiques importantes de
l’évolution des données dans le temps. Une des stratégies les plus efficaces pour appréhender
les données évolutives est l’analyse par paquets (Silva [2007]). L’approche consiste à séparer
les données dans des sous–fenêtres (fixes ou glissantes), dans le but de détecter des modèles, ce
qui n’aurait pas été possible avec une analyse globale du flux. Un algorithme de clustering est
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ensuite, appliqué sur chaque fenêtre. Nous utilisons l’algorithme de clustering DCA–MSSC
(Le Thi et al. [2007a]) pour le traitement de données évolutives par fenêtres via deux options:
fenêtres fixes et fenêtres glissantes. Concernant l’approche par fenêtres fixes, un clustering
global est effectué sur la totalité des données et un clustering local indépendant est effectué
de façon indépendantes sur chaque fenêtres, avec une initialisation aléatoire des centres de
clusters. Pour évaluer l’efficacité de cette approche, une première comparaison des résultats
sur chaque fenêtre est faite avec les classes connues des données. Une seconde comparaison
est réalisée avec les résultats du clustering global obtenue sur la totalité des données. Con-
cernant la seconde approche (modélisation par fenêtres glissantes), nous prenons en compte
que les éléments les plus récents. S’appuyant sur l’algorithme DCA–MSSC (Le Thi et al.
[2007a]), nous proposons un algorithme DCA–Stream, pour le problème de clustering par
fenêtres glissantes. Le principe de l’algorithme DCA–Stream est de proposer un clustering
sur la fenêtre t en se basant sur le clustering effectué sur la fenêtre t − 1. Pour évaluer
l’efficacité de cet algorithme, une comparaison avec DCA–MSSC-random (en utilisant des
points de départ aléatoires) et l’algorithme k-Means standard est effectuée.

Le deuxième problème traité dans cette thèse est le clustering de données massives. En
s’appuyant sur l’approche proposée par Nittel et al. [2004], Nittel and Leung [2004], nous pro-
posons d’utiliser l’algorithme DCA en deux phases. Dans la première phase, les données mas-
sives sont divisées en plusieurs sous-ensembles, sur lesquelles nous appliquons l’algorithme
DCA–MSSC (Le Thi et al. [2007a]) pour effectuer un clustering. Dans la deuxième phase,
nous appliquons DCA-Weight (une adaptation de DCA–MSSC sur le modèle MSSC en
ajoutant un coefficient de poids) pour effectuer un clustering pondéré sur l’ensemble des cen-
tres obtenues à la première phase sur les différents sous-ensembles. Chaque centre de cluster
est pondéré par le nombre de points appartenant au cluster. Des résultats expérimentaux sur
des ensembles de données réelles et synthétiques, sont prometteurs et démontrent l’efficacité
de notre approche.

Concernant le clustering avec pondération de variables, nous proposons également deux ap-
proches: clustering dur avec pondération de variables et clustering floue avec pondération de
variables. Habituellement, les variables peuvent être divisés en trois catégories: les variables
pertinentes, redondantes et non pertinentes. Les variables pertinentes sont essentielles pour
le processus de classification, les variables redondantes n’apportent aucune nouvelle informa-
tion au classifieur, tandis que les variables non pertinente ne fournissent aucune information
utile. Chaque variable est affectée d’une valeur continue dans l’intervalle [0, 1], nommée un
poids (les variables pertinentes auront un poids élevé).

Dans la première approche, nous considérons le clustering dur où chaque objet appartient à
une et une seule classe, avec deux formulations DC : programmation avec variable mixte zéro–
un et programmation à deux niveaux. Nous nous basons sur les approches DC, développées
dans Le Thi et al. [2007a] et Le Thi et al. [2014c]. Nous proposons une reformulation du
problème d’optimisation en utilisant une technique de pénalité. Dans la seconde approche,
nous considérons le clustering floue (où un objet peut appartenir à plusieurs classes) avec
pondération de variables. Nous proposons un nouveau programme DC et un algorithme pour
le clustering floue avec pondération de variables. Nous appliquons l’algorithme développé au
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problème de segmentation d’image qui est un problème réel de grande taille.

Le dernier problème traité dans cette thèse est le clustering sans connaissance a priori du
nombre des clusters. Dans la littérature, il existe de nombreuses approches pour résoudre ce
problème, cependant, il reste encore un grand défi en fouille de données. Pour appréhender
ce problème, nous proposons une approche évolutive élitiste. Le principe consiste à utiliser
plusieurs algorithmes évolutionnaires (EAs) en même temps, de les faire concourir afin de
trouver la meilleure solution. Une des difficultés concernant l’application des algorithmes
évolutionnaires (EAs) est le paramétrage de ces derniers. Pour ne pas faire face à ce problème
en particulier, nous exécutons plusieurs algorithmes évolutionnaires (EAs) avec plusieurs
valeurs de paramètres que nous faisons concourir afin d’obtenir la meilleure combinaison
de centres initiaux pour le clustering. En ayant un codage sous forme de combinaison de
centres initiaux, nous pouvons ainsi proposer le nombre optimal de clusters. Nous proposons
également, une nouvelle stratégie de mutation basée sur le voisinage. Le gène muté est
échangé par un point (objet des données) n’appartenant pas au voisinage des autres points
composant l’individu génétique. Pour déterminer le voisinage d’un point, nous proposons
une méthode qui détermine la limite d’un cluster de façon automatique. La distance entre
tous les points et le centre potentiel représenté par un gène, est calculée et ordonnée de la
plus petite à la plus grande. Nous essayons, ensuite, de trouver une augmentation abrupte
de la distance, indiquant, ainsi, la limite du cluster. Nous avons choisi d’utiliser la méthode
de détection de pic présentée par Palshikar [2009]. L’approche proposée, peut être utilisée
directement comme un algorithme de clustering ou comme initialisation de l’algorithme des
k–Means. Les tests réalisés sur des ensembles de données de grande taille et multi–classes,
sont très prometteurs et montrent l’efficacité de notre approche.

Organisation de la thèse

La thèse est composée de cinq chapitres.

Le premier chapitre décrit de manière succincte la programmation DC et DCA, Il présente les
outils théoriques et algorithmiques servant des références aux autres chapitres. La première
partie de ce chapitre, concerne la programmation DC et DCA tandis que la deuxième porte
principalement, sur les algorithmes DCA pour le problème de clustering. Nous considérons
particulièrement, l’algorithme de clustering DCA–MSSC Le Thi et al. [2007a], qui sera utilisé
dans les chapitres suivants. Le second chapitre est consacré au problème du clustering des
données évolutives. Deux approches - par fenêtres fixes et par fenêtres glissantes, sont pro-
posées. Le clustering de données massive est traité dans le troisième chapitre. Le clustering
dur et floue avec pondération de variables sont étudiés dans le quatrième chapitre, avec une
application réelle pour la segmentation d’images. Nous abordons, enfin, le clustering sans
connaissance a priori du nombre des clusters en proposant une approche évolutive élitiste,
dans le dernier chapitre.



Chapter 1

Methodology

1.1 Introduction

DC programming and DCA, which constitute the backbone of nonconvex programming and
global optimization, were introduced by Pham Dinh Tao in their preliminary form in 1985
(Pham Dinh [1986], Pham Dinh and Bernoussi [1988]), and extensively developed by Le Thi
Hoai An and Pham Dinh Tao since 1993 to become now classic and increasingly popular
(see e.g. the list of reference in Le Thi [web site]). These theoretical and algorithmic tools
are applied with great success in different renowned laboratories (to name a few: Princeton,
Stanford, MIT, Berkeley, Carnegie Mellon, Cornell, Imperial College, Institut für Allgemeine
Mechanik (IAM, RWTH-Aachen), California, Mannheim, Heidelberg, Courant Institute of
Mathematical Sciences, Minnesota, The University of North Carolina at Chapel Hill, Michi-
gan, Iowa, Florida, Tokyo Institute of Technology, Fribourg, EPFL, National-ICT-Australia-
(NICTA), University of Sydney, Fudan, The Chinese University of Hongkong, Hanoi In-
stitute of Mathematics, Coimbra, Vienna, Copenhague, Louvain, Pukyong, Namur, Google,
Yahoo, Nasa, Siemens, etc) for modeling and solving nonconvex programs.

The theoretical results on DC Programming and DCA can be found in Le Thi [1994, 1997],
Pham Dinh and Le Thi [1997, 1998], Le Thi et al. [1999], Le Thi and Pham Dinh [2002,
2005], Le Thi et al. [2012a] and Pham Dinh and Le Thi [2014] while numerical methods
based on DCA for solving difficult problems such as bilevel programming problems, noncon-
vex quadratic programming problems, binary quadratic programming problems, optimiza-
tion over efficient / weakly efficient set, trust region subproblems, linear complementarity
problems, etc, can be found in various joint works of Le Thi Hoai An and Pham Dinh Tao
(see e.g. Le Thi and Pham Dinh [1997], Le Thi et al. [2002, 2012b], Pham Dinh and Le Thi
[1998] and the list of references in Le Thi [web site]).

DC Programming and DCA have been successfully used by researchers and practitioners to
model and solve their nonconvex programs from many fields of Applied Science, whose Data
Mining and Machine Learning remains, to date, the domain of predilection. In particular,
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DCA is widely used in various areas of unsupervised learning (Pan et al. [2013], Le Thi
et al. [2007a,b], Le Hoai et al. [2013b], Le Thi et al. [2014c, 2007c, 2008a, 2007b], Le Hoai
and Ta [2014]), supervised learning (Wang et al. [2010], Le Thi et al. [2008e,b,c, 2013e,b]),
semi-supervised learning (Wang et al. [2009], Tian et al. [2012], Yang and Wang [2013],
Le Hoai et al. [2013a]), learning with sparsity/uncertainty (Mamadou et al. [2010], Le Thi
et al. [2013e], Cheng Soon and Le Thi [2013], Le Thi et al. [2013c], Phan et al. [2014]), in
dictionary learning (Fawzi et al. [2014]),... For other domains, to cite a few, in finance - risk
management, portfolio selection (Mokhtar et al. [2014], Mohri and Medina [2014], Le Thi
and Moeini [2014], Le Thi et al. [2012b], Le Thi and Tran [2012], Le Thi et al. [2009a,b,
2014a], Pham Dinh et al. [2014], Pham et al. [2013], Le Thi and Moeini [2006], Pham Dinh
et al. [2009], Nguyen et al. [2011]); in transport-logistic (Zhong and Aghezzaf [2011, 2009],
Ndiaye et al. [2008], in communication systems - routing Ta et al. [2012a], Nguyen and Le Thi
[2011], Ta et al. [2010a, 2012b, 2010b], Le Thi and Pham Dinh [2014]), wireless networks
(Wu et al. [2014], Vucic et al. [2010], Le Thi et al. [2008d]); in production management -
supply chain design, scheduling (Le Thi et al. [2007d], Nguyen et al. [2007], Le Thi et al.
[2009d], Le Hoai et al. [2012], Nguyen and Le Thi [2011], Le Thi et al. [2013d, 2009c], Le Thi
and Tran [2014]); in bioinformatics (Ying et al. [2009], Le Thi et al. [2008b, 2013a, 2008e]);
in data security - cryptography, anomaly detection (Le Hoai et al. [2008, 2010], Le Thi et al.
[2009e, 2014b]); as well as in computer vision and image/signal processing (Weber et al.
[2006], Schnörr [2007], Kokiopoulou et al. [2009], Gasso et al. [2009], Le Hoai et al. [2013c],
Le Thi et al. [2008a]). See Le Thi [web site] for a more complete (but not exhaustive) list.

In the first part of this chapter we give a brief introduction of DC (Difference of Convex func-
tions) programming and DCA (DC Algorithms) which constitutes the backbone of our work.
In the second part we present the clustering algorithm DCA-MSSC which is background of
our DCA based approaches developed in the chapters 2, 3 and 4.

1.2 DC programming and DCA

In this section, we give a brief presentation of DC programming and DCA. The materials
presented in section are extracted from Le Thi [1997].

Their original key idea relies on the structure DC of objective function and constraint func-
tions in nonconvex programs which are explored and exploited in a deep and suitable way.
The resulting DCA introduces the nice and elegant concept of approximating a nonconvex
(DC) program by a sequence of convex ones: each iteration of DCA requires solution of a
convex program.

Their popularity resides in their rich, deep and rigorous mathematical foundations, and the
versality, flexibility, robustness, inexpensiveness and efficiency of DCA’s compared to existing
methods, their adaptation to specific structures of addressed problems and their ability to solve
real-world large-scale nonconvex programs. Recent developments in convex programming are
mainly devoted to reformulation techniques and scalable algorithms in order to handle large-
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scale problems. Obviously, they allow for enhancement of DC programming and DCA in
high dimensional nonconvex programming.

For beginning, let us present some fundamental notations of convex analysis and DC pro-
gramming

1.2.1 Fundamentals of DC Annalysis

Definitions and properties

This paragraph is devoted to a brief recall of convex analysis to facilitate the reading of its
content. For more details, we refer to the work of Laurent [1972], of Rockafellar [1970] and
of Auslender [1976].

Let X be the Euclidean space IRn, equipped with the canonical inner product 〈., .〉 and its

Euclidean norm ‖x‖ = 〈x, x〉 12 . The dual vector space of X is denoted by Y , which can be
identified with X itself. We use the basic tools of modern convex analysis where a function
can take the infinity value +∞ (Rockafellar [1970]). For f : X −→ IR ∪ {+∞} , its effective
domain of f , denoted by dom(f), is

dom(f) = {x ∈ X : f(x) < +∞} (1.1)

and the epigraph of f , denoted by epi(f), is

epi(f) = {(x, λ) ∈ X × IR : f(x) ≤ λ}.

If dom(f) 6= ∅ then we say that the function f is proper .

A proper function f :−→ IR ∪ {+∞} is called convex if its epigraph is a convex set in X×IR.
This is equivalent to

f((1− λ)x1 + λx2) ≤ (1− λ)f(x1) + λf(x2), ∀x1, x2 ∈ X , ∀λ ∈ ]0, 1[ . (1.2)

It amounts to say that the finite function f is convex on its effective domain. In the sequence
Conv(X) denotes the set of convex proper functions on X. It is clear that Conv(X) is a
convex cone with apex at the origin.

In (1.2), if the strict inequality holds all x1, x2 ∈ dom f with x1 6= x2 then f is called strictly
convex function on dom f .

A proper function f is called strongly convex on a convex set C ⊂ dom f if there exists a
number ρ > 0 such that

f((1− λ)x1 + λx2) ≤ (1− λ)f(x1) + λf(x2)− (1− λ)λρ
2
‖x1 − x2‖2, (1.3)
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for all x1, x2 ∈ C, and for all λ ∈ ]0, 1[. It is equivalent to saying that f − ρ

2
‖.‖2 is convex

on C. The modulus of strong convexity of f on C, denoted by ρ(f, C) or ρ(f) if C = X , is
given by

ρ(f, C) = Sup{ρ ≥ 0 : f − ρ

2
‖.‖2 is convex on C} > 0. (1.4)

Clearly, f is convex on C if and only if ρ(f, C) ≥ 0. One says that f is strongly convex on
C if ρ(f, C) > 0.

Remark 1.1 f strongly convex =⇒ f strictly convex =⇒ f convex.

Let f be a convex proper function on X , a vector y0 ∈ Y is called a subgradient of f at a
point x0 ∈ dom(f) if

〈y0, x− x0〉+ f(x0) ≤ f(x) ∀x ∈ X.
The set of all subgradients of f at x0 is called the subdifferential of f at x0 and is denoted
by ∂f(x0).
Let ǫ > 0, a vector y0 is called ǫ-subgradient of f at point x0 if

〈y0, x− x0〉+ f(x0) ≤ f(x) + ǫ ∀x ∈ X.

Then the set of all ǫ− subgradients of f at point x0 is called the the ǫ-subdifferential of f
at x0 and is denoted by ∂ǫf(x0).

A proper function f : X −→ IR is called lower semi-continuous (l.s.c) at a point x0 ∈ X if

lim
x→x0

inf f(x) ≥ f(x0).

or equivalently

∀ǫ > 0 ∃η > 0 such that ‖x− x0 ‖ ≤ η =⇒ f(x) ≥ f(x0)− ǫ
Let Γ0(X) be the set of all l.s.c proper convex functions on X .

Definition 1.1 The conjugate function f ⋆of f ∈ Γ0(X) is defined by

f ⋆(y) = sup{〈x, y〉 − f(x) : x ∈ X}. (1.5)

i.e., f ⋆ is the pointwise supremum of the family of (continuous) affine functions y 7→ 〈x, y〉−
f(x) on Y. .

The function f is polyhedral convex if it is the sum of a pointwise supremum of a finite
collection of affine functions and the indicator function of a nonempty polyhedral convex set.

The main properties are summarized in the following proposition that will be needed for
further:
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Proposition 1.1 If f ∈ Γ0(X) then:

– f ∈ Γ0(X)⇐⇒ f ⋆ ∈ Γ0(Y ). Moreover f = f ⋆⋆,
– y ∈ ∂f(x)⇐⇒ f(x) + f ⋆(y) = 〈x, y〉 and y ∈ ∂f(x)⇐⇒ x ∈ ∂f ⋆(y),
– ∂f(x) is a closed convex set,
– ∂f(x) is equal to a singleton {y} iff f is differentiable at x and ∇f(x) = y,
– f(x0) = min{f(x), x ∈ X} ⇐⇒ 0 ∈ ∂f(x0).

DC functions: A function f : Ω 7→ IR defined on a convex set convex Ω ⊂ IRn is called DC
on Ω if it can be presented in the form of difference of two convex functions on Ω, i.e.

f(x) = g(x)− h(x),
where g and h are convex functions on Ω, g − h is called a DC decomposition of f . We
denote by DC(Ω) be the set of all DC functions on Ω.

DC functions have many important properties, in particular DC(Ω) is closed with respect
to frequently used operations in optimization. Specifically

Proposition 1.2 (i) DC(Ω) is a vector space spanned by the convex cone Conv(Ω) :
DC(Ω) = Conv(Ω)− Conv(Ω).

(ii) The pointwise supremum of a finite collection of finite DC functions on Ω is DC on Ω,
The pointwise infimum of a finite collection of finite DC functions on Ω is DC on Ω,

(iii) Let f ∈ DC(Ω), then |f(x)|, f+(x) = max{0, f(x)} and f−(x) = min{0, f(x)} belong
to DC(Ω).

These results have been generalized to convex functions f : IRn → IR∪{+∞} (Le Thi [1997]).

Remark 1.2 Given a DC function f and a DC decomposition f = g−h, then for any finite
convex function ϕ, f = (g + ϕ)− (h+ ϕ) gives another DC decomposition of f . Thus, a DC
function has infinitely many DC decompositions.

Classification of nonconvex programs

Due to the preponderance and wealthy properties of DC functions, the passage from
Conv(Ω) to the vector space DC(Ω) permits to expand significantly convex programming
to nonconvex programming. The field of optimization problems involving DC functions is
very large and covers most of problems encountered in applications.

However, we cannot deal with any nonconvex differentiable/nondifferentiable program. The
following classification is well-known:

(1) sup{f(x) : x ∈ C},where f and C are convex
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(2) inf{g(x)− h(x) : x ∈ X}, where g and h are convex

(3) inf{g(x)− h(x) : x ∈ C, f1(x)− f2(x) ≤ 0},
where g, h, f1, f2 and C are convex, these seem to be large enough to contain substantially
all nonconvex programs encountered in real life. Problem (1) is a special case of Problem
(2) with g = χC , the indicator function of C and h = −f . Problem (2) can be modified in
the form equivalent to (1)

inf{t− h(x) : g(x)− t ≤ 0}.
While Problem (3) can be transformed into the form (2) by using exact penalty related
to the DC constraints f1(x) − f2(x) ≤ 0. Its solution can also be reduced, under certain
technical conditions, to that of a sequence of Problems (1). Problem (2) is called a DC
program. It is a major interest both from practical and theoretical point of view. From the
theoretical point of view, we can note that, as remarked above, the class of DC functions
is remarkably closed with respect to operations frequently used in optimization. Moreover,
there is an elegant duality theory (Pham Dinh [1975, 1976], Toland [1978], Urruty [1986],
Le Thi [1994, 1997], Le Thi and Pham Dinh [1997]) which, as with Lagrangian duality in
convex optimization, has profound practical implications for numerical methods.

DC programming and DCA (DC Algorithms) were introduced by Pham Dinh Tao
(Pham Dinh [1986], Pham Dinh and Bernoussi [1988]) in their preliminary form. In fact,
DCA is a generalization of subgradient algorithms which were studied by the same author on
convex maximization (Pham Dinh [1975, 1986]). These theoretical and algorithmic tools are
extensively developed by Le Thi Hoai An and Pham Dinh Tao since 1994 (see e.g. Le Thi
[1994, 1997], Le Thi and Pham Dinh [1997], Pham Dinh and Le Thi [1997, 1998], Le Thi
and Pham Dinh [2001], Le Thi et al. [2002], Le Thi and Pham Dinh [2003, 2005] and Le Thi
et al. [2011, 2012a], Pham Dinh and Le Thi [2014], Le Thi [web site]) to become now classic
and increasingly popular.

DC Duality

In convex analysis, the concept of duality (conjugate function, dual problem, etc.) is
a very powerful fundamental concept. For convex programs and in particular linear,
a duality theory has been developed over several decades (Rockafellar [1970]). More
recently, an important concept of duality in nonconvex analysis has been proposed and
developed, first for convex maximization problems, before reaching the DC programming.
DC duality introduced by Toland (1978) can be regarded as a natural and logical gen-
eralization of earlier works of Pham Dinh Tao (1975) on convex maximization. We will
present below the main results on optimal conditions (local and global) and the DC dual-
ity. For more details, the reader is referred to the document of Le Thi and Pham Dinh [1997].

A standard DC program is of the form (g, h ∈ Γ0(X))

α := inf{f(x) := g(x)− h(x) : x ∈ X} (Pdc)
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DC duality associates a primal DC program with its dual, which is also a DC program with
the same optimal value,

α = inf{h∗(y)− g∗(y) : y ∈ R
n} (Ddc)

by using the fact that every function ϕ ∈ Γ0(R
n) is characterized as a pointwise supremum

of a collection of affine functions, say

ϕ(x) = sup{〈x, y〉 − ϕ∗(y) : y ∈ R
n}, ∀x ∈ R

n,

There is a perfect symmetry between between (Pdc) and its dual (Ddc): the dual of (Ddc) is
exactly (Pdc).

A standard DC program with a convex constraint C (a nonempty closed convex set in R
n)

α = inf{f(x) := g(x)− h(x) : x ∈ C} (1.6)

can be expressed in the form of (Pdc) by adding the indicator function χC of C (χC(x) = 0
if x ∈ C,+∞ otherwise) to the function g. The vector space of DC functions, DC(Rn) =
Γ0(R

n) − Γ0(R
n), forms a wide class encompassing most real-life objective functions and is

closed with respect to usual operations in optimization. DC programming constitutes so
an extension of convex programming, sufficiently large to cover most nonconvex programs
(Pham Dinh and Le Thi [1997, 1998], Le Thi and Pham Dinh [2003, 2005], Le Thi [web
site] and references quoted therein), but not too in order to leverage the powerful arsenal of
the latter.

1.2.2 DC optimality and DCA

Polyhedral DC program is a DC program in which at least one of the functions g and h is
polyhedral convex. Polyhedral DC programming, which plays a central role in nonconvex
optimization and global optimization and is the foundation of DC programming and DCA,
has interesting properties (from both a theoretical and an algorithmic point of view) on local
optimality conditions and the finiteness of DCA’s convegence.

DC programming investigates the structure of DC(Rn), DC duality and local and global
optimality conditions for DC programs. The complexity of DC programs clearly lies in the
distinction between local and global solution and, consequently; the lack of verifiable global
optimality conditions.

We have developed necessary local optimality conditions for the primal DC program (Pdc),
by symmetry those relating to dual DC program (Ddc) are trivially deduced

∂h(x∗) ∩ ∂g(x∗) 6= ∅ (1.7)

(such a point x∗ is called critical point of g − h or (1.7) a generalized Karusk-Kuhn-Tucker
(KKT) condition for (Pdc)), and

∅ 6= ∂h(x∗) ⊂ ∂g(x∗). (1.8)
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The condition (1.8) is also sufficient (for local optimality) in many important classes of DC
programs. In particular it is sufficient for the next cases quite often encountered in practice:

– In polyhedral DC programs with h being a polyhedral convex function. In this case, if h is
differentiable at a critical point x∗, then x∗ is actually a local minimizer for (Pdc). Since a
convex function is differentiable everywhere except for a set of measure zero, one can say
that a critical point x∗ is almost always a local minimizer for (Pdc).

– In case the function f is locally convex at x∗. Note that, if h is polyhedral convex, then
f = g − h is locally convex everywhere h is differentiable.

The transportation of global solutions between (Pdc) and (Ddc) is expressed by:

[
⋃

y∗∈D

∂g∗(y∗)] ⊂ P , [
⋃

x∗∈P

∂h(x∗)] ⊂ D (1.9)

where P and D denote the solution sets of (Pdc) and (Ddc) respectively. The first (second)
inclusion becomes equality if the function h (resp. g∗) is subdifferentiable on P (resp. D).
They show that solving a DC program implies solving its dual. Note also that, under
technical conditions, this transportation also holds for local solutions of (Pdc) and (Ddc)
(Pham Dinh and Le Thi [1997, 1998], Le Thi and Pham Dinh [2003, 2005], Le Thi [web
site] and references quoted therein).

Based on local optimality conditions and duality in DC programming, the DCA consists
in constructing of two sequences {xk} and {yk} of trial solutions of the primal and dual
programs respectively, such that the sequences {g(xk) − h(xk)} and {h∗(yk) − g∗(yk)} are
decreasing, and {xk} (resp. {yk}) converges to a primal feasible solution x∗ (resp. a dual
feasible solution y∗) satisfying local optimality conditions and

x∗ ∈ ∂g∗(y∗), y∗ ∈ ∂h(x∗). (1.10)

The sequences {xk} and {yk} are determined in the way that xk+1 (resp. yk+1) is a solution
to the convex program (Pk) (resp. (Dk+1)) defined by (x0 ∈ dom ∂h being a given initial
point and y0 ∈ ∂h(x0) being chosen)

(Pk) inf{g(x)− [h(xk) + 〈x− xk, yk〉] : x ∈ R
n}, (1.11)

(Dk+1) inf{h∗(y)− [g∗(yk) + 〈y − yk, xk+1〉] : y ∈ R
n}. (1.12)

The DCA has the quite simple interpretation: at the k-th iteration, one replaces in the
primal DC program (Pdc) the second component h by its affine minorization h(k)(x) :=
h(xk)+ 〈x−xk, yk〉 defined by a subgradient yk of h at xk to give birth to the primal convex
program (Pk), the solution of which is nothing but ∂g∗(yk). Dually, a solution xk+1 of (Pk)
is then used to define the dual convex program (Dk+1) obtained from (Ddc) by replacing the
second DC component g∗ with its affine minorization (g∗)(k)(y) := g∗(yk) + 〈y − yk, xk+1〉
defined by the subgradient xk+1 of g∗ at yk : the solution set of (Dk+1)is eaxctly ∂h(x

k+1).
The process is repeated until convergence. DCA performs a double linearization with the
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help of the subgradients of h and g∗ and the DCA then yields the next scheme: (starting
from given x0 ∈ dom ∂h)

yk ∈ ∂h(xk); xk+1 ∈ ∂g∗(yk), ∀k ≥ 0. (1.13)

DCA’s convergence properties:

DCA is a descent method without linesearch, but with global convergence, which enjoys the
following properties: (C and D are two convex sets in R

n, containing the sequences {xk}
and {yk} respectively).
i) The sequences {g(xk)− h(xk)} and {h∗(yk)− g∗(yk)} are decreasing and

• g(xk+1) − h(xk+1) = g(xk) − h(xk) iff yk ∈ ∂g(xk) ∩ ∂h(xk), yk ∈ ∂g(xk+1) ∩ ∂h(xk+1)
and [ρ(g, C) + ρ(h, C)]‖xk+1 − xk‖ = 0. Moreover if g or h are strictly convex on C
then xk = xk+1.

In such a case DCA terminates at the kth iteration (finite convergence of DCA)

• h∗(yk+1)− g∗(yk+1) = h∗(yk) − g∗(yk) iff xk+1 ∈ ∂g∗(yk) ∩ ∂h∗(yk), xk+1 ∈ ∂g∗(yk+1) ∩
∂h∗(yk+1) and [ρ(g∗, D) + ρ(h∗, D)]‖yk+1 − yk‖ = 0. Moreover if g∗ or h∗ are strictly
convex on D, then yk+1 = yk.

In such a case DCA terminates at the kth iteration (finite convergence of DCA).

ii) If ρ(g, C) + ρ(h, C) > 0 (resp. ρ(g∗, D) + ρ(h∗, D) > 0)) then the series {‖xk+1 − xk‖2
(resp. {‖yk+1 − yk‖2} converges.
iii) If the optimal value α of problem (Pdc) is finite and the infinite sequences {xk} and {yk}
are bounded then every limit point x∗(resp. y∗) of the sequence {xk} (resp. {yk}) is a critical
point of g − h (resp. h∗ − g∗).
iv) DCA has a linear convergence for general DC programs.

v) DCA has a finite convergence for polyhedral DC programs.

DCA’s distinctive feature relies upon the fact that DCA deals with the convex DC compo-
nents g and h but not with the DC function f itself. DCA is one of the rare algorithms
for nonconvex nonsmooth programming. Moreover, a DC function f has infinitely many DC
decompositions which have crucial implications for the qualities (convergence speed, robust-
ness, efficiency, globality of computed solutions,...) of DCA. For a given DC program, the
choice of optimal DC decompositions is still open. Of course, this depends strongly on the
very specific structure of the problem being considered. In order to tackle the large-scale
setting, one tries in practice to choose g and h such that sequences {xk} and {yk} can be
easily calculated, i.e., either they are in an explicit form or their computations are inexpen-
sive. Very often in practice, the solution of (Dk) to compute the sequence {yk} is explicit
because the calculation of a subgradient of h is explicitly obtained by using the usual rules
for calculating subdifferential of convex functions. But the solution of the convex program
(Pk), if not explicit, should be achieved by efficient algorithms well-adapted to its special
structure, in order to handle the large-scale setting.
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1.3 DCA for clustering problem

The goal of clustering problem is partition a data set into groups (or clusters) such that
elements of the same group are similar and elements of different groups are dissimilar. DC
programming and DCA have been developed in several works for hard clustering and fuzzy
clustering (Le Thi et al. [2007a,b,c, 2008a, 2014c], Le Hoai et al. [2013b]).

The first paper in this domain was published in 2007 (Le Thi et al. [2007a]) for the hard
clustering problem. A DCA scheme was proposed for the bilevel programming formulation of
minimum sum of squares clustering problem (MSSC) where all computations are explicit and
require only matrix–vector product. So this schema is very simple and inexpensive. Further,
in Le Thi et al. [2007b], the authors introduced three DC programs for the hierarchical
clustering problem. It fortunately turn out that their algorithms are explicit and inexpensive.
The numerical results on several datasets proved that the proposed DCAs are efficient. DC
Programming and DCA also succeeded in solving the block clustering model in Le Hoai et al.
[2013b]. Recently in Le Thi et al. [2014c], the authors studied a DCA based algorithm for
the mixed integer program formulation of the MSSC problem. Based on an exact penalty
technique, the mixed integer program was reformulated as a continuous optimization problem
which was then recast to a DC program. In the same work, a Gaussian kernel version of the
bilevel formulation of the MSSC problem was also investigated. The considered problem was
formulated as a DC program for which an appropriate DC decomposition was developed.
This algorithm has been shown to be more efficient than the DCA–MSSC in several numerical
test problems.

For fuzzy clustering, the Fuzzy C–Means (FCM) model was considered in Le Thi et al.
[2007c]. Three DC formulations and corresponding DCAs schemes for FCM model were
introduced. The numerical results demonstrated that the proposed algorithms are more
efficient, more robust than related existing algorithms. In addition, DCA based algorithms on
fuzzy model also achieved encouraging results in image segmentation (Le Thi et al. [2008a]).

In the next section, we will consider the DCA clustering algorithm, named DCA–MSSC,
introduced in Le Thi et al. [2007a]. This algorithm is used in a useful way in two our
problems: clustering data stream (Chapter 2) and clustering massive data sets (Chapter 3).
Also, the way to construct DC decomposition and DCA–MSSC helped us in the design of
DCA based algorithms for clustering with weighted features (Chapter 4).

1.3.1 Minimum Sum of Squares Clustering formulation (MSSC)

An instance of the partitional clustering problem consists of a data set A := {a1, ..., am} of
m points in IRn, a measured distance, and an integer k; we have to choose k members xℓ

(l = 1, ...k) in IRn) as “centroid” and assign each member of A to its closest centroid. The
assignment distance of a point a ∈ A is the distance from a to the centroid which is assigned
to. The objective function, which is to be minimized, is the sum of assignment distances.
If the squared Euclidean distance is used, then the corresponding optimization formulation,
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called MSSC problem, is expressed as:

min

{

m
∑

i=1

min
ℓ=1,...,k

∥

∥xℓ − ai
∥

∥

2
: xℓ ∈ IRn, ℓ = 1, . . . , k

}

. (MSSC)

with ‖.‖ denotes the Euclidean norm.

The DCA applied to MSSC problem has been developed in Le Thi et al. [2007a]. Here, to
simplify related computations in DCA for solving problem (MSSC) one works on the vector
space IRk×n of (k × n) real matrices. The variables are then X ∈ IRk×n whose ith row Xi is
equal to xi for i = 1, ..., k. The Euclidean structure of IRk×n is defined with the help of the
usual scalar product

IRk×n ∋ X ←→ (X1, X2, . . . , Xk) ∈ (IRn)k, Xi ∈ IRn, (i = 1, .., k),

〈X, Y 〉 : = Tr(XTY ) =

k
∑

i=1

〈Xi, Yi〉

and its Euclidean norm ‖X‖2 :=
∑k

i=1〈Xi, Xi〉 =
∑k

i=1 ‖Xi‖2 ( Tr denotes the trace of a
square matrix). We will reformulate the MSSC problem as a DC program in the matrix
space IRk×n and then describe DCA for solving it.

1.3.2 DC program for MSSC problem

According to the property

min
ℓ=1,...,k

∥

∥xℓ − ai
∥

∥

2
=

k
∑

ℓ=1

∥

∥xℓ − ai
∥

∥

2 − max
r=1,...,k

∑

ℓ=1,ℓ 6=r

∥

∥xℓ − ai
∥

∥

2

and the convexity of the functions

k
∑

ℓ=1

∥

∥xℓ − ai
∥

∥

2
, max
r=1,...,k

∑

ℓ=1,ℓ 6=r

∥

∥xℓ − ai
∥

∥

2
,

we can say that (MSSC) is a DC program with the following DC formulation:

(MSSC)⇔ min {F (X) := G(X)−H(X) : X ∈ IRk×n}, (1.14)

where the DC components G and H are given by

G(X) =

m
∑

i=1

k
∑

ℓ=1

Giℓ(X), Giℓ(X) =
1

2

∥

∥Xℓ − ai
∥

∥

2
for i = 1, . . . , m, ℓ = 1, . . . , k (1.15)
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and

H(X) =

m
∑

i=1

Hi(X), Hi(X) = max
j=1,...,k

Hij(X); (1.16)

Hij(X) :=

k
∑

ℓ=1,ℓ 6=j

1

2

∥

∥Xℓ − ai
∥

∥

2
for i = 1, . . . , m. (1.17)

It is interesting to note that the function G is a strictly convex quadratic form. More precisely
we have, after simple calculations:

G(X) =
m

2
‖X‖2 − 〈B,X〉+ k

2
‖A‖2 (1.18)

where A ∈ IRm×n, B ∈ IRk×n are given by

Ai := ai for i = 1, . . . , m (1.19)

Bℓ := a =
m
∑

i=1

ai for ℓ = 1, . . . , k.

In the matrix space IRk×n, the DC program (1.14) then is minimizing the difference of
the simplest convex quadratic function (1.18) and the nonsmooth convex one (1.16). This
nice feature is very convenient for applying DCA, which consists in solving a sequence of
approximate convex quadratic programs whose solutions are explicit.

1.3.3 DC Algorithm for solving MSSC problem

According to the description of DCA, determining the DCA scheme applied to (1.14) amounts
to computing the two sequences {X(p)} and {Y (p)} in IRk×n such that

Y (p) ∈ ∂H(X(p)), X(p+1) ∈ ∂G∗(Y (p)).

We shall present below the computation of ∂H(X) and ∂G∗(Y ).

We first express the convex function Hij by

Hij(X) =

k
∑

ℓ=1

1

2

∥

∥Xℓ − ai
∥

∥

2 − 1

2

∥

∥Xj − ai
∥

∥

2
(1.20)

=
1

2

∥

∥X −A[i]
∥

∥

2 − 1

2

∥

∥Xj − ai
∥

∥

2

where A[i] ∈ IRk×n is the matrix whose rows are all equal to ai.

That gives
∇Hij(X) = X −A[i] − e[k]j (Xj − ai) (1.21)
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with {e[k]j : j = 1, ..., k} being the canonical basis of IRk.

Hence, according to (1.16) we get the following simpler matrix formula for computing ∂H

Y ∈ ∂H(X)⇔ Y =
m
∑

i=1

Y [i] with Y [i] ∈ ∂Hi(X) for i = 1, ..., k, (1.22)

where Y [i] is a convex combination of {∇Hij(X) : j ∈ Ki(X)}, i.e.,

Y [i] =
∑

j∈Ki(X)

λ
[i]
j ∇Hij(X) with λ

[i]
j ≥ 0 for j ∈ Ki(X) and

∑

j∈Ki(X)

λ
[i]
j = 1, (1.23)

with Ki(X) := {j = 1, . . . , k : Hij(X) = Hi(X)}.
In particular we can take for i = 1, ..., m

Y [i] = X − A[i] − e[k]
j(i)(Xj(i) − ai) for some j(i) ∈ Ki(X), (1.24)

and the corresponding Y ∈ ∂H(X) defined by

Y = mX −B −
m
∑

i=1

e
[k]
j(i)(Xj(i) − ai). (1.25)

Since the function G is strictly convex quadratic, its conjugate G∗ is differentiable and we
have from (1.18)

X = ∇G∗(Y )⇐⇒ Y = ∇G(X) = mX −B,
or again

X =
1

m
(B + Y ). (1.26)

We are now in a position to describe the DCA for solving problem (MSSC) via the DC
decomposition (1.14).

Algorithm DCA-MSSC:

Initialization: Let ǫ > 0 be given, X(0) be an initial point in IRk×n, set p := 0;

Repeat

Calculate Y (p) ∈ ∂H(X(p)) by using (1.25)

Y (p) = mX(p) −B −
m
∑

i=1

e
[k]
j(i)(X

(p)
j(i) − ai)
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and calculate X(p+1) according to (1.26)

X(p+1) :=
1

m
(B + Y p). (1.27)

Set p+ 1← p

Until ‖ X(p+1) −X(p) ‖≤ ǫ(‖ X(p) ‖ +1) or
∣

∣F (X(p+1))− F (X(p))
∣

∣ ≤ ǫ(
∣

∣F (X(p))
∣

∣+ 1).

1.4 Conclusion

In this chapter, we introduce in the first part, a brief presentation of DC programming and
DCA. The fundamentals of DC analysis, such as DC functions, DC duality, global and local
optimality in DC optimization are also presented. In the second part, we first review DCA
based algorithms for clustering problems which have been efficiently applied for both hard
clustering and fuzzy clustering, and then focus on the DCA–MSSC algorithm.

For a comprehensive study of DC programming and DCA, refer to Le Thi [1994], Le Thi
[1997], Le Thi et al. [2002], Pham Dinh and Le Thi [1997, 1998, 2014] and the reference
therein. The solution of a nonconvex problem by DC programming and DCA should have
two tasks: looking for an appropriate DC decomposition and looking for a good starting
point. In the next three chapters we will investigate DC programming and DCA to deal
with hard clustering with data stream / massive data, and hard / fuzzy clustering with
weighted feature measures.



Chapter 2

Clustering data streams1

In this chapter, we focus on two models to deal with data streams: sub–windows and sliding
windows. In the first model, we are interested by an exploratory analysis for clustering data
stream based on a sub–windows approach. Our approach consists to separate the data on
different sub–windows and then apply DCA–MSSC clustering algorithm on each of them.
Two clustering strategies are investigated: global clustering and independent local clustering.
Global clustering is performed on the whole data set and the independent local clustering is
performed in each windows with random center initialization. We study the consistency of
the results. In the second model, we focus on the initialization strategy for the clustering
algorithm performing on the new windows. Based on DCA–MSSC algorithm, we propose a
DCA–Stream, for clustering data stream over the sliding windows model.

2.1 Introduction

Data stream is one emerging topic of data mining, it concerns many applications involving
large and temporal data sets such as telephone records data, banking data, multimedia
data,. . . . In stream models, the data is massive and evolve continuously, it can be read only
once or a small number of times and it is impossible to load the entire data set into memory.
Traditional data mining techniques are not useful for these applications, and it requires to
develop new approaches to deal with data streams. A data stream is an ordered sequence
of points (x1, x2, ..., xn) that must be accessed in one order and can be read only once or a
small number of times. Each reading of the sequence is called a linear scan or a pass (Guha

1. This chapter is published under the titles:
[1]. Minh Thuy Ta, Hoai An Le Thi, Lydia Boudjeloud–Assala. Clustering Data Stream by a Sub–window

Approach Using DCA. Machine Learning and Data Mining in Pattern Recognition (MLDM2012), Lecture
Notes in Computer Science Volume 7376, ISBN 978–3–642–31536–7, pp. 279–292 (2012).
[2]. Minh Thuy Ta, Hoai An Le Thi, Lydia Boudjeloud–Assala. Clustering data streams over sliding win-

dows by DCA. Advanced Computational Methods for Knowledge Engineering, Studies in Computational
Intelligence. Volume 479, Springer, ISSN: 1860–949X (Print) 1860–9503 (Online), pp. 65–75 (2013).
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et al. [2003]). The volume of such data set is so large that it may be impossible to store the
data on a disk, or even when the data can be stored, it is impossible to deal with the whole
data set. In addition, the data patterns may evolve continuously and can be depend on the
time or on the events. Data streams differ from the conventional stored relation model in
several ways (Babcock et al. [2002]):

1. The data elements in the stream arrive online.

2. The system has no control over the order in which data elements arrive to be processed.

3. Data streams are potentially unbounded in size.

4. Once an element from a data stream has been processed it is either discarded or
archived.

Therefore, traditional techniques are not useful to deal with such data, new challenges are
posed for data mining algorithms. For mining on stream data, one crucial and efficient
strategy is analysis of packet data. The data set is divided into more significant sub-periods,
called sub-windows, with the aim of detect data patterns evolution or emergence, which
would not have been revealed by a global analysis in whole time period. A mining method is
then applied on each sub-window. This strategy allows reduce costs (physical memory, CPU
time, etc.) as we focus on the analysis of a portion of the data. The sub-window approaches
are studied in Silva [2007] where some strategies of clustering data stream are studied: global
clustering, independent local clustering, dependent local clustering. There, the data set is
divided into sub-windows on each of which the K-Means based algorithm is then applied,
and web usage data sets have been tested.

In the first part of this chapter, we are interested in an exploratory analysis of the indepen-
dent local clustering strategy for clustering data stream based on a sub-window approach.
Obviously, such an analysis depends on the performance of clustering algorithm to be used.
Our approach consists of separating the data on different sub-windows and then apply DCA–
MSSC clustering algorithm on each sub-window. Our aims are study:
– the efficiency of the independent local clustering strategy, say the adequation of this local
clustering and real clusters,

– the adequation between the independent local clustering and global clustering strategies
based on the same DCA clustering algorithm.

In the second part, we consider another model of data stream: sliding window. In this model,
data elements arrive continually, and we only considered the most recent elements. The new
stream will differ slightly from the current ones. It is important to study the initialization
strategy of clustering algorithm performing on new windows. In this section, based on DCA–
MSSC algorithm, we study an initialization strategy for clustering on the new window and
design a streaming clustering algorithm for data streams over sliding windows.

Comparative experiments with clustering data stream using K-Means, a standard clustering
method, on different data sets are reported. We also study the effect of the different strategies
toward the speed of evolution of data, as well as the performance of DCA based approaches
versus the standard K-Means algorithm.
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2.2 State of the art

In the literature, the clustering data streams can be divided into three approaches: the
divide–and–conquer approach, the two stages: online and offline approach and the density
approach.

2.2.1 Divide–and–conquer-based methods

One of the first researches in this area is due to Guha et al. [2000]. The authors propose an
algorithm, which uses divide–and–conquer strategy for clustering data stream. The core of
algorithm is to use a randomized constant–factor approximation algorithm of Charikar and
Guha [1999] to solve the k–Median clustering problem. In the first level, m points sampled
from the stream are taken as subset. The constant–factor approximation algorithm is used
to partition these m points into 2k median points. In the next level, m medians are clustered
to define 2k medians (with assumption that m is a multiple of 2k). Repeatedly, when level–i
has m medians, these medians are clustered to 2k clusters of level–(i + 1). When all data
points are considered, all intermediate medians are partitioned into k final clusters.

In 2002, O’Callaghan et al. propose a STREAM algorithm (O’Callaghan et al. [2002]).
STREAM algorithm replaces the k–Median clustering problem by a variant called facility
location problem. Then, the authors introduce a LSEARCH algorithm to solve this problem.
The original data stream arrives in chunks X1, X2, ..., Xn, where each of chunk contains at
most m data points. Then, STREAM executes clustering in each chunk Xi by LSEARCH
algorithm and assigns to each resulting median, a weight equal to the number of member
points belonging to it. When the number of medians exceeds m, a second level of clustering
is applied to these sets. Finally, when the whole data points arrives, LSEARCH algorithm is
performed on the remaining weighted medians. The clustering method LSEARCH is simple,
fast, constant–factor approximation of k–Median subroutine. The authors also prove that the
clustering performance of STREAM algorithm is better than BIRCH algorithm (Zhang et al.
[1996]) as well as STREAM k–Means (O’Callaghan et al. [2002]). One of the disadvantage of
this algorithm is that is not particularly sensitive to evolution in the underlying data stream.
In some particular cases, the pattern is evolved and changed significantly.

Another approach is mining the data on sub–sets, which is proposed by Silva [2007]. The data
set is divided into more significant sub–sets, with the aim of detecting data patterns evolution,
which would not have been revealed by a global analysis in whole data set. A mining method
is then applied on each sub–sets. The author also studies the data changes: merge, split,
new cluster appears or disappears. The author presents 4 strategies: global clustering,
independent local clustering, dependent local clustering and previous local clustering.
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2.2.2 On/offline-based methods

The second direction research is two stages online and offline approach. Aggarwal et al.
(Aggarwal et al. [2003]) developed a two–stages clustering algorithm, CluStream, to process
the clustering data stream problem. This algorithm consists of an online micro-clustering
component and an offline macro-clustering. Firstly, the micro-clustering creates q initial
micro-clusters by k–Means algorithm. This phase will gather the statistics information from
incoming data. At any moment, the algorithm takes q micro–clusters, where q is pre–defined
such that it is larger than the natural number of clusters and smaller the number of data
points arrive. When a new point arrives, the distances from this point to the micro–clusters
centers are calculated, and this point is assigned to the nearest micro–cluster if the distance
is smaller than maximum boundary. If not, it creates one new micro-cluster, and one old
micro–cluster is deleted or two old micro–clusters are merged. These clusters are called
micro–clusters, which are stored at snapshots in time which follow a pyramidal pattern.
This frame is a good technique, because it helps to balance between the storage requirements
and the ability to recall summary information. The offline component performs clustering
on these summary statistics information to provide the understanding of clusters in data
stream. These clusters are denoted by macro–clusters. In this phase, the algorithm uses the
information provided by the user preferences such as time–horizon h and number of clusters
k. The macro component can perform at any given time. By this way, algorithm can cluster
the data of the specified previous time. However, CluStream is efficient with sphere–shaped,
but the evolving data clusters are arbitrarily shaped. In addition, it is inefficient for handling
the outlier and the number of clusters must be pre-defined.

HPStream algorithm proposed by Aggarwal et al. [2004], works with high dimensional data
streams. This algorithm includes a fading cluster structure and a projected clustering tech-
nique. This technique continuously refines the subset of projected dimensions, and deter-
mines clusters on them. With fading structure, the algorithm can easily manage the historical
information as well as current data. A fading cluster structure consists of (2 · d + 1) tuple,
which is similar to a micro–cluster in CluStream algorithm. It maintains condensed repre-
sentations of the clusters over time. In experiments, the authors found that the quality of
HPStream algorithm is more efficient than the full dimensional CluStream algorithm. But
we must choice some input parameters: the average projected dimensionality ℓ, the radius
threshold and the decay rate λ.

2.2.3 Density-based methods

Another direction research is based on density methods. The first idea is presented by Cao
et al. [2006]. The advantage of density–based approach is the ability to find clusters with
any shape of data and it does not need to know the number of clusters. This algorithm
combines micro–clustering with a density–estimation process for clustering. Firstly, based
on the weight of data points, the algorithm detects the dense regions, that called core micro-
clusters. Then, algorithm defines potential core micro–clusters (denoted by p–micro-clusters)
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and outlier micro-clusters (denoted by o–micro–clusters). Note that, a micro–cluster in this
algorithm has a structure that is similar to micro–cluster in CluStream (once includes weight,
radius information and once includes the sum of data values, the sum of square values), but
the different key is that: the number of micro–cluster in CluStream is fixed, but that in
DenStream is not. By the manage of two micro–clusters: p–micro–cluster and o–micro–
cluster, DenStream can both detect the number of clusters and manage the evolve of data.
Finally, the final results of clustering is obtained by applying a DBSCAN (Ester et al. [1996])
variant algorithm on the set of potential micro–cluster. However, the performance of the
algorithm still depends on the choice of parameters input.

Another density–based method is D–stream (Tu and Chen [2009]), which is a density based
grid clustering algorithm. The algorithm uses an online component which maps incoming
data into a grid and an offline component which calculates density of grid and then discards
the data. Finally, the offline component clusters the grids based on their density. This al-
gorithm includes three advantages. Firstly, it uses a density decaying technique to capture
the evolution of data stream. Secondly, it represents the data by discrete fine grids, thus,
the raw data can be discarded. D–Stream uses a novel concept - the attraction of grids, that
characterizes the positional information of the data in each grid. By using both attraction
information and density information, the algorithm can improve the quality of results. Nev-
ertheless, for high dimensional data, it is not scalable because the number of grids increases
exponentially with the number of dimensions.

By expanding the definitions of cluster feature structure from their research (Aggarwal et al.
[2003]), in 2008, Aggarwal and Yu [2008] propose the UMicro algorithm for clustering uncer-
tain data streams. In many applications, the estimated error of data is available, which can
exists in the form of standard deviation or probability density functions. Such information
can be used to improve quality of the results. UMicro algorithm put the uncertainty of data
points into the structures of micro-clusters. The uncertainty information is quite important
because of the varying relative behavior of the attributes and its effect on the calculate the
distance for the assignments.

Continuing research on uncertain data stream, Zhang et al. [2009] introduce the PMicro
algorithm. This algorithm proposes a novel solution for clustering on uncertain data streams
based on the probability model. In UMicro, each tuple t has the values of some attributes
that are uncertain, but in the point probability model, each tuple is affiliated with a proba-
bility p(t). p(t) is occurring probability of this tuple. This algorithm introduces Probability
Cluster Feature (PCF) to handle uncertain data streams, which takes into account the dis-
tance between tuples, the uncertainty information of attributes, also handle the existence
probability of tuples. In experiments, the authors found that the PMicro is better than
UMicro in both quality and execution time.
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2.2.4 Sliding windows methods

In the literature, there are several papers in the clustering data streams occuring over sliding
windows. One of the first researches belongs to Babcock et al. [2003]. Their study is an
extension Guha et al. [2000]’s to the sliding windows model. In their work, the authors use
the Exponential Histogram (EH) data structure to group data elements into buckets that
cover adjacent time intervals and maintain statistic information. Each bucket Bi maintains
both timestamp ti of the most recent data elements and statistics information in this bucket.
When a new point arrives, algorithm checks and adds it into the newest bucket, or creates
a new bucket. If the oldest bucket reaches N + 1, it means that this bucket expired. The
algorithm then recalculates the summarized information.

One other related work is given by Beringer and Hullermeier [2006]. They develop an online
version of k–Means algorithm for clustering data streams. The important improvement of
this algorithm is the use of DFT (Discrete Fourier Transform) to improve the efficiency of
calculating the distance function. In this method, instead of calculating on the w-dimensional
space, it only calculates on the u-dimensional space (u ≪ w). This approximation has two
advantages: it captures only important properties, the noise properties will be filtered; and
the calculation of the distance function becomes more efficient by reducing the number
of dimensions. Besides, the authors introduce an adaptation with the optimal number of
clusters problem. By using one criteria value, the algorithm compares the values at (k, k +
1, k− 1). The maximum value corresponds to the optimal number. However, the number of
clusters may has significant changes in the evolving data stream. It does not simply change
by ±1.
In 2008, Zhou et al. [2008] present the SWClustering algorithm. The authors introduce a
novel data structure, the Exponential Histogram of Cluster Features (EHCF) that includes
the exponential histogram and temporal cluster features. The first one maintains the in–
cluster evolution, and the second one represents the change of the cluster distribution. This
approach has several advantages such as: (1) the quality of the clusters is improved be-
cause the EHCF captures the distribution of recent records precisely; (2) The mechanism
employed to adaptively maintain the in–cluster synopsis can track the evolution of cluster
better than previous methods, while consuming much less memory; (3) the EHCF provides
a flexible framework for analyzing the evolution of cluster and tracking a specific cluster effi-
ciently without interfering with other clusters, thus reducing the consumption of computing
resources for data stream clustering (Zhou et al. [2008]). Nevertheless, this algorithm seems
only suitable for clustering with spherical shapes of data and it can not guarantee the global
optimality of computed solutions.

Based on strategy two stages, Dang et al. proposed the SWEM algorithm (clustering data
streams in a time based Sliding Window with Expectation Maximization technique) (Dang
et al. [2009a,b]). The authors develop a method to adaptively split and merge micro compo-
nents. This algorithm uses EM technique to clustering, it gives some advantage properties,
such as filter noise or handle missing data.
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Tang et al. [2008] present the MovStream algorithm. This research introduces some basic
movements of evolution of an individual cluster. Algorithm then will monitor the clusters
in evolving data streams based on the measurement of these changes. In the first step,
MovStream uses k–Mean algorithm to initialize clusters. When a new point arrives, it will
be added in a ClusterTable - a dynamic list data structure. Then, algorithm will detect
the cluster’s evolving by movement events. It focuses on 5 significant movements: move,
split, merge, stretch and delete. The experimental results show that MovStream algorithm
is well-known than CluStream algorithm. However, this algorithm is not good with arbitrary
shape and it depends on the choice of parameter set: δi, i = 1 . . . 5.

Another approach is based on density methods. Ren et al. [2009] introduce the SDStream
algorithm, which combines the ideas of both SWClustering algorithm (Zhou et al. [2008])
and DenStream algorithm (Cao et al. [2006]). Therefore, it not only takes the advantages
of density–based algorithm discover clusters of arbitrary size and shape or does not need
to know the number of clusters, but also it can satisfy the requirements of clustering over
sliding windows by using the Exponential Histogram of Cluster Feature (EHCF) structure.
This algorithm creates the core micro–clusters, potential micro–clusters and outlier micro–
clusters as well as DenStream algorithm, but which are stored in the form of EHCF. In
EHCF only the most recent N records are considered. When a data point arrives, it will
be inserted into the nearest micro cluster. It belongs to potential micro–cluster if the new
radius of potential micro–cluster is small or equal to ǫ (radius threshold), else it belongs to
outlier micro–cluster if the new radius of outlier micro–cluster is less than ǫ. Otherwise, the
algorithm creates a new micro cluster. Consequently, if two clusters are density-reachable,
they will be merged. One micro–cluster having the value of time in EHCF greater than
N (window size), it is outdated micro-cluster. This cluster will be deleted. Finally, this
algorithm executes a modified DBSCAN algorithm (Ester et al. [1996]) on the potential
micro-clusters.

In the field of clustering uncertain data streams, Jin et al. [2013] propose the cluUS algorithm
to handle the sliding windows model. The authors study a novel structure - Uncertain Feature
Histogram (UFH) to further summarize the disjoint UF structures at different intervals.
There are five kinds of UFH considered: dead, partly dead, grown-up, on-growing, and fresh.
When system requires the results of clustering, a k–Means variant is used. In comparison
with the enhanced CluStream-WS and UMicro-SW (Jin et al. [2013]), cluUS algorithm only
consumes a small memory space, while the accuracy is still close to the optimal results.
However, this algorithm depends on many input parameters.

In the following, we present our strategies to deal with the data streams. In the one hand, we
are interested by an exploratory analysis based on a sub–windows approach. On the other
hand, we focus on the sliding windows based approach.
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2.3 Clustering data streams based on sub-windows

For mining on stream data, one crucial strategy is analysis by packets. The data set is
divided into more significant sub–periods, called sub–windows, with the aim of detect data
patterns evolution or emergence, which would not have been revealed by a global analysis
in whole time period. A mining method is then applied on each sub–window. This strategy
allows reduce costs (physical memory, CPU time, etc.).

The sub–window approaches that are studied in Silva [2007] where the data set is divided
into sub–windows on which the k–Means based algorithm is then applied. The model is
presented in the figure 2.1.

Figure 2.1: Analysis on significant sub–windows (ref. Silva [2007])

In this section, we are interested in an exploratory analysis of the independent local clustering
strategy for clustering data stream based on a sub-window approach. Obviously, such an
analysis depends on the performance of clustering algorithm to be used. Our approach
consists of separating the data on different sub–windows and then apply DCA–MSSC
clustering algorithm on each sub–window. Our aims are studying:

• The efficiency of the independent local clustering strategy, comparing with local clus-
tering and real clusters,

• The adequation between the independent local clustering and global clustering strate-
gies based on the same DCA clustering algorithm.

2.3.1 DCA–MSSC algorithm based on sub–windows

Two sub-window approaches are proposed for data stream in the literature: logical window
and sliding window. In this section, we adopt the logical window approach in which data set
is subdivided into separated sub–windows having the same clusters number, and the number
of elements in each window is given.

In our study, we are concerned with an analysis of the two clustering strategies - global
clustering and independent local clustering.

1. Global clustering: the clustering is performed on the whole data set.

2. Independent local clustering: the data set is subdivided into separated sub–
windows, and the clustering is performed independently on each sub–window from
a random starting point.
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According to these strategies, two analyses are considered in order to analyze the efficiency of
the independent local clustering approach. In our analyses we used DCA–MSSC algorithm,
an efficient clustering algorithm is presented in the first chapter, for clustering the data. We
also applied the k–Means classical algorithm to prove the efficiency of our algorithm.

2.3.1.1 Local independent clustering analysis

For this study, we divide data set into n sub–windows by ratio of the elements in each
group, and then perform clustering on each sub–window from a random starting point. By
comparison with the real clustering, we get the percent of the bad placed objects (PBPO).
In experiments, we applied the DCA–MSSC algorithm in compare with k–Means classical.

The schema given in figure 2.2 describes this approach.

Figure 2.2: Analysis of the efficiency of independent local clustering (ref. Silva [2007])

2.3.1.2 Local independent clustering vs global clustering analysis

In the first step, we apply a clustering algorithm on the whole data set (global clustering).
We get the results of global clustering with k groups and the ratio number of elements in each
group. After that, we divide data set into n sub–windows by this ratio number of elements.
Then, we perform a clustering algorithm on each sub–window (independent local clustering)
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and compare the results with the global clustering (see the schema given in figure 2.3). We
also use both DCA and k–Means clustering algorithms in our analysis.

Figure 2.3: Analysis of the adequation between independent local clustering and global
clustering (ref. Silva [2007])

2.3.2 Numerical experiments

We consider 6 real-world data sets: Iris, Ionosphere, Pima, Wisconsin Breast, Waveform,
Magic from Newman and Merz. The global clustering and local clustering strategies based
on DCA and k–Means algorithms have been implemented in the Visual C++ 2008, and
run on a PC Intel i5 CPU650, 3.2 GHz of 4GB RAM. The information about data sets is
summarized in table 2.1.

Table 2.1: Data Sets

Dataset Points Dimension No. clusters No. windows
Iris 150 4 3 2
Ionosphere 351 34 2 3
Pima 768 8 2 5
Wisconsin Breast 683 34 2 5
Waveform 5000 21 3 5
Magic 19020 10 2 7
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2.3.2.1 First experiments

First, we divide data set into n sub windows by ratio of the elements in each group. For
example, the Ionosphere data set has 351 elements partitioned in 2 groups: the first group
has 125 elements; the second group has 226 elements. If we want to obtain 3 windows,
we chose randomly 41 (125/3) elements in the first group and chose randomly 75 (226/3)
elements in the second group to compose the window 1. We construct windows 2 and 3 using
the similar process.

After, we perform the clustering algorithm on each sub–window. We get the percent of the
bad placed objects (PBPO) in comparing with real clusters.

The table 2.2 presents the comparative results of independent local clustering strategy based
on DCA–MSSC algorithm and k–Means algorithm. Here “Min PBPO” (resp. “Max PBPO”)
denotes the minimum (resp. the maximum) of PBPO over 10 executions of DCA–MSSC
and/or k–Means algorithm on each sub–window. For studying the efficiency of clustering
algorithm we also report the results of global clustering (clustering on the whole data set)
in comparing with real clusters. The starting points of DCA–MSSC and k–Means are the
same and they are randomly chosen from given objects.

From the results reported in Table 2.2 we observe that:

i) The independent local clustering strategy is as efficient as the global clustering strategy,
in comparing with the real clusters. In other words, clustering by logical sub–windows
approach can be efficiently used for clustering data stream and/or clustering on mass
of data.

ii) Clustering of stream data based on DCA–MSSC is in general better than the one based
on k–Means.

2.3.2.2 Second experiments

As in the first experiment, we perform clustering with two algorithms: DCA–MSSC and k–
Means. We are interested in the adequation between local and global clustering strategies.
We first perform the global clustering algorithm on the whole data set. After that we divide
the data set on sub–windows with the same procedure used in the first experiment. In each
sub–window, we run the clustering algorithm and then compare the obtained results with
clusters furnished by the global clustering strategy.

Table 2.3 presents the comparative results of independent local clustering strategy based
on DCA–MSSC and k–Means algorithm. Here “Min Error” (resp. “Max Error”) denotes
the minimum (resp. the maximum) of “errors” of the local clustering in comparing with
clusters furnished by the global clustering over 10 executions of DCA–MSSC and/or k–
Means algorithm on each sub–window.

From the results reported in Table 2.3 we see that:
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Table 2.2: Comparative results of global and independent local clustering strategies using
DCA and k–Means

Iris k–Means DCA k–Means DCA k–Means DCA k–Means DCA
Min Min Max Max Avg Avg Avg Avg
PBPO PBPO PBPO PBPO PBPO PBPO Time Time

Window1 10.6667% 10.0000% 47.000% 46.5200% 18.4000% 18.2000% 0.0020 0.0016
Window2 12.0000% 4.0000% 52.0000% 45.3333% 15.0000% 15.0000% 0.0026 0.0027
Dataset 10.6667% 8.0000% 54.6670% 49.3333% 18.4000% 16.2000% 0.0025 0.0038
Wisconsin k–Means DCA k–Means DCA k–Means DCA k–Means DCA
Breast Min Min Max Max Avg Avg Avg Avg

PBPO PBPO PBPO PBPO PBPO PBPO Time Time
Window1 2.2059% 2.2059% 2.2059% 2.2059% 2.2059% 2.2059% 0.0066 0.0070
Window2 1.4716% 1.4716% 1.4716% 1.4716% 1.4716% 1.4716% 0.0050 0.0058
Window3 5.1471% 5.1471% 5.8824% 5.8824% 5.5147% 5.3677% 0.0052 0.0062
Window4 5.1471% 3.6765% 6.6177% 6.6177% 5.8088% 5.0735% 0.0050 0.0062
Window5 4.3166% 4.3166% 5.0360% 4.3166% 4.4604% 4.3166% 0.0054 0.0062
Dataset 3,95315% 3.95315% 4,09956% 4.09956% 4.07028% 4.0410% 0.0091 0.0137
Ionosphere k–Means DCA k–Means DCA k–Means DCA k–Means DCA

Min Min Max Max Avg Avg Avg Avg
PBPO PBPO PBPO PBPO PBPO PBPO Time Time

Window1 25.8621% 25.8621% 34.4828% 32.7586% 28.7931% 27.8448% 0.0100 0.0130
Window2 32.7586% 32.7586% 34.4828% 33.6207% 33.6207% 33.2759% 0.0110 0.0120
Window3 29.4118% 29.4118% 35.2941% 35.2941% 33.1092% 33.4454% 0.0110 0.0120
Dataset 29.0598% 29.0598% 35.3276% 29.3447% 29.8006% 29.1738% 0.0140 0.0188
Pima k–Means DCA k–Means DCA k–Means DCA k–Means DCA

Min Min Max Max Avg Avg Avg Avg
PBPO PBPO PBPO PBPO PBPO PBPO Time Time

Window1 32.6797% 32.6797% 33.3333% 32.6797% 32.8976% 32.6797% 0.0103 0.0150
Window2 32.6797% 32.6797% 32.6797% 32.6797% 32.6797% 32.6797% 0.0107 0.1533
Window3 35.9477% 34.6405% 35.9477% 35.9477% 35.9477% 35.5120% 0.0053 0.0100
Window4 32.0261% 32.0261% 34.6405% 33.3333% 33.3333% 32.8976% 0.0053 0.0100
Window5 32.6923% 32.6923% 32.6923% 32.6923% 32.6923% 32.6923% 0.0053 0.0153
Dataset 33.9844% 33.7240% 34.0175% 33.9844% 34.0144% 33.9583% 0,0116 0.0170
Waveform k–Means DCA k–Means DCA k–Means DCA k–Means DCA

Min Min Max Max Avg Avg Avg Avg
PBPO PBPO PBPO PBPO PBPO PBPO Time Time

Window1 50.2503% 46.3463% 50.6507% 48.8488% 50.4171% 47.2472% 0.0830 0.1093
Window2 48.4484% 47.1471% 48.9489% 59.0591% 48.6820% 51.1512% 0.0833 0.1143
Window3 48.8488% 22.8228% 51.3514% 50.6507% 50.3837% 39.9399% 0.0880 0.1197
Window4 48.9489% 48.3483% 60.4605% 50.5910% 53.4535% 49.9699% 0.0987 0.1147
Window5 46.9124% 47.1116% 53.4535% 50.8964% 52.7888% 49.8165% 0.0830 0.1247
Dataset 49.8200% 47.5400% 60.7000% 52.5800% 51.0240% 47.7160% 0.1574 0.2535
Magic k–Means DCA k–Means DCA k–Means DCA k–Means DCA

Min Min Max Max Avg Avg Avg Avg
PBPO PBPO PBPO PBPO PBPO PBPO Time Time

Window1 34.7570% 35.0147% 35.2356% 35.0147% 35.0368% 35.0147% 0.2184 0.3368
Window2 35.1988% 35.1252% 35.6406% 35.6143% 35.4934% 35.4579% 0.2090 0.2994
Window3 35.6038% 35.7511% 35.8247% 35.7511% 35.7511% 35.7511% 0.2154 0.3714
Window4 34.3888% 34.3520% 34.4624% 34.4256% 34.4379% 34.3765% 0.2150 0.3216
Window5 36.0457% 36.0457% 36.0457% 36.0457% 36.0457% 36.0457% 0.2030 0.3278
Window6 34.6834% 34.6097% 34.6834% 34.6834% 34.6834% 34.6588% 0.1998 0.3146
Window7 35.6828% 35.3891% 35.6828% 35.3891% 35.6828% 35.3891% 0.2150 0.3964
Dataset 35,0894% 35.0263% 35.0894% 35.1052% 35.0894% 35.0820% 0.4714 0.6118

i) With an appropriate starting point, the independent local clustering strategy using
DCA is very efficient in comparing with the global clustering. The Min Error varies
from 0% to 2.5% over all windows.

ii) Clustering of stream data based on DCA is in general better than the one based on
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Table 2.3: the adequation of global clustering and independent local clustering based on
DCA–MSSC and k–Means

Iris k–Means DCA k–Means DCA k–Means DCA k–Means DCA
Min Min Max Max Avg Avg Avg Avg
Error Error Error Error Error Error Time Time

Window1 1.3333% 0.0000% 46.3333% 17.3333% 14.9333% 7.5644% 0.0015 0.0024
Window2 0.0000% 1.3333% 45.0000% 42.6667% 10.0000% 10.0000% 0.0008 0.0047
Wisconsin k–Means DCA k–Means DCA k–Means DCA k–Means DCA
Breast Min Min Max Max Avg Avg Avg Avg

Error Error Error Error Error Error Time Time
Window1 0.0000% 0.0000% 0.7353% 0.0000% 0.4412% 0.0000% 0.0094 0.0062
Window2 0.0000% 0.0000% 0.0000% 0.7353% 0.0000% 0.3676% 0.0062 0.0124
Window3 0.0000% 0.0000% 0.0000% 0.7353% 0.0000% 0.2206% 0.0062 0.0154
Window4 0.0000% 0.0000% 2.9412% 0.0000% 2.0588% 0.0000% 0.0062 0.0216
Window5 2.1583% 0.0000% 2.1583% 2.8777% 2.1583% 0.8633% 0.0064 0.0278
Ionosphere k–Means DCA k–Means DCA k–Means DCA k–Means DCA

Min Min Max Max Avg Avg Avg Avg
Error Error Error Error Error Error Time Time

Window1 2.5862% 0.8621% 47.4138% 45.6900% 16.3793% 10.0860% 0.0101 0.0118
Window2 0.0000% 0.0000% 48.2760% 45.6900% 9.2241% 7.5862% 0.0101 0.0237
Window3 1.6807% 0.8403% 44.5380% 47.0590% 10.1681% 12.1850% 0.0107 0.0353
Pima k–Means DCA k–Means DCA k–Means DCA k–Means DCA

Min Min Max Max Avg Avg Avg Avg
Error Error Error Error Error Error Time Time

Window1 1.9068% 1.3072% 12.4180% 2.6144% 5.4902% 1.6994% 0.0081 0.0082
Window2 0.6536% 0.6536% 3.9216% 3.2680% 1.6340% 1.1765% 0.0063 0.0152
Window3 5.2288% 0.0000% 12.4180% 7.1896% 10.4575% 5.8170% 0.0062 0.0222
Window4 0.0000% 0.0000% 18.654% 0.0000% 2.0915% 0.0000% 0.0058 0.0289
Window5 3.2051% 2.5641% 12.1800% 3.8462% 4.1027% 3.0128% 0.0067 0.0366
Waveform k–Means DCA k–Means DCA k–Means DCA k–Means DCA

Min Min Max Max Avg Avg Avg Avg
Error Error Error Error Error Error Time Time

Window1 1.4014% 0.8008% 2.8028% 3.0032% 1.9119% 1.8622% 0.0919 0.1404
Window2 1.0010% 0.7007% 1.5015% 4.0040% 1.2412% 2.0420% 0.0928 0.2797
Window3 0.6006% 1.0010% 0.6006% 2.2022% 0.6006% 1.6216% 0.0899 0.4180
Window4 0.1001% 0.3003% 0.8008% 5.1051% 0.5205% 2.7424% 0.0887 0.5520
Window5 1.5936% 0.9961% 42.5300% 48.3070% 6.0259% 6.4243% 0.0976 0.6879
Magic k–Means DCA k–Means DCA k–Means DCA k–Means DCA

Min Min Max Max Avg Avg Avg Avg
Error Error Error Error Error Error Time Time

Window1 8.1370% 1.9514% 10.2730% 6.3697% 9.5435% 5.9278% 0.2579 0.2963
Window2 2.2176% 2.4762% 7.4512% 4.1243% 3.4822% 3.1842% 0.2447 0.5807
Window3 1.9514% 0.4050% 2.1723% 0.6259% 2.1060% 0.5817% 0.2298 0.9000
Window4 0.9208% 0.9205% 1.1419% 1.5832% 1.0309% 1.4507% 0.2351 1.2713
Window5 0.6627% 0.7732% 1.0309% 0.7732% 0.6996% 0.7732% 0.2173 1.5880
Window6 1.8041% 1.1046% 1.8041% 1.1782% 1.8041% 1.1267% 0.2191 1.5880
Window7 3.4875% 1.3216% 3.5609% 1.3216% 3.5095% 1.3216% 0.2033 2.1687

k–Means. The Min Error of local clustering using k–Means varies from 0% to 8.1%
over all windows.

2.4 Clustering data streams over sliding windows

As a common data mining task, clustering is widely studied to reveal similar features among
data records. In general, clustering over data streams is dominated by the outdated historic
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Figure 2.4: Analysis on sliding-windows

information of the stream, since the most recent N records are considered to be more critical
and preferable in many applications. Hence, clustering data streams over sliding windows is
a natural choice and becomes one of the most popular models. In the sliding window model,
data elements arrive continually, and only the most recent elements are considered. In this
context, at the period t - called window t, we consider N recent elements that contain some
elements of window t− 1.

Several subjects should be studied in clustering data streams over sliding window: the design
of effective and scalable stream clustering algorithms, the analysis of characteristics of a
cluster (e.g., the number of objects, the center and radius of the cluster) and of the evolving
behaviors of different clusters as well as the evolution of the individual centers, etc. In this
work, assuming that each window contains N records and k clusters (N and k are fixed), we
attempt to investigate efficiency clustering algorithms over sliding windows.

The data in one window can formally be written as (x1, x2, ..., xN ), where a single observation
xi has d-dimensional. In our sliding windows model, the evolution of data items can be
presented as follows:

Datawindowt = x1, x2, ..., xM , xM+1, xM+2, ..., xN−1, xN

Datawindowt+1 = xM+1, xM+2, ..., xN−1, xN , xN+1, ..., xN+M−1, xN+M

This mean that M elements oldest will be remove and M new elements are inserted. Then
the speed of evolution is defined as (M/N)%. Since the new streams will differ from the
current ones but slightly, it is important to study the initialization strategy of clustering
algorithm performing on new windows. This is the main purpose of our work.

In out study, we investigate an efficient clustering algorithm in the nonconvex programming
framework called DCA. Basing on an efficient and scalable DCA schema to solve the MSSC
(Minimum Sum–of–Squares Clustering) problem: DCA–MSSC which is introduced in the
previous section, we propose an initialization strategy for clustering on the new window and
design a streaming clustering algorithm for data streams over sliding windows. To evaluate
the efficiency of this strategy, we compare it with the same version of DCA using random
initial points. We also study the effect of these strategies toward the speed of evolution of
data, as well as the performance of DCA based approaches versus the standard k–Means
algorithm.
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2.4.1 A DCA-stream algorithm

For clustering data stream over sliding window we propose the following DCA based scheme,
denoted by DCA–stream. The main idea is to start DCA in the window t from the
optimal solution computed in the window t − 1. In other words, the clustering structure
of the current streams is taken as an initialization for the clustering structure of the new
stream. This initialization will usually be good since the new stream will differ from the
current ones but slightly.

DCA–stream:

Initialization:

At the first window, t = 0.

- Let X(0,t) be an initial point randomly chosen from the data of the first window.

- Apply DCA–MSSC from the initial point X(0,t) to get an optimal solution X(t,∗).

Repeat

- Set t← t+ 1

- Set X(0,t) = X(t,∗)

- Apply DCA–MSSC from the initial point X(0,t) to get an optimal solution X(t+1,∗) at
window t + 1.

Until All of windows are performed.

To study the performance of DCA–stream we consider another version, called DCA-
random, which consist of applying DCA–MSSC at each window t from an initial points
randomly chosen among the data set of this window.

DCA-random:

Set t = 0.

Repeat

- Let X(0) be an initial point randomly chosen from the data of the window t.

- Apply DCA–MSSC from X(0).

- Set t← t+ 1

Until All of windows are performed.
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2.4.2 Numerical experiments

We execute experiments with 3 real-world datasets: KDD99 from Zhu [web site], KDD98
from Farnstrom et al. [2000] and SEA from Street and Kim [2001].

The data KDD-CUP’99 Network Intrusion Detection corresponds to the important problem
of automatic and real-time detection of cyber attacks. This is a challenging problem for
dynamic stream clustering in its own right (Aggarwal et al. [2003]). This dataset contains
totally 494.021 elements, and each element contains 42 attributes, including 34 continuous
attributes, 7 categorical attributes and 1 class attribute. As in Aggarwal et al. [2003], all 34
continuous attributes will be used for clustering, and the number of clusters is 5.

KDD98 contains 95.412 records of information about people who have made charitable
donations in response to direct mailing requests, and clustering can be used to group donors
showing similar donation behavior. We use 56 fields which can be extracted from the total
481 fields of each record. The number of clusters is 10 (as in Aggarwal et al. [2003], Farnstrom
et al. [2000]). This dataset is converted into a data stream by taking the data input order as
the order of streaming and assuming that they flow-in with a uniform speed (as in Aggarwal
et al. [2003], Farnstrom et al. [2000]).

SEA is proposed by Street and Kim (Street and Kim [2001]), with 60.000 elements, 3 at-
tributes and 2 classes.

To evaluate the clustering quality, we are using the CH value for evaluation the results that
is introduced by Calinski and Harabasz (Caliński and Harabasz [1974], Vendramin et al.
[2009]). The CH value is expressed as follows:

CH(k) :=
[traceB/(k − 1)]

[traceW/(n− k)] (CH index)

where

traceB :=
k
∑

i=1

|Ci| ‖Ci − x‖2; traceW :=
k
∑

i=1

∑

j∈Ci

‖xj − Ci‖2

with |Ci| is the number of objects assigned to the cluster Ci (i = 1, . . . , k); Ci is the center

of cluster i and x = 1
n

n
∑

i=1

xi is the center of whole data set. The best clustering is achieved

when CH is maximized.

For all data sets, the number of windows is 10, and all of data are normalized before perform
clustering. The size of each window in the data sets SEA is N = 5.000, and in other data
sets N = 10.000.

2.4.2.1 Comparision between DCA–stream and DCA-random

We perform clustering on each window by two algorithms: DCA–stream and DCA-
random and execute experiment with three values of the speed of evolution is defined
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as (M/N)%. In the first window, the two algorithms start from the same solution randomly
chosen from the data points.

Table 2.4: Number of iterations and running time in seconds of DCA-Random (1) &
DCA–stream (2) on KDD99 dataset

KDD99 Speed 25% Speed 50% Speed 75%
No.Iter Times No.Iter Times No.Iter Times

Window (1) (2) (1) (2) (1) (2) (1) (2) (1) (2) (1) (2)
1 29 29 0,843 0,798 29 29 0,796 0,885 29 29 0,796 0,870
2 7 3 0,141 0,125 7 4 0,156 0,156 24 2 0,656 0,078
3 7 2 0,125 0,075 7 2 0,140 0,077 7 2 0,125 0,080
4 7 2 0,140 0,096 21 2 0,546 0,083 7 21 0,140 0,660
5 7 2 0,125 0,073 7 2 0,125 0,080 8 2 0,202 0,083
6 7 2 0,140 0,077 7 4 0,125 0,159 7 2 0,125 0,106
7 7 2 0,141 0,073 8 3 0,171 0,125 36 2 0,967 0,095
8 19 2 0,500 0,087 7 5 0,141 0,164 7 1 0,124 0,055
9 20 2 0,531 0,085 7 2 0,141 0,108 7 1 0,125 0,048
10 7 10 0,125 0,302 7 2 0,171 0,084 36 1 0,983 0,074

Avg. 11,7 5,6 0,2811 0,1791 10,7 5,5 0,2512 0,1921 16,8 6,3 0,4243 0,2149

From our numerical results (Fig. 2.5, 2.6, 2.7 and Table. 2.4, 2.5, 2.6), we observe that:

i) With an appropriate starting point in the first window, the DCA–stream algorithm
is more efficient than DCA-random in all cases, on both the clustering quality (the
value CH) and the rapidity (the number of iterations and average running time).

ii) The behavior of DCA–stream is quite stable: after the first one or two windows, the
algorithm converges with a small number of iterations and in a short time.

2.4.2.2 Comparisom with k–Means stream

In this experiment we compare DCA–stream with the classical algorithm k–Means (Mac-
queen [1967]) with the same initialization strategy at each window. The initial points in the
first window are the same for both DCA–stream and k–Means stream.

From numerical results (Fig. 2.8, 2.9, 2.10 and Table. 2.7), we see that:

i) With the same appropriate starting point in the first window, DCA–stream is better
than the k–Means stream on the quality of clustering (the CH value).

ii) k–Means stream is slightly less expensive than DCA–stream on running time in
2/3 data sets, whereas both algorithms are fast.

In the effect of streaming algorithms toward the speed of evolution of data point of view,
we are not surprising. In fact, for all experiments, in both DCA–stream and k–Means
stream, the smaller speed of evolution is, the better algorithms will be (here we compare the
number of iterations and running-time but not the CH value because the data sets change).
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Table 2.5: Number of iterations and running time in seconds of DCA-Random (1) &
DCA–stream (2) on KDD98 dataset

KDD98 Speed 25% Speed 50% Speed 75%
No.Iter Times No.Iter Times No.Iter Times

Window (1) (2) (1) (2) (1) (2) (1) (2) (1) (2) (1) (2)
1 50 50 4,131 3,939 50 50 3,851 4,095 50 50 4,418 4,061
2 16 22 1,106 1,831 25 22 1,733 1,905 52 23 4,060 1,953
3 39 4 3,166 0,361 7 7 0,419 0,594 6 7 0,363 0,629
4 15 6 1,106 0,526 37 6 2,609 0,500 8 7 0,493 0,606
5 24 3 1,664 0,319 8 4 0,497 0,339 33 5 2,357 0,442
6 15 4 1,048 0,354 22 6 1,613 0,519 15 5 1,059 0,451
7 45 3 3,418 0,304 27 4 1,936 0,340 6 5 0,340 0,448
8 6 2 0,358 0,197 18 4 1,250 0,369 45 5 3,369 0,430
9 12 3 0,775 0,270 6 4 0,344 0,377 37 5 2,780 0,443
10 18 4 1,341 0,398 7 5 0,408 0,407 9 4 0,574 0,364

Avg. 24 10,1 1,8113 0,8499 20,7 11,2 1,4660 0,9445 26,1 11,6 1,9813 0,9827

Table 2.6: Number of iterations and running time in seconds of DCA-Random (1) &
DCA–stream (2) on SEA dataset

SEA Speed 25% Speed 50% Speed 75%
No.Iter Times No.Iter Times No.Iter Times

Window (1) (2) (1) (2) (1) (2) (1) (2) (1) (2) (1) (2)
1 10 10 0,039 0,033 10 10 0,038 0,032 10 10 0,043 0,031
2 14 2 0,055 0,008 25 2 0,102 0,008 15 3 0,057 0,011
3 22 2 0,087 0,008 30 2 0,118 0,008 30 4 0,120 0,020
4 30 2 0,109 0,009 30 3 0,105 0,013 20 6 0,082 0,021
5 29 2 0,114 0,010 14 3 0,053 0,010 19 2 0,073 0,011
6 12 3 0,044 0,013 22 6 0,091 0,022 12 6 0,050 0,019
7 23 2 0,096 0,012 22 2 0,082 0,008 20 3 0,077 0,012
8 14 2 0,052 0,009 17 2 0,071 0,009 26 2 0,111 0,008
9 20 3 0,078 0,011 13 2 0,048 0,008 19 3 0,081 0,013
10 26 4 0,094 0,013 12 3 0,042 0,011 16 3 0,073 0,014

Avg. 20 3,2 0,0768 0,0126 19,5 3,5 0,0750 0,0129 18,7 4,2 0,0767 0,0160
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Figure 2.5: The CH values given by DCA-random & DCA–stream versus the speeds of
evolution data: 25% (left) 50% (center) 75% (right) on KDD99 dataset

Figure 2.6: The CH values given by DCA-random & DCA–stream versus the speeds of
evolution data: 25% (left) 50% (center) 75% (right) on KDD98 dataset

Figure 2.7: The CH values given by DCA-random & DCA–stream versus the speeds of
evolution data: 25% (left) 50% (center) 75% (right) on SEA dataset

2.5 Conclusion

In this chapter we focus on the data streams clustering using two strategies. In the first
part, we proposed sub–windows approach with an efficient DCA based clustering algorithm.
The data is divided into sub–windows with the same size. Then, we perform clustering by
DCA–MSSC algorithm in each sub–window. Mining data in sub–window allows reduce both
physical memory and CPU time. Also, it may detect the clusters when data evolving with
time. The numerical experiments show the adequation between independent local cluster-
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Table 2.7: Average of number of iterations and running time over 10 windows of DCA–
stream & k–Means stream

Data Algorithm No.Iteration Times (s)
Speed 25% Speed 50% Speed75% Speed 25% Speed 50% Speed 75%

KDD99 k–Means stream 2,5 2,8 3,1 0,0618 0,0710 0,0805
DCA–stream 5,6 5,5 6,3 0,1791 0,1921 0,2149

KDD98 k–Means stream 4,0 4,9 6,2 0,2204 0,2588 0,3122
DCA–stream 10,1 11,2 11,6 0,8499 0,9445 0,9827

SEA k–Means stream 8,0 8,8 9,9 0,0187 0,0199 0,0243
DCA–stream 3,2 3,5 4,2 0,0126 0,0129 0,0160

ing and global clustering strategies. They also prove that the independent local clustering
strategy using DCA can be effectively investigated for clustering data stream and clustering
on mass of data.

In the last part, we proposed DCA clustering algorithm in the context of data stream over
sliding windows. We have improved the computational aspects of DCA clustering algorithm
by investigating a good initialization strategy for performing clustering on new windows.
Preliminary numerical experiments show the advantage of this strategy and the efficiency
of DCA–stream algorithm for clustering over sliding windows. The performance of DCA
suggests us to develop this approach for other tasks of mining data streams. On the other
hand, a deeper study on other subjects of clustering data streams could be interesting and
useful for designing efficient streaming algorithms.
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Figure 2.8: The CH values given by DCA–stream & k–Means stream versus the speeds
of evolution data: 25% (left) 50% (center) 75% (right) on KDD99 dataset

Figure 2.9: The CH values given by DCA–stream & k–Means stream versus the speeds
of evolution data: 25% (left) 50% (center) 75% (right) on KDD98 dataset

Figure 2.10: The CH values given by DCA–stream & k–Means stream versus the speeds
of evolution data: 25% (left) 50% (center) 75% (right) on SEA dataset





Chapter 3

Clustering massive data sets 1

Clustering massive data sets is a challenging research area in data mining. In the literature,
there are several methods for solving problem clustering on massive data sets. But finding
an efficient solution for this problem remains a challenge to researchers. In this chapter,
we study an efficient nonconvex optimization method for clustering on massive data sets.
Our approach consists of two phases and is based on DC (Difference of Convex functions)
programming and DCA (DC Algorithms). In the first phase, the data is divided into subsets
on which an efficient DCA for clustering is investigated. In the second phase, another DCA
for weighted clustering on the set of centers obtained by the first phase is presented. The
numerical results on real data sets show the efficiency of our method. Experimental results
on both synthetic and real data sets are promising and they demonstrate the effectiveness
of our approach.

3.1 Introduction

The massive data will be linked not only to the volume but also the complexity of processing.
The techniques of clustering and learning must be adapted to such problems.

In the recent literatures, there has been research on clustering large or very large data sets,
which can be broadly classified into 2 categories: partitioning methods and hierarchical
methods.

We consider some partitioning methods. First, the method described by Bradley et al. [1998],
which is improved by Farnstrom et al. [2000]. Bradley’s algorithm used two compression steps
to store information of data. The first step is primary compressing: the data points are in

1. A part of this chapter is published under the title:
Ta Minh Thuy, Hoai An Le Thi, and Lydia Boudjeloud-Assala. An Efficient Clustering Method for Massive

Dataset Based on DC Programming and DCA Approach. 20th International Conference on Neural Informa-
tion Processing (ICONIP2013), 3–7 November, Part II, Lecture Notes in Computer Science Volume 8227,
pp. 538–545 (2013).
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one cluster, which are unlikely to change to a different cluster, will be put into a discarded
set. In the second compression, the remaining data points will be partitioned into a larger
number of clusters. The objective of this phase is to reduce the space of memory by storing
some representative clusters instead of the data points. The points satisfying a threshold
criteria is removed, then, the memory becomes available. Note that, memory still stores a
retained set including all retained points. Now, the new points are inserted and the process is
repeated. This algorithm takes a cost for some operations because, it is related with several
data compression steps and it stores the retained set in the memory.

Farnstorm et al.’s (Farnstrom et al. [2000]) presents a simple single pass k-Means method
which is a special case of Bradley’s algorithm. The difference subsists in the second com-
pression, after performing clustering where all points in memory are removed. Each discard
sets in this algorithm is compacted like a weighted point, and are joined with the new arrival
points.

Similarly, by focusing on the representative information, Nittel et al.(Nittel and Leung [2004],
Nittel et al. [2004]) introduced a partial/merge method which consists of two phases for
clustering mass of data sets. In the first phase, data is divided into p subsets, then an
algorithm clustering on each subset is performed to choose k centers xl (l = 1, .., k). This
algorithm leads to a optimization problem, that minimize the associated MSSC clustering
formulation. In their work, the authors focus on the k-Means approach. In the second
phase, on the set of s = k · p center points xij (i = 1, .., k; j = 1, .., p) and s weight values
wi (i = 1, .., s) obtained from phase 1, the authors executed partition by a k-Means Weight
based clustering algorithm. s center points redefined as a set of bi (i = 1, ..., s) (called
by weight centers), wi defined as the number of points that are assigned to the centers bi.
The clustering problem in this phase leads to another problem optimization: find k centers
(u1, u2, ..., uk) of s points bi such that the formula as follows is minimized:

Eweight =
k
∑

ℓ=1

∑

bi∈Cl

wi ‖ uℓ − bi ‖2 −→ min (3.1)

Another partitioning method for clustering is the k-medoids based algorithm: CLARANS
(CLustering Algorithm based on RANdomized Search) (Ng and Han [2002]). CLARANS
use a random searching to facilitate the large data set clustering. First, the algorithm take
k arbitrary points from data points as centers, then consider a random neighbour with aim
of search a solution minimize the sum of distances between all objects in a cluster from their
respective cluster center. The advantage of this algorithm is to not dealt with data points,
which is dedicate to handling polygonal objects. But, this algorithm uses random searching,
so the quality of the results cannot be guaranteed in case of large–size. Moreover, CLARANS
are designed with the assumption that the entire data set is in memory. It is not always the
case for large data sets. In this paper, we also consider the case the memory can not read
all data set.

For the hierarchical methods where the data set is decomposed into a tree–like structure,
we can cite, for example, BIRCH (Balanced Iterative Reducing and Clustering using Hi-
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erarchies) (Zhang et al. [1996]). BIRCH builds a hierarchical data structure (denoted by
CF–tree: clustering feature tree) to incrementally cluster the incoming objects using the
available memory. When considering an object, the algorithm will search the closest leaf
entry. Starting from the root of CF-tree, it traverses the CF tree from top to down and
finds the closest leaf node entry, the object will be added to this entry. In summary, BIRCH
uses a CF-tree to summarize the entire data set. It is the first algorithm that can handle the
outlier (Marjan Kuchaki Rafsanjani and Chukanlo [2012]). However, during processing, we
must check the threshold condition T , that represents the number of children per non leaf
node is smaller than B and the maximum number of points in the leaf node (L). Therefore,
in some cases if the choice the values B, T , L is not appropriate, CF tree does not be repre-
sented well. Furthermore, BIRCH based on calculating the radius (or diameter) to control
the cluster limit, so it is only suitable if the clusters are spherical.

CURE (Clustering Using REpresentatives) (Guha et al. [1998]) is also, a hierarchical clus-
tering algorithm, which presents some different points. Firstly, it is not initialized by the
individual centers, it starts by a fixed number of well-scattered points. Secondly, it shrinks
the multiple representative points towards their center by a constant fraction. At each step
of the algorithm, the two closest pair of representative points are merged and their repre-
sentatives are re-calculated. Since CURE use a multiple representative, it can cluster with
non spherical clusters. In the shrinking phase, CURE can easy detect the outlier points.
However, CURE calculates the similarity of two clusters based on the closest of the repre-
sentative points belonging to different clusters, without considering the internal correlation
of the two clusters.

In this chapter, we use the same idea of Nittel et al. (Nittel and Leung [2004], Nittel et al.
[2004]) to design a two phases algorithm. In the first phase, we use DCA–MSSC clustering
algorithm instead of classical k-Means. In the second phase, we developed another DCA
based clustering algorithm, which is an extension of the first phase introducing weighted
parameters in the objective function. Finally, we get the final centers of clusters of the whole
data. Then, we perform partition of all elements of the data set.

We study 2 options:

Option 1: The elements are assigned to final center corresponding to their center in the
phase 1.

Option 2: We recompute the distance from elements to the final centers, and all elements
are assigned to the closest center.

The aims of our study are:

1. The efficiency of clustering with two phases comparing with the clustering on the whole
data set.

2. The efficiency of our method with two options above.

According to these problems, we perform experiments on both synthetic and real-world data



62 Clustering massive data sets

sets. In the next section, we will review the algorithm for the clustering problem on the
subsets. Then, we study the clustering algorithm on the sets of weight centers.

3.2 DCA clustering algorithms

3.2.1 DCA for the first phase

In this phase, we applied a DCA clustering algorithm, Algorithm DCA-MSSC, in each
subsets, we perform clustering the data set A := {a1, ..., aq} of q points in IRn into k homo-
geneous clusters such that members of the same cluster are similar and members of distinct
clusters are dissimilar. This clustering problem corresponding optimization formulation is
expressed as:

min

{

q
∑

i=1

min
ℓ=1,...,k

∥

∥xℓ − ai
∥

∥

2
: xℓ ∈ IRn, ℓ = 1, . . . , k

}

. (3.2)

This algorithm has been introduced in the section 1.3, which is developed in the original
paper Le Thi et al. [2007a].

3.2.2 DCA for the second phase

We developed a DC schema for clustering problem on the weighted centers set by using the
same idea of DCA–MSSC and taking into account of the weight values.

As for previous problems, to simplify related computations in DCA for solving problem (3.1)
we will work on the vector space IRk×n of (k × n) real matrices. We have:

F (U) =
1

2

s
∑

i=1

wi min
ℓ=1,..,k

‖Uℓ − bi‖2

=
s
∑

i=1

k
∑

ℓ=1

wi
1

2
‖Uℓ − bi‖2 −

s
∑

i=1

wi max
j=1,..,k

1

2

k
∑

ℓ=1,ℓ 6=j

‖Uℓ − bi‖2

= G(U)−H(U). (3.3)

where:

G(U) =

s
∑

i=1

k
∑

ℓ=1

Giℓ(U), Giℓ(U) =
1

2
wi‖Uℓ − bi‖2

H(U) =
s
∑

i=1

Hi(U), Hi(U) = max
j=1,..,k

Hij(U) = max
j=1,..,k

k
∑

ℓ=1,ℓ 6=j

1

2
wi‖Uℓ − bi‖2
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Since G(U) and H(U) are convex functions, problem (3.1) is a DC program.

Recall that m is the objects in the whole data set, wi denotes the number of points assigned
to the centers bi, s = k · p with p being the number of subsets, so

∑s

i=1wi = m. It leads to:

G(U) =
1

2

s
∑

i=1

k
∑

ℓ=1

wi‖Uℓ − bi‖2 =
m

2
‖U‖2 − 〈B,U〉+ 1

2
‖A‖2, (3.4)

where Ai =
√
wib

i ∈ IRn (i=1,..., s); Bℓ =
∑s

i=1wib
i ∈ IRn(ℓ = 1, ..., k).

The DC program (3.3) then is minimized the difference of the simplest convex quadratic
function G(U) and the nonsmooth convex function one H(U). This is quite similar with
the DC program in the first phase, solving (3.3) by DCA amounts to computing the two
sequences {U (p)} and {V (p)} in IRk×n such that: V (p) ∈ ∂H(U (p)), U (p+1) ∈ ∂G∗(V (p)).

Similarly, we can calculate V ∈ ∂H(U) by:

V = mU −
s
∑

i=1

wiB
[i] −

s
∑

i=1

e
[k]
j(i)wi(Uj − bi). (3.5)

where B[i] ∈ IRk×n is the matrix whose rows are all equal to bi; e
[k]
j , j = 1, .., k are the

canonical basis of IRk.

Since the function G is strictly convex quadratic and its conjugate G∗ is differentiable, from
(3.4) we have: U = ∇G∗(V ).

So:

V = ∇G(U) = mU − B

Finally:

U = (V +B)/m. (3.6)

Now, we have the DC algorithm to solve problem (3.1) as follows:

Algorithm DCA Weight:

Initialization: Let ǫ > 0 be given, p := 0. U (0): initial cluster centers.

Repeat:

Calculate V (p) from (3.5).

Calculate U (p+1) from (3.6).

Set p = p + 1.

Until: |F (p+1) − F (p)| ≤ ǫ(|F (p)|+ 1) or ‖U (p+1) − U (p)‖ ≤ ǫ(‖U (p)‖+ 1).
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3.3 Clustering massive data set with the two phases

DC Algorithm

In this section, we clearly present a two phase DCA based algorithm for clustering massive
data set. In the first phase, the data is divided into p subsets. On each subset, we perform
clustering by DCA–MSSC algorithm. Then, we get a centers set and a set of the weight
values. In the second phase, we execute clustering by DCA-Weight algorithm on the centers
set. Finally, we perform the partition of all points of data set. For this purpose, we study
the two options:

First option we assign these points to final center corresponding to their center in the first
phase.

Second option we calculate the distance from one point to all final centers. This point will
belong to the closest center.

Description of two phase DCA based algorithm:

Phase 1: Divide the data set X into p subset.

Clustering each subset Xi by DCA–MSSC algorithm.

X ′ ← i · k centers obtained from clustering subset X1 to Xp.

Phase 2: Clustering X ′ using DCA Weight algorithm.

Partitioning all points by first option (named DCA1)

or second option (named DCA2).

3.4 Experiments

3.4.1 First experiments

In the first experiment, we focus on the effect of clustering with two phases comparing with
the clustering on the whole data set. We study three artificial data sets, which are generated
by Gauss distribution using R package MixSim (Melnykov et al. [2012]). They are slightly
overlapped and present some outliers. This data set include 5, 10, 15 million points described
by 10 dimensions. The information about data sets is summarized in Table 3.1.

Table 3.1: Artificial data sets.

Data sets Points Attributes Clusters Subsets Elements/Subset
5M10D10C 5.000.000 10 10 5 1.000.000
10M10D10C 10.000.000 10 10 10 1.000.000
15M10D5C 15.000.000 10 5 10 1.500.000
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Firstly, the data is randomly divided following a Gauss distribution into different subsets
having same size. Then, we execute the two phases clustering algorithm. We also perform
clustering by DCA–MSSC algorithm on the whole data set with the assumption that we
can read and store whole points of data set on computer memory (4MB RAM). Both of the
algorithms have the same initial points, which are randomly chosen from given objects. The
initial points in the phase 2 of the algorithm are k centers chosen from s weight centers bi

(i=1,.., s), that correspond to k largest value of s weight values wi (i=1,.., s).

Since these data sets are artificial, we know the real label of the points, so we focus on
comparing the percentage of well classified points (PWCO) and the running time execution.
We report the average and standard deviation (denoted by SD) of these values from 5 different
sets of initial seeds (Table 3.2 and Table 3.3).

Table 3.2: PWCO of clustering whole data set and clustering with two phases.

Data sets Avg. PWCO ± SD
Name DCA–MSSC DCA1 DCA2
5M10D10C 82.65% ± 10.17% 79.76% ± 7.63% 86.55% ± 7.17%
10M10D10C 86.57% ± 6.85% 78.43% ± 8.74% 87.51% ± 9.93%
15M10D5C 82.16% ± 14.25% 76.53% ± 14.26% 85.37% ± 11.55%

Table 3.3: Time running of clustering whole data set and clustering with two phase.

Data sets Avg. Time ± SD
Name DCA–MSSC DCA1 DCA2
5M10D10C 1681,90 ± 22.28% 1519,00 ± 17.21% 1624.36 ± 16.10%
10M10D10C 3570,73 ± 23.81% 3291,30 ± 10.07% 3540,87 ± 9.36%
15M10D5C 1206,39 ± 20.40% 1122,51 ± 13.29% 1389.68 ± 11.21%

The numerical results presented in the Table 3.2 and Table 3.3 shown that DCA2 is the best
algorithm. It not only gives better solutions in term of the average of PWCO (with all data
sets) but also on the standard deviation (SD) values (with two data sets: 5M10D10C and
15M10D5C). DCA1 is not better than DCA–MSCC, but the execution time is faster, while
DCA2 is not too time consuming, even we perform sequential clustering on all subsets. We
note that the running time of two phase algorithm include time process and time regrouping.
In case of using option 2, we must read again entire data. This time can significantly improve
by using parallel processing: multi processer or multi–machines in the first phase.
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3.4.2 Second experiments

In the second experiment, we compare the two phases clustering algorithm results with
thus of the k–Means algorithm applied in the two phases. We study with the data set:
20M10D10C, which include 20 million points, 10 dimensions and 10 classes. This data set
is very large, we can not read the whole points at the same time, so we divide it into 10
subsets, each subset consist of 2.000.000 points.

We execute the two phases algorithms based on DCA and k–Means. In our experiments,
we applied clustering with two options presented before. DCA1 and DCA2, respectivly k–
Means1 and k–Means2, are the associated results. The initial points in the first phase of the
two algorithms based on DCA and k–Means are the same and randomly chosen from given
objects.

Table 3.4: The PWCO values of DCA1, DCA2 vs. k–Means1, k–Means2.

Data sets Avg.PWCO ± SD Avg.PWCO±SD
Name DCA1 KM1 DCA2 KM2
20M10D10C 72.52% ± 8.20% 72.16% ± 5.00% 83.18%± 8.62% 81.76% ± 6.41%

Table 3.5: The CPU Time values of DCA1, DCA2 vs. k–Means1, k–Means2.

Data sets Avg.Time ± SD Avg.Time±SD
Name DCA1 KM1 DCA2 KM2

20M10D10C 4847,80 ± 7.78% 2742,10 ± 4.86% 5207,11 ± 7.23% 3080,57 ± 4.31%

As we can see in Table 3.4 and Table 3.5: the results of option 2 are always better than the
results of option 1 in both DCA based algorithm and k–Means based algorithm. The gain of
k–Means2 and k–Means1 is 9.6%, while DCA2 and DCA1 is 10.66%. The two phases based
DCA algorithm given PWCO values better than two phases based k–Means algorithm in
both options. DCA2 is the best in term of PWCO values. Contrary, k–Means1 is the worst,
but it is the faster algorithm.

3.4.3 Third experiments

In the last experiment, we tested with real–world data sets. These data sets are generally
used as stream data sets with the assumption that we can not randomly access the data, so
we take data into the subsets using their index.

We perform experiments on 7 data sets: Forest Covertype (FCT) taken from Blackard [1999],
KDD98 from Farnstrom et al. [2000], KDD99, HyperPlane (HP) from Zhu [web site], SEA
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from Street and Kim [2001], Sensor 1 from Zhu et al. [2011], Sensor 2 from M. Rastgoo et al.
[2012]. The information is summarized in Table 3.6.

Data set Forest Covertype for 30×30 meter cells is obtained from US Forest Service (USFS)
Region 2 Resource Information System (RIS) data. It contains 581.012 instances and 54
attributes and 7 classes, and it has been used in several papers on data stream classification.
The data can be downloaded from UCI (Newman and Merz) or from Blackard [1999] it is
normalized.

The KDD98 data set contains 95.412 records of information about people who have made
charitable donations in response to direct mailing requests. The similar donation behavior
will be grouping into the same cluster. This data set is converted into a data stream with
56 attributes, which are extracted from the total 481 fields of each record. The number of
clusters is 10 (same as Farnstrom et al. [2000]).

KDD-CUP’99 Network Intrusion Detection corresponds to a challenging problem for dy-
namic stream clustering. The objective of this problem is to detect the kind of attack. Data
set contains 494.021 points, 41 attributes with 24 types attack, including 34 continuous at-
tributes, 7 categorical attributes. We only use 34 continuous attributes (as Aggarwal et al.
[2003]) and redefinition type attacks fall into two main categories: normal and abnormal.

HyperPlane contains 100.000 instances and 10 attributes and 5 classes, the data set can be
downloaded from Zhu [web site]; and SEA proposed by Street, W.N. and Kim, Y. (Street
and Kim [2001]) with 60.000 elements, 3 attributes and 2 classes.

Sensor 1 (Zhu et al. [2011]) holds five information: rcd minutes, temperature, humidity,
light and voltage that selected from four regions of 54 sensors deployed in Intel Berkeley
Research Lab. The processed stream has 1.169.260 points, each of which has 5 attributes
and 4 clusters (four regions).

The Sensor 2 (M. Rastgoo et al. [2012]) data set contains 2.219.803 elements, 5 attributes.
This experiment aims to infer the illuminance state based on the measurements provided by
each sensor. This data set consists of 2 clusters.

Table 3.6: Data sets

Data sets Points Att Clusters Subsets Elements/Subset
SEA 60000 3 2 10 6.000
HP 100000 10 5 10 10.000
KDD98 95412 56 10 10 9.541
KDD99 494021 34 2 10 49.402
FCT 581012 54 7 10 58.101
SENSOR 1 1169260 5 4 10 116.926
SENSOR 2 2219803 5 2 10 221.980

All these data sets are normalized before experiments. Since the clustering problem unknown
the real label of the data, in this experiment, we use 3 criteria to do the comparison: the
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value of weight objective function (formula 3.1), the CH value (formula CH index) and CPU
running time. This last value includes the time process and the time regrouping.

Table 3.7: The weight objective functions of two phase algorithms based on DCA and k–
Means.

Data sets Avg. Obj ± SD
Name DCA k–Means
SEA 176025 ± 6.41% 195418 ± 8.29%
KDD98 29205 ± 25.77% 32097 ± 21.37%
HP 40266± 1.74% 43404 ± 1.92%
KDD99 90054 ± 12.79% 105460 ± 5.58%
FCT 190057± 9.82% 225873 ± 11.89%
Sensor 1 54792 ± 31.20% 68986 ± 28.60%
Sensor 2 86837 ± 9.65% 96987 ± 6.66%

Table 3.8: The CH values of DCA1, DCA2 vs. k–Means1, k–Means2.

Data sets Avg.CH ± SD Avg.CH ± SD

Name DCA1 KM1 DCA2 KM2

SEA 7701 ± 7.79% 6655 ± 14.43% 8687± 8.27% 7657± 11.21%
KDD98 7083 ± 10.79% 6963 ± 10.89% 8287 ± 12.08% 7815 ± 11.38%

HP 1510± 2.45% 1516± 4.68% 1770± 2.66% 1755 ±2.28%
KDD99 279700± 14.39% 199994 ± 29.98% 358484 ± 2.41% 303059 ± 15.06%
FCT 88739 ± 6.65% 85390 ± 8.59% 97823± 6.25% 92091 ± 8.64%
Sensor 1 656922 ± 23.94% 594034 ± 30.28% 812461± 24.75% 724526 ± 34.49%
Sensor 2 669221 ± 12.68% 550953 ± 15.35% 799818 ± 10.46% 670419 ± 13.88%

Table 3.9: The CPU time of DCA1, DCA2 vs. k–Means1, k–Means2

Data sets Avg.Time ± SD Avg.Time ± SD

Name DCA1 KM1 DCA2 KM2

SEA 3,870 ± 0.47% 2,294 ± 1.31% 4,962 ± 5.82% 3,336 ± 7.61%
KDD98 165,999 ± 0.02% 37,743 ± 0.06% 174,965 ± 0.22% 46.500 ± 0.83%
HP 8,742 ± 0.30% 14,201 ± 0.20% 12,064 ± 3.17% 17,465 ± 2.77%

KDD99 41,383 ± 3.26% 30,874 ± 2.00% 64,073 ± 2.42% 60,218 ± 2.19%

FCT 295,961 ± 5.57% 98,133 ± 3.09% 335,945 ± 4.89% 146,997 ± 2.09%

Sensor 1 85,621 ± 6.82% 53,305 ± 5.92% 108,533 ± 5.75% 95,569 ± 4,84%

Sensor 2 113,530 ± 9.94% 81,505 ± 8.84% 155,846 ± 7.34% 153,308 ± 5.81%

From our experiments (Table 3.7, 3.8, 3.9), we observe that: the two phases DCA based
clustering algorithm gives the weight objective functions, CH values and SD values better
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than k–Means based algorithm on all experiments. DCA2 is the best in term of CH values,
while k–Means1 is the worst. k–Means1 is less time consuming.

3.5 Conclusion

In this chapter, we have studied the DC programming and DCA for clustering on massive
data sets. The classical k-Means and k-Means Weight models were reformulated using a DC
programs.

To deal with massive data sets we divide the work on two phases: In the first phase, we
use DCA–MSSC algorithm instead of classical k-Means. By using the same idea of DCA–
MSSC and taking into account the weight values of the associated clusters, another DCA for
clustering on the set of centers obtained by the first phase is studied in the second phase.
For this phase, similarly to DCA–MSSC, we get a new DCA Weight algorithm where all
computations are explicit and require only matrix–vector product, so our method is simple
and inexpensive.

The experiments focus on two studies: the effect of clustering algorithm with two phases in
comparison with the clustering on the whole data set, and the effect of clustering algorithm
with two phases based on DCA Weight. We also studied the efficiency with the two options
to define the partitions. The numerical results on both synthetic and real data sets show
that DCA is an efficient approach for clustering in massive data sets.





Chapter 4

Clustering using weighted features

4.1 Solving minimum sum-of-squares clustering using

weighted dissimilarity measures 1

In this section, we study new efficient DCA based algorithms for MSSC (Minimum Sum-of-
Squares Clustering) using weighted dissimilarity measures.

4.1.1 Introduction

Nowadays, the growth of technologies leads to exponential augmentation in recorded data in
both dimensionality and sample size. In many applications such as e-commerce applications,
computational biology, text classification, image analysis, etc. datasets are large volume
and contain a large number of features. However, the large number of features can lead to
some problems in classification task. Usually, features can be divided into three categories:
relevant, redundant and irrelevant features. Relevant features are essential for classification
process, redundant features add no new information to the classifier (i.e. information already
carried by other features) while irrelevant features do not carry any useful information. The
performance of classification algorithms can be significantly degraded if many irrelevant or
redundant features are used.

Feature selection is one of the techniques to deal with irrelevant or redundant features.

1. This section is published under the titles:
[1]. Le Hoai Minh, Ta Minh Thuy. DC programming and DCA for solving Minimum Sum–of–Squares Clus-

tering using weighted dissimilarity measures. Special Issue on Optimization and Machine Learning, Trans-
actions on Computational Intelligence XIII, ISBN: 978–3–642–54454–5 (Print) 978–3–642–54455–2 (Online)
(2014).
[2]. Le Hoai Minh, Ta Minh Thuy, Le Thi Hoai An and Pham Dinh Tao. DC Programming and DCA for

clustering using weighted dissimilarity measures, Proceedings of the 5th NIPS Workshop on Optimization
for Machine Learning, Lake Tahoe, Nevada, USA, 5 pages (2012).
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Feature selection methods aim to select a subset of features that minimize redundancy while
preserving or improving the classification rate of algorithm. Recently, feature weighting has
attracted the attention of many researchers. Feature weighting can be seen as an extension
of feature selection. In feature selection, a feature is assigned a binary decision variable
(value 1 implies that the feature is selected while value 0 means that it will be removed).
In feature weighting, each feature is assigned a continuous value, named a weight, in the
interval [0, 1]. Relevant features correspond to a high weight value, whereas a weight value
close to zero represent irrelevant features. On the contrary to feature selection, the main
objective of feature weighting is to improve the quality of classification algorithm, but not
to reduce the number of features.

Feature weighting has been applied successfully in many classification algorithms. Feature
weighting in SVMs (Do et al. [2009]), in K-Means type clustering (Chan et al. [2004], Huang
et al. [2005], Jing et al. [2007]), in Fuzzy classification (Frigui and Nasraoui [2004]), etc to
name a few.

In this section, we deal with the MSSC (Minimum Sum of Squares Clustering) using weighted
features that is based on the MSSC models in which a weight is added to each feature.

First of all, let us remember the two most used models of MSSC (Minimum Sum-of-Squares
Clustering): the bilvel formulation (which has been indicated in Chapter 1) and the mixed
integer programming formulation.

An instance of the feature weighting clustering problem consists of a data set X :=
{x1, x2, . . . , xn} of n entities in IRm, a measured distance d(z, x) and the number of clusters
k (2 ≤ k ≤ n). The well-known MSSC problem consists in partitioning the set X into k
clusters in order to minimize the sum of squared distances from the entities to the centroid
of their cluster.

The bilevel formulation MSSC which was first introduced by Vinod (Vinod [1969]) is defined
as follows:

minFBI(Z) :=

n
∑

j=1

min
ℓ=1,...,k

d2E(zl, xj) (4.1)

where the matrix of centers Z is a (k ×m) - matrix whose lth row is the center of cluster Cl

and dE is Euclidean norm, namely d2E(zl, xj) = ||zl − xj ||2 =
m
∑

i=1

(zli − xji)2.

The mixed integer formulation is given by:



























minFMI(W,Z) :=
k
∑

l=1

n
∑

j=1

wjld
2
E(zl, xj)

s.t :
k
∑

l=1

wjl = 1, j = 1..n,

wjl ∈ {0, 1}, j = 1..n, l = 1..k.

(4.2)
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Here W is a n× k matrix with
{

wjl = 1 if xj ∈ Cl
= 0 otherwise.

∀j = 1, . . . , n, l = 1, . . . , k.

The constraint of (4.2) ensures that each point xj is assigned to one and only one cluster.

Let us now introduce the MSSC models with feature weighting. The dissimilarity measure
between zl and xj is now defined by m weighted features, namely

d2WF (zl, xj) =

m
∑

i=1

λβli(zli − xji)2 (4.3)

where λli ∈ [0, 1] defines the weight (degree of relevance) of i-th feature to the cluster Cl.
Hence the bilevel programming formulation of MSSC using weighted features is given by























minF1(Z,Λ) :=
n
∑

j=1

min
ℓ=1,...,k

m
∑

i=1

λβli(zli − xji)2

s.t :
m
∑

i=1

λli = 1, l = 1..k,

λli ∈ [0, 1], l = 1..k, i = 1..m.

(4.4)

Similarly, we have the mixed integer formulation of MSSC using weighted dissimilarity mea-
sures:



















































minF2(W,Z,Λ) :=
k
∑

l=1

n
∑

j=1

m
∑

i=1

wjlλ
β
li(zli − xji)2

s.t :
k
∑

l=1

wjl = 1, j = 1..n,

m
∑

i=1

λli = 1, l = 1..k,

wjl ∈ {0, 1}, j = 1..n, l = 1..k,

λli ∈ [0, 1], l = 1..k, i = 1..m.

(4.5)

where β is an exponent greater than 1.

As indicated before, the bilevel programming problem formulation of MSSC (4.1) is a con-
tinuous nonsmooth non-convex program. K-Means is the most popular and fast algorithm
for solving (4.1). Unfortunately K-means algorithm can not guarantee the global optimality
of computed solutions, and it is quite sensitive to initial solutions. Furthermore, K-means
doesn’t work well with clusters of different size and different density. Problem (4.2) is a
mixed integer program where the objective function is nonconvex. It is NP-hard with pos-
sibly many local minima. Several exact methods have been developed for solving (4.2).
However, these methods are intractable for large scale datasets.

While several heuristic and deterministic approaches have been investigated to MSSC, there
is a few deterministic methods dealing with weighted MSSC models. In Chan et al. [2004],



74 Clustering using weighted features

the authors considered a K-means type algorithm, named WF-KM, to solve the problem
(4.5). At first, WF-KM fixes Z,Λ and finds W to minimize F (W, ., .). Then W,Λ are fixed
for finding Z minimizing F (., Z, .). Finally, Λ is obtained by minimizing F (., .,Λ) with W
and Z fixed. The process is repeated until no more improvement in the objective function
can be made. In Jing et al. [2007], the authors proposed a variance of (4.5) by adding
the entropy of dimensions, namely γ

∑m
j=1 λl,ilogλl,i, to objective function. By modifying

the objective function, the algorithm can avoid the problem of identifying clusters by few
dimensions in sparse data. In another work (Huang et al. [2005]), a simplified version of
(4.5) was considered where the matrix of weights Λ becomes a vector Λ̄. More precisely, Λ̄j
defines the relevance of i-th feature to all cluster Cl (l = 1..k). The proposed algorithms in
Jing et al. [2007] and Huang et al. [2005] are similar to the WF-KM developed in Chan
et al. [2004].

We investigate in this work DCA based algorithms for both formulations of MSSC using
weighted dissimilarity measures: the bilevel programming problem (4.4) and the mixed in-
teger programming program (4.5).

As mentioned in Chapter 1, DC programming and DCA have been extensively developed for
hard clustering (Le Thi et al. [2007a], Le Thi et al. [2007b], Le Thi et al. [2014c], Le Hoai
et al. [2013b]), fuzzy clustering (Le Thi et al. [2007c]). The starting point of our work is
the DC approaches developed in Le Thi et al. [2007a] and Le Thi et al. [2014c]. The DCA–
MSSC developed in Le Thi et al. [2007a] for solving (4.1) is very simple and inexpensive (all
computation are explicit and require only matrix-vector product). The numerical results on
several datasets proved that the proposed DCA is superior to K-means in terms of quality
of solutions while the difference of computational time is negligible. Very recently in Le Thi
et al. [2014c], the authors have proposed a DCA algorithm for mixed integer program for-
mulation (4.2). Using an exact penalty technique, (4.2) was reformulated as a continuous
optimization problem which was then recasted to a DC program.

Observing that the objective function of (4.1) and (4.4) (resp.(4.2) and (4.5)) are slightly
different (the introduction of the weight Λ), we adapt the techniques investigated in Le Thi
et al. [2007a] (resp. Le Thi et al. [2014c]) for solving problems (4.4) (resp. (4.5)). The main
contribution is to study the effectiveness of feature weighting in MSSC.

4.1.2 Solving MSSC using weighted features by DCA

We will adapt the techniques developed in Le Thi et al. [2007a] and Le Thi et al. [2014c] for
getting DC formulations and corresponding DCA for solving (4.4) and (4.5).

4.1.2.1 DCA for solving the bilevel problem (4.4)

In the problem (4.4) the variable Λ are a priori bounded. One can also find a constraint
to bound the variable Z. Let αi := minj=1,...,n xj,i, γi := maxj=1,...,n xj,i. Hence zl ∈ Tl :=
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Πm
i=1 [αi, γi] for all l = 1, ..., k. Finally, Z ∈ T := Πk

l=1Tl. Let ∆l be the (m − 1)-simplex in
IRm, for each l ∈ {1, ..., k}, defined by:

∆l :=

{

Λl := (λli)l ∈ [0, 1]m :
m
∑

i=1

λli = 1

}

and T := Πk
l=1 Tl,∆ := Πk

l=1∆l.

Then the problem (4.4) can be rewritten as:

min {F1(Z,Λ) : Z ∈ T ,Λ ∈ ∆} . (4.6)

Denote fl(zli, λli) =
m
∑

i=1

λβli(zli − xji)2. Then

F1(Z,Λ) =

n
∑

j=1

min
ℓ=1,...,k

fl(zli, λli). (4.7)

We see that fl can be decomposed as follows

fl(zli, λli) = gl(zli, λli)− hl(zli, λli)

where gl(zli, λli) =
m
∑

i=1

(ρ1
2
z2li +

ρ1
2
λ2li) and hl(zli, λli) =

m
∑

i=1

[

(ρ1
2
z2li +

ρ1
2
λ2li)− λβli(zli − xji)2

]

.

On another hand, one has

min
ℓ=1,...,k

fl = min
ℓ=1,...,k

(gl − hl) =
k
∑

l=1

gl − max
ℓ=1,...,k

{

k
∑

p=1,p 6=l

gp + hl

}

(4.8)

By applying the above formula to the objective function of (4.7), we obtain:

F1(Z,Λ) =
n
∑

j=1

k
∑

l=1

gl −
n
∑

j=1

max
ℓ=1,...,k

{

k
∑

p=1,p 6=l

gp + hl

}

= G1(Z,Λ)−H1(Z,Λ) (4.9)

where

G1(Z,Λ) =
n
∑

j=1

k
∑

l=1

gl
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and

H1(Z,Λ) =

n
∑

j=1

max
ℓ=1,...,k

{

k
∑

p=1,p 6=l

m
∑

i=1

ρ1
2
(z2pi+λ

2
pi) +

m
∑

i=1

[ρ1
2
(z2li + λ2li)− λβli(zli − xji)2

]}

.

Clearly, G1(Z,Λ) is a convex function. On another hand, H1(Z,Λ) is also convex according
to following Proposition.

Proposition 4.1 There exists ρ1 > 0 such that the function H1 is a convex function on
{Z ∈ T ,Λ ∈ ∆}.

Proof : We consider the function f1 : R× R→ R defined by:

f1(v, y) = yβ(v − a)2. (4.10)

The Hessian of f1 is given by:

J(v, y) =

(

2yβ 2β(v − a)yβ−1

2β(v − a)yβ−1 β(β − 1)(v − a)2yβ−2

)

. (4.11)

We have for the determinant of J(v, y) (with λ is an eigenvalue):

det |J(v, y)| = (2yβ − λ)[β(β − 1)(v − a)2yβ−2 − λ]− [2β(v − a)yβ−1]2 .

Hence:

λ1,2 =
1

2

{

[2yβ + β(β − 1)(v − a)2yβ−2]± sqrt(△)
}

(4.12)

where λ1,2 are eigenvalues and

△ = [2yβ − β(β − 1)(v − a)2yβ−2]2 + 4[2β(v − a)yβ−1]2.

Hence, the function:

h1(v, y) =
ρ1
2

(

v2 + y2
)

− yβ(v − a)2 (4.13)

is convex on {v ∈ [α, σ], y ∈ [0, 1]} if:

ρ1 ≥
1

2

(

2 + β(β − 1)γ2 +
√

4 + β2(β − 1)2γ4 + 12β2γ2 + 4βγ2
)

(4.14)

where γ = σ − α; and β ≥ 2.

As a consequence, for v ← zli, y ← λli, the function

hli(zli, λli) =
ρ1
2

(

z2li + λ2li
)

− λβli(zli − xji)2 (4.15)
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is convex on {zli ∈ [αi, γi], λli ∈ [0, 1]}
Hence, the function H1(Z,Λ) is convex on {Z ∈ T ,Λ ∈ ∆}. �

DCA applied to (4.9)

According to the generic DCA scheme, we have to compute, at each iteration, (Z̄r, Λ̄r) ∈
∂H1(Z

r,Λr) and then solve the convex program:

min

{

n
∑

j=1

k
∑

l=1

m
∑

i=1

(ρ1
2
z2li +

ρ1
2
λ2li

)

− 〈(Z,Λ), (, Z̄r, Λ̄r)〉 : Z ∈ T ,Λ ∈ ∆

}

. (4.16)

We have

H1(Z,Λ) =
n
∑

j=1

Hj(Z,Λ) (4.17)

where Hj(Z,Λ) = max
ℓ=1,...,k

Hjl(zli, λli) and

Hjl(zli, λli) =

k
∑

p=1,p 6=l

m
∑

i=1

ρ1
2
(z2pi + λ2pi) +

m
∑

i=1

[ρ1
2
(z2li + λ2li)− λβli(zli − xji)2

]

. (4.18)

Applying the usual rules in the calculations of subgradients of convex function, we get

∂H1(Z,Λ) =
n
∑

j=1

∂Hj(Z,Λ) (4.19)

where (co denotes convex hull)

∂Hj(Z,Λ) = co{∂Hjl : Hjl = Hj}. (4.20)

Hjl is differentiable and

∇Hjl

∇zri
=

{

ρ1zri − 2λβri(zri − xji) if r = ℓ

ρ1zri if r 6= ℓ
∀r = 1..k,

∇Hjl

∇λri
=

{

ρ1λri − βλβ−1
ri (zri − xji)2 if r = ℓ

ρ1zri if r 6= ℓ
∀r = 1..k.

(4.21)

On another hand, the solution of the subproblem (4.16) is explicitly computed as (ProjD
stands for the orthogonal projection on D):

(Zr+1)li = Proj[αi,γi]

(

1
nρ1

(Z̄r)li

)

l = 1, .., k, i = 1, ...m;

(Λr+1)l = Proj∆l

(

1
nρ1

(Λ̄r)l

)

l = 1, ...k.
(4.22)
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Note that the projection of points onto a rectangle is explicit while there exists many
efficient methods for computing the projection of points onto a simplex (Júdice et al. [2008]).

The algorithm can be described as follows.

BIWF-DCA: DCA applied to (4.9)
• Initialization: Let ǫ > 0 be sufficiently small and (Z0,Λ0) be given, r = 0.
• Repeat
◦ Compute (Z̄r, Λ̄r) via (4.17)-(4.21).
◦ Compute (Zr+1,Λr+1) via (4.22).
◦ r = r + 1
• Until ‖(Zr+1,Λr+1)− (Zr,Λr)‖ ≤ ǫ or |F1(Z

r+1,Λr+1)− F1(Z
r,Λr)| ≤ ǫ.

4.1.2.2 DCA for solving the mix-integer problem (4.5)

In this section, we deal with the mix-integer programming problem (4.5). Since wjl ∈ {0, 1}
we can replace wjl by w2

jl and rewrite the objective function of (4.5) by F2(W,Z,Λ) :=
k
∑

l=1

n
∑

j=1

m
∑

i=1

w2
jlλ

β
li(zli−xji)2. In the problem (4.5) the variables W and Λ are a priori bounded.

By the same way as in Section 4.1.2.1, the variable Z can be bounded. Let Cj be the
(k − 1)-simplex in IRk, for each j ∈ {1, ..., n}, defined by:

Cj :=
{

Wj := (wjl)j ∈ [0, 1]k :
k
∑

l=1

wjl = 1

}

and C := Πn
j=1 Cj , T := Πk

l=1 Tl,∆ := Πk
l=1∆l.

The problem (4.5) can be rewritten as:

min
{

F2(W,Z,Λ) : W ∈ C ∩ {0, 1}n×k , Z ∈ T ,Λ ∈ ∆
}

. (4.23)

A continuous reformulation

Our reformulation technique is based on the following new results developed in Le Thi et al.
[2012a]. We first show that F2(W,Z,Λ) is a DC function. Clearly, F2(W,Z,Λ) can be
reformulated as:

F2(W,Z,Λ) = G2(W,Z,Λ)−H2(W,Z,Λ) (4.24)

where

G2(W,Z,Λ) :=
k
∑

l=1

n
∑

j=1

m
∑

i=1

ρ2
2

(

w2
jl + z2li + λ2li

)

,

H2(W,Z,Λ) :=
k
∑

l=1

n
∑

j=1

m
∑

i=1

[

ρ2
2

(

w2
jl + z2li + λ2li

)

− w2
jlλ

β
li(zli − xji)2

]

.

(4.25)
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It is easy to see that G2(W,Z,Λ) is a convex function. H2(W,Z,Λ) also a convex function
by following proposition.

Proposition 4.2 There exists ρ2 > 0 such that the function H2(W,Z,Λ) is a convex function
on {W ∈ C, Z ∈ T ,Λ ∈ ∆}.

Proof : First, we consider the function f2 : R× R→ R defined by:

f2(u, v, y) = u2yβ(v − a)2. (4.26)

The Hessian of f2 is given by:

J(u, v, y) =





2yβ(v − a)2 4uyβ(v − a) 2βuyβ−1(v − a)2
4uyβ(v − a) 2u2yβ 2βu2yβ−1(v − a)
2uβyβ−1(v − a)2 2βu2yβ−1(v − a) β(β − 1)u2yβ−2(v − a)2



 .

The determinant |J(u, v, y)|1 of J(u, v, y) is defined by:

|J(u, v, y)|1 = max
{

2yβ(v − a)2 + 4uyβ(v − a) + 2βuyβ−1(v − a)2;
4uyβ(v − a) + 2u2yβ + 2βu2yβ−1(v − a);

2uβyβ−1(v − a)2 + 2βu2yβ−1(v − a) + β(β − 1)u2yβ−2(v − a)2
}

.

(4.27)

For all (u, v, y) : u ∈ {0, 1}, v ∈ [α, σ], y ∈ [0, 1], β ≥ 2, we have:

|J(u, v, y)|1 < ρ2 : = max{2γ2 + 4γ + 2βγ2; 4γ + 2 + 2βγ;

2βγ2 + 2βγ + β(β − 1)γ2}
= max

{

4γ + 2(β + 1)γ2; 2 + 2(β + 2)γ; 2βγ + β(β + 1)γ2
}

where γ = σ − α.
As a consequence, with ρ2 defined above, the function:

h2(u, v, y) =
ρ2
2

(

u2 + v2 + y2
)

− u2yβ(v − a)2 (4.28)

is convex on {u ∈ {0, 1}, v ∈ [α, σ], y ∈ [0, 1]}.
Hence, for u← wjl, v ← zli, y ← λli, the function:

hlij(wjl, zli, λli) =
ρ2
2

(

w2
jl + z2li + λ2li

)

− w2
jlλ

β
li(zli − xji)2 (4.29)

is convex on {wjl ∈ [0, 1], zli ∈ [αi, γi], λli ∈ [0, 1]}.
As a result, the function H2(W,Z,Λ) is convex on {W ∈ C, Z ∈ T ,Λ ∈ ∆}. �

Then F2(W,Z,Λ) is a DC function with DC decomposition (4.24).

We will now reformulate (4.24) as a continuous optimization problem thanks to an exact
penalty technique (Le Thi et al. [2012a]). For reader’s convenience, we will give bellow a
brief description of the theorem.



80 Clustering using weighted features

Theorem 1 (Le Thi et al. [2012a]) Let K be a nonempty bounded polyhedral convex set, f
be a DC function on K and p be a nonnegative concave function on K. Then there exists
t0 ≥ 0 such that for all t > t0 the following problems have the same optimal value and the
same solution set:

(P ) γ = inf{f(x) : x ∈ K, p(x) ≤ 0}
(Pt) γ(t) = inf{f(x) + tp(x) : x ∈ K}.

Let us consider the function p defined on IRn×k by:

p(W ) :=

n
∑

j=1

k
∑

l=1

wjl(1− wjl).

Clearly, p is finite concave on IRn×k, nonnegative on C, and

C ∩ {0, 1}n×k = {W ∈ C : p(W ) = 0} = {W ∈ C : p(W ) ≤ 0}.

By using Theorem 1, we obtain the following problem which is equivalent to problem (4.5):

min
{

F̄2(W,Z,Λ) := F2(W,Z,Λ) + tp(W ) : W ∈ C, Z ∈ T ,Λ ∈ ∆
}

, (4.30)

where t > t0 is called penalty parameter.

We will now develop DC programming and DCA for solving (4.30). Remark that, if F2 is a
DC function with DC components G2 and H2 then the function F̄2(W,Z,Λ) is also DC:

F̄2(W,Z,Λ) : = G2(W,Z,Λ)− H̄2(W,Z,Λ) (4.31)

where H̄2(W,Z,Λ) = H2(W,Z,Λ)− tp(W ).

DCA applied to (4.31) For designing a DCA applied to (4.31), we first need to compute
(W̄ r, Z̄r, Λ̄r) ∈ ∂H̄2(W

r, Zr,Λr) and then solve the following convex program:

min
{ρ2
2

k
∑

l=1

n
∑

j=1

m
∑

i=1

(

w2
jl + z2li + λ2li

)

− 〈(W,Z,Λ), (W̄ r, Z̄r, Λ̄r)〉 :

W ∈ C, Z ∈ T ,Λ ∈ ∆
}

. (4.32)

The function H̄2 is differentiable and its gradient at the point (W r, Zr,Λr) is given by:

W̄ r = ∇W H̄2(W,Z,Λ) =

(

mρ2wjl −
m
∑

i=1

2wjlλ
β
li(zli − xji)2 + t(2wjl − 1)

)l=1..k

j=1..n

,

Z̄r = ∇ZH̄2(W,Z,Λ) =

(

nρ2zli −
n
∑

j=1

2w2
jlλ

β
li(zli − xji)

)i=1..m

l=1..k

,

Λ̄r = ∇ΛH̄2(W,Z,Λ) =

(

nρ2λli −
n
∑

j=1

βw2
jlλ

β−1
li (zli − xji)2

)i=1..m

l=1..k

.

(4.33)
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Furthermore, the solution of the subproblem (4.45) is explicitly computed as:

(W r+1)j = ProjCj

(

1
mρ2

(W̄ r)j

)

j = 1, ...n;

(Zr+1)li = Proj[αi,γi]

(

1
nρ2

(Z̄r)li

)

l = 1, .., k, i = 1, ...m;

(Λr+1)l = Proj∆l

(

1
nρ2

(Λ̄r)l

)

l = 1, ...k.

(4.34)

Finally, DCA scheme applied to (4.31) can be described as follows:

MIWF-DCA: DCA applied to (4.31)
• Initialization: Let ǫ > 0 be sufficiently small and (W 0, Z0,Λ0) be given, r = 0.
• Repeat
◦ Compute (W̄ r, Z̄r, Λ̄r) via (4.33).
◦ Compute (W r+1, Zr+1,Λr+1) via (4.34).
◦ r = r + 1
• Until ‖(W r+1, Zr+1,Λr+1)− (W r, Zr,Λr)‖ ≤ ǫ
or |F̄2(W

r+1, Zr+1,Λr+1)− F̄2(W
r, Zr,Λr)| ≤ ǫ.

4.1.2.3 Finding a good starting points for DCAs

Finding a good starting point is an important question while designing DCA schemes. The
research of such a point depends on the structure of the problem being considered. As
proposed in Le Thi et al. [2007a], we use an alternative KMeans - DCA procedure for finding
a starting point. The procedure is described as follows.

KM - DCA procedure
• Initialization: Choose Z0. Let max iter > 0 be a given integer. Set s = 0.
• Repeat
◦ Perform one iteration of DCA-KM from Zs.
◦ Perform one iteration of KMeans from the solution given by DCA-KM to obtain Zs+1.
◦ s = s+ 1
• Until s = max iter
In our experiments, we observed that max iter = 2 is sufficient to find a good initial points.

4.1.3 Numerical experiments

4.1.3.1 Datasets

Numerical experiments were performed on 11 real-world datasets: Stalog Shuttle, Wave form,
Breast Cancer Wiscosin, Ecoli, Column 3C, Magic, Breast Tissue and Madelon taken from
UCI Machine Learning Repository (Newman and Merz), SVM guide1 taken from LibSVM-
Dataset Repository (Chang and Lin [2011]), ItalyPowerDemand taken from KENT-Dataset
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Repository (Keogh et al. [2006]) and Mamographic taken from KEEL-Dataset Repository
(Alcalá-Fdez et al. [2011]). The information about datasets is summarized in Table 4.1.

Table 4.1: Datasets

Dataset No. Points No. Attributes No. Clusters
Stalog Shuttle 14500 9 7
Wave form 5000 40 3
Breast Cancer Wiscosin 683 9 2
Ecoli 336 7 8
Column 3C 310 6 3
Magic 19020 3 2
Breast Tissue 106 9 6
Madelon 600 500 2
Svmguide1 4000 4 2
Italy Power Demand 1029 24 2
Mamographic 830 5 2

4.1.3.2 Set up experiments and Parameters

The following criteria were used to compare the performances of algorithms: the percentage
of well classified points (PWCO), Rand Index value and the CPU running time.

The Rand index (named after William M. Rand), simply measures the number of pairwise
agreements. Let’s denote, for every instance xi, its initial class by Iref(xi) and its cluster
obtained from the clustering algorithm by Iclass(xi). The Rand index is defined by:

RandI =
a+ d

a+ b+ c+ d
(4.35)

where
a = | {i, j | Iref(xi) = Iref(xj) & Iclass(xi) = Iclass(xj)} |,
b = | {i, j | Iref(xi) = Iref(xj) & Iclass(xi) 6= Iclass(xj)} |,
c = | {i, j | Iref(xi) 6= Iref(xj) & Iclass(xi) = Iclass(xj)} |,
d = | {i, j | Iref(xi) 6= Iref(xj) & Iclass(xi) 6= Iclass(xj)} | .

(4.36)

All algorithms clustering was implemented in the Visual C++ 2008, and performed on a PC
Intel i5 CPU650, 3.2 GHz of 4Gb RAM.

We suggested using the following set of candidate values in our experiments [1.1, . . . , 5.0] for
WF-KM and [2.0, . . . , 5.0] for BIWF-DCA, MIWF-DCA respective.

For every data instance, we perform each algorithm 10 times from 10 same random starting
points and report the mean and the standard deviation of each criterion. Bold values in
result tables are best value for each data instance.
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Experiment 1

In the first experiment we are interested in the effect of feature weighting in classification
task. For this purpose, we perform our two algorithms BIWF-DCA, MIWF-DCA and
KM-DCA - the DCA for bilevel formulation of MSSC (Le Thi et al. [2007a]). We report
in Table 4.2 the mean and standard deviation of PWCO. The comparative results of Rand
Index(resp. CPU Time) are reported in Table 4.3 (resp. Table 4.4).

Table 4.2: Comparison of PWCO between DCA-KM, BIWF-DCA and MIWF-DCA

Data PWCO

DCA-KM BIWF-DCA MIWF-DCA

Stalog Shuttle 43.987%±5.143% 62.884%±7.093% 79.166%±0.000%
Wave form 48.116%±15.855% 64.514%±7.118% 64.514%±7.118%
Breast Cancer Wiscosin 96.032%±0.044% 96.076%±0.471% 96.354%±0.406%
Ecoli 57.798%±8.311% 61.012%±9.658% 61.012%±9.658%
Column 3C 59.613%±5.652% 72.032%±5.107% 71.677%±4.921%
Magic 64.516%±0.580% 65.419%±2.581% 65.991%±7.136%
Breast Tissue 54.906%±4.401% 56.604%±5.236% 57.547%±5.660%
Madelon 54.433%±4.096% 55.867%±3.900% 57.033%±2.845%
Svmguide1 75.073%±0.013% 87.355%±6.062% 86.818%±6.427%
Italy Power Demand 51.448%±0.078% 82.187%±15.543% 82.187%±15.543%
Mamographic 68.687%±0.266% 68.831%±0.607% 79.880%±0.258%

Average 61.328%±4.040% 70.253%±5.761% 72.925%±5.452%

From the numerical results, we observe that:
– BIWF-DCA and MIWF-DCA give better PWCO than KM-DCA on all datasets.
The gain BIWF-DCA (resp. MIWF-DCA) over KM-DCA is more than 10% for 5
(resp. 6) our of 11 datasets. The gain can go up to 30.74% (Italy Power Demand dataset)
with BIWF-DCA and 35.18% (Stalog Shuttle dataset) with MIWF-DCA. The average
of PWCO of BIWF-DCA is 70.25% and that of MIWF-DCA is 72.93% which a much
more better than KM-DCA (61, 33%).

– The quality of our two algorithmsBIWF-DCA andMIWF-DCA are comparable. How-
ever, MIWF-DCA furnishes better PWCO than BIWF-DCA with a big gain on Stalog
Shuttle (16.29%) and Mamographic (11.05%).

– Concerning the Rand index criterion, except for Stalog Shuttle where KM-DCA is better
than MIWF-DCA, BIWF-DCA and MIWF-DCA alway furnish better result.

– Undoubtedly DCA-KM is fastest algorithm out of three and MIWF-DCA is the most
time consuming, especially Magic datasets where DCA-KM is somehow 44 and 116 times
faster than MIWF-DCA. Except for Ecoli, DCA-KM is faster than BIWF-DCA, the
gain varies from 1.2 times to 9, 8 times.
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Table 4.3: Comparison of Rand index betweenDCA-KM,BIWF-DCA andMIWF-DCA

Data Rand Index
DCA-KM BIWF-DCA MIWF-DCA

Stalog Shuttle 0.525±0.037 0.617±0.072 0.515±0.058
Wave form 0.686±0.038 0.688±0.029 0.688±0.029
Breast Cancer Wiscosin 0.924±0.001 0.925±0.009 0.930±0.007
Ecoli 0.821±0.027 0.823±0.043 0.823±0.043
Column 3C 0.669±0.009 0.731±0.019 0.726±0.017
Magic 0.542±0.003 0.549±0.015 0.561±0.042
Breast Tissue 0.811±0.007 0.813±0.020 0.822±0.015
Madelon 0.506±0.009 0.509±0.009 0.510±0.010
Svmguide1 0.626±0.001 0.786±0.083 0.779±0.088
Italy Power Demand 0.500±0.000 0.755±0.141 0.755±0.141
Mamographic 0.569±0.002 0.570±0.004 0.678±0.003

Average 0.653±0.012 0.706±0.040 0.708±0.041

Table 4.4: Comparison of CPU Time between DCA-KM, BIWF-DCA andMIWF-DCA

Data Running time
DCA-KM BIWF-DCA MIWF-DCA

Stalog Shuttle 0.984±0.008 8.539±1.323 43.972±2.808
Wave form 0.401±0.029 0.689±0.021 1.441±0.036
Breast Cancer Wiscosin 0.016±0.007 0.053±0.072 0.506±0.038
Ecoli 0.030±0.008 0.022±0.007 0.045±0.008
Column 3C 0.010±0.002 0.089±0.006 0.242±0.017
Magic 0.539±0.143 4.944±1.093 61.779±2.087
Breast Tissue 0.010±0.001 0.088±0.009 0.206±0.026
Madelon 0.404±0.048 0.788±0.019 1.153±0.028
Svmguide1 0.094±0.012 0.490±0.081 0.268±0.019
Italy Power Demand 0.039±0.020 0.072±0.008 0.131±0.016
Mamographic 0.013±0.008 0.016±0.003 0.573±0.107

Average 0.231±0.026 1.435±0.240 10.029±0.472

From the above observes, we can conclude that using weighted dissimilarity measure allowed
us to improve greatly the performance classifier in term of quality of classification.
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Experiment 2

In the second experiment, we compare the performance of 3 algorithm for MSSC using
weighted dissimilarity measure: our algorithms BIWF-DCA, MIWF-DCA and WF-
KM (Chan et al. [2004]). We also reported the PWCO, Rand Index and CPU Time of each
algorithm.

Table 4.5: Comparison of PWCO between WF-KM, BIWF-DCA and MIWF-DCA

Data PWCO

WF-KM BIWF-DCA MIWF-DCA

Stalog Shuttle 55.737%±0.544% 62.884%±7.093% 79.166%±0.000%
Wave form 50.420%±3.410% 64.514%±7.118% 64.514%±7.118%
Breast Cancer Wiscosin 92.943%±4.774% 96.076%±0.471% 96.354%±0.406%
Ecoli 43.036%±0.583% 61.012%±9.658% 61.012%±9.658%
Column 3C 51.452%±7.795% 72.032%±5.107% 71.677%±4.921%
Magic 55.499%±0.000% 65.419%±2.581% 65.991%±7.136%
Breast Tissue 50.849%±5.524% 56.604%±5.236% 57.547%±5.660%
Madelon 54.167%±2.337% 55.867%±3.900% 57.033%±2.845%
Svmguide1 58.550%±0.150% 87.355%±6.062% 86.818%±6.427%
Italy Power Demand 59.038%±10.035% 82.187%±15.543% 82.187%±15.543%
Mamographic 52.205%±9.867% 68.831%±0.607% 79.880%±0.258%

Average 56.718%±4.093% 70.253%±5.761% 72.925%±5.452%

Table 4.6: Comparison of Rand index between WF-KM, BIWF-DCA and MIWF-DCA

Data Rand Index

WF-KM BIWF-DCA MIWF-DCA

Stalog Shuttle 0.499±0.003 0.617±0.072 0.515±0.058
Wave form 0.624±0.024 0.688±0.029 0.688±0.029
Breast Cancer Wiscosin 0.873±0.070 0.925±0.009 0.930±0.007
Ecoli 0.296±0.023 0.823±0.043 0.823±0.043
Column 3C 0.648±0.021 0.731±0.019 0.726±0.017
Magic 0.506±0.000 0.549±0.015 0.561±0.042
Breast Tissue 0.783±0.023 0.813±0.020 0.822±0.015
Madelon 0.504±0.005 0.509±0.009 0.510±0.010
Svmguide1 0.517±0.006 0.786±0.083 0.779±0.088
Italy Power Demand 0.536±0.087 0.755±0.141 0.755±0.141
Mamographic 0.520±0.061 0.570±0.004 0.678±0.003

Average 0.573±0.029 0.706±0.040 0.708±0.041
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Table 4.7: Comparison of CPU time between WF-KM, BIWF-DCA and MIWF-DCA

Data Running time
WF-KM BIWF-DCA MIWF-DCA

Stalog Shuttle 5.023±2.635 8.539±1.323 43.972±2.808
Wave form 11.623±3.053 0.689±0.021 1.441±0.036
Breast Cancer Wiscosin 0.055±0.017 0.053±0.072 0.506±0.038
Ecoli 0.024±0.008 0.022±0.007 0.045±0.008
Column 3C 0.056±0.020 0.089±0.006 0.242±0.017
Magic 3.901±0.719 4.944±1.093 61.779±2.087
Breast Tissue 0.040±0.014 0.088±0.009 0.206±0.026
Madelon 4.245±1.321 0.788±0.019 1.153±0.028
Svmguide1 0.044±0.006 0.490±0.081 0.268±0.019
Italy Power Demand 0.362±0.155 0.072±0.008 0.131±0.016
Mamographic 0.017±0.003 0.016±0.003 0.573±0.107

Average 2.308±0.723 1.435±0.240 10.029±0.472

We observe that, in all datasets, our algorithms give better solutions than WF-KM. The
gain can go up to 28.81% (Svmguide1 dataset) with BIWF-DCA and 28, 27% withMIWF-
DCA. BIWF-DCA is faster than WF-KM for 6 out of 11 datasets while MIWF-DCA
is the slowest algorithm.

In Figure 4.1 and Figure 4.2, we summarize the results of Experiment 1 and Experiment 2
for all 4 algorithms.

4.1.4 Conclusion

We have studied the DC programming and DCA on two widely used models of MSSC using
weighted features. Two optimization models were recast as a DC program, one of which is
based on the reformulation technique and exact penalty in DC programming. It fortunately
turns out that the corresponding DCA consists in computing, at each iteration, the pro-
jection of points onto a simplex and/or a rectangle, that all are given in the explicit form.
From numerical experiments, we can say that the introduction of weighted feature allows
to improve the performance of classification task. Furthermore, computational experiments
show the superiority in term of quality of solution of our algorithms with respect to the
standard algorithm in feature weighting.
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Figure 4.1: Comparative results PWCO of FW-KM, DCA-KM, BIFW-DCA and
MIFW-DCA

Figure 4.2: Comparative results Rand-Index of FW-KM, DCA-KM, BIFW-DCA and
MIFW-DCA

4.2 Feature weighted fuzzy clustering and its applica-

tion on image segmentation 1

In this section, we study a weighted feature fuzzy clustering model and a DCA based algo-
rithm to solve it. We then present an application of weighted feature fuzzy clustering for
image segmentation. Firstly, we reformulate the weighted feature fuzzy clustering model as a
DC program. Then, a DCA scheme is developed to solve the resulting problem. Experimen-

1. A part of this section is published under the title:
Hoai Minh Le, Bich Thuy Nguyen Thi, Minh Thuy Ta, Hoai An Le Thi. Image Segmentation via Feature

Weighted Fuzzy Clustering by a DCA Based Algorithm. Advanced Computational Methods for Knowledge
Engineering, Studies in Computational Intelligence. Volume 479, Springer, ISSN: 1860–949X (Print) 1860–
9503 (Online), pp 53–63 (2013).
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tal results on real color images have illustrated the effectiveness of the proposed algorithm
and its superiority with respect to the standard weighted feature fuzzy clustering algorithm
in quality of solutions.

4.2.1 Introduction

In general the clustering algorithms can be divided into two categories: hard clustering and
soft (fuzzy) clustering. In hard clustering, the data elements are divided into distinct clusters,
where each data belongs to exactly one cluster. In contrary, one data element is assigned a
membership level with each cluster, in fuzzy clustering. Fuzzy C-Means (FCM) clustering,
introduced by Bezdek in 1981 (Bezdek [1981]), is a most widely used fuzzy clustering method.

In the section 4.1, we have seen the advantages of using features weighting in hard cluster-
ing model. In this section, we discover the power of using features weighting in the fuzzy
clustering model, and apply it in the image segmentation problem.

The problem FCM using features weighting is investigated in the research of Frigui and
Nasraoui [2004]. It can be stated as follows. Let X := {x1, x2, ..., xn} be a data set of n
entities with m attributes and the known number of clusters k (2 ≤ k ≤ n). Denote by Λ
a k × m matrix defined as Λ = (λl,i) where λl,i defines the relevance of i-th feature to the
cluster Cl. W = (wj,l) ∈ IRn×k with j = 1, . . . , n and l = 1, . . . , k called the fuzzy partition
matrix in which each element wj,l indicates the membership degree of each point xj in the
cluster Cl (the probability that a point xj belongs to the cluster Cl).

We are to regrouping the set X into k clusters in order to minimize the sum of squared
distances from the entities to the centroid of their cluster. The dissimilarity measure includes
m weighted attributes. Then a straightforward formulation of the clustering using weighted
dissimilarity measures is (µ, β are exponents greater than 1):



















































minF (W,Z,Λ) :=
k
∑

l=1

n
∑

j=1

m
∑

i=1

wµjlλ
β
li(zli − xji)2

s.t :
k
∑

l=1

wjl = 1, j = 1..n,

m
∑

i=1

λli = 1, l = 1..k,

wjl ∈ [0, 1], j = 1..n, l = 1..k,

λli ∈ [0, 1], l = 1..k, i = 1..m.

(4.37)

Problem (4.37) is difficult due to the nonconvexity of the objective function. Moreover,
in real applications this is a very large scale problem (high dimension and large data set,
i.e. m and n are very large), that is why global optimization approaches such as Branch
& Bound, Cutting plane algorithms etc. cannot be used. In Frigui and Nasraoui [2004],
the authors proposed a FCM type algorithm, called SCAD (Simultaneous Clustering and
Attribute Discrimination), to solve the problem (4.37). At first, SCAD fixes Z,Λ and finds
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W to minimize F (W, ., .). Then W,Λ are fixed for finding Z minimizing F (., Z, .). Finally,
Λ is obtained by minimizing F (., .,Λ) with W and Z fixed. The process is repeated until no
more improvement in the objective function can be made.

In this section, we investigate DC Programming and DCA for solving the problem (4.37).

4.2.2 A DC formulation of the problem (4.37)

In a similar way as the previous section, we find the bounds of variables W , Λ and Z. Let
αi := minj=1,...,n xj,i, γi := maxj=1,...,n xj,i. Hence zl ∈ Tl := Πm

i=1 [αi, γi] for all l = 1, ..., k,
and Z ∈ T := Πk

l=1Tl.
Let ∆l (resp. Cj) be the (m − 1)-simplex in IRm(resp. (k − 1)-simplex in IRk), for each
l ∈ {1, ..., k} (resp. for each j ∈ {1, ..., n}), defined by:

∆l :=

{

Λl := (λl,i)l ∈ [0, 1]m :
m
∑

i=1

λl,i = 1

}

; Cj :=
{

Wj := (wj,l)j ∈ [0, 1]k :
k
∑

l=1

wj,l = 1

}

,

and C := Πn
j=1 Cj , T := Πk

l=1 Tl,∆ := Πk
l=1∆l.

The problem (4.37) can be rewritten as:

min {F (W,Z,Λ) : (W,Z,Λ) ∈ (C × T ×∆)} . (4.38)

Our DC decomposition of F is based on the following result.

Proposition 4.3 There exists ρ > 0 such that the function

h(u, v, y) :=
ρ

2

(

u2 + v2 + y2
)

− uµyβ(v − a)2

is convex on (u, v, y) ∈ [0, 1]× [α, γ]× [0, 1].

Proof: The proof of this proposition is similar to the one of 4.2. Hence we state below the
main arguments without details.

Let f : R× R→ R be the function defined by:

f(u, v, y) = uµyβ(v − a)2. (4.39)

Then the Hessian of f is computed as:





µ(µ− 1)uµ−2yβ(v − a)2 2µuµ−1yβ(v − a) µuµ−1βyβ−1(v − a)2
2µuµ−1yβ(v − a) 2uµyβ 2βuµyβ−1(v − a)
βyβ−1µuµ−1(v − a)2 2βuµyβ−1(v − a) β(β − 1)uµyβ−2(v − a)2



 . (4.40)
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Hence, with

ρ : = max{µ(µ− 1)δ2 + 2µδ + βµδ2; 2µδ + 2 + 2βδ; βµδ2 + 2βδ + β(β − 1)δ2} (4.41)

where δ = γ − α, µ ≥ 2, β ≥ 2, the function h is convex. �

As a result, the function H(W,Z,Λ) defined by:

H(W,Z,Λ) :=
k
∑

l=1

n
∑

j=1

m
∑

i=1

[ρ

2

(

w2
jl + z2li + λ2li

)

− wµjlλβli(zli − xji)2
]

(4.42)

is convex on (C × T ×∆).

Finally, we can express F as follows:

F (W,Z,Λ) := G(W,Z,Λ)−H(W,Z,Λ), (4.43)

where

G(W,Z,Λ) :=
ρ

2

k
∑

l=1

n
∑

j=1

m
∑

i=1

(

w2
jl + z2li + λ2li

)

;

and H(W,Z,Λ) as (4.42) are clearly convex functions. Therefore, we get the following DC
formulation of (4.37):

min {F (W,Z,Λ) := G(W,Z,Λ)−H(W,Z,Λ) : (W,Z,Λ) ∈ (C × T ×∆)} . (4.44)

4.2.3 DCA applied to (4.44)

For designing a DCA scheme applied to (4.44), we first need to compute (W̄ r, Z̄r, Λ̄r) ∈
∂H(W r, Zr,Λr) and then solve the convex program

min

{

ρ

2

k
∑

l=1

n
∑

j=1

m
∑

i=1

(

w2
jl + z2li + λ2li

)

− 〈(W,Z,Λ), (W̄ r, Z̄r, Λ̄r)〉 : (W,Z,Λ) ∈ (C × T ×∆)

}

.

(4.45)

The function H is differentiable and its gradient at the point (W r, Zr,Λr) is given by:

W̄ r = ∇WH(W,Z,Λ) =

(

mρwjl −
m
∑

i=1

µwµ−1
jl λβli(zli − xji)2

)l=1..k

j=1..n

,

Z̄r = ∇ZH(W,Z,Λ) =

(

nρzli −
n
∑

j=1

2wµjlλ
β
li(zli − xji)

)i=1..m

l=1..k

,

Λ̄r = ∇ΛH(W,Z,Λ) =

(

nρλli −
n
∑

j=1

βwµjlλ
β−1
li (zli − xji)2

)i=1..m

l=1..k

.

(4.46)
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The solution of the subproblem (4.45) is explicitly computed as (Proj stands for the projec-
tion)

(W r+1)j = ProjCj

(

1
mρ

(W̄ r)j

)

j = 1, ...n;

(Zr+1)li = Proj[αi,γi]

(

1
nρ
(Z̄r)li

)

l = 1, .., k, i = 1, ...m;

(Λr+1)l = Proj∆l

(

1
nρ
(Λ̄r)l

)

l = 1, ...k.

(4.47)

Finally, DCA applied to (4.44) can be described as follows.

DCA–SI: DCA applied to (4.44)
• Initialization: Choose W 0, Z0 and Λ0. Let ǫ > 0 be sufficiently small, r = 0.
• Repeat
◦ Compute (W̄ r, Z̄r, Λ̄r) via (4.46).
◦ Compute (W r+1, Zr+1,Λr+1) via (4.47).
◦ r = r + 1
• Until ‖(W r+1, Zr+1,Λr+1)− (W r, Zr,Λr)‖ ≤ ǫ
or |F (W r+1, Zr+1,Λr+1)− F (W r, Zr,Λr)| ≤ ǫ.

4.2.4 Finding a good starting point of DCA

In a similar way to the initial procedure introduced in (Le Thi et al. [2008a]), we propose an
alternative SCAD - DCA–SI procedure for (4.44) which is described as follows.

SCAD - DCA–SI procedure
• Initialization: Choose randomly W 0, Z0 and Λ0. Let max iter > 0 be a given integer.
Set s = 0.
• Repeat
◦ Perform one iteration of SCAD from (W s, Zs,Λs).
◦ Perform one iteration of DCA–SI from the solution given by SCAD to obtain
(W s+1, Zs+1,
Λs+1).
◦ s = s+ 1.
• Until s = max iter.
In our experiments, we use max iter = 2.

4.2.5 Application on image segmentation

Image segmentation is an important processing step in many image, video and computer vi-
sion applications. It is a critical step towards content analysis and image understanding. The
aim of image segmentation is to partition an image into a set of non-overlapped, consistent
regions with respect to some characteristics such as colors/gray values or textures. Image
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segmentation is an important research field and many segmentation methods have been pro-
posed in the literature. For a more complete review on image segmentation methods, the
reader is referred to Haralick and Shapiro [1985], Pal and Pal [1993], Skarbek and Koschan
[1994], Verge Llahi [2005] and the references therein. We can classify image segmentation
methods into four categories (Skarbek and Koschan [1994], Verge Llahi [2005]): methods
based on pixels, on areas, on contours and on physical model for image formation.

Pixel based methods, which consist in regrouping in different regions the pixels contained in
an image, are the simplest approach for image segmentation. There are three main classes
of techniques in pixel based methods:
– Histogram-based technique: firstly, a histogram is computed from all of the pixels in the
image. Then, image pixels are classified as belonging to one of those classes thus formed
by using the peaks and valleys in the histogram.

– Clustering techniques: pixels are grouped, using a hard clustering method, by means of
their color values/textures.

– Fuzzy clustering techniques: instead of using hard clustering, fuzzy clustering is used for
pixel classification task. A popular choice is the FCM algorithm.

We apply now our DCA based algorithm for the weighted feature fuzzy clustering model to
segmentation of color images via fuzzy clustering of pixels.

Protocol testing

We compare the efficiency of our method with three others methods: SCAD (Frigui and
Nasraoui [2004]), DCAFCM (Le Thi et al. [2007c]) and FCM (Bezdek [1981]).

The parameters of each algorithm as chosen as follows: µ ∈ [1.1, . . . , 4.0] for both FCM and
DCAFCM, µ, β ∈ [1.1, . . . , 4.0] for SCAD, and µ, β ∈ [2.0, . . . , 4.0] for DCA–SI. We stop
DCA based algorithms (DCA–SI and DCAFCM) with the tolerance ǫ = 10−4.

As the same way in Frigui and Nasraoui [2004], we map each pixel to an 8–dimensional feature
vector consisting of three colors, three texture features and the two positions of pixels. The
three color features are L∗a∗b coordinates of the color image. The three texture features
(polarity, anisotropy and contrast (cf. Belongie et al. [1998], Frigui and Nasraoui [2004]) are
computed as follows. First, the image I(x, y) is convolved with Gaussian smoothing kernels
Gδ(x, y) of several scales δ: Mδ(x, y) = Gδ(x, y)⊗ (∆I(x, y))(∆I(x, y))t.

– The polarity is defined by p = |E+ − E−|/(E+ − E−), where E+ and E− represent,
respectively, the number of gradient vectors in the matrix Gauss kernels Gδ(x, y) of scale
δ at the pixel (x, y) on the positive and negative sides of the dominant orientation. For
each pixel, an optimal scale value is selected such that it corresponds to the value where
polarity stabilizes with respect to scale.

– The anisotropy is computed by a = 1−λ2/λ1, where λ1, λ2 are the eigenvalues ofMδ(x, y)
at the selected scale.

– The texture contrast is defined as c = 2(
√
λ1 + λ2)

3.
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Experiments

In this section, we execute image segmentation on 7 images taken from Berkeley segmentation
dataset (BSD) (Martin et al. [2001]). These images include the real label of pixels.

To evaluate the segmentation results obtained by four algorithms we compare the results
with the real labels, then compute the PWCO index (percentage of well classified objects).
The results of all experiments are shown in the table 4.8 and the graphic is presented in the
figure 4.3.

Let us consider in detail three examples: image 113044, image 12003 and image 134052.

In the figure 4.5 (Image 113044), we would like to clustering the original image into two
clusters: “horses” and “grasses”. Comparing the methods using feature weights (DCA–SI
and SCAD) with the methods without feature weights (DCAFCM and FCM) we see that
the first approach is clearly better. Indeed, DCA–SI and SCAD detect clearly two part
in images: “horses” and “grasses”, while DCAFCM and row FCM detect incorrectly some
pixel “grasses” (approximate 6.5% with DCAFCM and 12.5% with FCM). Comparing the
effectiveness of DCA based algorithms with other (SCAD and FCM), we observe that DCA–
SI is better than SCAD with the accuracy 97.49% versus 96.98% and DCAFCM is better
than FCM with the accuracy 93.55% versus 87.50%.

Figure 4.6 (Image 12003) is a picture of a starfish. This image includes 3 clusters: the
starfish, the coral (on the upper left and on the right side) and the moss. The clusters
of this image is not separate, the coral seems transparent with the moss background, so
segmentation task of this image is not easy. We see that all of methods can not detect well
the coral class, while the starfish is separated from two remain classes. The best accuracy
in this case is 90.41% (by DCA–SI) and the worst is 51.42% (by FCM).

The leopard image, figure 4.7 (Image 134052) consists of 2 clusters: leopard and background.
DCAFCM and FCM detect some background pixels belonging to leopard and a part of body
leopard as background. As in other examples, the methods using features weighting are
better. The PWCO of DCA–SI as well as SCAD is: 96.61%, while the one of DCAFCM and
FCM a is 80.61%.

Table 4.8: The results of PWCO(%) of 4 methods

Image Size No. Classes DCA–SI DCAFCM SCAD FCM
113044 321×481 2 97.49 93.55 96.98 87.50
124084 321×481 3 93.92 75.19 82.86 74.35
113016 321×481 2 97.06 86.54 96.76 92.68
12003 321×481 3 90.41 64.56 71.05 51.42
134052 321×481 2 96.60 80.61 96.61 80.61
35070 321×481 3 83.06 75.70 80.44 65.69
157032 321×481 6 76.42 68.71 68.12 42.08
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Figure 4.3: Accuracy.

Table 4.9: CPU Time running in seconds

Image Size No. Classes DCA–SI DCAFCM SCAD FCM
113044 321×481 2 78.35 24.10 42.32 9.22
124084 321×481 3 94.31 32.63 79.63 13.64
113016 321×481 2 86.36 21.90 44.13 9.08
12003 321×481 3 108.37 32.74 253.22 14.04
134052 321×481 2 19.49 16.73 38.42 12.43
35070 321×481 3 98.64 32.85 112.82 13.51
157032 321×481 6 164.35 59.20 623.07 27.27
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Figure 4.4: CPU Time running in seconds.

The table 4.8 and table 4.9 (respect. graphic 4.3 and graphic 4.4) show the PWCO values
and time running of all executions on all images. The first two columns are the index and
size of images, which are defined in repository of Berkeley segmentation dataset (Martin
et al. [2001]), the last four columns are the PWCO values and CPU time running for each
algorithm on the corresponding image.

From these tables, we observe that:

i) Comparing the fuzzy clustering algorithms with and without features weighting, say
DCA–SI and SCAD versus DCAFCM and FCM:

DCA–SI give better PWCO than DCAFCM and FCM on all data sets; the gain of
DCA–SI go up to 25.9% (in comparing with DCAFCM) and 39% (in comparing with
FCM) in the starfish (Image 12003);

SCAD is only slightly worse than DCAFCM in a case of Image 157032 (68.12% with
68.71%) and better than DCAFCM in other cases; SCAD is better than FCM on all
cases.

ii) DCA–SI furnishes better PWCO than SCAD with a big gain on Image 12003 (19.4%)
and Image 124084 (11.1%). The PWCO values of DCA–SI are greater than the PWCO
values of SCAD on 6/7 data sets, while the algorithm SCAD is slightly better than
DCA–SI in a case of Image 134052 (96.61% versus 96.60%).

iii) FCM is fastest algorithm out of four and SCAD is the most time consuming.
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4.2.6 Conclusion.

In this section, we have studied DC programming and DCA for weighted feature fuzzy
clustering problem. The optimization model has been formulated as a DC program. Then,
a DC algorithm is developed to solve the resulting problem. The DC decomposition has a
nice feature that is, at each iteration, all operations can be explicitly calculated.

As an application, we have applied our method to image segmentation problem. In our
experiments, we have compared 4 algorithms: DCA–SI, DCAFCM, SCAD and FCM. The
results show the efficiency of weighted feature measures, which allows to improve the perfor-
mance of segmentation task. Furthermore, computational experiments show the superiority
of DCA–SI with respect to the other algorithms. We are convinced that our approach is
promising for weighted features fuzzy clustering.





Chapter 5

An elitist evolutionary approach for
clustering tasks 1

This chapter proposes an elitist evolutionary approach for clustering data sets, without prior
knowledge of the clusters number. The proposed method is based on the clusters number
optimization and in the same time, propose the potential clusters seeds. This method can be
used directly as a clustering algorithm or as an initialization method of k–Means algorithm
without prior knowledge of the clusters number. In the proposed approach, elitist population
is composed of the individuals with potential clusters seeds, we introduce a new mutation
strategy according to the neighborhood search and new evaluation criteria. This strategy
allow us to find the global optimal solution or near-optimal solution for clustering tasks,
precisely finding the optimal clusters seeds without prior knowledge of the clusters number.
The diversity of population can be maintained by evolutionary algorithms subpopulation.
The difference between evolutionary algorithms is implemented by the parameters and we
select only the best concurrent solution which represent the elite solution. The experimental
results show that our algorithm performs well on multi-class data sets, parameters-sensitive
and large-size data sets.

5.1 Introduction

Clustering is a challenging research area in data mining. A common form of clustering is
partitioning the data set into homogeneous clusters such that members of the same cluster
are similar and members of distinct clusters are dissimilar. Determining the optimal clusters

1. This chapter is published under the titles:
[1]. Lydia Boudjeloud–Assala, Ta Minh Thuy. Determine optimal number of clusters with an elitist evo-

lutionary approach, Advances in Knowledge Discovery and Data Mining (PAKDD2014), Lecture Notes in
Computer Science, Volume 8444, pp 324–335 (2014).
[2]. Lydia Boudjeloud–Assala, Ta Minh Thuy. A clustering algorithm based on elitist evolutionary approach.
Submitted to Journal of Classification.
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number is one of the most difficult issues in clustering data. In this work, we deal with the
clustering problem without prior knowledge on the appropriate clusters number and we try
to propose the global optimal or near-optimal clusters seeds.

Clustering algorithms can be broadly classified into two groups: hierarchical and partition
(Jain [2010]). Hierarchical algorithms recursively find nested clusters either in a divisive or
agglomerative method. In contrast, partition algorithms find all the clusters simultaneously
as a partition of the data and do not impose a hierarchical structure.

Common formulation of the clustering problem is assuming S is the given data set include
n data points: S = {x1, x2, ..., xn} where xi (i = 1, ..., n) is a real vector d − dimensions
and an integer k. The goal of clustering is determine a set of k clusters C1, C2, ..., Ck such
that, the points belong to the same cluster are similar, while the points belong to different
clusters are dissimilar in the sense of the given metric. The problem of finding an optimal
solution to the partition of N data into k clusters is NP − complete, and heuristic methods
are widely effective on NP − complete global optimization problems and they can provide
good sub–optimal solutions in reasonable time.

We propose a clustering algorithm that can detect compact, hyperspherical and hyperel-
lipsoidal clusters that are well separated using an Euclidian and the Mahalanobis distance
respectively.

Some recent researches have shown that the problem of search efficient initialization methods
for k–Means clustering algorithm is a great challenge. Numerous initialization methods have
been proposed to address this problem. Celebi et al. (Celebi et al. [2013]) present an
overview of these methods with an emphasis on their computational efficiency. In their
study, they investigate some of the most popular initialization methods developed for the
k–Means algorithm. They describe and compare initialization methods that can be used to
initialize other partition clustering algorithms such as Fuzzy c-means and its variants, and
they conclude that most of these methods can be used independently of k–Means as stand
alone clustering algorithms.

Some others methods are proposed, based on metaheuristics such as simulated annealing
(Babu and Murty [1994]) and genetic algorithms (Babu and Murty [1993]). These algorithms
start from a random initial configuration (population) and use k–Means to evaluate their
solutions in each iteration (generation). There are three main disadvantages associated with
these methods. Firstly, they involve numerous parameters that are difficult to tune (Jain
et al. [1999]). Secondly, due to the large search space, they often require a large number of
iterations, which renders them computationally prohibitive for all most of data sets. Finally,
they use k–Means to evaluate their solutions, which is very inadvisable according to the
objective to use these methods independently of k–Means.

This chapter presents a method that proposes, in the same time, the initial clusters seeds,
with the optimal cluster number, without a prior knowledge of clusters number. We don’t
use k–Means or any other clustering algorithm to evaluate our solution, so, our method can
be used as stand alone clustering algorithms. Generally metaheuristics approaches involve
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numerous parameters that are difficult to tune, to deal with this problem, we propose an
Elitist Evolutionary Approach that involve numerous evolutionary algorithms (EAs). The
difference between them is implemented by the parameters and we select only the best
concurrent solution. This proposition can also address to the problem of exploration the
large search space. The initial populations of numerous evolutionary algorithms (EAs) are
substantially different, so, we can deal with the large data sets in few numbers of iterations.

5.2 State of the art

In this section, we review some of the commonly used initialization methods and elitist
methods.

5.2.1 Initialization methods

Celebi et al. (Celebi et al. [2013]) investigate some of the most popular initialization meth-
ods developed for the k–Means algorithm. Their motivation is threefold. Firstly, a large
number of initialization methods have been proposed in the literature and thus a systematic
study that reviews and compares these methods is desirable. Secondly, these initialization
methods can be used to initialize other partition clustering algorithms such as Fuzzy c-means
and its variants and Expectation Maximization (EM). Finally, most of these initialization
methods can be used independently of k–Means as stand alone clustering algorithms. They
review some of the commonly used initialization methods with an emphasis on their time
complexity (with respect to the number of data points: n). They describe firstly, a linear
time-complexity initialization methods and they compare with quadratic-complexity initial-
ization methods. They conclude that the super linear methods often have more elaborate
designs when compared to linear ones. An interesting feature of the super linear methods is
that they are often deterministic, which can be considered as an advantage especially when
dealing with large data sets. In contrast, linear methods are often non-deterministic and/or
order-sensitive. A frequently cited advantage of the more elaborate methods is that they of-
ten lead to faster k–Means convergence, i.e. require fewer iterations, and as a result the time
gained during the clustering phase can offset the time lost during the initialization phase.
This may be true when a standard implementation of k–Means is used. However, conver-
gence speed may not be as important when a fast k–Means variant is used as such methods
often require significantly less time compared to a standard k–Means implementation.

Some other initialization methods such as the binary-splitting method (Linde et al. [1980])
takes the mean of data as the first center. In iteration t, each of the existing 2t−1 centers is
split into two new centers by subtracting and adding a fixed perturbation vector. These 2t

new centers are then refined using k–Means. There are two main disadvantages associated
with this method. First, there is no guidance on the selection of a proper value for the
vector, which determines the direction of the split (Huang and Harris [1993]). Second, the
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method is computationally demanding since after each iteration k–Means has to be run for
the entire data set.

Some other methods based on metaheuristics such as simulated annealing (Babu and Murty
[1994]) and genetic algorithms (Babu and Murty [1993]). These algorithms start from a
random initial configuration (population) and use k–Means to evaluate their solutions in each
iteration (generation). There are three main disadvantages associated with these methods.
Firstly, they involve numerous parameters that are difficult to tune (initial temperature,
cooling schedule, population size, crossover, mutation probability, etc.) (Jain et al. [1999]).
Secondly, due to the large search space, they often require a large number of iterations,
which renders them computationally prohibitive for all but the smallest data sets. Finally,
their objective is to use them independently of k–Means, but they use k–Means to evaluate
their solutions, which is very inadvisable. Interestingly, with the recent developments in
combinatorial optimization algorithms, it is now feasible to obtain globally minimum Sum
of Squared Error (SSE) clusterings for small data sets without resorting to metaheuristics
(Aloise et al. [2012]).

We introduce a new multi evolutionary algorithm that runs together independently on k–
Means evaluation. To deal with the numerous parameters that are difficult to tune, we
propose to involve together numerous evolutionary algorithms. The difference between them
is the different tunes of parameters and they concur to find the elite solution.

Figure 5.1: EECA schema
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5.2.2 Elitist methods

One of very important tasks during the application of genetic operators is to prevent promis-
ing individuals eliminate from the population. To ensure that the best chromosome is pre-
served, elitist method copy the best individual found so far into the new population. Different
EAs variants achieve this goal of preserving the best solution in different ways. However,
elitist strategies tend to make the search more exploitative rather than explorative and may
not work for problems in which one is required to find multiple optimal solutions (Sarma
and De Jong [1997]).

Elitist methods are widely applied on different domains, Leung and Liang (Leung and Liang
[2003], Liang and Leung [2011]) introduce a new technique called adaptive elitist popula-
tion search method for allowing uni-modal function optimization methods to be extended
to efficiently locate all optima of multi-modal problems. The developed method has been
shown to be very efficient and effective in finding multiple solutions of the benchmark multi-
modal optimization problems. The proposed technique is based on the concept of adaptively
adjusting the population size according to the individual dissimilarity and the novel elitist
genetic operators.

Das et al. (Das et al. [2008]) proposed a method based on a modified version of classical
Particle Swarm Optimization algorithm, known as the Multi-Elitist Particle Swarm Opti-
mization model. The proposed algorithm has been shown to meet or beat the other state of
the art clustering algorithms in a statistically meaningful way over several benchmark data
sets. The unique disadvantage of this algorithm is to choosing the best suited parameters to
find optimal solution.

Chen and Lu (Chen and Lu [2008]) present an investigation on local-search heuristic method
called Extremal Optimization (EO) with its application in numerical multi-objective opti-
mization and proposes a new elitist multi-objective algorithm, called Multi-Objective Ex-
tremal Optimization (MOEO). The simulation results indicate that the proposed approach
is highly competitive with the state-of-the-art multi-objective evolutionary algorithms.

Qasem and Shamsuddin (Qasem and Shamsuddin [2011]) developed an Mimetic Elitist
Pareto Differential Evolution algorithm, in order to deal with the hybrid learning prob-
lem (unsupervised and supervised learning), they use the multi-elitist approach to help the
learning algorithm to get out of local minimum, therefore improving the accuracy of the
proposed learning model.

Gou et al. (Gou et al. [2013]) apply Multi Elitist approach on quantum clustering problems.
They use these methods to don’t getting stuck in local extremes. They used the mechanism
of cluster center updating with a property of k–Means clustering, which could influence the
clustering results. This is one of disadvantages of this method, with adding some parameters
which the method is based on.

According to the elitist strategy, that work for problems in which one is required to find
multiple optimal solutions, we introduce a new approach where multi evolutionary algorithms
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run together in same time to compare their proposed solutions, and we select only the best
one which is the optimal or nearest optimal solution and considered as the elite solution.

5.3 Proposed elitist evolutionary clustering algorithm

- EECA

Elitist Evolutionary Clustering Algorithm (EECA) (figure 5.1) combines different techniques
that consists of evolutionary algorithms with elitist approach and local search approach. This
EECA allows us to determine the optimal cluster number as well as finding cluster seeds,
to obtain clustering solution. It can also be used as an initialization method for k–Means
algorithm or other clustering algorithms. Elitist population is composed of the individuals
with high affinity, which is considered to play dominant roles in the evolutionary process. It
can help to find the global optimal solution or near-optimal solution for most tested tasks.
The diversity of population can be well maintained by general evolutionary subpopulation.
These different clustering task are implemented by the new proposed mutation strategy,
crossover operators and fitness function.

5.3.1 Evolutionary algorithm

In this section, we try to explain succinctly the first part of Elitist Evolutionary Clustering
Algorithm (EECA) which is the collection of evolutionary algorithms as we can see in right
of the figure 5.1. We describe evolutionary components of one evolutionary algorithm before
details on the difference between them.

5.3.1.1 Gene representation

We consider an evolutionary individual (chromosome) which is a combination of kmax poten-
tial optimal seeds, with kmax is an input parameter of algorithm. Each gene in evolutionary
individual is an integer number, which take values from {1, 2, .., n} indicates the data point
identification, these points are chosen as initial cluster centers. The gene with value 0 means
that no point is selected. The number of gene in the optimal solution different from 0 is the
optimal clusters number. Each data point is a vector d − dimensions containing the d real
values. We want to diversify the population, for this, each gene is selected by random uni-
form distribution over the set of position data {0, 1, 2, ..., n}. Associating a frequency rate at
each data point, each new evolutionary individual will be composed by the data points that
have frequencies equal or near zero (equal 0 when this point has not been used previously).



An elitist evolutionary approach for clustering tasks 111

5.3.1.2 Population initialization

The population initialization is created by nbpop evolutionary individuals with nbpop given
before. This population represents the evolutionary subpopulation of our elitist evolution-
ary clustering algorithm (EECA). Each evolutionary individual corresponds to a specific
clustering solution.

We impose to have an initial population without redundant evolutionary individuals. Study
individual is applied on each evolutionary individual which is created, we then verify, that is
no identical evolutionary individual, in the population which have same gene. At this step,
the first population is ready. Once the population is evaluated and sorted according to the
fitness function we operate the evolutionary operator described bellow.

5.3.1.3 Evolutionary operators

The classical or natural operators are the mostly used; even if they are used frequently they
are not appropriate. Therefore some researchers (Radcliffe [1991]) propose to adapted the
operator to the proposed problem.

The crossover operation produces new offspring evolutionary individuals from parent indi-
viduals. Two new evolutionary individuals are created by exchanging genes from two parent
chromosomes. This exchange may start from one or several positions in the chromosomes
called cut point. We can use two types of crossover, a randomly determined cut point or
an optimized cut point. In the latter case, we determine the best point before the cut, this
implies an evaluation of each possible cut for the individual.

For our case, we choose the cut point that obtain the child better than the parent or the
best child resulted by repeated iteratively crossover.

The mutation makes gene inversion in the evolutionary individual. This evolutionary op-
erator is used to avoid the degeneration of the population in order to prevent a too fast
convergence of the evolutionary algorithm. If implemented appropriately, the operator can
make the algorithm able to leave from local optimum. The mutation is usually applied with
a small probability (probm, algorithm parameter). The mutated gene is replaced by a new
gene, which is chosen according to neighborhood search (section 5.3.2), we should verify if a
new gene value is not in neighborhood of others genes composed the evolutionary individual
according to our clustering problem. If we do not find this new gene, we change the this
value by 0. It is evident that we study the composition of each creation of new individual
to have a different genes in a specific evolutionary individual.

5.3.2 Adaptive neighborhood search

The mutation is performed to avoid the degeneration of the population in order to prevent
a too fast convergence of the evolutionary algorithm. If implemented appropriately, the
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operator can make the algorithm able to leave from local optimum. The mutation operator
is generally performed to optimize the local search with a fixed probability probm. When we
operate the mutation we should verify firstly, if all genes are different, secondly, according to
obtained different potential cluster seeds, where clusters must be separate, we should verify
if a new mutated gene is not in neighborhood of others genes composed the evolutionary
individual. We operate mutation by, choosing randomly the gene to be muted, and changing
the gene value by new value which is not on the neighborhood of other genes composed
the evolutionary individual, and if we do not find this new gene, we change the value by
0. In order to obtain the neighborhood gene, we search the set of data points that are in
the neighborhood of this point, this set represents then the cluster of the ones close enough
to the seed. To determine automatically this cluster containing the close enough points to
the seed, we determine automatically the cluster limit. For this, we choose the threshold
Ω (algorithm parameter) by computing the distance between all the data points and the
cluster seed and ordering them from the closest object to the farthest. We then try to find
an abrupt increasing of distance that will indicate the cluster limit.

We choose to use the peak detection method presented by Palshikar (Palshikar [2009]). This
method depends on the parameter Ω to detect abrupt of different distance. By authors,
Ω = {1, 2, 3} is sufficient to find a good solution. Other cluster limit detection might be
used, but this one is fast and gives the algorithm a complexity of O(n× d× (p+ g)), where
n is the number of data points, d the number of dimensions, p the population size and g the
number of generations.

5.3.3 Adaptive elitist-population search

Generally, the goal of the adaptive elitist-population search method is to adaptively adjust
the population size according to the features of the objective to achieve. Firstly, each single
elitist individual searches one solution; and secondly, all the individuals in the population
search different solutions in parallel.

We define elite population as a set of individuals with the best fitness on different solutions
of evolutionary populations. Then we propose the elitist evolutionary operators that can
maintain and even improve the diversity of the population through adaptively adjusting the
population size and performing different evolutionary algorithms.

A major advantage of using EAs over traditional learning algorithms is the ability to escape
from local minimum, its robustness and its ability to adapt itself to a changing potential
solution environment.

Our evolutionary algorithm depends on 4 parameters: nbpop, nbiter, probm and Ω. We per-
form as much as possible many evolutionary algorithms according different values of these
parameters and then we select the better solution of each of them in the elite population.
The best solution represents a single elite individual, without focusing on setting parameters.
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5.3.4 Fitness computation

Our objective is to find clusters that are compact and separated between them, for this we
combine three functions. The first objective is to minimize the overlapping between clusters,
this criteria is defined by:

OP =

k
∑

i 6=j

Card(Ci ∩ Cj)

The second objective is to verify that whole data are contained in the different clusters. We
define this criteria by:

k
∑

i 6=j

Card(Ci ∪ Cj) = n

Finally, to optimize the clusters number we use Calinski and Harabasz index (CH − index)
(Caliński and Harabasz [1974], Vendramin et al. [2009]), which represent, a ratio of the
sum of between-cluster and the sum of within-cluster. The best clustering is achieved when
CH − index is maximized, and is expressed as follows:

CH(k) :=
[traceB/(k − 1)]

[traceW/(n− k)]

where n is the number of points data, k is clusters number

traceB :=
k
∑

i=1

|Ci| ‖Ci − x‖2

traceW :=

k
∑

i=1

∑

j∈Ci

‖xj − Ci‖2

with |Ci| is the number of objects assigned to the cluster Ci (i = 1, . . . , k); Ci is a center of

class Ci and x = 1
n

n
∑

i=1

xi is the global center of all data points.

Several measures to optimize the clusters number have been proposed. Davies-Bouldin index
Davies and Bouldin [1979] considered as a ratio of the intra cluster scatter, to the inter cluster
separation, a lower value will mean that the clustering is a good partition. Another index
is Dunn’s index Dunn [1974], which aims to identify dense and well-separated clusters. It
is calculated by the minimal the ratio between the inter cluster distance and maximal intra
cluster distance. One index is the most frequently using in the literature is the sum of squared
error (SSE) index Kudová [2007] Sharma and Rai [2012]. It is sum of minimal distance
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objects and centers. Milligan and Cooper Milligan and Cooper [1985] presented a survey
and comparison of 30 internal validity indexes for clustering algorithms and out-perform that
CH − index is one of the best solutions. This is why we focus only on CH − index, and use
it to evaluate and find optimal number of clusters.

5.4 Experiments

In our experiments, we perform an Elitist Algorithm with varying different parameters values
in each Evolutionary Algorithm. We vary Evolutionary Algorithm parameters nbpop, probm,
nbiter and Ω as follows:

– nbpop ∈ {50, 100, 150}
– probm ∈ {0.1, 0.2, 0.3}
– nbiter ∈ {200, 300, 500, 1000}
– Ω ∈ {1, 2, 3}
For each data set we perform the elitist algorithm with 12 EAs and kmax = 10. All algorithms
have been implemented in Visual C++ 2008, run on a PC Intel i5CPU650, 3.2 GHz of 4GB
RAM.

5.4.1 Fitness function evaluation

In this series of experiments, we evaluate our fitness function, which focus on minimizing
OP in each EAi and sort the elite population by CH(k) (EECA in the table 5.2). To do
this evaluation we compare the results with the obtained results on maximizing CH(k) in
each EAi and in the elite population (EACH in the table 5.2).

To evaluate the performance of the proposed method, we proceed several experiments on data
sets from University of California at Irvine (UCI) machine learning benchmark repository
(Newman and Merz). Data sets information are summarized in Table 5.1. The synthetic
data set is composed by five clusters with Gaussian distribution in two dimensions.

The results of finding optimal k are illustrated in table 5.2.

As we can see in the table 5.2, we find exactly the same number of clusters as in real data
sets using overlapping function combined with CH(k) index. When only CH(k) index is
used, we always find k = 2, (except two data sets: Ecoli and Synthetic data sets). This
result can be explained by the formula of CH(k) index, when we try to maximize only this
index, we converge to small number of clusters. To find the data set partitions, we use a
radius limit detection method based on hyperspherical cluster forms. For Synthetic data set
which presents prefect hyperspherical clusters, both cases perform perfectly. But in other
data sets it seems important to consider the overlapping fitness in the first, and then to select
the better solution according to the CH(k) index. To confirm our results, we visualize some
data sets using scatter plot methods (Carr et al. [1986]) which represent all 2D projection
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Table 5.1: Datasets description

Dataset No. Points No. Attributes No. Clusters
Iris 150 4 3
Vehicule 846 18 4
Haberman 306 3 2
Synthetic 500 2 5
Wine 178 13 3
Blood Tranfusion 748 4 2
Seed 210 7 3
Ecoli 336 7 8

Table 5.2: Results description

Dataset k-real EACH EECA
Iris 3 2 3
Vehicule 4 2 4
Haberman 2 2 2
Synthetic 5 5 5
Wine 3 2 3
Blood Tranfusion 2 2 2
Seed 3 2 3
Ecoli 8 7 8

of the data set. The figure 5.2 represents the projection of Iris data set, and the figure 5.3
represents the projection of Haberman data set. As we can see in the figures, the color points
(different forms) represent the real clusters, and in red (square form) we can see the clusters
seeds that are detected by our method. We can note that each of them corresponds to the
real clusters, and can be considered as the center of the different clusters or as initial seed
for any clustering algorithm.

These results and the visualizations showed the effectiveness of our methods on data sets
that have compactness clusters structures. As we can see in the figure 5.4, that represent
a synthetic data set, composed by five clusters, with Gaussian distribution. We can easily
adapt our method with changing and adapting distance measures to extract other cluster
structures. We can also improve our method with allowing an overlapping degree between
different extracted clusters. This approach allows us to apply our method on more different
data sets structures that can be added on the benchmark. In the next experiment, we
will introduce another fitness function according to the overlapping data or hyperellipsoidal
structure.
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Figure 5.2: Scatter plot vi-
sualization of Iris data set
with detected seeds

Figure 5.3: Haberman data
set with detected seeds

Figure 5.4: Synthetic data
set with detected seeds

5.4.2 Finding optimal k

In this series of experiments, we test if our methods find automatically the number of clusters
on different data sets and the computational time. The data sets are from University of
California at Irvine (UCI) machine learning benchmark repository (Newman and Merz)
(table 5.3) and some other high dimensional data sets are from the Kent Ridge Bio-medical
data sets Repository (Jinyan and Huiqing) and the InfoSel++ library (Jacek et al.) (table
5.4). We indicate for each data set the size, the real number of cluster as we known.

Table 5.3: Multi-class data sets

Data sets No. Points No. Attributes No. Clusters optimal k Time (s)
Synthetic 500 2 5 5 11
Iris 150 4 3 3 3
Vehicule 846 18 4 4 26
Glass 214 9 6 6 4
Blood Transfusion 748 4 2 2 30
Ecoli 336 7 8 8 7
Breast Tissue 106 9 6 6 2

As we can see in tables 5.3 and 5.4 the algorithm is pretty fast on moderate size data sets and
it takes just a few minutes on the large ones. These results are encouraging, the proposed
method can be used and optimized to explore relatively large data sets. We can apply, for
example, pretreatment data sets as feature selection to improve the execution time for high
dimensional data sets.



An elitist evolutionary approach for clustering tasks 117

Table 5.4: High dimensional data sets

Data sets No. Points No. Attributes No. Clusters optimal k Time (s)
Leukemia 2 34 7129 2 2 81
Leukemia 3 72 7129 3 3 182
Leukemia 7 327 12558 7 7 790
Embryonal Tumors 60 7129 2 2 133
Colon Tumor 62 2000 2 2 41

5.4.3 Accuracy

In order to evaluate the algorithm accuracy, we will be using Rand index and PWCO (percent
well classified objects) as correctness evaluation. We compare our approach with k–Means
(Macqueen [1967]) and k–Medoids (Kaufman and Rousseeuw [1987]) clustering algorithms on
different data sets. For k–Means and k–Medoids clustering algorithms, we fixed k (number
of clusters) as the known real number of data set clusters, and then we apply respective
algorithms. For our approach (EECA), we run with 12 EAs and kmax = 10 to find the
optimal number of clusters and potential clusters seeds. The Rand index and PWCO are
computed according to affected points to respective clusters seeds.

Rand index is defined as :

Rand =
a+ b

a + b+ c+ d

With given a data set S of n elements and two partitions X = {X1, . . . , Xr} which is
a partition of S into r subsets and a partition Y = {Y1, . . . , Ys} of S into s subsets. a
represents the number of pairs of elements in S that are in the same set in X and in the
same set in Y , b represents the number of pairs of elements in S that are in different sets in
X and in different sets in Y , c represents the number of pairs of elements in S that are in
the same set in X and in different sets in Y and d represents the number of pairs of elements
in S that are in different sets in X and in the same set in Y .

The other index is PWCO, which is defined as:

PWCO =
1

n

k
∑

i=1

Correct(wi, ci).

where wi is the partition of cluster i, ci is the real partition of this class, Correct(wi, ci)
represents the number of correct points in cluster i when compare its partition cluster with
real known class result, n is the total number of points, and k is the clusters number.

5.4.3.1 Test performance on multi-class data sets

Due to the random initialization of k–Means and k–Medoids clustering algorithms, the clus-
tering results may be influenced by its initialization. The table 5.5 presents the evaluation
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indexes of different clustering algorithms on multi-class data sets, and it is shown that our
approach is competitive with other classical clustering algorithms. The principal advantage
of our approach is that we don’t need to know the number of clusters and in the same time,
find the potential clusters seeds that concur perfectly with those founded with k–Means and
k–Medoids clustering algorithms, knowing that we had in input knowledge of the clusters
number. We note that, the initial points of k–Means and k–Medoids are randomly chosen
from given points.

As we can see in the table 5.5 were the data sets represents multi-class patterns between 2
and 8 clusters, EECA find a greater of equal the PWCO and Rand index values in 4 data
sets, and EECA find PWCO and Rand index results are very close for the two last data sets.

5.4.3.2 Test performance on high dimensional data sets

In order to test the efficiency of EECA on high dimensional data sets clustering, we choose
five data sets from Kent Ridge Bio-medical data sets Repository (Jinyan and Huiqing) and/or
from InfoSel++ library (Jacek et al.). As we can see in the table 5.6, in Embrional Tumors
data set, our method is better both k–Means and k–Medoids algorithms. In other cases we
are as well as one of the two other clustering algorithms. In Leukemia 7, EECA is better
than k–Medoids, same as with Lukemia 2, where k–Means presents the best. In Leukemia
3, EECA is better than k–Means, where k–Medoids presents a better PWCO.

5.4.3.3 Test performance on overlapped data sets

We generate artificial data sets to validate proposed algorithm for multi-class overlapped
data sets clustering performance. Three data sets are generated by MixSim software
(Melnykov et al. [2012]) based on R language. The MixSim package has a parameter
BarOmega control the overlapping degree. Each data set consists of 500 points on 2 di-
mensions with 5 clusters: MS-001 (figure 5.5), MS-005 (figure 5.7), MS-008 (figure 5.9), with
BarOmega = {0.01, 0.05, 0.08} respectively. The figures 5.5, 5.7 and 5.9 shown the different
generated data sets and how clusters in the different data set are overlapped.

We then apply our approach EECA, to find automatically the optimal number of clusters
and the potential cluster seeds, with running 12 EAs and kmax = 10.

To respect the overlapping degree of the data sets, we replace the overlapping function by
the new formula:

k
∑

i 6=j

Card(Ci ∩ Cj) = α ∗ n

With α represent percentage of data points that we accept to be in the intersection of some
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Table 5.5: Performance on multi-class data sets

Data set Algorithm PWCO (%) Rand index
Synthetic EECA 100 1.00

k–Medoids 100 1.00
k–Means 100 1.00

Iris EECA 90.67 0.89
k–Medoids 89.33 0.88
k–Means 89.33 0.88

Vehicule EECA 36.76 0.50
k–Medoids 34.40 0.65
k–Means 37.35 0.65

Glass EECA 49.53 0.67
k–Medoids 42.99 0.66
k–Means 44.86 0.68

Blood Transfusion EECA 76.87 0.64
K-Medoids 57.35 0.51
k–Means 75.27 0.63

Ecoli EECA 59.23 0.79
k–Medoids 66.67 0.83
k–Means 60.42 0.81

Breast Tissue EECA 40.57 0.63
k–Medoids 51.89 0.79
k–Means 41.51 0.79

Table 5.6: Performance on high dimensional data sets

Data set Algorithm PWCO (%) Rand index
Colom Tumor EECA 51.61 0.49

k–Medoids 53.23 0.49
k–Means 54.84 0.50

Embryonal Tumors EECA 65.00 0.54
k–Medoids 46.67 0.49
k–Means 45.00 0.50

Leukemia 2 EECA 61.76 0.51
k–Medoids 61.76 0.51
k–Means 70.59 0.57

Leukemia 3 EECA 43.06 0.43
k–Medoids 51.39 0.55
k–Means 41.67 0.53

Leukemia 7 EECA 55.05 0.73
k–Medoids 53.21 0.76
k–Means 61.16 0.83
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clusters. Without forgetting to verify that whole data are contained in the different clusters:

k
∑

i 6=j

Card(Ci ∪ Cj) = n

The figures 5.6, 5.8 and 5.10, represent the projected data sets with in red (square shape)
potential seeds that EECA found. As we can see in these figures, the EECA detect correctly
the different seeds. Indeed the optimal number of cluster is 5 and correspond on the real
number of clusters, in the projection, the optimal founded seeds have a correct positions for
all clusters. EECA find the optimal seeds with the value of α = 10%. We can conclude
that our approach can be applied on the overlapping data sets. As we can see in figure 5.11
and figure 5.12, where represent the founded seeds in red (square shape), applying k–Means
clustering algorithm with respectively k = 4 and k = 5. EECA results are better than
or as well as k–Means results, without forgetting that k–Means needs to fixed the k input
parameter. The projected seeds in the figure 5.12 are obtained with fixing k to 5 but their
positions are not already optimal unlike EECA where find optimal seeds without fixing k.

Figure 5.5: MS-001 Data set Figure 5.6: EECA cluster seeds on MS-001

5.4.4 Initialization methods performance

In order to evaluate how our approach is benefit as initialization methods, we test the
performance of k–Means and k–Medoids clustering algorithms with fixing initial points as
the seeds founded by EECA. We fist apply EECA, we found the optimal number of cluster
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Figure 5.7: MS-005 Data set Figure 5.8: EECA cluster seeds on MS-005

Figure 5.9: MS-008 Figure 5.10: EECA clusters seeds on MS-008
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Figure 5.11: k–Means clusters seeds on MS-
008 Data set with k=4

Figure 5.12: k–Means clusters seeds on MS-
008 Data set with k=5

and the potential cluster seeds. We then fixed k and apply k-Means and k-Medoids with
parameters the identification of initial seed points.

The table 5.7 shown in the third column (column Algorithm Alone PWCO), the different
results of stand alone clustering algorithms with fixing only k for k-Means and k-Medoids
algorithms. The initial points are choosing randomly.

In the last colon (column With optimal initial point), the results shown the accuracy where
applying algorithms with fixed parameters founded with EECA (k and initial seeds).

As we can see in the table 5.7, with using EECA initial seeds the classical algorithms improve
their performances for the majority of data sets. These results proofs that our approach is
as effective as classical algorithms and even better in some cases. It is important to note
that our approach find automatically the optimal number of clusters, and thus overcomes
the associated problems.

5.4.5 Finding hyperellipsoidal clusters

In order to evaluate how our approach is benefit to other cluster patterns, we test the
performance of EECA on generated artificial data sets to validate proposed algorithm for
multi-class hyperellipsoidal pattern data sets (figure 5.13). This data is generated by C
language over Julia’s code (Julia and Joshua).

As we can see in the figure 5.14, EECA finds the optimal seeds corresponding to the dense
clusters. Indeed the optimal number of cluster is 4 and EECA find 7 centers. In the pro-
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Table 5.7: Algorithms correctness comparison

Datasets Algorithms Algorithm Alone With optimal
PWCO(%) initial point(%)

Synthetic EECA 100 -
k–Medoids 100 100
k–Means 100 100

Iris EECA 90.67 -
k–Medoids 89.33 90.67
k–Means 89.33 89.33

Vehicule EECA 36.76 -
k–Medoids 34.40 34.40
k–Means 37.35 40.31

Glass EECA 49.53 -
k–Medoids 42.99 42.99
k–Means 44.86 49.53

Blood Transfusion EECA 76.87 -
K-Medoids 57.35 58.16
k–Means 75.27 68.32

Ecoli EECA 59.23 -
k–Medoids 66.67 66.67
k–Means 60.42 73.81

Breast Tissue EECA 40.57 -
k–Medoids 51.89 51.89
k–Means 41.51 50.00

Colom Tumor EECA 51.61 -
k–Medoids 53.23 53.23
k–Means 54.84 51.61

Embryonal Tumors EECA 65.00 -
k–Medoids 46.67 46.67
k–Means 45.00 45.00

Leukemia 2 EECA 61.76 -
k–Medoids 61.76 61.76
k–Means 70.59 70.59

Leukemia 3 EECA 43.06 -
k–Medoids 51.39 51.39
k–Means 41.67 62.50

Leukemia 7 EECA 55.05 -
k–Medoids 53.21 53.21
k–Means 61.16 66.06



124 An elitist evolutionary approach for clustering tasks

Figure 5.13: Projection of hyperellipsoidal
clusters

Figure 5.14: EECA optimal cluster seeds on
hyperellipsoidal clusters

jection, the optimal founded seeds have correct positions for all dense clusters: two dense
regions in the yellow, blue and green clusters, but only one ellipsoidal dense cluster (in
brown). We also conclude that our approach can be applied on the different patterns of
cluster that present dense patterns, it just need to adapt the distance measure, in this case
we use the Mahalanobis distance (Mahalanobis [1936]).

5.5 Conclusion

This chapter proposes a new method that finds in the same time the initial clusters seeds
with the optimal cluster number without a prior knowledge of cluster number in reasonable
execution time. We don’t use any clustering algorithm to evaluate our solution, so, our
method can be used as a stand alone clustering algorithm dealing with hyperspherical and
hyperellipsoidal clusters. We propose a new mutation strategy using neighborhood search
and we use an automatic radius limit detection method in this strategy. We also introduce
a new combined fitness functions to evaluate our solution.

To deal with the problem of involving numerous parameters, we propose an Elitist Evo-
lutionary approach that involves numerous evolutionary algorithms (EAs). The difference
between them is implemented by the parameters and we select only the best concurrent
solution. This proposition can also address to the problem of exploration the large search
space. The initial populations of numerous EAs are substantially different, so, we can deal
with the large data sets in few numbers of iterations.
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We provide several experiments on data sets with different sizes, patterns and overlapped
structures. Our results are promising, and the proposed clustering methodology produces
high clustering success. These results demonstrate our approach is as effective as classi-
cal algorithms, even better in some cases. It is important to note that our approach find
automatically the optimal clusters number, and thus overcome the related problems.

In the further work, we intend to test our approach on different subspaces, we think that the
optimal clustering can be different according the subspace data projection. Another possi-
bility would be to explore our method on multi-view clustering or on subspaces clustering.
We can also investigate the possibility to apply our approach to data stream, with assuming
the possibility to treat the data on sub-time windows.





Conclusion and Future works

In this thesis, we have focused on four classes of problems in data clustering: clustering data
streams, clustering massive data sets, weighted hard and fuzzy clustering and finally the
clustering without a prior knowledge of the clusters number.

We developed DC programming and DCA for solving some classes of problems cited before.
Our methods are also, based on elitist evolutionary approaches.

We proposed firstly, to use the clustering algorithm DCA-MCSS to deal with data streams
using two windows models: fix-windows and sliding windows. We presented a local clustering
strategy of clustering data stream by sub windows problem, and DCA-Stream for clustering
data stream over sliding windows problem.

For the problem of clustering massive data sets, we proposed DCA based algorithms with two
phases. In the first phase, the data is divided into subsets, on which we applied DCA-MSSC
algorithm for clustering. In the second phase, we developed a DCA scheme for the problem
clustering on the weighted centers set obtained in first phase.

The relevant attributes are useful for clustering process, thus we have investigated DC pro-
gramming and DCA on two models: bilevel and mixed integer program using attribute
weights. Two models were recast as DC programs, one of them is based on the reformula-
tion technique and exact penalty in DC programming. Then, we proposed appropriate DC
decompositions and corresponding DCA. We also presented an extended model of weighted
attributes based on DCA, which is weighted feature fuzzy clustering model. We applied our
approach on the image segmentation problem.

The final issue addressed in this thesis is the clustering without a prior knowledge of the
clusters number. We proposed an elitist evolutionary approach, where we applied several
evolutionary algorithms (EAs) at the same time, to find the optimal combination of initial
clusters seed and in the same time the optimal clusters number.

We tested our algorithms on both synthetic data set and real–world data set on different pa-
rameter settings. The experiment results illustrated the efficiency of our proposed algorithms
and its superiority with respect to standard algorithms.

Concerning the future works, we plan to develop new models for maintaining the information
structure and/or summarizing statistics of stream, to deal with data stream.
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We will study the use of attribute weights in the context of clustering data stream, clustering
massive data sets or features selection problems. The studies of the DC decomposition as
well as the strategies of initial points in the DC algorithms are still open issues.

The partition of data in clusters as well as the number of clusters may change over time. At
two different times, one cluster can be split, merge, delete or a new cluster can appear, one
data point can move from this cluster to another cluster. Some of the proposed methods
such as evolutionary elitist approach can be improved to propose some solutions for these
problems.

We can also investigate the possibility of combining the DCA approach with elitist evolu-
tionary approach to determine the number of groups and clustering tasks and/or mining
data stream with sub-windows strategy.

We may consider parallel processing of our approach in experiments: perform parallel clus-
tering in each sub–window; in the first stage of clustering massive data sets problem; or
execute parallel each evolutionary algorithm.

In the future, we intend to apply the DC Programming and DCA in other domains such as
outlier detection, intrusion detection system, also classification problems, . . . . We believe
that DCA is an innovative approach in data mining, as well as in nonconvex programming,
non smooth and/or large-scale problems.
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