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FResune

Formulation du probéme

La recherche de la meilleure utilisation de lenergie powrn \ehicule donre revient

a ceterminer comment ce \ehicule doit &tre conduit, de &con a minimiser la
guantiee denergie utilie pour un trajet donre en un temps donre. Pour un
\ehicule automobileevoluant dans le tra c, par nature changeant et impevisible,
le recherche d'une telle straegie de conduite implique Iprise en compte de
contraintes en temps eel.

Cette these est principalement consacee a ce probemeaussi bien dans les
aspects theoriques que pratiques, pour le cas d8&'Volt (Figure 1), un prototype
electrique participanta des competitions de \ehiculesa basse consommation. Par-
ticulerement, le prototype Vir'Volt participea I'European Shell Eco-Marathon,
course europeenne al le vainqueur aura parcouru une distee donree a une
vitesse moyenne impose en utilisant la quantie minimad denergie. Plusieurs

Figure 1: LeVir'Volt prototype lors de I'European Shell Eco-Marathon 2011.

approches sont successivementetudees dans la solutide ce probeme.



Calcul hors-ligne de la straegie de conduite

En premere approche, on consicere un mockle lireaire ® temps discret. Ce
mockle est obtenu par identi cation experimentale (Figure 2). On deduit en-

Figure 2: Identi cation experimentale.

suite du mockle, apes optimisation hors-ligne, une striagie de conduitea faible
consommation correspondanta un parcours optimal (str&gie de conduite opti-
male). Une Commande Pedictive (MPC) est impemente dars le \ehicule pour
suivre, en temps eel, cette trajectoire. La commande pdictive prend en compte
letat eel du \ehicule, et lecarta la position icka le, ainsi que des contraintes im-
poses en temps kel (correspondant par exemplea des lit@tions de vitesse en
entee de virages ou lors de densi cation du tra c). De maere tes classique, la
MPC propose consistea calculer,a chaque pas de tempsne@ commande per-
mettant d'amener le syseme dans un ensemble invariant §icun polytope) au
une commande par retour déetat lireaire garantira la stablie (Figure 3).

Transformation homotletique de I'ensemble invariant

Du fait du carackre variable des contraintes, un tel ensebbe invariant varie et
doit étre recalcuka chaque pas de temps. La principaleguveaut consiste en un
arti ce destirea aleger consicerablement la charge de calcul: I'ensemble invari-
ant retenu sera l'image par une homottetie (de rapport vadble) d'un ensemble
invariant xe calcuk hors-ligne (Figure 4).

Le calcul de la commande revient essentiellementa cetenimer,a chaque pas
de temps, le rapport de cette homothetie. L'algorithme gun en ceduit est su -
isamment eger pour &tre impemene sur un micro-cont®leur embarqge. Sur un



Figure 3: Ensemble invariant polytopiqueX; .

Figure 4: Le nouvel ensemble invariant est I'image par une hatietie d'un
ensemble invariant xe calcuk hors-ligne.

plan theorique, on montre la stabilie et la convergence @ la commande pedictive
variant dans temps.

MPC pour sysemes Lireairesa Paranetre Variable (LPV)
avec des ensembles invariants ellipsodales et Fonctions de
Lyapunov Bependantes de Paranetre (PDLF)

Dans une deuxemeetape, pour mieux prendre en compte learaceristiques non
lireaires du syseme et pro ter de la nature lireaire de la commande pedictive,



on consicere un mockle LPV (Lireaire a Paramnetre Variable) en temps dis-
cret. Dierentes approches de construction d'une MPC sontenvisagees. Les
nmethodes de calcul de I'ensemble invariant ellipsodaleposant sur des Iregalies
Matricielles Lireaires (LMI), sont teskees, en-ligne ouavec report partiel de cal-
culs hors-ligne. Le meilleur compromis pour un calcul emlzpe est atteint
avec un calcul hors-ligne et I'utilisation d'une Fonction & Lyapunov Dependant
de Paranetre (PDLF). La forme explicite de la commande pernteune anal-
yse compkte de sa stabilie malge la non-lirearie du mockle. Les esultats
exgerimentaux (avec impementation sur le prototype et alcul de la commande
sur micro-contréleur (Figure 5)) montrent de bonnes performances de suivi de
trajectoire pour de petites perturbations.

Figure 5: Commande embarcee sur micro-contréleur.

Calcul en-ligne de la straegie de conduite

Les deux premeres approches avaient pour cefaut d'étrdes mockles en temps
discret. Les moyens de calcul embarqte volontairement ligs ne permettent que
des calculsa horizon court. Mais une pecision acceptadldu mockle suppose des
pas de temps souvent petits, et donc des horizons lointaingars les calculs de
MPC pour garantir la stabilie. Le rendement tes mauvaisa bas couple im-
pose des strakgies de commande de typa-o0 , avec la di cule suppementaire
gue chaque cemarrage du moteur suppose de remettre en momesnt la chane

Vi



de transmission, ce qui entrane une petite mais non regligille consommation
denergie. Ce carackere non lisse du colt est en geretates dicile a pren-
dre en compte d'un point de vue nunerique. On propose ici uneommande
adaptative, a horizon variable, base sur une heuristige tes simple consistant
a faire osciller la vitesse du \ehicule entre deux paliersle vitesse. L'horizon
d'optimisation cepend de la dynamique, identiee en temps eel. Le caracere
adaptatif conkre une grande stabilie. L'impkementation est possible pour un
colt calculatoire extrémement faible (la puissance mayee consommnee par le
micro-contréleur utilise est de I'ordre de 10 mW). Cette nethode aee utiliee
pour la commande enterement automatique du \ehicule (asc contrble de la po-
sition par GPS (Figure 6)) lors de la competition o cielle en 2014, pour des
performancesenergetiques comparables aux esultatses pilotes humains.

Figure 6: Commande enterement automatique du \ehicule s du Shell Eco-
Marathon 2014.
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Abstract

The main objective of this thesis is to propose controlled thing strategies for
an electric vehicle prototype that must achieve a minimal esrgetic consumption.
The prototype under consideration is namedir'volt and is involved every year in
the Shell Eco-Marathon European race. The main issue, whichn be considered
as the guiding principle of this work, is to propose contrald driving strategies
which can be embedded into the digital devices of the vehiclds a result, the
driving strategies must be compatible with real time consgints, limited memory
and computational capacities of the electronic equipmentThe computation of
the strategies must require itself a low power consumption.

First, a suitable nonlinear model of the electric vehicle ishtained. The
model involves physical equations with parameters estimed from experiments
conducted on the vehicle. By suitable, it is meant a model flling the trade-o
complexity/precision needed for real-time control purpces.

The rst overall approach consists in deriving, rst, an optimal driving strat-
egy by solving o -line an optimization problem. The problemamounts to min-
imizing a cost subject to constraints such as the dynamics tiie vehicle, the
physical constraints on the vehicle and the race (track prée and length, max-
imal duration of a run, etc.). As a second step, robust trackon methods of the
optimal driving strategy are proposed. Mainly motivated bytheir robustness and
constraint handling properties, several Model Predictiv€ontrol (MPC) tracking
strategies are detailed.

A MPC tracking strategy based on a linearised model around amperating
point is applied to the vehicle in simulation. Time-invariant constraints in the
form of polytopic sets, are considered on the input and theate. The asymptotic
stability of the control law is guaranteed by resorting to aninvariant set as an
admissible terminal constraint. Then, motivated by the pegliarities induced by



the tracking problem, time-varying constraints are consired, again in a poly-
topic form. The complexity of the tracking strategy is presered, compared to the
time-invariant case, by resorting to an homothetic transfomation of a nominal
invariant set, guaranteeing the asymptotic stability. Theresulting MPC tracking
strategy is assessed on the model of ther'volt vehicle in simulation.

To capture the nonlinearities of the dynamics, a Linear Paraetric Varying
(LPV) model is considered. A MPC strategy for LPV systems is mposed. The
contribution that must be pointed out is that the approach iswell suited for
real-time applications, since it does not involve the on#de solution of any Lin-
ear Matrix Inequality (LMI) in the computation of the control law. The LMIs
guarantee the stability and the constraints ful Iment. The performances of the
approach, in terms of real-time applicability and robustnss, are tested with suc-
cess on the benchmark for th¥/ir'volt vehicle.

The principle of the second approach di ers from the rst onen the sense
that the optimal driving strategy is computed on-line so th&ait can be adapted
to a time-varying context. This is precisely the case when #re is tra c jam
during the race and when phenomena such as wind, rain and pathegularities
are considered. The practical consideration that the e ciacy of the power con-
verter may not be optimal on all the operating range is also k&n into account.
This motivates an on-o strategy. The resulting on-o adaptve strategy requires
an identi cation performed on-line of the model of the vehie and of the distur-
bances. The robust adaptive control is embedded in a dsPICwdee on-board of
the Vir'volt vehicle, and is tested with success during the Shell Eco-Ndnon
2014.
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Chapter 1
General Introduction

In the eld of transportation, the research on energy e ciercy has been carried
out for few decades by the automotive industry, where one ofi¢ main require-
ments is to reduce harmful emissions. A solution to tackle it problem is the
implementation of an alternative energy source (electricsolar, hydrogen, fuel,
etc.). The main issue is the problem of how the energy sourceush be used in
order to maximize the energy e ciency p1, 18. The main objective is to reduce
the energetic consumption.

Achieving a low consumption requires the solution of three o&al tasks: the
modelling of the problem, the computation of a low consumpin strategy, and
nally the real-time implementation [61]. First, a suitable model of the vehicle
must be obtained. Secondly, and of special interest, is thegblem of how us-
ing di erent energy sources, one or several, so that the eggre ciency can be
maximized. This particular problem can be rephrased as hovhé¢ vehicle must
be driven so that the minimum quantity of energy is used, thiss the optimal
driving strategy [61, 60, 18]. The reference driving trajectory must be derived
in terms of expected position and velocity all along the patto run. The rst
and second tasks can be performed o -line. In the third and al task, a pow-
erful tracking strategy must be designed to guarantee thathe driving strategy
is accomplished. The tracking strategy must cope with the pblem constraints,
taking into account the inherent limitations of the real-time implementation, such
as computing time and memory resource§], 50.

The process described above, from the modelling and destidp of the prob-
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lem to the real-time implementation, can be carried out for garticular task,
and tested rigorously within academic frameworks such asdke provided by sus-
tainable vehicle competitions all around the world. This ampetitions such as
The Shell Eco-Marathon 8], The Zero race ] (now The WAVE Trophy [ 6]), The
EcoCar 2 [l], among others, invite industries, universities and resezh groups to
innovate, in a regular basis, in solutions to the problem ofistainable transporta-
tion and the e cient use of the di erent energy sources.

1.1 The European Shell Eco-Marathon

The European Shell Eco-Marathon is a race involving ecolagi and economical
vehicles. It brings together nearly 200 teams from high scbis and universities
coming from all over Europe (See Figl.1). The aim of the contest is to promote
the research and innovation in the eld of sustainable and emronmental trans-

portation. The principle of the race is to drive a xed numberof kilometres in a
limited range of time with the least possible consumption dfiel.

Figure 1.1: Shell Eco-Marathon Europe 2014. This year paripated 198 teams
from 27 countries. Picture taken from the Shell Eco-Maratho 2014 website in
Flickr [5].

The Shell Eco-Marathon has its origins back in 1939 in a She#isearch labora-
tory in lllinois, USA. The race started as a competition betwe® partner scientists



1. General Introduction

trying to drive the longer distance with the least quantity d fuel. Back then the
record was 21 kilometres driven with only one litre of fuel. &veral years later,
the European Shell Eco-Marathon, as we know it today, begun France in 1985
with a record of 680kn+ [61].

Since the year 2012, the European Shell Eco-Marathon raceshlaeen held
in Rotterdam, The Netherlands, in the Ahoy circuit (see Fig.A.1). The main
features of the Ahoy circuit are summarized in Tabld.1l For further details on
the dimensions and features of the Ahoy circuit, please refer Appendix A.

Figure 1.2: Rotterdam's Ahoy circuit 2014 3J].

Table 1.1: Features of the Ahoy circuit.

Lap length 1:626km
Number of laps to make a run| 10

Total distance 16:26km
Time allowed to the run 39min
Number of 90 turns 5

1.1.1 Categories of participation

There are six di erent categories of participation in the rae, which are distin-
guished according to the source of energy used, as indicatedTable 1.2 The
teams are allowed to use only one of the energy sources intBdain Table 1.2 ac-
cording to the Shell Eco-Marathon rules available ind]. Although each category
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Table 1.2: Categories of participation in the Shell Eco-Mathon.

Energy source Measurement of the consumption
c | Gasoline kilometre per litre [km=l]
o - - -
® 4% | Diesel kilometres per litre [kimA]
%5 Ethanol E100 kilometres per cubic meter of ethano
EE [km=m?]
O | Shell GtL - Gas to Liquid kilometres per cubic meter of ethano
[km=m?3]
CNG - Compressed natural kilometres per cubic meter of methane
gas (Pure methane) [km=m?3]
© > | Battery Electric kilometres per kilowatt hour [km=kWh]
g% Hydrogen kilometres per cubic meter of hydrogen
ws [km=m?3]

has its own expression of energy consumption, the nal resus converter into
an equivalent measure in terms of kilometres per litre of fuer diesel for com-
parison purposes. To compare, for example, the consumptionkilometres per
kilowatt hour with the consumption in kilometres per litre o fuel (Shell FuelSave
Unleaded 95) the following formula can be used

1km=kWh = 8 :892knH; (1.2

assuming that the density of the fuel is F4616kgd at 15 C, and therefore the
energy of one litre of fuel is 32010kJ which is equivalent to82kWh H].

The vehicles must be fully designed and built by the teams theselves. For
each class of energy source, the vehicle can be a Prototypgestehicle or Ur-
banConcept style vehicle. The rst ones are small vehicle$ three or four wheels
and usually the driver is laying down (see Figl.4a- 1.49. The second ones are
bigger vehicles of four wheels and look like small commeldige passenger cars
(see Fig.1.3d- 1.3f). Both of them are single-seater cars. In Tabl&.3 the main
features of the two classes of vehicle are presented.
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@) (b) (€

(d) (e) ()

Figure 1.3: Prototype and UrbanConcept vehicles. (a) Protofye Gasoline. (b)
Prototype Battery Electric. (c) Prototype Hydrogen. (d) UrbanConcept Gaso-
line. (e) UrbanConcept Battery Electric. (f) UrbanConcept Hydogen. Pictures
taken from the Shell Eco-Marathon 2014 website in Flick&].

Table 1.3: Prototype and UrbanConcept vehicle featureg]|

Feature Prototype | UrbanConcept
Number of wheels 3or4 4

Vehicle height 100cm 100cm and 130cm
Vehicle length 350cm 220cm and 350cm
Vehicle width 130cm 120cm and 130cm
Number of pilots 1 1

Weight of the pilot 50kg 70kg

Weight of the vehicle (without the pilot) 140kg 225kg

Space for luggage required No Yes

Luggage dimension (LH W) - 500 400 200mm

1.1.2 The Shell Eco-Marathon around the world

The Shell Eco-Marathon also exists in America and Asia. The ShEco-Marathon
Americas was launched in 2007 in the United States, involvingams from Canada
to Brazil. The Shell Eco-Marathon Asia started in 2010, in Malysia [3]. In
Table 1.4, the Shell Eco-Marathon 2014 results for Electric Battery Ptotype
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are presented.

Table 1.4: Best scores for Electric Battery Prototype 2014.

Number of
paticipants
Event in the category | Best score Team Country
Europe | 28 10916km=kWh | Graz University | Austria
of Technology
Asia 14 2634km=kWh | Rattanakosin Thailand
Technological
College
Americas| 10 537.2m=kWh Mater Dei High | United
School States

1.2 The EcoMotionTeam

The EcoMotion Team (EMT) of the Ecole Superieure des Sciees et Technologies
de I'Ingenieur de Nancy (ESSTIN) in France, has been involveoh the European
Shell Eco-Marathon race from the year 2000 with prototypesiithe categories
gasoline, hydrogen and battery electric. In Figl.4 are presented several of the
prototypes developed by the EMT. The performances of the EM@re presented
since the year 2000 in Tabld.5.

@) (b) (c)

Figure 1.4: Prototypes developed by the EMT. (aMirabelle Gasoline Prototype,
2004. (b) HydrogeSSTINe Hydrogen Prototype, 2008. (c)Vir'Volt Battery
Electric Prototype, 2014.
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Table 1.5: Performances of the EMT in the Shell Eco-MarathoBurope since the
year 2000 ?] (*no ranked result).

Year | City Category Vehicle Performance | Rank
2000| Castellet | Gasoline Pro-| ESSTIN1 330knF 80"=150
(FRA) totype
2001| Nogaro Gasoline Pro-| ErnfESSTIN 288kn¥ 99" =150
(FRA) totype
2002| Nogaro Gasoline Pro-| Destiree 182k g2h
(FRA) totype
2003 Nogaro Gasoline Pro-| Mirabelle 812k 30"
(FRA) totype
Hydrogen Combustine * *
Prototype
2004 Nogaro Gasoline Pro-| Mirabelle 810knH 30"
(FRA) totype
Hydrogen Combustine 1929kn+ 2nd
Prototype
2005| Nogaro Hydrogen HydrogESSTINe 1894kn+ 3d=9
(FRA) Prototype
2006 Nogaro Hydrogen HydrogESSTINe 2784kn+ 15t=9
(FRA) Prototype
Solar Proto- | HelioSSTINe 191626J 2=
type
2007 Nogaro Hydrogen HydrogeESSTINe * *
(FRA) Prototype
Solar Proto- | HlioSSTINe * *
type
2008| Nogaro Hydrogen HydrogESSTINe 2509 12kne | 4
(FRA) Prototype
2009| Lausitz Hydrogen HydrogESSTINe 2814kn+l 4t
(DEV) Prototype
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2010| Lausitz Hydrogen HydrogESSTINe 2379kn+ 5t
(DEUL) Prototype

2011| Lausitz Battery Elec- | Vir'Volt 532kmekWh | 2"9=12
(DEUV) tric Prototype

2012| Rotterdam| Battery Elec- | Vir'Volt 4405km=kWh | 8"=21
(NLD) tric Prototype

2013| Rotterdam| Battery Elec- | Vir'Volt 6385km=kWh | 6"=27
(NLD) tric Prototype

Additionally to the ranking obtained in the dierent categories of energy
sources, the EMT has also won several o -track awards. The drack awards

are given in areas such as the technical innovation, the sigfehe communication

and the pedagogic process held by the students in the team (Natal education
award). In Table 1.6 are presented the o -track awards won by the EMT since

its beginnings in the year 2000.

Table 1.6: O -track awards won by the EMT since the year 20002].

Year | O -track award
2003 | 1 place of the National education award
2004 | 2" place of the Technical Innovation award
2005 2" place of the Communication award
3™ place of the Safety award
2" place of the Technical Innovation award
2006 | 2" place of the National education award
3 place of the Communication award
2008 1t place of the Technical Innovation award
15 place of the Safety award
2009 | 1% place of the Technical Innovation award
2010 | 3™ place of the Safety award
2013 | 2" place of the Safety award
2014 | 1% place of the Safety award
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1.3 Motivation of the work

Initially, the Driving strategy proposed by the EcoMotionTeam was so far a stop-
and-go one, that merely reduced to manually turn on or o the egine by the
pilot according to whether the vehicle was going up or downy ¢o drive around
an average value, the e ciency of the converter/motor beingetter when work-
ing at full regime. It was typically the strategy chosen in 201 when the race
was held in Lausitz, Germany. Indeed, the Lausitz's track eid be considered
as a straight line since there was no deceleration or complevrves. Hence, the
driving instructions corresponding to this simple strateg could be easily followed
by the pilot. The new and ambitious challenges in terms of cenmption require
more complex driving strategies and the accuracy of the trking is decisive in
the nal performances. The main objective of this work is to ppose robust low
consumption driving strategies for theVir'volt prototype. The main issue is the
capability of those controlled driving strategies to be enddded into the digital
devices available in the vehicle. The synthesis of the eminedl controllers is
subject to constraints such as the limited memory and compational capacities
of the electronic equipment.

1.4 Outline

The present work is organized as follows.

In Chapter 2, a model of the vehicle dynamics is obtained. The unknown
parameters involved in the vehicle dynamics are estimateding parameter
identi cation from experimental data. The identi ed dynamics is used to
derive an optimal driving strategy that is intended to be traked on-line
during the driving task. The tracking problem is formulatedusing either a
linearised model around an operating point or a Linear Paragtric Varying
(LPV) representation. A benchmark, designed during the thés and used
to test the performances of the tracking strategies is desved.

In Chapter 3, background on the problem of the MPC-based tracking strat-
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egy for LTI discrete-time systems is recalled. The trackintpsk is subject
to time-invariant polytopic constraints on the input and/or the state. The
asymptotic stability of the control law is guaranteed by regrting to invari-
ant set theory. The performances of the MPC tracking stratggare assessed
with rst, a numerical example and then, with the Vir'volt vehicle.

In Chapter 4, the problem of MPC tracking problem subject to time-varyimgy

polytopic constraints is presented. The asymptotic stabitly of the control

law is guaranteed by a homothetic time-varying invariant e The real-

time capacity of the resulting MPC tracking strategy is asssed again with
a numerical example and then with theVir'volt vehicle.

In Chapter 5, the problem of the MPC tracking for a Linear Parametric
Varying (LPV) representation of the vehicle is proposed. ThePV descrip-
tion allows to capture the nonlinearities of the dynamics. nl this chapter,
a new explicit MPC strategy for LPV systems is developed. Thstability

is guaranteed by the use of a Parameter Dependent Lyapunov riation

(PDLF) to take into account the time-varying parameter to redice the con-
servatism. The contribution here is to propose an approachell suitable
for real-time applications, since this approach does notvalve the on-line
solution of any Linear Matrix Inequality (LMI) in the comput ation of the
control law. The performances of the approach are tested ong benchmark
for the Vir'volt vehicle.

In Chapter 6, a robust real-time adaptive control is developed for the ve
hicle. This approach is presented as a complementary scheofedriving
strategy, in which the dynamics of the vehicle is identi ed n-line and the
derived driving strategy is an on-o strategy. The on-line denti cation of
the dynamics guarantees that the disturbances are taken mi@account. The
on-o driving strategy is computed on-line according to theidenti ed dy-
namics, and aims to reduce the energetic consumption recgdrto perform
the task. The robust adaptive control has been embedded in alIC device
and has been tested during the European Shell Eco-MarathoQ12.

Finally, general conclusions and perspectives are presehte Chapter 7.

10



Chapter 2

The Low Consumption Vir'volt
Electric Vehicle

2.1 Introduction

The EcoMotionTeam has developed successive vehicles ovex past 15 years.
The electric prototype considered in this work is nameWir'Volt and is the fth
generation. This prototype, shown in Fig.2.1, has been ranked ®, in 2011, in
the Battery Electric category among 12 others vehicles and"7among the 100
participants of the European competition with a result of 53km=kWh (equivalent
to 4731km with one litre of fuel, calculated usingl(.1)). The prototype is a three

Figure 2.1: TheVir'Volt prototype in the Shell Eco-Marathon 2011.

wheels vehicle. The direction is controlled by the front whed. In the years 2011
and 2012, the propulsion was given by one of the two rear wheeln the years

11



2. The Low Consumption Electric Vehicle

2013 and 2014, the propulsion is given by the front wheel. Ian reach the speed
of 35kn=h. The energy is provided by a 24V battery to an electric motowhich
develops Q4Nm. The vehicle has many embedded electronics devices inartb
communicate with the pit stop. The total weight of the car is @kg, the pilot
needs to weight at least 50kg according to the Shell Eco-Md&han rules. Thus,
the total mass of the vehicle is 90kg.

In this chapter, the full procedure performed to achieve a o consumption
strategy for the Vir'volt electric vehicle, intended to participate in the European
Shell Eco-Marathon, is presented. In Sectio.2, the modelling of the vehicle
is described. Parameter identi cation is used in order to ésnate the unknown
parameters involved in the vehicle dynamics. In Sectigh3, the low consumption
strategy is detailed. This strategy indicates the vehicleelocity and the battery
current required to achieve the minimum energetic consumph with respect to
the position of the vehicle in the circuit. The driving straegy is the result of an
optimization problem and it is intended to be tracked duringhe driving task. In
Section2.4, a discrete-time model of the vehicle dynamics is obtained arder to
allow the design of a discrete-time control law that will be mbedded on-board in
a digital device. In Section2.5, the tracking problem is formulated. The nonlinear
tracking error is derived using rst, a linearised model anend an operating point
and, next, a Linear Parametric Representation (LPV). Finally is Section 2.6,
the benchmark which will be used for testing the performanseof the di erent
control strategies is described. The benchmark allows to afate the vehicle and
the circuit pro le during the race.

2.2 The Vir'volt prototype

2.2.1 Electric vehicle dynamics

The dynamics of the vehicle can be described in terms of therde of trac-
tion Fyacion [N], the external forces due to the aerodynamicBaerodynamics [N],
the rolling (contact wheel-ground) resistancéqiing [N], and the slope resistance
Fsiope[N] due to the vehicle's weight and the road slopdrad] (see Fig.2.2) [60, 37].
All this forces are related by Newton's laws of motion involvig the massm[kg]

12
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of the vehicle and its acceleratior®2" [m=s’] as follows

dxa(t) _

m dt - I:traction (t) Faerodynamics (t) I:rolling (t) Fg(t); (2-1)

with X,(t)[m=s] the velocity of the vehicle.

Figure 2.2: Free-body diagram.

The aerodynamic force=erodynamics 1S given in terms of the frontal areaAs [m?]
of the vehicle, the aerodynamic drag coe cientCy4 and the air density [kg=m?].
Thus,

1
I:aerodynamics (t) = é C dAf Xz(t)z: (2-2)

The rolling forceFqing , for a road with variable slope [rad] (assumed positive
if the vehicle is going uphill and negative if it is going dowmill), is given in terms
of the wheels rolling resistance coe cienC, and gravitation accelerationg[m=s],
as follows

Froiing (t) = mgG; cos( (t)): (2.3)

The gravitational force Fy due to the slope of the road and to the weight of the
vehicle reads

Fg(t) = mgsin( (t)): (2.4)

Finally, in the Vir'volt electric vehicle, the power-train con guration (see
Fig. 2.3) is composed by a Kypom 22V battery that feeds a DC Maxon 200Watt
motor which develops §4Nm. The torque of the motor is transmitted to one of
the rear wheels by a torque coupler. Therefore, the tractidiorce Fyacion IS given

by
KO

w

Firaction (t) =

| bate (1); (2.5)

13
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with = I,=lyay the e ciency of the power converter,k; = T,=l[Nm=A] the

motor constant given by the motor manufacturer [, [A] is the motor current and

Tm[NmM] the motor torque), I ,a1[A] the battery current, g, the transmission gear
ratio and r,,[m] the radius of the wheel.

Figure 2.3: Vir'volt Power train. lp[A] and I [A] are the battery and motor
currents, respectively. T,,[Nm] the motor torque. Ppar[W], Peonv[W] and Py, [W]
are the power of the battery, the power of the converter and th motor power,
respectively. x,[m=s?] is the vehicle velocity.

By plugging (2.2), (2.3), (2.4) and (2.5) into (2.1), the following dynamics for
the vehicle is obtained:

m dXz(t) — k tgr
dt Iw

loacl) 5 CaAra(t’  mgC cos( (1)  mgsin( (1): (26)

Since the battery provides all the traction power, the battgy current |y is the
input of the system. The internal frictions have been neglesd. The rotational
inertias in the power-train, such as the rotor inertia, havdeen neglected by being
smaller than the vehicle mass.

The distancex;[m] travelled by the vehicle, considered hereafter as thetaal
position of the vehicle, reads

dxy(t) _ .
2 = xa(0) @2.7)

2.2.2 Parameter identi cation

In the actual real-time application, the dynamics 2.6) is partially unknown since
the values of the parameters, C, and the product C4A; are unknown. However,
the model can be identi ed from experimental data by perforimg a nonlinear
grey-box system identi cation[34] (see Fig.2.4).

14



2. The Low Consumption Electric Vehicle

Figure 2.4: Grey-box nonlinear identi cation.

2.2.2.1 Nonlinear grey-box identi cation

In System Identi cation, the mathematical model of a systentan be estimated
by using three kinds of information: the knowledge on the sicture of the model
(structural knowledge) or the physical knowledge obtaineftom rst principles,
the data taken from intentional experiments performed on th system, and the
assumptions made over the validity of the modeBH].

If the model of the system is found using only structural knoledge or physical
knowledge, then the model is avhite-box model [34]. The white-box models are
usually described by di erential equations. If the modelsr& estimated to t the
experimental data regardless of the structure of the modahen they are black-
box models B4]. In between are thegrey-box models, in which the structure of
the model is known a priori and the data are used to estimate ¢hvalues of the
unknown parameters of the model34, 48].

The System Identi cation Toolbox™ of Matlab r allows to perform grey-box
identi cation. The continuous-time nonlinear di erential equations of the model
having been properly de ned, the unknown parameters can bdeanti ed using
iterative Prediction-Error Minimization techniques (PEM) for continuous-time
linear and nonlinear models4g].

2.2.2.2 Parameter estimation

To perform the estimation of the unknown parameters, C, and Cy4A¢, several
accelerating and decelerating tests were performed to euit the data required
for the identi cation process. In Fig. 2.5, the initial experimental data for a at
path ( = 0) used to perform the nonlinear grey-box identi cation ae depicted

15



2. The Low Consumption Electric Vehicle

in black.

The known parameters arek; = 0:0604Nn¥A, g = 8:5, m = 90kg, ry =
0:24m, =1:225kg=m® and g = 9:81m=s?, and the known continuous-time non-
linear structure of the model is the one given by2.6). Then, the parameters ,
C, and the product C4A¢ have been identi ed with the PEM method. The best
t to the experimental data has given

=0:97: C4A; =0:1031nf and C, = 8:1549 10 “: (2.8)

The parameters involved in the dynamics4.6) are summed up in Table2.1

Table 2.1: Parameters involved in the electric vehicle dymaics (2.6).

Coe. | Description Value
m vehicle mass 90kg
e ciency of the inverter 0.97
ki motor constant 0:0604NnFA
O transmission gear ratio 8.5
I radius of the wheels 0:24m
air density coe cient 1:225kg=m?3
CoA¢ aerodynamic drag coe cient vehicle frontal area| 0:1031n¥
g gravity acceleration coe cient 9:81nFs’
C, rolling resistance coe cient 8:1549 10 4

2.3 Low consumption driving strategy

The dynamics of the vehicle being fully identi ed, the probém of the energy-
management can now be addressed. The problem amounts to dag how using
the available energy sources so that the energy e ciency cdre maximized. The
previous question can be rephrased as how the vehicle mustdsen so that the
minimum quantity of energy is used during the driving task (adriving task can
be single or multiple repetitions of a prescribed circuit,roa common route §1]).
The answer to this questions is precisely thériving strategy [60].

Since the battery provides all the traction power (see Fi@.3), the problem of
the low consumption strategy becomes an electrical resoarmanagement prob-

16



2. The Low Consumption Electric Vehicle
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t[s]

(@)

1

I batt [A]
=

A

@
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(b)

Figure 2.5: Grey-box identi cation of the nonlinear dynamis (2.6) for a at path.
(a) Velocity data. In black is the data used for the identi caion and in red is
the velocity response of the identi ed model. (b) Input data

lem, where the energy level of the battery (only the dischairg of battery being
taken into account) is the critical variable in the formulaion of the optimization
problem that leads to the driving strategy solution 41, 61].

2.3.1 Energetic considerations

In a general way, the energy stored in the battery at time& can be expressed as
follows Z .

Es(t) = Es(o) o Pbatt( ) Plossd; (2-9)
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2. The Low Consumption Electric Vehicle

where E4(0) is the initial stored energy, Ppa iS the power delivered to the load
by the battery and P\,ss are the battery losses41]. Disregarding the losses, the
battery energy can be simply expressed in terms of the curteowing through
the battery | and the constant open circuit voltagev,. as 7, 41]
Z t
Es(t) = ES(O) o VocI batt( )d : (2-10)

The dynamics of the energy in the battery can also be expredsm term of
the State of Charge of the battery. In {1], the State of Charge §0C) of the
battery at time t is de ned as the following relative energy level (scalar)

Es(t)

Emax

SoC(t) =

; (2.11)

whereE ax is the energy capacity of the battery fully charged. The engy stored
in the battery at time t can also be expressed in terms of the battery voltadg.
and the battery chargeQ(t) (given by the ampere-hour battery capacity), i.e.

Es(t) = VocQ(t) and Enmax = VocQmax (2.12)

where Qmax IS the maximum charge capacity of the battery. By plugging4.11)
and (2.12 into (2.10, the SoC remaining in the battery at time t from an initial
SoC value (So0G) is expressed byq7, 27]

1Zt

Qmax 0

The method presented in 2.13 to estimate the SoC value is known asAmpere-
hour-counting (Ah), and is very suitable for electric vehicle applicationglue to
the regular full charges before the driving cycles. In factas p7] highlights,
to avoid dealing with the battery ageing, the fullSoC is considered when the
battery charge has not changed during the last two hours at nstant voltage and
temperature.

From the right side of (2.10 and (2.13), it is clear that the lowest consumption,
or equivalently the highest energy left in the battery at theend of the task, is

SoC(t) = S0G loare( ) d : (2.13)
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achieved if the minimum electric charge, i.e. the minimum tegral I, (t) of
battery current, is used to perform the driving task.

2.3.2 Optimization problem

In this section, we consider the o -line computation of the &ference driving strat-
egy which must achieve the minimization of the energy consymion taking into
account some constraints due to the dynamics and to the racatp.

For a prescribed circuit, considered as a succession of @gmand straight lines
(see Fig.2.6), the driving strategy is a nite collection of triplets (X (t); X,(t); I pax (1)),
wherex,(t) corresponds to the required velocity assigned to the posibh x,(t) in
the circuit at time t, such that the minimal consumption is achieved.

Figure 2.6: Example of a track with straight lines and curvesl;[m] is the length
of the i-th straight line and rcywve; [M] is the radius of thej-th curve.

2.3.2.1 Constraints of the Optimality problem

The search for the driving strategy is an optimization prol#m which, given the
model of the vehicle, the road pro le (slope, curves, strang lines, etc.) and the
constraints in terms of maximum velocity allowed at each cue, maximum time
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of the race, and total number of kilometres, must providex (t); X,(t); | pa«(t)) at
time t. The optimization problem must consider the following congints:

The maximum time t;__ [S] allowed to complete the race.
The total distance x4, [m] to run.

The maximum battery current I pay,,, [Al.

The maximum speedx,,, [m=s?] for the vehicle.

The limits of the centrifugal forceF.[N].

In a curve, the centrifugal forceF.(N ) over the car isF. = m(X2,,.. )?>=lcurve, With

r curve [M] the radius of the curve (see Fig2.6) and x,,,,. [m=s?] the velocity of the

vehicle in the curve. This force must not be larger than the tal frictions forces

wheel-roadF,[N] to prevent the car slipping over, i.ex,,,.. Fil curve=m [60].
Notice that the constraint over the velocityx,,,. in the curves is concerned

exclusively to the positionx; where there is precisely a curve, otherwise the

constraint is only X Xomax- AS a result, one has

X2(t)  Xamax ., if the vehicle is in a straight line,

- . . (2.14)
X2(t) Firc=m  Xomax, if the vehicle is in a curve.

The optimality problem that includes the aforementioned costraints and that

leads to the driving strategy for driving through a known pah in a nite time
t¢, with the minimum electrical consumption, is stated in the éllowing.
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Optimal control problem 1

i aw d
min o lban(t) dt

lpatt 3 X13Xo: b
sit: (2:6);
(2:7);
X1(0) = 0;
X2(0) = 0; (2.15)
[ S €

Xl(tf) = Xltotal '

0 Xo(t) Xgp 8t  ti;
(2:14),

Ibat (t) 2 [0; lpattme 18t tf:

The optimal values of the control inputl,;(t) and the optimal trajectory X,(t)
are solution of the problem .15 for a given position x,(t). To solve (2.15
involving the constraints (2.14), the optimality problem (2.15 is represented as
a multi-phase optimality problem, as detailed in next subsion.

2.3.2.2 The Multi-phase Optimality problem

To include appropriately the constraints @.14) in the solution of the optimality
problem (2.19), it is divided in consecutive phases of straight lines anducves,
according to the circuit shape. For each phase, the probler.(5 is solved with
the corresponding constraint 2.14), depending on whether the vehicle is in a
curve or in a straight line.

Consider for example the road in Fig.2.6, with four straight lines and four
curves. Then, eight consecutive phases are obtained for dap. The optimality
problem (2.15 is expressed as a multi-phase optimality problem of si#,, = 8
ie. z, S0 Z 1)

min . I patt (t) dt = min - mn I patt (1) dt; (2.16)
(,j]i) the time in which the j-th phase

the time in which the j-th phase nishes, with ﬁ:ﬁ(tﬂg tﬂn)):

with Py, the number of consecutive phase
)

starts, andtg,
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t [36, 58]. The constraints (2.14) are rewritten as

x2(t)
x2(t)

Xomax If the j-th phase is a straight line,

_— . : (2.17)
Firc=m if the j-th phase is a curve.

The GPOPS Toolbox™ of Matlab r , allows to solve Multi-phase optimal control
problems for linear and nonlinear dynamics, in continuousme or discrete-time
[36, 58). For this purpose, the following must be properly de ned foeach phase
of the track

The dynamics of the system given byZ.6) and (2.7).
The cost functional as in ¢.16.

The dimensions of each phase (the length of the straight lis@and the radius
and angle of each curve).

The optimization constraints.

The present work focuses in the Rotterdam's Ahoy circuit, whie the race took
place in the years 2012 and 2013. In this circuit ve curves &0 are connected
by ve straight lines (or portions considered as straight hes). Therefore the
circuit is divided in ten consecutive phases (See Fig.7). The features of each
phase are presented in Tablg.2

Table 2.2: Features of the phases in the Rotterdam's Ahoy curit.

Phase Description | Dimensions
Phase 1 | Straight Line | Length 435m
Phase 2 | 90 curve Radius 25m
Phase 3 | Straight Line | Length 639m
Phase 4 | 90 curve Radius 213m
Phase 5 | Straight Line | Length 250m
Phase 6 | 90 curve Radius 163m
Phase 7 | Straight Line | Length 148m
Phase 8 | 90 curve Radius 22m
Phase 9 | Straight Line | Length 64m
Phase 10| 90 curve Length 17.4m
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Figure 2.7: Consecutive phases in the Rotterdam's Ahoy circui

The optimal solution obtained with the GPOPS ToolboXx™ to run two laps
in the Rotterdam's Ahoy circuit, is depicted in Fig. 2.8 The total distance is
3:266km and the maximum allowed time is 468s, beilga,., = 7A. The total
performance of the solution is 47.80826km=kWh, equivalent to run 4215km with
one litre of fuel, according to {.1).

2.4 Nonlinear discrete-time model

Having in mind the design of a control law which will be embeddeon-board in
a digital device, a discrete-time model must be obtained fno the dynamics @.6)
and (2.7).

The Euler's Forward di erence numerical approximation is \&ll suited to per-
form the discretization of nonlinear dynamics33. In the Euler's Forward approx-
imation the state vectorx(k + 1) is written in an explicit way from the expression

x(k+1) x(k).
Ts ’

ax . .
K= (2.18)
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Figure 2.8: Optimal driving strategy with performance of 4790826km=kWh. (a)
Optimal velocity pro le. (b) Optimal battery current pro| e.

whereTg[s] is the sample time. It follows that
dx
x(k+1)= Tsa(k) + x(k): (2.19)

On the other hand, in the Tustin's method or in the Euler's bakward discretiza-
tion method, the expressiorx(k + 1) is derived in an implicit way

x(k) x(k 1)
T, '

Backward di erentiation Euler's Method: (il_)t((k) = (2.20)

The implicit approaches are less amenable to nd a discretene model of a
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nonlinear dynamics, because they require the resolutionahonlinear di erential
equation [33]. Hence, the Euler's Forward approximation will be used in t
following to nd a discrete-time representation of the nonhear continuous-time
vehicle dynamics.

From (2.6), (2.7) and (2.18, the following nonlinear discrete-time dynamic is
obtained

X1(k+1) = x1(k) + Tsx2(K); (2.21)
and
_ Ko 1 2
Xa(k +1) = Xo(K) + T Fhiae(K)  5-Ts CaArxa()® TsgG cos( (K))

Tsgsin( (k)):
(2.22)

When the discretization process is implemented, a zero hotde usually consid-
ered and introduces a delay of =2 (see Fig.2.9). This delay can in uence the
stability of the system if it is too large. In [33], it is demonstrated that the e ect
of the time delay over the system stability is tolerable if te time delay Ts=2 is
smaller than one tenth of the rise timet, (63% rise time rule for the velocity of
operation) of the original continuous-time system, i.e,

Tt
2 10 (2.23)
o

S 5 -

Therefore, for the system 2.21)-(2.22 the sampling time will be set asly = 0:2s.

2.5 Real-time tracking of the optimal driving
strategy

In order to track the driving strategy, a control law must be asigned. The
control law must cope with the real-time constraints inhenat to the digital devices
wherein the control law will be embedded. The control law ispgropriately
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Figure 2.9: Time delay of the discretization proces8J|. h = Ts is the time step.

developed in Chapters3-5. However, before proceeding further, the tracking
problem must be properly introduced. For this purpose, theracking error is
rst derived from the nonlinear dynamics of the vehicle. And hen, two di erent
representations of the tracking error are introduced as amable models to achieve
the design of the control law: Linearised model (Sectioh5.1) and LPV model
(Section2.5.2. The control law must steer to zero the tracking error in ordr to
track the optimal reference, that is the driving strategy.

Consider the statex (k) = [x;(k); X,(k)]" 2 R? and the input I, (k), both
of them obtained respectively from the sampling, with samylg period T, of the
optimal trajectory x (t) = [x(t); X,(t)]" 2 R? and the sampling of the optimal
input I, (t). Recall that (x,(t); X,(t); 1.4 (t)) are solution of (2.15 presented in
Section2.3. From the nonlinear discrete statex(k) = [ x1(k); x2(k)]" 2 R? of the
vehicle, and the optimal onex (k) = [x,(k); x,(k)]", the following tracking error
is introduced for every sampling time

" # 0" #
o= k0 otk x (2.24)
xa(k)  Xa(k)  X,(K)
Dene lpar(K) = lpar(K) Ip4¢(K) as the dierence between the actual input
I bart (K) Of the dynamics @.22 and the sampled target controll ., (k) at time k.
Since the optimal references (k) = [x,(k); x,(k)]" and I, (k) follows the
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dynamics @.21) and (2.22, in virtue of the optimization problem (2.15, then
the dynamics of the tracking error x(k + 1) reads

#
_ Xy(k+1)
x(k+1) = ok +1) (2.25)
where
Xp(k+1) = xy(k+1) X (k+1);

= x1(K) + Texa(k)  (X4(K) + Texp(K)) ; (2.26)

= xu(k)+ Ts xa(k);
and

Xo(kK+1)= xa(k+1) Xy(k+1);

= 500+ T 100 () 50T C oA TG cos((k)  Tegsin( (K)
X,(K) + Tsr:;r?vrlban(k) %TSCdAfXZ(k)Z Ts9G cos( (k)) Tsgsin( (k))
=600 %) ST CoAr X0 X+ Te (lhan(W) (K
= ) 5eToCoRr (el Xk Xall)+ TorttE 1o ()
(2.27)
Thus,
#
x(k +1) = X1(K) + Ts  xa(k)

Xa(K)  35Ts CoAr (Xa(K) + X5(K)  Xa(K) + Tomo Tpan(k)
(2.28)
Notice that (2.28 is obtained since (k) is known for each timek and conse-
guently is the same quantity involved in the optimal solutim and in the actual
dynamics. Converselyx,(k) is not necessarily equal toc,(k) since x,(k) is the
actual velocity and x,(k) is the target velocity at time k.
The control objective is to steer to zero the nonlinear trackg error  x,(k+1).
The quantity x;(k) = 0 for all k, sincex;(k) and x,(k) are the actual position
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of the vehicle in the track. The dynamics involved in the degn of the control is
(2.28. In order to steer to zero @.28, two approaches are proposed. The rst
one, is based on the linearisation of2(28 around an operating point. In the
second one, .29 is rewritten in the form of a Linear Parametric Varying (LPV)
model to preserve the nonlinear features oR(29.

2.5.1 Linearised model

The nonlinear dynamics 2.28 can be approximated by a Taylor series approx-
imation around the steady-state operating point Xz, ; | pait,) Obtained from the
solution of xo(k + 1) = X5(k) in (2.22), i.e.

C ¢Af rw(X2,)? +2mgryC; |

I = 2.29
batte 2k tgr ’ ( )

wherex,, is the average velocity of the optimal solution ofZ.15).
De ne the auxiliary function f (X2(K); X5(K); Ipatt (K); 1o (K)) In (2.27) as

Xa(k +1) = F(X2(K); X2(K); I batt; | pa (K))
=k () aeTsCoAr Xk (k) + Torcl®

(I batt(k) I batt(k)) :
(2.30)

'w

A linear approximation of (2.30), around the steady state X2, ; | patt, ), can be found
by developing the expansion of the Taylor series ove(x2(K); X, (K); I batt (K); | pait (K))
up to the order one, as follows

@f @f
Xo(k+1) () xe=xze + —— xo=x2¢ (X2 Xp )+ —— xo=x2¢ (X X2.)
Xp=X2e @Z X2=X2e ° @% X2=X2e 2 °
I batt = I batt e I'batt = I patt e I'batt = Ipatt e
Ibatt = Ipatt ¢ Ibatt = Ipatt ¢ Ibatt = lbatt ¢
f f
+ @ x2=x2e (X2 Xg, )+ @ x2=x2e (X5  Xg):
@lLatt X2=X2e @Aatt X2=X2¢
I'batt =Ibatt o I'batt = Ibatt o
Ibart = batt e Ipart = batt e

(2.31)
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After proper mathematical developments, the expressior2 31) becomes

+ Ts ko

xek+1)=  xa(k) 1 -

| batt (K): (2.32)

-
s C 4As X,
m

Finally, the following linearised state-space representan is obtained for the
tracking error (2.29
xX(k+1)= A x(k)+ B lpa(K); (2.33)

where Xx(k) =[x1(k) x;(k); x2(K) xz(k)]T and  lpa(K) = lpa(K) 1y (K).
The matricesA and B are given by

n # n #
1 Te 0
A = S BE= oo (2.34)
0 1 =3 S

The full state is assumed to be accessible, which means thaith the position
and the velocity are measurable and the optimal referencetbk position and the
velocity are always available.

2.5.2 Linear Parametric Varying model

Alternatively to the linearisation around an operation poir, the nonlinear track-
ing error (2.28 can also be expressed in the form of a Linear Parametric Vaing
(LPV) representation. Unlike the linearisation around an opetion point, the

LPV representation is a exact representation of the nonliae model and thus
preserves the nonlinear properties of the system. Additiol it is motivated by

the fact that it bene ts from e cient tools, such as Linear Matrix Inequalities

(LMIs), for the synthesis of the control law.

In general, a discrete-time LPV system is a system of the form

x(k+1)= A( (K))x(k)+ B( (k))u(k): (2.35)

(k) is called the time-varying parameter. If (k) 2 , for all k, with a convex
polytope, then (2.35 is a LPV polytopic system. In that case, the realization
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matrices of the system 2.35 verify
[AC (k) B( (k)] 2C 8k; (2.36)
being C the convex polytope
C= Cdf[A1 B4]; i [Ape Bplos (2.37)

where Co denotes the convex hull, A; B;] the vertices of the convex hull for
1 j  pcandpc the number of vertices inC. Any [A( (k)) B( (k))] within
the convex polytopeC is described by the following linear combination

Xc
[AC (k) BC (kN1= f;C (K)IA] Bjl; (2.38)

j=1

with

Xc
fiC (k)=1;0 f;( (k) L (2.39)
i=1
The main requirements to nd a LPV representation of a nonliear system
are (see 1))

The parameter is a function of the states, i.e. (k) = (x(k)), and this
function is known.

The parameter is accessible on-line.

Following the prerequisites mentioned above, an equivalebPV representa-
tion to the nonlinear dynamics @.28 can be obtained. To that purpose, the
variable (k) = ( x2(k) + x,(k)) is introduced as the time-varying parameter ac-
cessible at each tim&. Sincex, and x, are bounded, then the parameter (k)
is bounded as well, and nn (k) max for all k. Notice that the future
behaviour of (k) is not necessarily known but (k) is always accessible.

The LPV representation of the nonlinear dynamics of the trdang error (2.289

x(k+1)= A( (k) x(K)+ B lpa(k); (2.40)
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with
n # [1] #
T 0
A( (k) = L ;andB = o - (2.41)
0 1 AT,CeAr (K Topid

From (2.38, the matrix A( (k)) in (2.40 reads
A( (k)= F20 (K)AL+ T2 (K)A2; (2.42)

where
X2

fiCk)=1;0 f( (k) L (2.43)

j=1

The matricesA; and A, are characterized by the vertices (nin; max) as follows

! #
1 Ts
A= 1 ;
" 0 1 st C 4Af  min ” (2.44)
1 Ts
A 2= 1
0 1 st C oAt max

The functionsf, and f, are characterized by the points indicated in Tabl&.3.
Table 2.3: Functionsf {( (k)) and f,( (k)).
(k) | fa( (k) | f2( (k)
1 0

min

max 0 1

Therefore,f; and f, follows (see Fig.2.10

fl( (k)): max (k)’ aﬂdfz( (k)): (k) min :

max min max min

(2.45)

Finally, any [A( (k)) B] within the convex polytope C is described by the

31



2. The Low Consumption Electric Vehicle

() (b)

Figure 2.10: Functions of the vertices of the polytopic LPV nggresentation. (a)
f1( (k). (b) f2( (K)).

following linear combination

X2
AC ) BI=  1;( (K)IA; B (2.46)

j=1

2.6 Benchmark

The e ciency and performances of the optimal driving stratgy and the tracking
strategies, are tested using a benchmark that has been buidy the EMT. The
benchmark emulates both the vehicle and the circuit pro le.lt is composed by
four principal elements: theVir'volt vehicle that has been equipped with several
embedded electronics, an inertial cylinder that emulatede inertia of the vehicle
and an electric motor that emulates frictions and disturbaoes, a microcontroller
in which the tracking strategy has been embedded, and a grapal user interface
used to visualize on-line the tracking performances. Thosdements interact
between them as is shown in the block diagram of Figz.11 The main blocks
are described in the following.

The inertial cylinder and electric motor: The inertial cylinder, on which is
placed the vehicle, allows to emulate the inertia of the vetle. The inertial
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Figure 2.11: Benchmark Eoiing ; = Froling *+ Fslope)-

cylinder is in the same axis than an electric motor which emates the fric-
tion forces such as the aerodynamic for¢€erogynamics » the rolling resistance
Froing @nd the slope resistancEsqpe (S€€ @.1) in Section2.2.1). The rolling
resistanceFqing and the slope resistancé e depend of the slope of
the road (see 2.3) and (2.4)). The slope is known all along the path. The
aerodynamic resistancé=aerodynamics » depends on the square of the actual
vehicle velocity x,(k)? (see @.2). To properly emulate Frolling » Fsiope and
Faeroaynamics @ccording to (k) and x,(k)? at time k, the electric motor is
regulated by a PID controller. The PID controller makes the kectric motor
to oppose to the movement of the vehicle in a quantity that coesponds to
Froling » Fsiope @Nd Faerodynamics » according to the actual measure of(k) and
X»(K)? (see Fig.2.11). The electric motor is also equipped with an electric
brake to emulate wind and others disturbances. In Fig2.12 the inertial
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cylinder and the electric motor are presented.

(@ (b) (c)

Figure 2.12: Benchmark in the year 2014. (&ir'Volt vehicle and benchmark.
(b) Detail of the Benchmark. (c) Inertial cylinder and electic motor.

The Vir'volt vehicle: the vehicle lies over the inertial cylinder and isuf-

mitted to disturbances, frictions, and other phenomena thanay be present
during the actual race. The vehicle is equipped with a microatroller in

which the control strategy has been embedded. The vehicleaiso equipped
with multiple sensors that measure the virtual travelled dtance, the ve-
locity of the vehicle and the current of the battery (see Fig.2.139. The

travelled distance is considered as the actual position dfi¢ vehicle in the
track. Those measures are used by the microcontroller to cpote the

control law (see Fig.2.117).

The microcontroller: A Microchipr dsPIC33EP512MU810 microcontroller
(see Fig. 2.13b, is implemented on-board of theVir'volt vechicle. This
device has an internal clock of 7.37 MHz, a RAM with 53000 bytesgacity
and a faster DMA RAM with 4096 bytes capacity. Its ADC samples ab00
kHz for 12 bits resolution and at 1 MHz for 10 bits resolution. Ta control
strategy designed to track to the optimal driving strategy $ embedded in
the dsPIC. The optimal driving strategy (X;(K); X,(K); I po (K)) is saved in
the memory of the dsPIC. On-line, the actual travelled distace x;(k) is
used to nd the corresponding reference velocitx,(k) according to the
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position of the vehicle in the track. The reference velocity,(k) is required
by the embedded tracking strategy to compute the control lawsee Fig.
2.11). In Fig. 2.13aare shown the embedded electronics implemented in
the back of the vehicle.

(@) (b)

Figure 2.13: On-board implemented electronics. (a) Electnecs implemented
in the back of the vehicle. dsPic, power converter, etc. (b) Mrochipr
dsPIC33EP512MU810 microcontroller.

The graphical user interface: a graphical user interface $ideen design in
LabView™ to visualize the on-line performance of the tracking stratgy.
Data such as the references,(k), 1,.,(k), and the control law I ,41 (k) are
acquired using a RS-232 protocol from the dsPIC. The rest di¢ data such
asxy(k), xo(k) and the frictional forces are collected using a data acqitisn
system (DAQ) that consists in a National Instruments analog BQ device
(USB-6289) (see Fig2.11).

The dynamics of the vehicle in the benchmark is a scaled vearsiof the dy-
namics @.6) and (2.7). The dynamics of theVir'volt vehicle over the benchmark,
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for at path, is given by

dx,(t) _

= Xz(t),
dxdt(t) (2.47)
;t =1:1228 e (t)  0:1125¢,(t)?  0:1893
The discrete-time model 2.21) and (2.22) is given by
X1(k +1) = Xx1(k) + Texo(K);
1(k+1) = Xa(k) + Tsxo(K) (2.48)

Xo(K + 1) = Xp(K) + 1:1228Tsl par (K)  0:1125Tsxp(K)2  0:1893:

In order to asses the performance of the tracking strategy thhe benchmark, a
optimal driving strategy is found for the dynamics R.47), using the features of
the Rotterdam's Ahoy track. The optimal driving strategy is omputed for a
run of two laps in the Ahoy track, i.e. x;,, = 3266m, and a nal maximal time

tf.. = 1050s. The solution of the optimal problem 2.15 for the dynamics (2.47)

is depicted in Fig. 2.14
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0 500 1000 1590 2000 2500 3000
x3[m]

(@)

u[A]
3

0 500 1000 1590 2000 2500 3000
x3[m]

(b)

Figure 2.14: Optimal driving strategy for the vehicle in the lenchmark with
performance of 408401kn~kWh. (a) Optimal velocity prole. (b) Optimal
battery current pro le.

2.7 Conclusions

A model of the vehicle dynamics has been obtained and the urdwn parameters
have been estimated using experimental data. The identi edynamics was used
to derive an optimal driving strategy that will be tracked online during the
driving task. The tracking problem was formulated using a fiearised model
around an operating point and a Linear Parametric Represestion (LPV).

In Chapters3and 4, proper control laws to perform the tracking of the optimal
reference are developed using the linearised represematof the tracking error
given by (2.33.
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In Chapter 5, a proper control law to perform the tracking of the optimal
reference is developed using the LPV representation of theatking error given

by (2.40.
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Chapter 3

Tracking Model Predictive
Control

3.1 Introduction

Model Predictive Control (MPC) has been well-admitted for he past 50 years
as a suitable solution to deal with multi-variable constraied control problems
and robustness in presence of model uncertainties and ndjssg, 11]. Its origins

go back to the years 1976 and 1978, in particular with the woskof Richalet in

Model Predictive Heuristic Control and Model Algorithm Control [69, 23]. The

MPC is characterized by its ability to include soft and hard onstraints, to deal

with multivariable dynamics, and to perform optimization a-line [69, 23).

Over the last 20 years, feasibility of the optimization prolem and stability
of the control law have been major issues. Regarding the famlity, the inherent
trade-o between nite-horizon and constraints of MPC-bagd techniques raise
challenging problems11, 23]. In particular, when it comes to MPC-based track-
ing, such a trade-o may prevent the reachability of the refeence B5]. As far
as stability is concerned, several approaches have beengmsed to provide some
guarantees. The consideration of invariant sets as termihaonstraint is one of
the most popular. Indeed, the strategies based on invariasets allow to guaran-
tee convergence towards the origin by implicitly extendinthe prediction horizon
to the in nity without any substantial increasing of the on-line computational
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3. Tracking Model Predictive Control

cost. The computation of the invariant sets, which may be uslly polytopes
or ellipsoids, is usually performed o -line 30, 40, 17], which allows a real-time
implementation.

In this chapter, background on the issue of MPC-based traaky for LTI
discrete-time systems under time-invariant polytopic castraints on the input
and/or the state is recalled. The procedure to design an inkant set suitable to
be used in the MPC strategy as a terminal set is described in@en 3.3 The
invariant set guarantees asymptotic stability of the contol law. In Section 3.4,
a numerical example of tracking subject to polytopic constints is presented.
Finally, in Section 3.5, the MPC-based tracking under time-invariant constraints
on the input and on the state is applied to theVir'volt vehicle.

3.2 Preliminaries

Consider the linear system with state-space description
x(k+1)= Ax(k) + Bu(k); (3.1)

wherex(k) 2 R" is the state, u(k) 2 RP is the control input, A 2 R" " is the
dynamical matrix and B 2 R" P is the input matrix. The pair (A ;B) is assumed
to be stabilizable, i.e.9K s.t. (A + BK) is Schur stable. The state is assumed
to be accessible, i.ex(k) is fully known at each time k. The system @.1) is
assumed to be subject to constraints on the input and the staf that is

x(k) 2 X; 8k O

3.2
uk) 2 U; 8k 0 (3:2)

with X a convex and closed subset 6" and U a convex and compact subset of
RP. X and U are assumed to be polytopic sets.

De ne the tracking errors  x(k) = x(k) x2 R"and u(k)= u(k) u2RP
around the steady-state targetsx 2 R" and u 2 RP (x and u are solutions of
(3.1, i.e. x = Ax + Bu). The dynamics of the tracking error is given by

x(k+1)= A x(k)+ B u(k); (3.3)
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with tracking constraints de ned 8k 0 as

x(k) 2 X ;

uk) 2 U ; (3.4

where X is a convex and closed subset & and U is a convex and compact
subset ofRP. Both subsets are assumed to be polytopic sets containingetrigin
in their interior, i,e. 0 2 int(X ) and 0 2 int(U ), hencex 2 int(X) and
u 2 int(U) (int () denotes the interior of the set).

Remark 1 The constraints X and U , are usually imposed by the application.
If the constraints are too narrow, they may cause infeasibility of the problem if
the performance requirements imposed to the control law are also too strict. Thus,
a trade-o must be found between the constraints and the performance require-
ments. To that purpose, the constraints may be relaxed and/or the performances
requirements of the control may be done less stringent. Hereafter, the constraints
X andU are assumed to respect that trade-o .

3.2.1 Polytopic constraints

The polytope X is described by
X =f x(k)2R":Hyx x(k) 1g (3.5)

which is the hyperplane representation of the polytop¥ , with Hy 2 RPx "
and 1 2 RP* s the ones vectorl = [1;::;1]". The scalarpx is the facets
number of the polytopeX , and corresponds to the number of rows i x .
The inequalities in the set 8.5 can be developed as

32 3 2
Hx (1;1) Hx (1;2) Hx (1;n) X1 E

{5 : &

3

1

;
: vE (3.6)
Hx (px ;1) Hx (px ;2) Hx (px ;n) Xn '

1
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Eachi-th row in Hyx de nes the equation
2 3

h ig X1
Hx (i;1) Hx (i;2) Hx (i;n) § : Z=1; =1 3 (B7)
Xn

which is the equation of the hyperplane that describes theth facet in X
The polytope U is also represented by a hyperplane representation as

U =f uk)2RP:Hy uk) I1g; (3.8)

with Hy 2 R™ Pand12 RP . The scalarpy is the facets number of the
polytope U . The scalarspx and py are named thecomplexity-index and are
the number of facets, or equivalently the number of verticesn the respective
polytope X and U . Notice that polytopic representations are very handy to
deal with linear constraints often encountered in practidaapplications [L7].

3.2.2 Problem formulation

The aim of the MPC-based strategy is to enforce dynamics irB.3) to reach
the steady-state targetsx and u while ful lling the constraints ( 3.4). The control
under concern here, consists in the on-line solution of thellbwing in nite horizon
open-loop optimization problem

P
. _ T . : T : :
u(kﬂ)ranlap;iz[O;l) J(K) - x'(k+1)Q x(k+i)+ u'(k+1)R uk+1)

st: x(tk+i+1)= A x(k+i)+B uk+i); 8i=0;:51;

x(k+i)2 X ; 8i=0;::1;
uk+i)2 U ; 8i=0;:;1:
(3.9)
The closed-loop control consists in applying at each exeaut time k the rst
element u(k) of the optimal solution sequence u(k); u(k +1);::; u(l).

The weighting matricesQ 2 R" " and R 2 RP P de ne the state and the input
tracking costs respectively. Notice that the minimizationn the problem 3.9) is
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performed over a set of in nite dimension.

Notice that, in general, optimality does not imply stability [39). However, as
is pointed out in [53], asymptotic stability is assured for in nite horizon opti
mal control problems (under stabilizability and detectality). Thus, asymptotic
stability is also assured for the in nite horizon optimizaton problem 3.9). Nev-
ertheless, solving on-line in nite horizon problems is usdly not practical (apart
from standard H, and H; control of linear systems) $3].

To tackle this problem, the performance criteriond (k) in (3.9) is rewritten as

b3
J(K) = XT(k+)Q x(k+i)+ u"(k+ iR uk+1i) ;
i=0
1
= xT(k+1)Q x(k+i)+ u"(k+i)R u(k+ i)
i=0 X_
+ xT(k+1)Q x(k+i)+ u'(k+ iR u(k+i) ;

i=Np

I‘X 1

= xT(k+D)Q x(k+i)+ uT(k+ iR u(k+ i)

+ XxX"(k+ NpP x(k+ Np);
(3.10)

with P 2 R" " the solution of the Riccati equation that solves the in nitehorizon
LQR problem for the system 8.3), with weighting matrices Q and R.
From (3.10, the problem (3.9 can been replaced by the following nite-
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horizon open-loop problem
1
xT(k+i)Q x(k+i)+ u"(k+i)R u(k+1i)

min
u(k+)2RP; =[O0 k+Np 1]

+ Xx'(k+ NpP x(k+ Np);

sttt x(tk+i+1)= A x(k+i)+ B u(k+i); 8=0;:::;N, 1

x(k+1i)2 X ; 8i=0;::5;Ny L
uk+i)2 U ; 8i=0;:1;N, 1
X(k+ Np) 2 X¢;

(3.11)

with N, the prediction horizon andX; the terminal (closed) set of feasible nal
states (see Fig.3.1). The matrix P de nes the terminal cost. The closed-loop
control consists in applying at each execution time the rselement u(k) of the
optimal solution sequence u(k); u(k+1);::; u(k+ N, 1). The solution of
the problem (3.11) implies that after N, steps, the state reaches the se¢; (see
Fig. 3.1). In practice, only the rst element u(k) is applied and then @3.11) is
solved again for every timek.

Figure 3.1: SetX; of nal states.

From [53, 11, 23], it has been well established that to enforce stability and
convergence towards the origin, it is su cient to meet two rguirements:
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Make the terminal cost positive de nite matrix P as the solution of the
Riccati equation.

Design the tracking terminal setX; to be a controlled invariant set in the
neighbourhood of the origin, under the LQR feedback gain deted here
with K.

Indeed, the constraint on the terminal set ensures that, adt N, steps, the pre-
dicted state reaches the terminal set. Since such a set isamant, if the in nite
horizon LQR control gain K is applied, the convergence towards the origin is
guaranteed. Actually, the MPC consists in delivering, at edctime k, the input

u(k), that is the rst sample of the optimal input sequence resting from the
solution of (3.11). At time k + 1, a new open-loop optimal control problem is
solved. The following subsection recalls some background the design of the
terminal invariant set X; .

3.3 Design of the invariant terminal set

The invariant sets can be ellipsoidal invariant sets or potgpic invariant sets.
The polytopic invariant sets are less conservative than thellipsoidal invariant
set, but are harder to compute. Since the computation of thewariant set will
be performed o -line, a less conservative polytopic invaaint will be chosen.

The following procedure corresponds to the standard prooee (see 7] for
example) to design a maximal polytopic invariant set, but igarticularized for
the tracking problem (3.11).

Consider the closed-loop system

x(k+1)= (A + BK) x(k); (3.12)

obtained from 3.3) and from the stabilizing feedback control law u(k) =

K x(k). The gain K 2 RP " is derived from P, that is the solution of the
Riccati equation related to the in nite-horizon stabilization problem for system
(3.3) with the quadratic cost weighting matricesR and Q involved in (3.17).
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De ne the closed-loop constraints for .12 as
X =f x(k)2R": x(k)2X ; K x(k)2U g; (3.13)

whereX andU full( 3.4). The constraints (3.13 can be equivalently rewritten
as

X =X \ X 4(U); (3.14)

where
X wU)=1f x(k2R":K x(k)2U g: (3.15)

Since the tracking constraintsX andU in (3.4) are assumed to be polytopic,
then the closed-loop constraint3.13 can be expressed as a convex polytopic set
containing the origin in its interior. As a result, X can be described by a
hyperplane representation with complexity-indexpx 2 N (i.e. px is the number
facets of the polytope in the hyperplane representation):

X =f x(k)2R":Hx x(k) 1g; (3.16)

where " #
Hx
Hy = ; (3.17)
Hy K
with Hx 2 RP " 12 RPx being the ones vectod =[1;:::;;1]" andpx px +
pu . The matricesHy 2 R "andHy 2 R™ P are the matrices of the
hyperplane representation of the tracking constraintX and U , respectively,
with px and py the number of facets of each polytope.
Now, the de nition of an invariant set for the LTI discrete-time system 8.12
is introduced. The de nition is borrowed from the general daition given in [ 16]
and [17].

De nition 1 A closed and convex set R"™ with 0 2 int() (thatis is
a C-set), is said to be a positively invariant set for the systenB.(2) under
(tracking) constraints X given in (3.13), if for all x(k) 2 then x(k+1)=
(A +BK) x(k)2 , being X .

Otherwise stated, for all x(k) 2 , that is for any state  x(k) which has
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reached , it holds that x(k+ i) 2 forall i 0, or equivalently that the
state can no longer escape from . The notion opositively refers to the fact
that only the future states satisfy x(k+1i) 2 ,thatisto i 0. Hereafter, the

positively invariant sets will be merely callednvariant sets for brevity since only
the positive invariance will be considered.

SinceX is a bounded polytope with the origin in its interior andA + BK
is Schur stable, then the maximal invariant set in X is also a convex poly-
tope [30]. For convenience, the set is considered to be described litg vertex
representation

( » )
= x(k)2R": x(k)=V w; w(i)=1; w(@) O; 8 ; (3.18)
i=1
whereV 2 R" P is the matrix whose columns are the vertices of w 2 RP ,
and p is the complexity-index (number of vertices in the vertex ngresentation)
of the polytopic invariant set . The equality in ( 3.18 can be rewritten as

2 32W(1)3 2 3
vV (1;1) V (1,2 vV (4;p )égw(zé g Xlé
; : . : L= L (3.19)
vV (n;1) V (n;2) vV (njp) W(io) Xn

Each i-th column in V is the i-th vertex of the polytope . Notice that if
w(i)=1; w(j)=0;]j 61i,then

2 3 2 3
X1 vV (L;1)
§ : é = g : z : (3.20)
Xn V (n;i)
where vV (1;i); ;' V (n;i)]" is the i-th vertex of .

To determine , one can resort to thebackward iterative algorithm(see [L7, 16]
for further details). The backward iterative algorithmcan be summed up as
follows.
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Algorithm 1

1. Setk=0and X ,= X dened by (3.19.

2. CalculateX |, , from X |, as given by

X . ,=f xx)2X :(A+BK) x(x)2X 0o (3.21)

3. Check whetherX |, (1+ )X with a xed numerical tolerance

introduced for practical purposes.

k 17

4. 1fX , (@+ )X , holds, thenX | is an admissible invariant set
for X. If it does not hold, then move on timek + 1 and repeat the process
from Step 2 until X . (1+ )X  , holds, or until a maximum allowed
number of steps is reached (for the sake of nite accuracy irlgmentation).

In other words, the pre-images oK obtained from the inverse dynamics 0f3.12

are successively computed back in time and trimmed to get thargest polytopic
invariant set included in X . To clarify the MPC strategy and the backward
iterative algorithm, an academic example is detailed in next section.

3.4 MPC-based tracking with time-invariant con-
straints: an academic example

Consider the systemx(k + 1) = Ax(k) + Bu(k) with
! # ! #

: .2 :
A = 09 025 B = 0:5 : (3.22)

0:25 Q9 2

and x(k) = [x1(k); x2(k)]T. The aim is to derive a control law so that the state
vector x(k) tracks a given trajectory with tracking constraints X andU . The
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reference is (see Fig3.2and 3.3

8
%[0:15; 0:08] fork 50

[0; 0:03] for 50<k  10Q

x(k) =
[ 0:1;002] for 100<k 15Q
- [0; 0:.06] for k > 150
0.1t
= g
0.1t
0 50 1|&()o 150 200
Figure 3.2: Reference (k).
0.1
0.05
=
O,
005 50 1?0 150 200

Figure 3.3: Reference,(k).

The tracking constraints are described by

X =1 x(k)2R":Hx x(k) 1gandU =1f u(k)2 RP:Hy

49
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where
2 2
0—115 0 6:6667 0 " 4o #
1 1
O B 5 I VR S
0:2 0:01
0 0—018 0 125
(3.25)

The constraintsX corresponds to 0:2 Xx1(k) 0:15and 0:08 X2(K)
0:05, for all k, and the constraintsU to 0:01 u(k) 001, for allk. The
prediction horizon isN, = 10. The weighting matrices of the MPC problem
(3.1) are Q = [1 0;0 1] and R = 30. The solution of the in nite-horizon
problem is P = [4:6534 05613;05613 30237] and the corresponding gain is
K =[ 0:0343 0:1478].

3.4.1 Computation of the terminal invariant set

The matrix Hx de ned as in (3.17), which characterizes the closed-loop system
constraints X given by (3.16), reads

2 3
6:6667 0
0 20
5 0
H = : 3.26
X 0 1250 (3.26)

3:4304 147758
34304 147758

with complexity-index (number of facets in the polytope)x = 6. The polytopic
constraints X and X are depicted in Fig.3.4 The gure clearly shows that
X is a subset ofX , and it is in accordance with 8.14. The successive poly-
topesX , ,, involved in the backward iterative algorithm(see Algorithm 1), are
depicted in red dotted lines in Fig.3.5. The resulting invariant set , that is the
largest invariant set contained inX , is found after 5 steps and is portrayed in
solid line in Fig. 3.5.

The resulting invariant set is given by the following vertex representation,
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Figure 3.4: Polytopic constraints. Dashed line: constraistX . Dash-dotted
line: constraints X .

Figure 3.5: Backward iterative algorithm. Red dashed linespre-images ofX .
Solid line: nal invariant set .

the complexity-index (number of vertices in the polytope) bingp = 12:

31
0:1500 00329

2
0:0993  0:0800
0:0928 00194
0:0531  0:0800
V =

0:0761 00500
0:0621 00500
0:0785 00413
0:0996 0:0446
0:1010 0:0211

0:1257  0:0661

0:1485  0:0311

0:1500  0:0238

(3.27)
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3.4.2 Closed loop response

The problem (3.11), with polytopic invariant set given by (3.27), is solved for the
dynamics (.22 with initial conditions x(0) = [0; 0]T. The results of the tracking
are depicted in Fig.3.6-3.10 The results show that the tracking is achieved and

the constraints are ful lled, as expected.

0.4
0.2 ;

< 0

-0.2¢

04, 50 100 150 200

Figure 3.6: Tracking ofx;(k). Solid line: tracking response ok;(k). Red dash-
dotted line: x;(k). Dashed line: time-invariant constraintsX for x;(k).

0.1
0.1
0.05

X

-0.05¢

01 ‘ |
0 50 100 150 200

Figure 3.7: Tracking ofx,(k). Solid line: tracking response ok,(k). Red dash-
dotted line: x,(k). Dashed line: time-invariant constraintsX for X»(k).
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¢X1
o
(@) =
: 1

Figure 3.8: Tracking error x;(k). Solid line: tracking error x;(k). Dashed
line: time-invariant constraints X for  xy(k).

005(\ .......... {\ _______

-0.05¢

I
=~

-0.1

Figure 3.9: Tracking error x,(k). Solid line: tracking error x,(k). Dashed
line: time-invariant constraints X for  X»(k).

0.0

0.005

=) 4

s 0
-0.005(]

-0.01

0 50 100 150 200
k

Figure 3.10: Tracking error u(k). Solid line: tracking error u(k). Dashed line:
time-invariant constraints U .
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3.5 MPC-based tracking with time-invariant con-
straints: application to the Vir'volt vehicle

Consider the linearised model4.33 of the Vir'volt electric vehicle around the
operating point (X2, ; Ivar,)- In the following, the problem 3.11) is considered for
the dynamics .33 with tracking reference given by the sampled solution of #
optimization problem (2.15 that is depicted in Fig. 2.8 Hereafter, the battery
current |, Will be simply denoted with u, thereforel . = u and lpatt, = Ue.
The weighting matrices of the MPC problem 8.11) are Q = [0 0;0 1] and
R = 1. The solution of the in nite-horizon problem is P = [0 0; 0 13975] and the
corresponding gain i =[0  0:6411]. The constraints for x,(k) are imposed
as 2km/h X2(k)  1km/h ( 0:56m/s X2(k)  0:28m/s). The tracking
only concerns the velocity, thus the constraints for x;(k) are relaxed and set as
10m x1(k) 10m. The constraintsX , as in (3.5, are described by

2 . 3 2 3
5 O 0:1 0
0 -+ 0 36
Hyx = g L g = g : (3.28)
w O 01 O
0 5= 0 1.8
The constraintsU are set as 0:5A u(k) 0O:5A. The polytopeU is
described by " g " #
1
= 2
Hy = ﬁ = ) : (3.29)

o

5
The constraintsU are shown in Fig.3.11

The closed-loop constraintX de nedin (3.16 are depicted in Fig.3.12 The
backward iterative algorithm(see Algorithm1) is applied to X and the resulting
terminal invariant set is found after 11 steps. It is portrayed in Fig. 3.12 The
complexity-index (number of vertices) of the polytope isp =6. The polytope
is described by

" #
10 10 94 88 10 10

= : (3.30)
055 0 027 055 027 O
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Figure 3.11: Optimal controlu (k) and tracking constraints. Red dash-dotted
line: u (k). Dashed line: constraintsU .

Figure 3.12: Maximal invariant set. Reed dash-dotted line: l@sed-loop con-
straints X . Solid line: nal invariant set .

The closed-loop control law 8.11) is applied to the nonlinear discrete-time
dynamics of the vehicle, given by4.21) and (2.22), according to the block diagram
of Fig. 3.13 The operating point is xed as the average velocity of the dpnal
solution depicted in Fig. 2.8, i.e. Xy, = 27km=h. The vehicle is subject to a mass
variation of 20% from its original value according to Table2.1. The tracking
of the optimal velocity is depicted in Fig. 3.14 In Fig. 3.153.16 are depicted

x2(k) and u(k), respectively. It can be observed that the tracking task isvell
achieved while the constraints are satis ed.
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Figure 3.13: Closed-loop implementation of the MPC. The fution that describes
the velocity x,(k +1) = f (x2(k); u(k)) is given by (2.22.

0 500 1000 1500 2000 2500 3000
X1[m]

Figure 3.14: Tracking of the referencex,(k). Solid line: tracking response of
X2(k) with a mass variation of 20%. Red dash-dotted line: referea. Dashed
line: constraints X for x,(K).

0 500 1000 1500 2000 2500 3000
x1[m]

Figure 3.15: Tracking error x,(k). Solid line: tracking error X,(k). Dashed
line: constraints X for x,(K).

56



3. Tracking Model Predictive Control

o

<

= 0(\\/\/\/\\

=3

'0.5'--'--" ------ ‘_"---‘- ------ ottt ‘-'--'-"--7
0 500 1000 1500 2000 2500 3000

X1[m]

Figure 3.16: Tracking error u(k). Solid line: tracking error u(k). Dashed line:
constraintsU .

3.6 Conclusions

The issue of MPC-based tracking for LTI discrete-time systes under time-
invariant constraints on the input and/or the state has beernrecalled. The use of
a suitable invariant set as terminal set in the MPC problem haallowed to guar-
antee asymptotic stability to the reference. It has been nated that the features
of the systems, such as the dynamics and the constraints, andmately involved
in the design of the invariant set. The MPC strategy has beenagpticularized to
a tracking task. It has been illustrated on both an academicxample and the
linearised model of theVir'volt vehicle.

The constant constraints (symmetric or asymmetric) may nobe necessarily
well suitable for all the stages of the driving strategy. In articular, for the
Vir'volt vehicle, time-varying constraints may be more appropriateso that they
are adapted to di erent stages of the tracking task.

Indeed, regarding the application of the control law to thedw consumption
Vir'volt vehicle, it can be observed that the discrepancies regardithe mass of
the vehicle or the frictions are more critical during the irtial acceleration and
the nal deceleration. The initial acceleration is intende to reach as soon as
possible the reference to accomplish the constraint of th@al time, and the nal
deceleration corresponds to turn o the motor to save energylhus, the initial
acceleration and the nal deceleration are expected to bevedys present (under
feasibility conditions) in the solution of the problem 2.15. Therefore, particular
constraints may be imposed only at the beginning and at the drof the tracking
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of the velocity x,(k). This particular constraints are not necessarily the same
that those required in the rest of the tracking task.

As a solution to deal with the problem stated above, it would bénteresting
to derive a MPC strategy that allows to incorporate time-vaying constraints
adapted to the features of the tracking task. The problem lgin that the proposed
solution must be suited for low computational resources andal-time constraints.
A solution to this problem is proposed in Chapte#.
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Chapter 4

Tracking under time-varying
polytopic constraints

4.1 Introduction

The consideration of control problems with signals subjedb time-varying con-
straints is often faced in real world applications. Despitéhe e ervescence of
works dealing with MPC, only few ones address the problem uadtime-varying
constraints. As some exceptions, the following contributis can be quoted.

In Bemporad et al. [L2, 1], time-varying constraints that apply to the input
and the output are incorporated in theExplicit model predictive control In
this approach, the time-varying constraints are requireda be fully known
a priori and the controlling sequences must be computed oirke for all the
possible variations of the constraints. Hence, the implemition of the
MPC requires a massive storage capacity.

In the work of Mayne et al. B1], time-varying constraints have also been
considered as an extension of theutput feedback model predictive control
in [52). The approach in p]1] is based on a stable state estimator and a
robust tube-based MPC which is solved on-line. However, theistence
and the knowledge of a common invariant set satisfying the ates and
inputs constraints for all the time instants is required.
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4. Tracking under time-varying polytopic constraints

Wada et al. [67] address the feasibility and stability issues related to a RIC-
based tracking problem for LTI systems with time-varying costraints, more
speci cally time-varying input saturation levels. In [67], on-line LMIs op-
timization problems are involved in the design of ajain-scheduled feed-
back control law that is a feedback gain that depends on the time-varying
saturation level of the input. However, solving on-line the MIs may be
una ordable for real-time applications.

Finally, it must be stressed that some well-admitted MPC-basd tracking
formulations can be very e ective for time-invariant constaints but cannot
be suited to cope with time-varying ones. It is precisely thease for the
MPC-based tracking strategy presented in4f] which bene ts from larger
domain of attraction than the standard MPC formulation, but time-varying
constraints are not allowed.

All'in all, the consideration of time-varying constraints isstill challenging when
e cient MPC approaches compatible with real-time applicaions are required. In
the following, a solution to the tracking problem for LTI sysems subject to time-
varying constraints is presented. The proposed solution sharacterized by a
control algorithm with low computational cost suitable to real-time applications.
To enforce stability, the standard MPC-based tracking streegy with the terminal
invariant set [53, 23 67] is used. The problem of the standard approach lies in
that the computation of the invariant set becomes intricatewhen considering
time-varying constraints. Indeed, if the constraints chage in time, the invariant
set is also time-varying and so, must be recomputed on-lineAnd yet, when
real-time applications are sought, it is far from being comgationally a ordable.

As a clue to tackle this problem, this chapter introduces an ggoach based
on an homothetic transformation which consists in a contraion/dilatation of
a prede ned invariant set previously computed o -line. Sub a transformation
allows to t on-line the time-varying constraints. The invariant set and the
time-varying constraints both admit polytopic representtions. The resulting
parameter-dependent invariant set is an admissible termah constraint for the
MPC problem and guarantees asymptotic stability. Since thbomothetic trans-
formation is merely characterized by the dilating/contrating factor required to
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4. Tracking under time-varying polytopic constraints

t the constraints, the computational cost for the on-line procedure boils down to
the calculation of such a factor, and thus the MPC becomes saile for real-time
applications despite the time-varying constraints.

This chapter is organized as follows. In Sectiof.2, the issue of MPC track-
ing problem subject to time-varying constraint is presenté The time-varying
constraints are described using time-varying polytopic peesentations. In Sec-
tion 4.3, the homothetic transformation of the terminal invariant %t is detailed.
This homothetic transformation is proposed as a suitablertie-varying invariant
set to be used in the time-varying MPC formulation. In Sectio 4.4, the MPC
strategy that involves the homothetic transformation, peformed on-line, is pre-
sented. The time-varying invariant set, result of the homdtetic transformation
used within the MPC, guarantees the asymptotic stability othe control law. In
Section4.5, a numerical example is presented. Finally, in Sectioh.6, the MPC
tracking strategy is applied to theVir'volt vehicle.

4.2 Preliminaries

Consider the MPC-based tracking problem3.11) for the system @3.3) given by
x(k+1)= A x(k)+ B u(k); (4.2)

with tracking polytopic time-varying constraints in the input and/or the state,
verifying 8k 0

x(k)2 X (k) R";

4.2
uk)2 U (k) RP: *-2)

The notation (k) re ects that the control input and the actual state are con-
strained within sets of which size and shape might be changinn time. The
constraints X (k) and U (k) follow Remark 1 given in Chapter 3.

The objective is to steer to the origin the tracking error 4.1), while ful ll-
ing the polytopic constraints @.2) with a MPC-based strategy. The open-loop
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problem (3.11) turns into

1

. T . . T . :
u(k+i)Zer;nilD[O;k+Np . x"(k+i)Q x(k+i)+ u"(k+ iR u(k+i)

+ X" (k+ Np)P x(k+ Np);

st: x(tk+i+1)= A x(k+i)+B u(k+i); 8=0;:::;N, L
x(k+1i)2 X (k); 8i ;i N L
uk+i)2 U (k); 8i=0;::1;N, L
x(k+ Np) 2 Xt (k);

1
o

(4.3)

with N,, Q, R and P de ned as in Section3.2

To ensure stability, convergence of the tracking error to re, and recursive
constraints satisfaction altogether, it is convenient to dne the time-varying
terminal (closed) setX; (k) of feasible nal states as a parameter-dependent in-
variant set for the system B.12 under time-varying constraints @.2). Having
in mind the real-time e ciency as a main priority, the point is that simplicity
of implementation must be preserved. And yet, as shown in Semt 3.3 obtain-
ing an invariant set is computationally demanding. Notice tht in particular,
the complexity-index of the polytopic constraints may alswary in time, which
means that the shape of the polytopic constraints may vary iime. A method to
compute X (k) is proposed in this chapter and bene ts from an ease of retitne
implementation while preserving the stability and convergnce properties.

Similarly to Section 3.3, consider the closed-loop system

x(k+1)= (A + BK) x(K); (4.4)

obtained from (4.1) using the stabilizing feedback control law u(k) = K x(k).
As in Section3.3, the gainK 2 RP " is derived fromP, which is the solution of
the Riccati equation with matricesR and Q involved in (4.3).

Following (3.13 for the time-invariant case, the input and the state must
satisfy u(k) = K x(k) 2 U (k) with x(k) 2 X (k). This is equivalent to
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x(k) 2 X (k) where

X (K)=f x(k)2R": x(k)2X (k); K x(k)2 U (K)g 45
=X (K)\ X (U (K); '
and X (U (k)), asin (3.19, is given by
X o(U K)=f x(k)2R":K x(k)2U (kg: (4.6)

The following assumptions will be considered in the sequel.

Assumption 1 The steady-state targetx (k) and u(k) are assumed to be avail-
able on-line. Furthermore, the targetsx(k) and u(k) are considered to remain
constant within the prediction horizonN, i.e. x(k+1i) = x(k) andu(k+i) = u(k)

Remark 2 The assumptions made on the available knowledge of the future con-
straints can a ect substantially the feasibility of the solution. In general, the
available information about the constraint can be classi ed as follows

The constraints are measurable at instank but its future behaviour is not
necessarily known.

Only the boundaries of the constraints are known, but its particular be-
haviour is unknown.

The present and future behaviour of the constraints are fully known.

This work does not focus on the problem of ensuring recursive feasibility. To our
opinion, this problem is not solvable for the general case with partial informa-
tion of the future behaviour of the constraints. Thereby, we pose the following
assumption (Assumption 2) on the on-line available knowledge. The results could
be easily adapted to the cases of di erent assumptions on the knowledge of future
constraints.

Assumption 2 The time-varying constraints setsX (k+ i) andU (k+ i) are
available on-line at least fori = 0;:::; Np.
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Assumption 3 The time-varying constraints setsX (k) andU (k) are assumed

to be convex and compact polytopes that contain the origin in their interior, for
all k. X (k) andU (k) are represented by hyperplane representations described
byHyx (k) and Hy (k), respectively.

As a result, similarly to the time-invariant constraints cag, the polytopic
constraints X (k) are represented by the following hyperplane representati

X (k)=f x(k)2R":Hx (k) x(k) 1g; (4.7)

whereHy (k) 2 RPx() n 12 RPx() p (K) is the complexity-index of the poly-
topic constraints X (k) at time k, and

" #
_ Hx (k) .
Hx (k) = Ho (K : (4.8)

Assumption 4 The constraints X (k) follow the trade-o described in Remark
1 of Section3.2.

Notice that unlike the time-invariant case presented in Seitin 3.2, since the con-
straints (4.8) vary in time, then the invariant terminal set must be recomputed
as the constraints change. The invariant sets can be recontpd on-line to solve
the MPC problem (4.3), or computed o -line and saved in memory, which may
require high memory capacity. It must be stressed that mak@such sets to be
time-varying can be a solution to cope, for example, with fegility purposes.
Indeed, the larger the sets, the greater the feasibility remn. Nevertheless, the
on-line recomputing of the invariant set is often restrictte if hard real-time con-
straints such as computation time and memory capacity mustéfaced. The aim
of next section is to propose a solution to handle such a preioh.
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4.3 Homothetic transformation of the invariant
set

As a clue to tackle the aforementioned problem, suppose thatset " R"
is given o-line. This set is de ned as an invariant set for tle system 4.4)
and admits a polytopic description. The main idea consistiide ning an on-
line homothetic transformation, centred in the origin, to dtain an homothetic
copy of the invariant set “at each time k. This homothetic transformation is
characterized by a factor (k) 2 R such as the resulting convex invariant set
Xi(k) = (K" R" is an invariant set for the system 4.4) under convex
polytopic constraints X (k). It is important to emphasize that sinceX (k) and
"“are convex sets, then the homothetic transformation alwag exists.

Remark 3 The stability does not depend on the feature of the invariant sét It
holds for any invariant set for the system4.4). The feature can be chosen to meet
speci ¢ characteristics all along the homothetic transformations. In practice, the
choice can be made according to some heuristics specifying whether the invariant
set should be centred or not around the origin, symmetric or not, admitting a pre-
scribed number of vertices, etc. The invariant set can be designed from nominal
constraints X and O conveniently chosen according to those speci cations.

4.3.1 Principle of the homothetic transformation

Consider a given polytopic invariant set. This invariant set is described by the
following vertex representation (as in 8.19)

( )
)e/\
= X(k) 2 R": x(k)= Vaw; w(i)=1; w() O; 8 ; (4.9)
i=1
whereV ~ 2 R" P~ is the vertices array
Va=[viVa... Vp,l; (4.10)

and each columnv; 2 R";j = 1;::;p, in V4 is the j-th vertex of the polytope
" Besides, w 2 RP", and p« is the complexity-index (number of vertices in the
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polytope) of the invariant set "

On the other hand, consider the polytopic closed-loop comaints X (k) in
(4.7). De ne Pj(k) as thei-th hyperplane given by thei-th facet of the polytope
X (k). The hyperplaneP;(k) veri es

Pi(k)= f x(k)2 R":Hi(k) x(k)=1g; (4.11)

where H;(k) 2 R! " is the i-th row in Hy (k), with i = 1;::;px(k). Notice
that Hi(k) x(k) = 1 describes the hyperplane equation of theth facet of the
polytope X (k).

Now, given a vertexv; 2 R" (j =1; ;p~)in (4.10, such that the scalar
Hi(k)v; is non-zero, there exists a scalar 2 R such that v; belongs to the
hyperplane P;(k) (see Fig.4.1). Since, this non-zero scalar belongs to the
hyperplaneP;(k), it veri es

Hi(k) vj =1: (4.12)

It is illustrated in Fig. 4.1 Hereafter, the scalar will be indexed byi, j and k

as follows 1

(k) = TR (4.13)

4.3.2 Computation of the homothetic factor

For the polytopic sets“and X (k), de ne the following strategy from (4.13
(k) =minfmaxf0; (k)9 i =1;:5px(k); ] =155 pn0: (4.14)

Such a strategy delivers at each tim& a contracting or a dilating factor (k)
such as the setX; (k) = (k)" X (k) is the largest \copy" of "“contained in

X (k). In Fig. 4.1, it can be observed that the homothetic copy of dilates or

contracts homogeneously, and its vertices follow the ditgan of the vertices of
" The following remark guarantees the existence of such a ¢#or.

Remark 4 At each timek, since X (k) is assumed to be convex and compact,
then for eachy;; | =1;::; p~(K), there exists at least onéd;(k); i =1;:::; px(k),
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Figure 4.1: Geometry of the homothetic transformation. Sadliline: polytopic
invariant set © Dashed line: homothetic copy of “at time k. Red line: polytopic
constraintsX attime k. ;)Vv;: homothetic vector ofv; (along the blue vectors)
with factor ;) at time k (time index k not reported for brevity sake).

such that (k) is positive.
The strategy of the homothetic transformation can be summaed as follows

If 0 < (k) < 1, then the invariant set “is contracted by a factor  such
that (k)"is the largest homothetic contraction of “that is contained in
X (k).

If (k) = 1, then the invariant set “is already the largest set that is
contained in X (k), thus "is kept unchanged.

If (k) > 1, then the invariant set “is dilated by a factor  such that
(k) "is the largest homothetic dilation of “that is contained in X (k).

Notice that nothing has been said yet regarding the invariamcproperties of the
polytopic set (k)" Until now, only a maximal homothetic transformation that
ts the time-varying constraints X(k) has been found from a single invariant set
In next section, the homothetic transformation (k) "is proposed as a candidate
to be an invariant set for the time-varying problem 4.3), and the MPC problem
(4.3) is reformulated using (k)"
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4.4 MPC with homothetic transformation of the
Invariant set

In the following, is demonstrated that the set (k)”is an invariant set for the
problem (4.4) with time-varying constraints X (k) and U (k), and therefore can
be used as a terminal set constraint in4(3).

Proposition 1 The convex polytopeX; (k) = (k)”, under the strategy ¢.14),
is an invariant set for the system 4.4) under time-varying constraints X (k).

Proof 1 Since” is an invariant set for (4.4), then (k)" is also an invariant set
for (4.4) in absence of constraints (or for no particular constraints), in virtue of
the invariance properties for linear systems (seé]). In addition, since (k)"

X (k), then (k)" is also an invariant set for @.4) under constraints X (k) in
virtue of De nition 1.

Therefore, the problem £.3) can rewritten as follows using (k)"

1

- T . . T . .
u(k+i)2Rpr;ni|D[o;k+Np ) x'(k+i)Q x(k+i)+ u'(k+i)R u(k+1i)

+ X" (k+ Np)P x(k+ Np);

st: x(tk+i+1)= A x(k+i)+ B u(k+i); 8=0;:::;N, L
x(k+1i)2 X (k); 8i ;i Np L
uk+i)2 U (k); 8i=0;::1;N, L
x(k+ Np)2 (k)"

I
o

(4.15)
Regarding the stability properties of problem 4.19, the following result is ob-
tained as a corollary of Propositionl.

Corollary 1  The control law given by the solution of4.15 with X (k) = (k)"
and (k) dened as in (4.14), guarantees the convergence and the stability of
x(k) around the origin.

Proof 2 It is a straightforward consequence of Propositioh which ensures that
X (k) = (k)" is an invariant set for (4.4) under constraints X (k). Indeed,
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such a property is su cient to guarantee the asymptotic stability of x(k) around
the origin.

The algorithm used to implement the MPC problem 4.15, can be summa-
rized as follows.

Algorithm 2

O -line steps
Compute an invariant set “for the system (4.1), with some arbitrary con-
straints X and 0 according to Remark3.

On-line steps

1. Measure x(k) and u(k) at time k.

2. MeasureX (k) and X (k) at time k and nd X (k) from (4.7) and
(4.9).

Compute (k) using the strategy @.14 ( (k) veries (k)" X (k)).
Solve the MPC problem 4.15 with terminal set constraint (k)"
Apply u(k) as the rst element of the solution of @.15).

2

Return to Step 1.
The Algorithm 2 is illustrated in the next section.

4.5 MPC-based tracking with time-varying con-
straints: an academic example

45.1 Problem statement

Consider the same discrete-time systen3.22 as in Section3.4 given by

# " #
09 (@25 0:5
A= ; B = : (4.16)
0:25 Q9 2
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The aim is to calculate a control law in order to track the refeence given by

8
_ S[o5;0f  fork< 10Q

x(k) =
- [0:1;04]"  fork 100

(4.17)

subject to the polytopic time-varying tracking constraintsX (k) andU (k). The

constraints X (k) are described by

X (K)=f x(k)2R?:Hy (k) x(k) 1g;

where 8
%Hg(l) for k < 30
Hye ()= HY for30 k<90
« (K) =
%Hgf’) for 90 k< 14Q
HY  fork 14Q
with
2 3 2 3
L0 25 0
Lo _B 0 GiZ_B 0O 257
X 10 25 0 &’
0:4 '
2o1 - . ., 0 25,
R 10 0
0 & 0 10
2 -
”“g_ o§§ 10 oé
0:1
2 P ﬁ3 , 0 10
L0 33 0
Lo _B 0 G Z_B 0 25
X = 0 33 0
0 o 0 25

Besides, the constraintd) (k) are described by

UK=Ff uk 2R :Hy (k) uk) 1g
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where 8
% HE  for k < 30,
H®  for30 k< 90
Ho (0= _ o (4.22)
% HJ for90 k< 14Q
“HY  fork 140
with
# # t# #
o - o - 2 @ _g@_- o - 100
y = 25 'Y v . 100
0:04 n n 0:01
# # (4.23)
O - o - 20
v - 25

0:04

The feedback gainK = [ 0:0343 0:1478] is obtained fromQ = [1 0;0 1],
R =30 and P =[4:6534 05613; 05613 30237], noticing that it does not depend
on the constraints. Therefore, from4.8), the time-varying closed-loop constraints
X (k) are given by the following polytopic representation

X (k)=f x(k)2R?:Hx (k) x(k) 1g; (4.24)
where 8
% HY  fork < 30
H? for30 k< 90
He (= © (4.25)
% Hy’ for90 k< 14Q
H fork 14Q
with
2 3 2 3
25 0 10 0
0 25 0 10
25 0 10 0
HY = CHY = HY = . (426
X 0 25 X X 0 10 (4.26)
0:86 369 343 1478
0:86 369 343 1478
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and 2 3
3:33 0
0 25
@ _ 3:33 0 _
Hy' = 0 o5 b (4.27)
0:69 296
0:69 296

In the following section, Algorithm 2 is applied.

45.2 Results

O -line step: choice of the invariant set.

According to Remark 3, the choice of the invariant set”does not im-
pact the stability and may be made according to some heuris8 related
to the specicity of the application. Here, as an arbitrary cloice, it is
built from the feedback gainK indicated above (obtained by solving the
LQR problem with weighting matricesQ =[1 0;0 1], R =30 and P =
[4:6534 05613; 05613 30237] of the MPC problem 4.3)) and the same con-
straints (3.25 as in the time-invariant case. Hence, the resulting invarrd
"is de ned by ( 3.27 and is recalled in Fig.4.2

Figure 4.2 Invariant set”

On-line steps: MPC with homothetic transformation.
By applying the strategy (4.14), the following dilating/contracting homo-
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thetic factors are obtained

67 for30 k< 90
for 90 k< 14Q
- 067 fork 140

8

% 2:67 fork < 30
0:6

% (4.28)

The time evolution of (k) is plotted in Fig. 4.3, The time-varying con-
straints (4.18 and (4.2]) are depicted in Fig. 4.4, 4.6 and 4.8 for each time
interval. The nominal invariant set “and the invariant sets obtained after
the homothetic transformation with factors @.28 are depicted in Fig. 4.5,
4.7 and 4.9, respectively. The gures clearly illustrate that for (k) > 1
(resp. (k) < 1), the nominal invariant set “dilates ( resp. contracts) ho-
mogeneously. From the gures, it is also clear that the largg homothethic
invariant set is still a subset ofX (k), as expected.

3

0 50 100 150 200
Figure 4.3: Time evolution of (k).

The dilation/contraction e ect of the homothetic factor (k) over the nom-
inal invariant set " is illustrate in the Fig. 4.1Q

The tracking of the reference 4.17) with initial conditions x(0) = [0; 0:3]
is depicted forx;(k) and x,(k) in Fig. 4.11and 4.12 respectively. The
tracking errors x;(k) and x,(k) are depicted in Fig.4.13and 4.14 The
control  u(k) is the solution of the MPC problem @.15 with terminal
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4. Tracking under time-varying polytopic constraints

Figure 4.4: Constraints fork < 30. Dotted line: constraint X (k). Dash-dotted
line: constraint X (k).

Figure 4.5: Homothetic transformation fork < 30. Dotted line: constraint
X (k). Dash-dotted line: constraintX (k). Dashed line: nominal invariant set
" Solid line: (k) "with (k) = 2:67.

Figure 4.6: Constraints for 30 k < 90 ork  140. Dotted line: constraint
X (k). Dash-dotted line: constraintX (k).
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4. Tracking under time-varying polytopic constraints

Figure 4.7: Homothetic transformation for 30 k < 90 ork  140. Dotted line:
constraint X (k). Dash-dotted line: constraint X (k). Dashed line: nominal
invariant set * Solid line: (k) “with (k) = 0:67.

Figure 4.8: Constraints for 90 k < 140. Dotted line: constraintX (k). Dash-
dotted line: constraint X (k).

Figure 4.9: Homothetic transformation for 90 k < 140. Dotted line: constraint
X (k). Dash-dotted line: constraintX (k). Dashed line: nominal invariant set
" Solid line (k) "with (k) = 2.

75



4. Tracking under time-varying polytopic constraints

Figure 4.10: Dilation and contraction of the invariant set. 8lid line: nominal
invariant set " Dashed line: 0:67" Dotted line: 2 " Dash-dotted line: 2:67"

constraint (k)" The control  u(k) is depicted in Fig. 4.15 The plots
highlight that the tracking is achieved while the time-varyng constraints
are ful lled.

0.4

X1

0.2]

0 50 1|t()o 150 200

Figure 4.11: Tracking of the reference;(k). Solid line: tracking response of
Xx1(k). Dash-dotted line: reference.

4.5.3 Computational resources

The on-line computational requirements (memory and compation time) of the
MPC approach with the homothetic transformation are compard with respect
to the computational requirements of the standard MPC apprach. In the MPC
approach with the homothetic transformation, only the dildion/contraction of
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0.4-

X2

0.2

0 50 1|t()o 150 200

Figure 4.12: Tracking of the reference,(k). Solid line: tracking response of
X2(k). Dash-dotted line: reference.

0.4------ e | | ]
02 ; : |
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02{ : 5
0.4 === o ‘ | —
0 50 100 150 200

Figure 4.13: Tracking error x;(k). Solid line: tracking error x;(k). Dashed
line: time-varying constraints.
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Figure 4.14: Tracking error x,(k). Solid line: tracking error and Xx,(k).
Dashed line: time-varying constraints.
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0.05 ‘ -ioeme =

-0.05! ‘ EYSCETEPE ‘ ]
0 50 100 150 200

Figure 4.15: Tracking error u(k). Solid line: tracking error u(k). Dashed line:
time-varying constraints.

the nominal invariant set is performed on-line to t the timevarying constraints.
None invariant set is computed on-line. Conversely, in the ahndard MPC, a
new invariant set is fully recomputed on-line every time theonstraints vary in

time. In Table 4.1, the computational resources used to solve the tracking die
reference 4.17) with time-varying constraints (4.18 and (4.21) are presented for
each approach. The numerical simulations are performed on itel Corei7 with

2.2GHz and 6GB of RAM.

Table 4.1: On-line computational resources MPC with homottic transformation
and standard MPC.

Method Computation time Memory used
MPC with homothetic transformation | 7:49ms 3002Bytes
Standard MPC 21:28ms 10494Bytes

The MPC approach with the homothetic transformation is almst 3 times
faster than the standard MPC approach in which the invariantset is completely
recomputed on-line as the constraints vary in time. Additioally, the memory
used by all the variables involved in the on-line computatio of the homothetic
factor (k), and by those variables involved in solving the MPC problepis near
3.5 times smaller than the memory used on-line to fully compai the invariant
set using thebackward iterative algorithmand solve the MPC. It illustrates that
the homothetic transformation allows to reduce the memoryra time require-
ments for the real-time implementation, in case of time-vging constraints. The
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4. Tracking under time-varying polytopic constraints

fully recomputation of the invariant set at each time that the constraints vary in
time allows to have a bigger domain of attraction, but the pgormances of both
approaches are similar.

4.6 MPC-based tracking with time-varying con-
straints: application to the Vir'volt vehicle

In this section, the problem @.3) is fully developed for the linearised model.32
of the Vir'volt electric vehicle dynamics aroundx, ; l patt.). Hereafter, the battery
current I pa Will be simply denoted with u, thereforel,, = U, Ipatt, = Ue.

The main objective is to solve the MPC law 4.3 to steer to zero the error
dynamics 2.33. Now, a bounded set of constraintX (k) for everyk is imposed.
As it turns out, no special constraints are required for the pmtion accuracy

x1(k) since the tracking is only concerned with the velocity. Fothat reason,
in practice, very large constraints 100m Xx1(k)  100m are imposed for
everyk.

Regarding the tracking constraints on the velocity, it is wdh considering
robustness issues. Indeed, there are unavoidable mismaitbetween the param-
eters of the model and the actual ones. Discrepancies regagdthe mass of the
vehicle or the frictions will be more critical during the intial acceleration and the
nal deceleration (see Fig.2.89. For example, an increasing of the mass will lead
to a slower acceleration. Therefore, the constraints for x,(k) must be relaxed
at the beginning and at the end of the path. Consequently, theonstraints for

X2(k) are time-varying.

Notice that, since the vehicle starts at speed equal to zerdd initial natural
strategy is to accelerate as much as possible to reach theioml nominal velocity.
That precisely corresponds to the optimal solution as illdsated by Fig. 2.8aand
Fig. 2.8b. Notice also that when the vehicle approaches the end of thetpa
the natural energetically optimal behaviour consists in siching o the motor
propulsion (see Fig.2.89).

The resulting constraints X (k) are represented by the following polytopic
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descriptionHyx (k) as de ned in (4.18

8
Hy (K= _H®

3

: Hg’)

for x,(k) < 944m

for 944m x,(k) < 2588m

for x,(k) 2588m

3 2
0 06
36 X 0
0 ?H(X)zg c
100
0:6 0
) 2
A 0 0:01
0 L =E 0
ﬁ 0 0:1
0 L 0

(4.29)
3 2
0 0:01 0
a5 :g 0 36
0 001 O
1 0 1:2
0.833
0
06 %
o L
1:8
(4.30)

As far as the input tracking constraintsU (k) are concerned, the battery current

u(k) must ful I, for all k
0

u(k)

umax .

(4.31)

Then, to avoid the inadmissible values of the input, u(k) in (2.32 has to satisfy

the following constraint

Umin (k)
u (k)

u(k)
u(k)

Umax (K);

Umax

u (k):

(4.32)

The constraints are time-varying because u(k) depends on the optimal control
input u (k) (see Fig. 2.8b) that may change in time. Additionally, 02 int (U (k))

must be satis ed for everyk, and therefore a small tolerance = 1

10 ¢ is

introduced for the cases wherel (k) = umax Or u (k) = 0. As a result, the
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constraints U (k) on the input, as de ned in (4.21), obey

8
SHY  ifu (k)= Uma
Hy (k) = §H8) if u(k)=0; (4.33)
: HS) otherwise,
where
" # " # " #
HO = ()1 L@ (Uma) b HO = (Umax U (K)) *
u - 1 u - 1 ’ u - k 1
(' Umax) () ( u (k)
(4.34)

The time-varying tracking constraints for u(k) (see @.32) are depicted in
Fig. 4.16 with respect to the vehicle position. Notice that the constrimts U (k)

are not symmetric.

0 500 1000 1500 2000 2500 3000
X1[m]

Figure 4.16: Time-varying tracking constraintdJ (k) with respect to the vehicle's
position. Solid line: umiy (k). Dashed line:  Upyax (k).

4.6.1 Results

In order to make the tracking task appropriate for real-timeémplementation de-
spite the time-varying constraints, Algorithm 2 is applied. To this end, a nominal
invariant set “must be precomputed o -line for (2.32 and then scaled on-line
to t the time-varying constraints described by (4.29 and (4.33, as seen in Sec-
tion 4.3 This invariant set will act as a terminal set constraint andstability and
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convergence of the state to steady-state values will be gaateed by the MPC
algorithm (see Corollaryl).

O -line step: The choice of the invariant set.
The nominal tracking constraints (used only to compute o 4he the initial
invariant set) X and 0 (see Remarkd), are chosen as

50m  xi(k) 50m

(4.35)
0:138nrs xp(k)  0:138nFs;
and
10A  u(k) 10A: (4.36)
The polytopesX and 0 are described by
2 . 2 3
% 0 0:02 oy 4
HA=§OW38§ 720%HO= L ol
. = 0 0:02 ’ - 0:1
0 0:111%8
(4.37)

The weighting matrices are€Q =[00;0 1]andR =1, thus P = [00; 0 13975]
andK = [0  0:6411]. The following closed-loop nominal constrain&
are obtained with K de ned as above,

2 3
0:02 0
0 7.20
i 2§ 02 0 2 a3
0 0:064
0 0.064
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The maximal invariant set “that ts ( 4.39 is given by the following vertex
representation

2 3,
50 0:1389
50 0
497020 01389
V= : (4.39)
497020 0:1389
50 01389
50 0

On-line steps: MPC with homothetic transformation.

Since in the actual application, the dynamics of the vehicles nonlinear,
the tracking task will be performed by applying the control 6 the non-
linear discrete-time dynamics 2.22), as is depicted in the block diagram
of Fig. 4.17. The optimal solution u(k); u(k +1);:::; u(k + Np) of

the MPC problem (4.3), with N, = 10, is computed from the actual state
x(k) = [x1(k); X2(k)]" of the nonlinear dynamics 2.22 using the linearised
tracking error  X,(k) = (x2(k) X2.) (X,(k) Xg.). The operating point

is xed as the average velocity of the optimal solution depied in Fig. 2.8,

l.e. Xz, = 27km=h.

Figure 4.17: Closed-loop implementation of the time-vary;mMPC. The function
that describes the velocityx,(k + 1) = f (x2(K); u(k)) is given by (2.22.

The homothetic dilation/contraction of the invariant set is applied within
the MPC algorithm to t the closed-loop constraints X (k), according to
Algorithm 2. The rst component u(k) of the optimal solution of the
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MPC problem is used to shape the control inpuu(k) for the nonlinear
dynamics by makingu(k) = u(k) + u (k). Notice that to comply with
Assumption 1, the referencesu (k) and x (k) are kept constant during the
prediction horizonN,. The sampling period isTs = 0:2s. The tracking task
is performed for a mass variation of 10% and 50% in the nonlaremodel
(2.22.
From the strategy (4.14), the scaling factor is calculated on-line and it is
obtained that (k) 2 f 0:067 0:561 1.752 2g. Next, the nominal invariant
set " described by (4.39, is scaled with the homothetic transformation to
t the closed-loop constraints X (k) given by (4.7), where

" #

Hx (k)

Hx (k) = Ho (K , (4.40)

with Hyx (k) and Hy (k) as given by @.29 and (4.33, respectively.

The invariant set “and the di erent homothetic transformations (k) “for
the distinct values of are depicted in Fig.4.18 The evolution of is
plotted in Fig. 4.19with respect to the vehicle position.

Figure 4.18: Dilation and contraction of the invariant set. 8lid line: nominal
invariant set © Dashed lines: dilation or contraction of the nominal invariant
set.

The tracking responsex,(k) of the nonlinear system is depicted in Fig4.20

with respect to the vehicle position. The dierence betweernhe actual
nonlinear velocity x,(k) and the target statex (k) at time k, i.e. X(k) =
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1.5

o5 e

0 500 1000 1500 2000 2500 3000
X1[m]

Figure 4.19: Homothetic factor with respect to the vehicle's positionx;.

X2(K)  X,(K), is depicted in Fig.4.21with respect to the vehicle position.
In Fig. 4.22 the input for the nonlinear tracking u(k) = u(k) u (k) is

depicted with respect to the vehicle position. The resultd®w that tracking

task is achieved and the constraints are satis ed.

0 500 1000 1500 2000 2500 3000
X1[m]

Figure 4.20: Closed-loop tracking response. Red dashed limeferencex,(k).
Dashed line: tracking response of the nonlinear system withmass variation of

10%. Solid line: tracking response of the nonlinear systenitiva mass variation
of 50%.
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:h]

¢ Xo[km

0 500 1000 1500 2000 2500 3000
X1[m]

Figure 4.21: Closed-loop tracking error x,(k). Red dashed lines: Xomin (K) and

Xomax (K). Dashed line: tracking error X,(k) of the nonlinear system with a
mass variation of 10%. Solid line: tracking error x,(k) of the nonlinear system
with a mass variation of 50%.

¢ uf[A]

54w o

0 500 1000 1500 2000 2500 3000
X1[m]

Figure 4.22: Closed-loop tracking error u(k). Red dashed lines: upi, (k) and

Umax (K). Dashed line: tracking input u(k) of the nonlinear system with a
mass variation of 10%. Solid line: tracking input u(k) of the nonlinear system
with a mass variation of 50%.

4.7 Conclusions

A real-time MPC-based tracking strategy for linear systemsubject to time-
varying constraints in the state and/or the input has been pesented. The cen-
tral idea is based on a polytopic invariant set computed o the which is homo-
geneously dilated or contracted on-line to t polytopic time-varying constraints.
The resulting time-varying invariant set has been used as admissible terminal
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constraint set so that it guarantees stability and convergee in the tracking task.
It has been shown that time-varying constraints can allow tdake into account
practical concerns such as the consideration of saturat®rand the guarantee
of feasibility despite uncertainties. The MPC strategy hadeen applied to the
practical case of theVir'volt vehicle.

Beyond the interest of a solution which is appropriate to cap with time-
varying constraints, the approach is well suited for realine applications. Indeed,
the additional cost of the approach, compared with the staratd MPC for the
time-invariant case, is quite negligible.

Until now, the linearised model has been used to design the tah law. It
should be interesting to account for all the nonlinear feates of the tracking
problem (due to the nonlinearities of the dynamics of th&/ir'volt vehicle) in
the synthesis of the control law. In the following chapter,tie Linear Parametric
Representation (LPV) of the tracking problem, detailed in Setion 2.5.2 is con-
sidered. A MPC-based tracking strategy for LPV systems is #leloped in order
to achieve the tracking task.
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Chapter 5

Real-time Robust Model
Predictive Control for LPV
systems

5.1 Introduction

In this chapter, a control strategy based on the Linear Paragtric-Varying (LPV)
representation of the tracking error 2.40 in Section 2.5.2is presented. When
it comes to control synthesis, the point which must be constded for LPV rep-
resentation is that, although the varying parameters are aessible because they
are measured on-line, the future behaviour is uncertain. Hewer, if the parame-
ters are bounded, they can be considered as lying in a polympln such a case,
the control law can result from the solution of a nite number é Linear Matrix
Inequalities (LMIs). Furthermore, LMIs are very handy to teke into account the
uncertainties in the parameters and the constraints impodeo the control task.
The LMIs were rst introduced into a robust constrained MPC dgorithm
for polytopic LTV systems (with a straightforward possibleextension to poly-
topic LPV systems) in 2. However, the formulation presented in42] is very
conservative. Since then, several works such a®©,[ 66, 22] have proposed en-
hancements of42] to reduce conservativeness. Nevertheless, they requirestive
on-line a convex optimization problem involving LMIs, whib is a major draw-
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back for real-time applications. Furthermore, all the afementioned works deal
with symmetric constraints in the input and the output. On the other hand, the
work of [71] addresses the problem of MPC for LPV systems subject to asymet-

ric constraints. However, it also requires solving on-lineNIs. Besides, as7l]

highlights, the proposed solution for asymmetric constrais is very conservative
since the control design does not consider the time-varyipgrameter of the LPV

representation. On the other hand, the robust MPC strategydr LPV systems in

[66], explicitly includes the measure of the time-varying paraeter in the control

law, which reduces the conservatism, but it still needs sohg on-line of LMiIs.

In this chapter, [66] is adapted to obtain an o -line version acceptable for
real-time implementation. The modi cations partially follow the same lines as in
[68 to reduce the computational time and the resources requddor the MPC
algorithm. However, the o -line algorithm presented in $8] does not take into
account the value of the time-varying parameter of the LPV ngresentation. In
this chapter, the time variations of the parameter are condered to design a
controller suitable for real-time implementation and withlow conservatism.

This chapter is organized as follows. In SectioB.2, the problem of MPC
tracking for a LPV system is introduced. In Section5.3 a robust MPC for
LPV systems is described. This approach involves the on-éirsolution of a nite
number of LMIs. In Section5.3.], an explicit MPC strategy for LPV systems is
presented. This approach reduces the on-line computatidrnaost, since the LMIs
are solved o -line, but does not include the time-varying pameter in the solution
of the control law. In Section5.5, a robust MPC for LPV systems that includes
the time-varying parameter in the computation of the contrblaw is presented.
This approach uses a Parameter Dependent Lyapunov FunctigfRDLF) to reduce
conservatism. However, this approach also involves the dnd solution of a nite
number of LMIs. In Section5.6, a new explicit MPC strategy for LPV systems
is presented. This strategy involves the time-varying paraeter in the control
law and reduces the on-line computational cost. Finally, in &tions 5.4 and
5.7, the aforementioned approach is illustrated through numeral examples, and
are applied to the problem of theVir'volt vehicle tracking the optimal driving
strategy.
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5.2 Problem formulation

Consider the dynamics of the polytopic LPV system2.40), i.e.
x(k+1)= A( (k) x(k)+ B u(k); (5.2)

with u(k) = lpar(k) and I (K) = u (k), and its output equation

y(k) = C x(k); (5.2)
with
# " # hoo
1 Ts 0 I
A( (k) = L ;B = g andC= 0 1;(53)
0 1 ﬁTstAf (k) Ts mlt'wr

where (k) = ( X2(k) + X,(k)). The boundaries of the parameter (k), i.e. min

(k) min ,» are assumed to be known but the future behaviour of the paraster
is unknown. From Sectior2.5.2 it has been already established that the dynamics
of the tracking error  x(k) = [x1(k) x;(K); x2(k) Xx,(k)]", belongs to a family
of dynamics given by 2.38 within the polytope C. The polytope C haspc = 2
vertices. In the following, the tracking problem is formulted for the family of
dynamics A ( (k)) B] given by (2.38), i.e.

NG
[AC (k) BI=  f;( (K)IA] B]; (5.4)
j=1
with
# " #
1 T o T,
Az o LT CuAr min ATy g LT Cuhr max (5:5)
e 0 0 m
f1( (k) = :—m fa( (k) = ﬁ (5.6)
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The dynamics 6.1) is subject to polytopic symmetric constraints in the input
and in the output, as follows

uk)2 U ; 8k O;

y(K)2Y ;8 O .7)

whereU andY are described by

U=f uk)2R:Hy u(k) 21gandY =f y(kl2R:Hy yk) 1g;

(5.8)
with " # " #
1 1
Hy = Hmax andHy = Ymac (5.9)
Umax Ymax
As a result, the constraints 6.7) are inequalities constraints of the form
u u(k Umax; 8k 0O
max ( ) max (5 10)

Ymax y(K) Ymax; 8K O

The MPC tracking, which consists in steering the error x(k), in (5.1), to
zero, can be addressed by the followingin-max problem, written in terms of
the family of dynamics A ( (k)) B] (see §2, 69))

min max J(K) ;
F(k+i) 2 RPN [A( (k+i)) B]2Ci 0

sit:
x(k+i+1)= A( (k+1) x(k+i)+ B u(k+i);8 O (5.11)
u(k +i)= F(k+i) x(k+i); 8 0
y(k+i)= C x(k+i); 8 L
k)2 U 8i O
yk+ )2 Y ; 8 1
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where the robust performance objectivd (k) is given by

J(k) = X xT(k+1)Q x(k+ i)+ u'(k+i)R uk+i) : (5.12)
i=0
The symmetric weighting matricesQ 2 R" ";Q > 0; and R 2 RP ;R > 0
de ne the state and the input tracking costs respectivelyl) andY are the sets
of symmetric tracking constraints for the tracking of the iput and the output,
respectively. As a result, the state feedback control lawu(k) = F (k) x(k), is
the control which minimizes the worst-case of the cost(k) in (5.11) [42, 68§].

5.3 Robust constrained MPC for LPV systems

According to [42, 69, the problem (5.11) is not computationally tractable. How-
ever, it can be reformulated as

min k):
F(k+i) 2 RP N (k)

SH*
X(k+i+1)= A( (k+D) x(k+i)+B uk+i);8 0 (5.13)
uk+i)= F(k+i) x(k+i); 8 0
y(k+i)=C x(k+i); oL
uk+i)2 U ; 50
y(k+i)2Y ; oot

where the scalar (k) is an upper bound ofJ (k), in (5.12), at time k [42, 68].

It is shown in [42, 69§ that, if there exists a Lyapunov functionV( x(k)) to
the problem (5.13, such that

aoemax 30 VO xk) (k) (5.14)
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forany [A( (k+1i)) B] 2 C i 0, with
u(k) = F(k) x(k); (5.15)

then, the existence of the upper bound (k) is guaranteed, and the problem
(5.13, and thus (5.11), is solved by

im0 o
St
: #
1 ? 0 (k>0 (5.17)
XK (k) ’ |
) 3
? ? ?
§Al (Il<)2+B k) (k) ? ? % (5.18)
Q2 (k) o (K 2
R (k) 0 0 (k)1
) 3
? ? ?
A, (k)+B K (K 7 ?
§ 1-2 (k) 0 (K1 ? % (549
R1-2 (k) 0 0 (k)l
2 #
u-.. | ?
max O’ 520
KT (k) >
2 #
Yimax | ? 0 (5.21)

A1 (+B (K)'CT (K
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Yinax | ? ’
o: (5.22)
(A2 (K+B (kK)'CT (k)

(? denotes the corresponding block to make each matrix ineqgitglsymmetric)
whereA ;A ,, B and C are given in 6.3) and (5.5). The matrix | is the identity
matrix. The unknown quantities are (k) 2 R" " and (k) 2 RP ". The
quantities (k); (k); (k), are dependent on timek because they are computed
at each execution timek.

To sum up, the solution to the problem 6.16 is the minimum (k) such that
there exist matrices (k) and (k) that satisfy the LMIs stated in (5.17)-(5.22
at time k.

In the following, it is shown that the solution of 6.16 is also solution of the
problem (5.13, and that the function

V( x(K)= xT(KM(K) x(k); M (k) > O; (5.23)

whereM (k) = (k) (k) %, with (k)and (k) solutions of (5.16), is a Lyapunov
function for (5.13 with the gain F (k), of the control law u(k) = F(k) x(k),
given by

F(k)= (k) (k) (5.24)

The inequality (5.17) is equivalent to V( x(k)) (k). Indeed, by ex-
panding (5.17) by means of the Schur complement and letting (k) =
(KM (k) tin (5.17), the following holds

1 x(KT (K ' x(k) O
1 x(K)" (k) 'M (k) x(k) O
x(K)T (k) M (k) x(k) 1L (5.25)
x(K)™™ (k) x(k)  (k);
V( x(k) (k)

Therefore, the right side of 6.14) is ful lled by ( 5.17).
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The inequalities 6.18 and (5.19 are equivalent to that

a3, ot VO x(K): (5.26)

The constraints (.18 and (5.19 also guarantee that the function 6.23,

with M (k) = (k) (k) !, is a quadratic Lyapunov function for the problem
(5.13 for any [A( (k+ 1)) B] 2 Ci 0, with  u(k) = F(k) x(k).

Indeed, it can be shown (see Appendi®.2) that the inequalities (5.18 and

(5.19 are equivalent to

V( x(tk+i+1) V( x(k+1))
x(k+)TQ x(k+i)+ uk+i)"R uk+i) ;
(5.27)

forall [A( (k+1i))B]2 Ci 0,withV( x(k)) given by (5.23 and the
gain F (k), of the control law u(k) = F(k) x(k), given by (5.249. The
expression $.27), is used in the following to show, rstly, that V( x(k)) in
(5.23 is a Lyapunov function, and secondly, that $.26 is achieved.

1. SinceQ > 0 andR > 0, the right side of 6.27) is always negative.
Thus, V( x(k)), is strictly decreasing fori 0. Besides, from the
de nition of V( x(k)), in (5.23, V( x(k) = 0) = 0. Therefore,
inequalities 6.18 and (5.19 guarantee thatV( x(k)), as de ned in
(5.23 with M (k) = (k) (k) %, is arobust quadratic Lyapunov func-
tion for (5.13.

2. It can be shown (see AppendiB.3) that (5.27) is equivalent to
J(k)  V( x(k)); (5.28)
which is satised for all [A( (k+ 1)) B] 2 C,i 0. In particular,

A () B2 G IV x(k)): (5.29)

From items 1 and 2, since the scalar(k) is an upper bound forJ (k), the
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control law solution of (5.16), i.e.
u(k)y= (k) (k) * x(k); (5.30)

stabilises the system§.1) to the origin in a robust asymptotic way.

The matrix inequality (5.20 guarantees that 6.15 satises u(k) 2 U .
Indeed, it can be shown (see Appendik.4) that (5.20 is equivalent to

Cuk)™ uk)  uja: (5.31)

The constraints (5.21) and (5.22, guarantee that the symmetric constraints
for the output are fullled, i.e. y(k+1i)2 Y ; 8 1. Itis possible to
shown (see AppendixB.5) that (5.21) and (5.22 are equivalent to

( yk+iDT yk+i)  Yhao 8 L (5.32)

It is worth pointing out that, the recursive feasibility of the problem 6.16) is
proved in [42). Therefore, the solutions computed at timek for the state x(k)
will be solutions for x(k+1i); i 0, as well.

The problem (5.16 involves at least 2 + 2oc LMIs constraints, with pc the
number of vertices in the polytopeC. And yet, the optimization problem (5.16
must be solved on-line at each tim&. Hence, the problem %.16 is not suitable
for real-time applications. To handle this problem, §8] proposes the following
o -line approach, here particularized to achieve the tradkg task.

5.3.1 Explicit MPC for LPV systems with o -line com-
putation of LMIs

The key idea of the explicit approach is to grid the state-sm# and to solve the
problem (5.16 o -line for a nite number of the elements of the gridded stde-
space. The gains that are solutions o6(16 are saved in look-up tables and are
used on-line to steer x(k) to zero. As it will be shown later, asymptotically
stable invariant sets will guarantee that x(k) is asymptotically stabilized to
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zero, even for the points x(k) which do not correspond to samples of the gridded
state-space.

In Section5.3.1.1 the concept of asymptotically stable invariant ellipsoid for
(5.19 is introduced. Next, in Section5.3.1.2 the principle and the algorithm of
the explicit MPC are described.

5.3.1.1 Asymptotically stable invariant ellipsoids

De ne the set (k) as the set of the states that verify §.17), i.e.
(k)=f x(k)2R?: x(k" (k) ' x(k) 1g; (5.33)

with (k) ! being the solution of the optimization problem $.16 at time k.
Consider, at timek + i, a non-zero state x(k+ i) that is already in (k+ i), i.e.
x(k+ )T (k+i) ' x(k+i) 1 (5.34)

If the feedback control law u(k+i)= (k+i) (k+i) ¥ x(k+i) (with (k+i)
and (k + i) the solutions of 6.16 at k + i) is applied to x(k + i), then in
virtue of the dynamics (.1), it holds that

x(k+i+1)= A( (k+i)+B (k+i) (k+i)* x(k+i) (5.35)

In [42, 69, it is demonstrated that from the recursive feasibility fatures of prob-
lem (5.16, the state (5.35 satis es all the LMIs constraints (5.17)-(5.22 com-
puted at time k + i, in particular

x(K+i+1)7T (k+i) ! x(k+i+1) 1L (5.36)

Therefore, x(k + i + 1), given by (5.35, accomplishes that x(k + i +1) 2
(k+0); i 0,if x(k+1i) 2 (k+i). Additionally, since the control law
ukk) = (k) (k) ¥ x(k) asymptotically stabilises the system 2.40 to the

98



5. Real-time Robust Model Predictive Control for LPV

origin, then

x(k+i+1)T (k+i) ' x(k+i+1) < x(k+i)" (k+i) ! x(k+i);i 0
(5.37)
and thus (5.36) satis es

x(k+i+1) T (k+i) ' x(k+i+1) < x(k+i)T (k+i) ' x(k+i) 1;i O
(5.38)
From De nition 1, in Section 3.3, it is clear that for every k, the set (k) is an
asymptotically stable invariant set 2, 68. Since 6.33 describes an ellipsoid,
then (k) is an ellipsoidal invariant set for the system%.1) under the closed-loop
state feedback control u(k)= (k) (k) ' x(k). Having being introduced the
concept of asymptotically stable invariant ellipsoid for he problem 6.16), the
algorithm of the explicit MPC with o -line computation of LM Is can be now
presented.

5.3.1.2 The explicit MPC algorithm

Solving (5.16 o -line for a nite gridding of the state-space, i.e. for the set x =

f x®; x@; . x0)g, givesthe correspondingsets = f @; @. . (g
and =f @; @ - g where @ and @ are the solutions of 6.16

for x(k)= xW. The sets and , are saved in look-up tables. In virtue of
(5.33, for each ) a corresponding invariant ellipsoidal set” can be obtained.
Thus, a set of concentric ellipsoidal invariant sets, i.e. = f @; @, . (g,

(see Fig.5.1) is implicitly given by

Figure 5.1. Example of set of concentric ellipsoids for a seaspace of dimension 2.
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On-line, at each timek, the smallest ellipsoid () 2  that contains the actual

state x(k) (see Fig. 5.2) is chosen. Next, the closed-loop control u(k) =

CIENUNES x(k) is applied, where the gains ) and @ " of the look-up
table correspond to the ellipsoid ().

Figure 5.2: The smallest ellipsoid that contains the actuatate x(k)is ® and
is depicted in black.

Remark 5 Notice that for all the states x(k) 2 (k), given by 6.33), all the

LMIs constraints (5.17)-(5.22) are feasible, but not necessarily optimabpg]. How-

ever, although u(k)= ® @ ' x(K) is not necessarily optimal, it still be-
ing an admissible solution for $.16), since (5.17)-(5.22) are satisifed for x(k)

it x(k)2 O,

The algorithm that sums up the overall explicit approach is dtailed in the fol-
lowing.

Algorithm 3

O -line steps

1. For practical purposes, it is convenient to consider theigding of only
one component x; of X, letting the remaining components constant.
Choose a set of values x; = f xi(l); xi(z); , xi(‘)g, as far from the

origin as possible while preserving the feasibility of therpblem.
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2. Solve 6.16 for each element x0) in the set x of states, and save
in a look-up table the corresponding sets = f @; @, . (g

The closed-loop control consists in the following real-timstrategy per-
formed on-line.

On-line steps

1. Measure x(k)=[ xi(k); x2(k)]" at time k.

2. Search in the look-up table the gain ) such that @ = f x(k) 2
. 1
R2: x(kT ® x(k)  1g is the smallest invariant ellipsoid
that contains  x(k).

. . 1
3. Apply uk)= @ O x(K).
4. Return to Step 1.

In the next section, Algorithm 3 is applied to the Vir'volt vehicle described in
Section2.2

5.4 Robust MPC for LPV systems: application
to the Vir'volt vehicle

Consider the LPV representation $.1) of the dynamics of the tracking error
x(k), and the corresponding tracking problem .16 with weighting matrices
Q =[00;0 1] and R = 1. The tracking constraints are imposed as follows

2km/h y(k) 2km/h and 0:5A u(k) 0:5A: (5.39)

The driving strategy to be tracked is depicted in Fig.2.8. The tracking task
is performed by applying the closed loop control law to the miinear discrete-
dynamics 2.22. A mass variation of 20% is considered within2.22 in order to
asses the robustness to small disturbances. The samplingipé is Tg = 0:2s.
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5.4.1 Robust MPC for LPV systems with on-line compu-
tation of LMIs

The tracking task is performed by fully solving on-line the pblem (5.16 at each
execution time, and applying u(k)= (k) (k) * x(k) (see Fig.5.3).

Figure 5.3: Closed-loop implementation of the robust MPC fdtPV systems ap-
proach of B2]. The function that describes the velocityx,(k+1) = f (x2(k); u(k))

is given by (2.22.

The tracking of the velocity x,(k) according to the actual position of the
vehicle is depicted in Fig.5.4and 5.5, in black solid line.

0 500 1000 1500 2000 2500 3000
X1[m]

Figure 5.4: Closed-loop tracking response with a mass vai@t of 20%. Red
dashed line: reference,(k). Black solid line: tracking response oX,(k).

The di erence between the actual nonlinear velocitx,(k) and the target state
x (k) at time k, i.e. the tracking error X,(k) = Xa2(k) x,(k), is depicted in
Fig. 5.6, in solid black line, with respect to the vehicle position.
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xz[km=h]

1450 1500 1550 1600 1650 1700
X1[m]

Figure 5.5: Detail of the closed-loop tracking response of Fi§.4.

0 500 1000 1500 2000 2500 3000
X1[m]

Figure 5.6: Closed-loop tracking error x,(k) with a mass variation of 20%. Red
dashed lines: Xomin (K) and  Xomax (K). Solid black line: tracking error  x,(Kk).

In Fig. 5.7, in solid black line, the input for the nonlinear tracking u(k) =
u(k) u (k) is depicted with respect to the vehicle position.

05 .........................................

¢ u[A]
o

.........................................

-0.
0 500 1000 1500 2000 2500 3000
X1[m]

Figure 5.7: Closed-loop tracking error u(k) with a mass variation of 20%. Red
dashed lines: umin (K) and  umax (K). Solid black line: tracking input  u(k).
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It can be observed in Fig. 5.4-5.7 that the tracking task is well achieved,
despite the mass variation. The tracking task is achieved wa the constraints
are satis ed. However, the aforementioned MPC strategy thatonsists in fully
solving on-line the problem §.16 at each execution time, is not compatible with
the intended real-time application, because the problenb(16 involves the on-
line solution of six LMIs. Thus, as proposed in Sectiof.3.], the problem (5.16
is tackled with Algorithm 3 which does not require to solve LMIs on-line.

5.4.2 Explicit MPC for LPV systems with o -line com-
putation of LMIs
Consider Algorithm 3 described in Sectiorb.3.1, with matrices Q and R as stated

above, and constraints ymax and umax as de ned in (5.39. Algorithm 3is ap-
plied to Vir'volt dynamics as depicted in the block digram of Figh.8.

Figure 5.8: Closed-loop implementation of the explicit apach of the robust
MPC for LPV systems (Algorithm 3) [68] with j = 9. The function that describes
the velocity x,(k +1) = f (x2(k); u(k)) is given by (2.22.

The procedure performed to apply Algorithm3 to the Vir'volt dynamics is de-
scribed in the following.
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O -line steps
1. The gridding over the state x is chosen by making x; =0 and

X, = f1:80kneh; 1:43kneh; 0:90kneh; 0:57kneh; 0:36kneh;
0:22km=h; 0:14km=h; 0:09km=h; 0:03km=hg;

(5.40)
which is equivalent to
X, = fO:5m=s; 0:39nFs; 0:25nFs; 0:15nFs; 0:1m=s; (5.41)
0:06m=s; 0:03ms; 0:02nrs; 0:01m=sg: '
2. For each element in %.40), i.e. x(zi); i=1;:9 and x(li) =0;1i=

1;:::;9; the problem (5.16) is solved o -line. The resulting ¢ and

M i =1;::;9, are saved in look-up tables. Each value® | i =
1;:::;9, de nes an invariant ellipsoid () given by (5.33. The di erent
ellipsoids (; i =1;:::;9; are depicted in Fig.5.9.

0.5

¢ X,[m=s]
o

0.5 ‘ ‘ , ‘ —
-6000 -4000 -2000 0 2000 4000 6000
¢ x1[m]

Figure 5.9: Invariant ellipsoids.

On-line steps

1.-2. At each timek, the smallest ellipsoid that contains the actual state
1

x(k), is used to select the corresponding® and ~ ®
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. . 1
3.-4. The closed loop control u(ky= ®  ® x(k) is applied to the

nonlinear discrete-dynamics 4.22 that has a mass variation of 20%
(see Fig.5.8). The execution time isTs = 0:2s.

The tracking response of Algorithm3 is depicted, in green dashed line, in
Fig. 5.10and Fig. 5.11, for the tracking of the velocity x,(k) with respect to the
actual position of the vehicle. The tracking error x,(k), is depicted in Fig.5.12
in green dashed line, with respect to the vehicle positionn IFig. 5.13 the input
for the nonlinear tracking u(k) is also depicted in green dashed line.

40

30 "4\ R R = |
gzo |
N
x

10 1

]

o) ‘ ‘ ‘ ‘ ‘ ‘

0 500 1000 1500 2000 2500 3000

x1[m]

Figure 5.10: Closed-loop tracking response with a mass vdioa of 20%. Red
dashed line: reference,(k). Black solid line: tracking response of the on-line

solution of the problem £.16 at each execution time. Green dashed line: tracking
response of the Algorithm3.

f \
'l ‘\~
25

1400 1450 1500 1550 1600 1650 1700
X1[m]

Figure 5.11: Detail of the closed-loop tracking response ofgri5.10Q

From Fig. 5.105.13 it can be observed that the tracking task is achieved while
the constraints are satis ed. The performances of Algorithn8 are acceptable
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