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R�esum�e

Formulation du probl�eme

La recherche de la meilleure utilisation de l'�energie pourun v�ehicule donn�e revient

�a d�eterminer comment ce v�ehicule doit être conduit, de fa�con �a minimiser la

quantit�ee d'�energie utilis�ee pour un trajet donn�e en un temps donn�e. Pour un

v�ehicule automobile �evoluant dans le tra�c, par nature changeant et impr�evisible,

le recherche d'une telle strat�egie de conduite implique laprise en compte de

contraintes en temps r�eel.

Cette th�ese est principalement consacr�ee �a ce probl�eme, aussi bien dans les

aspects th�eoriques que pratiques, pour le cas deVir'Volt (Figure 1), un prototype

�electrique participant �a des comp�etitions de v�ehicules �a basse consommation. Par-

ticuli�erement, le prototype Vir'Volt participe �a l'European Shell Eco-Marathon,

course europ�eenne o�u le vainqueur aura parcouru une distance donn�ee �a une

vitesse moyenne impos�ee en utilisant la quantit�e minimale d'�energie. Plusieurs

Figure 1: LeVir'Volt prototype lors de l'European Shell Eco-Marathon 2011.

approches sont successivement �etudi�ees dans la solutionde ce probl�eme.
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Calcul hors-ligne de la strat�egie de conduite

En premi�ere approche, on consid�ere un mod�ele lin�eaire en temps discret. Ce

mod�ele est obtenu par identi�cation exp�erimentale (Figure 2). On d�eduit en-

Figure 2: Identi�cation exp�erimentale.

suite du mod�ele, apr�es optimisation hors-ligne, une strat�egie de conduite �a faible

consommation correspondant �a un parcours optimal (strat�egie de conduite opti-

male). Une Commande Pr�edictive (MPC) est impl�ement�ee dans le v�ehicule pour

suivre, en temps r�eel, cette trajectoire. La commande pr�edictive prend en compte

l'�etat r�eel du v�ehicule, et l'�ecart �a la position id�ea le, ainsi que des contraintes im-

pos�ees en temps r�eel (correspondant par exemple �a des limitations de vitesse en

entr�ee de virages ou lors de densi�cation du tra�c). De mani�ere tr�es classique, la

MPC propos�ee consiste �a calculer, �a chaque pas de temps, une commande per-

mettant d'amener le syst�eme dans un ensemble invariant (ici: un polytope) o�u

une commande par retour d'�etat lin�eaire garantira la stabilit�e (Figure 3).

Transformation homoth�etique de l'ensemble invariant

Du fait du caract�ere variable des contraintes, un tel ensemble invariant varie et

doit être recalcul�e �a chaque pas de temps. La principale nouveaut�e consiste en un

arti�ce destin�e �a all�eger consid�erablement la charge de calcul: l'ensemble invari-

ant retenu sera l'image par une homoth�etie (de rapport variable) d'un ensemble

invariant �xe calcul�e hors-ligne (Figure 4).

Le calcul de la commande revient essentiellement �a d�eterminer, �a chaque pas

de temps, le rapport de cette homoth�etie. L'algorithme qu'on en d�eduit est su�-

isamment l�eger pour être impl�ement�e sur un micro-contr̂oleur embarqu�e. Sur un
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Figure 3: Ensemble invariant polytopiqueX f .

Figure 4: Le nouvel ensemble invariant est l'image par une homoth�etie d'un
ensemble invariant �xe calcul�e hors-ligne.

plan th�eorique, on montre la stabilit�e et la convergence de la commande pr�edictive

variant dans temps.

MPC pour syst�emes Lin�eaires �a Param�etre Variable (LPV)

avec des ensembles invariants ellipso•�dales et Fonctions de

Lyapunov D�ependantes de Param�etre (PDLF)

Dans une deuxi�eme �etape, pour mieux prendre en compte les caract�eristiques non

lin�eaires du syst�eme et pro�ter de la nature lin�eaire de la commande pr�edictive,
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on consid�ere un mod�ele LPV (Lin�eaire �a Param�etre Varia ble) en temps dis-

cret. Di��erentes approches de construction d'une MPC sontenvisag�ees. Les

m�ethodes de calcul de l'ensemble invariant ellipso•�dal,reposant sur des In�egalit�es

Matricielles Lin�eaires (LMI), sont test�ees, en-ligne ouavec report partiel de cal-

culs hors-ligne. Le meilleur compromis pour un calcul embarqu�e est atteint

avec un calcul hors-ligne et l'utilisation d'une Fonction de Lyapunov D�ependant

de Param�etre (PDLF). La forme explicite de la commande permet une anal-

yse compl�ete de sa stabilit�e malgr�e la non-lin�earit�e du mod�ele. Les r�esultats

exp�erimentaux (avec impl�ementation sur le prototype et calcul de la commande

sur micro-contrôleur (Figure 5)) montrent de bonnes performances de suivi de

trajectoire pour de petites perturbations.

Figure 5: Commande embarq�ee sur micro-contrôleur.

Calcul en-ligne de la strat�egie de conduite

Les deux premi�eres approches avaient pour d�efaut d'êtredes mod�eles en temps

discret. Les moyens de calcul embarqu�e volontairement limit�es ne permettent que

des calculs �a horizon court. Mais une pr�ecision acceptable du mod�ele suppose des

pas de temps souvent petits, et donc des horizons lointains dans les calculs de

MPC pour garantir la stabilit�e. Le rendement tr�es mauvais �a bas couple im-

pose des strat�egies de commande de typeon-o� , avec la di�cult�e suppl�ementaire

que chaque d�emarrage du moteur suppose de remettre en mouvement la chane
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de transmission, ce qui entrane une petite mais non n�egligeable consommation

d'�energie. Ce caract�ere non lisse du coût est en g�en�eral tr�es di�cile �a pren-

dre en compte d'un point de vue num�erique. On propose ici unecommande

adaptative, �a horizon variable, bas�ee sur une heuristique tr�es simple consistant

�a faire osciller la vitesse du v�ehicule entre deux paliersde vitesse. L'horizon

d'optimisation d�epend de la dynamique, identi��ee en temps r�eel. Le caract�ere

adaptatif conf�ere une grande stabilit�e. L'impl�ementat ion est possible pour un

coût calculatoire extrêmement faible (la puissance moyenne consomm�ee par le

micro-contrôleur utilis�e est de l'ordre de 10 mW). Cette m�ethode a �et�e utilis�ee

pour la commande enti�erement automatique du v�ehicule (avec contrôle de la po-

sition par GPS (Figure 6)) lors de la comp�etition o�cielle en 2014, pour des

performances �energ�etiques comparables aux r�esultats des pilotes humains.

Figure 6: Commande enti�erement automatique du v�ehicule lors du Shell Eco-
Marathon 2014.
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Abstract

The main objective of this thesis is to propose controlled driving strategies for

an electric vehicle prototype that must achieve a minimal energetic consumption.

The prototype under consideration is namedVir'volt and is involved every year in

the Shell Eco-Marathon European race. The main issue, whichcan be considered

as the guiding principle of this work, is to propose controlled driving strategies

which can be embedded into the digital devices of the vehicle. As a result, the

driving strategies must be compatible with real time constraints, limited memory

and computational capacities of the electronic equipment.The computation of

the strategies must require itself a low power consumption.

First, a suitable nonlinear model of the electric vehicle is obtained. The

model involves physical equations with parameters estimated from experiments

conducted on the vehicle. By suitable, it is meant a model ful�lling the trade-o�

complexity/precision needed for real-time control purposes.

The �rst overall approach consists in deriving, �rst, an optimal driving strat-

egy by solving o�-line an optimization problem. The problemamounts to min-

imizing a cost subject to constraints such as the dynamics ofthe vehicle, the

physical constraints on the vehicle and the race (track pro�le and length, max-

imal duration of a run, etc.). As a second step, robust tracking methods of the

optimal driving strategy are proposed. Mainly motivated bytheir robustness and

constraint handling properties, several Model PredictiveControl (MPC) tracking

strategies are detailed.

A MPC tracking strategy based on a linearised model around anoperating

point is applied to the vehicle in simulation. Time-invariant constraints in the

form of polytopic sets, are considered on the input and the state. The asymptotic

stability of the control law is guaranteed by resorting to aninvariant set as an

admissible terminal constraint. Then, motivated by the peculiarities induced by

ix



the tracking problem, time-varying constraints are considered, again in a poly-

topic form. The complexity of the tracking strategy is preserved, compared to the

time-invariant case, by resorting to an homothetic transformation of a nominal

invariant set, guaranteeing the asymptotic stability. Theresulting MPC tracking

strategy is assessed on the model of theVir'volt vehicle in simulation.

To capture the nonlinearities of the dynamics, a Linear Parametric Varying

(LPV) model is considered. A MPC strategy for LPV systems is proposed. The

contribution that must be pointed out is that the approach is well suited for

real-time applications, since it does not involve the on-line solution of any Lin-

ear Matrix Inequality (LMI) in the computation of the contro l law. The LMIs

guarantee the stability and the constraints ful�lment. The performances of the

approach, in terms of real-time applicability and robustness, are tested with suc-

cess on the benchmark for theVir'volt vehicle.

The principle of the second approach di�ers from the �rst onein the sense

that the optimal driving strategy is computed on-line so that it can be adapted

to a time-varying context. This is precisely the case when there is tra�c jam

during the race and when phenomena such as wind, rain and pathirregularities

are considered. The practical consideration that the e�ciency of the power con-

verter may not be optimal on all the operating range is also taken into account.

This motivates an on-o� strategy. The resulting on-o� adaptive strategy requires

an identi�cation performed on-line of the model of the vehicle and of the distur-

bances. The robust adaptive control is embedded in a dsPIC device on-board of

the Vir'volt vehicle, and is tested with success during the Shell Eco-Marathon

2014.
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Chapter 1

General Introduction

In the �eld of transportation, the research on energy e�ciency has been carried

out for few decades by the automotive industry, where one of the main require-

ments is to reduce harmful emissions. A solution to tackle this problem is the

implementation of an alternative energy source (electric,solar, hydrogen, fuel,

etc.). The main issue is the problem of how the energy source must be used in

order to maximize the energy e�ciency [61, 18]. The main objective is to reduce

the energetic consumption.

Achieving a low consumption requires the solution of three central tasks: the

modelling of the problem, the computation of a low consumption strategy, and

�nally the real-time implementation [61]. First, a suitable model of the vehicle

must be obtained. Secondly, and of special interest, is the problem of how us-

ing di�erent energy sources, one or several, so that the energy e�ciency can be

maximized. This particular problem can be rephrased as how the vehicle must

be driven so that the minimum quantity of energy is used, thisis the optimal

driving strategy [61, 60, 18]. The reference driving trajectory must be derived

in terms of expected position and velocity all along the pathto run. The �rst

and second tasks can be performed o�-line. In the third and �nal task, a pow-

erful tracking strategy must be designed to guarantee that the driving strategy

is accomplished. The tracking strategy must cope with the problem constraints,

taking into account the inherent limitations of the real-time implementation, such

as computing time and memory resources [61, 50].

The process described above, from the modelling and description of the prob-
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1. General Introduction

lem to the real-time implementation, can be carried out for aparticular task,

and tested rigorously within academic frameworks such as those provided by sus-

tainable vehicle competitions all around the world. This competitions such as

The Shell Eco-Marathon [3], The Zero race [7] (now The WAVE Trophy [ 6]), The

EcoCar 2 [1], among others, invite industries, universities and research groups to

innovate, in a regular basis, in solutions to the problem of sustainable transporta-

tion and the e�cient use of the di�erent energy sources.

1.1 The European Shell Eco-Marathon

The European Shell Eco-Marathon is a race involving ecological and economical

vehicles. It brings together nearly 200 teams from high schools and universities

coming from all over Europe (See Fig.1.1). The aim of the contest is to promote

the research and innovation in the �eld of sustainable and environmental trans-

portation. The principle of the race is to drive a �xed numberof kilometres in a

limited range of time with the least possible consumption offuel.

Figure 1.1: Shell Eco-Marathon Europe 2014. This year participated 198 teams
from 27 countries. Picture taken from the Shell Eco-Marathon 2014 website in
Flickr [5].

The Shell Eco-Marathon has its origins back in 1939 in a Shellresearch labora-

tory in Illinois, USA. The race started as a competition between partner scientists

2
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trying to drive the longer distance with the least quantity of fuel. Back then the

record was 21 kilometres driven with only one litre of fuel. Several years later,

the European Shell Eco-Marathon, as we know it today, begun in France in 1985

with a record of 680km=l [61].

Since the year 2012, the European Shell Eco-Marathon race has been held

in Rotterdam, The Netherlands, in the Ahoy circuit (see Fig.A.1). The main

features of the Ahoy circuit are summarized in Table1.1. For further details on

the dimensions and features of the Ahoy circuit, please referto Appendix A.

Figure 1.2: Rotterdam's Ahoy circuit 2014 [3].

Table 1.1: Features of the Ahoy circuit.

Lap length 1:626km
Number of laps to make a run 10
Total distance 16:26km
Time allowed to the run 39min
Number of 90� turns 5

1.1.1 Categories of participation

There are six di�erent categories of participation in the race, which are distin-

guished according to the source of energy used, as indicatedin Table 1.2. The

teams are allowed to use only one of the energy sources indicated in Table 1.2 ac-

cording to the Shell Eco-Marathon rules available in [4]. Although each category

3



1. General Introduction

Table 1.2: Categories of participation in the Shell Eco-Marathon.

Energy source Measurement of the consumption

In
te

rn
al

C
om

bu
st

io
n Gasoline kilometre per litre [km=l]

Diesel kilometres per litre [km=l]
Ethanol E100 kilometres per cubic meter of ethanol

[km=m3]
Shell GtL - Gas to Liquid kilometres per cubic meter of ethanol

[km=m3]
CNG - Compressed natural
gas (Pure methane)

kilometres per cubic meter of methane
[km=m3]

E
le

ct
ric

M
ob

ili
ty Battery Electric kilometres per kilowatt hour [km=kWh]

Hydrogen kilometres per cubic meter of hydrogen
[km=m3]

has its own expression of energy consumption, the �nal result is converter into

an equivalent measure in terms of kilometres per litre of fuel or diesel for com-

parison purposes. To compare, for example, the consumptionin kilometres per

kilowatt hour with the consumption in kilometres per litre of fuel (Shell FuelSave

Unleaded 95) the following formula can be used

1km=kWh = 8 :892km=l; (1.1)

assuming that the density of the fuel is 0:74616kg=l at 15� C, and therefore the

energy of one litre of fuel is 32010kJ which is equivalent to 8:892kWh [4].

The vehicles must be fully designed and built by the teams themselves. For

each class of energy source, the vehicle can be a Prototype style vehicle or Ur-

banConcept style vehicle. The �rst ones are small vehicles of three or four wheels

and usually the driver is laying down (see Fig.1.4a- 1.4c). The second ones are

bigger vehicles of four wheels and look like small commercial type passenger cars

(see Fig.1.3d - 1.3f). Both of them are single-seater cars. In Table1.3, the main

features of the two classes of vehicle are presented.
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(a) (b) (c)

(d) (e) (f)

Figure 1.3: Prototype and UrbanConcept vehicles. (a) Prototype Gasoline. (b)
Prototype Battery Electric. (c) Prototype Hydrogen. (d) UrbanConcept Gaso-
line. (e) UrbanConcept Battery Electric. (f) UrbanConcept Hydrogen. Pictures
taken from the Shell Eco-Marathon 2014 website in Flickr [5].

Table 1.3: Prototype and UrbanConcept vehicle features [4].

Feature Prototype UrbanConcept
Number of wheels 3 or 4 4
Vehicle height � 100cm � 100cm and� 130cm
Vehicle length � 350cm � 220cm and� 350cm
Vehicle width � 130cm � 120cm and� 130cm
Number of pilots 1 1
Weight of the pilot � 50kg � 70kg
Weight of the vehicle (without the pilot) � 140kg � 225kg
Space for luggage required No Yes
Luggage dimension (L� H� W) - 500� 400� 200mm

1.1.2 The Shell Eco-Marathon around the world

The Shell Eco-Marathon also exists in America and Asia. The Shell Eco-Marathon

Americas was launched in 2007 in the United States, involving teams from Canada

to Brazil. The Shell Eco-Marathon Asia started in 2010, in Malaysia [3]. In

Table 1.4, the Shell Eco-Marathon 2014 results for Electric Battery Prototype

5
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are presented.

Table 1.4: Best scores for Electric Battery Prototype 2014.

Event

Number of
paticipants
in the category Best score Team Country

Europe 28 1091:6km=kWh Graz University
of Technology

Austria

Asia 14 263:4km=kWh Rattanakosin
Technological
College

Thailand

Americas 10 537:2m=kWh Mater Dei High
School

United
States

1.2 The EcoMotionTeam

The EcoMotion Team (EMT) of the Ecole Sup�erieure des Sciences et Technologies

de l'Ing�enieur de Nancy (ESSTIN) in France, has been involvedin the European

Shell Eco-Marathon race from the year 2000 with prototypes in the categories

gasoline, hydrogen and battery electric. In Fig.1.4 are presented several of the

prototypes developed by the EMT. The performances of the EMTare presented

since the year 2000 in Table1.5 .

(a) (b) (c)

Figure 1.4: Prototypes developed by the EMT. (a)Mirabelle Gasoline Prototype,
2004. (b) HydrogESSTINe Hydrogen Prototype, 2008. (c)Vir'Volt Battery
Electric Prototype, 2014.
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Table 1.5: Performances of the EMT in the Shell Eco-MarathonEurope since the
year 2000 [2] (*no ranked result).

Year City Category Vehicle Performance Rank

2000 Castellet

(FRA)

Gasoline Pro-

totype

ESSTIN1 330km=l 80th =150

2001 Nogaro

(FRA)

Gasoline Pro-

totype

Ern'ESSTIN 288km=l 99th =150

2002 Nogaro

(FRA)

Gasoline Pro-

totype

Destin�ee 182km=l 82th

2003
Nogaro

(FRA)

Gasoline Pro-

totype

Mirabelle 812km=l 30th

Hydrogen

Prototype

Combustine * *

2004
Nogaro

(FRA)

Gasoline Pro-

totype

Mirabelle 810km=l 30th

Hydrogen

Prototype

Combustine 1929km=l 2nd

2005 Nogaro

(FRA)

Hydrogen

Prototype

HydrogESSTINe 1894km=l 3rd =9

2006
Nogaro

(FRA)

Hydrogen

Prototype

HydrogESSTINe 2784km=l 1st=9

Solar Proto-

type

H�elioSSTINe 191626J 2nd=6

2007
Nogaro

(FRA)

Hydrogen

Prototype

HydrogESSTINe * *

Solar Proto-

type

H�elioSSTINe * *

2008 Nogaro

(FRA)

Hydrogen

Prototype

HydrogESSTINe 2509; 12km=l 4th

2009 Lausitz

(DEU)

Hydrogen

Prototype

HydrogESSTINe 2814km=l 4th

7
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2010 Lausitz

(DEU)

Hydrogen

Prototype

HydrogESSTINe 2379km=l 5th

2011 Lausitz

(DEU)

Battery Elec-

tric Prototype

Vir'Volt 532km=kWh 2nd=12

2012 Rotterdam

(NLD)

Battery Elec-

tric Prototype

Vir'Volt 440:5km=kWh 8th =21

2013 Rotterdam

(NLD)

Battery Elec-

tric Prototype

Vir'Volt 638:5km=kWh 6th =27

Additionally to the ranking obtained in the di�erent categories of energy

sources, the EMT has also won several o�-track awards. The o�-track awards

are given in areas such as the technical innovation, the safety, the communication

and the pedagogic process held by the students in the team (National education

award). In Table 1.6 are presented the o�-track awards won by the EMT since

its beginnings in the year 2000.

Table 1.6: O�-track awards won by the EMT since the year 2000 [2].

Year O�-track award
2003 1st place of the National education award
2004 2nd place of the Technical Innovation award

2005
2nd place of the Communication award
3th place of the Safety award

2006
2nd place of the Technical Innovation award
2nd place of the National education award
3rd place of the Communication award

2008
1st place of the Technical Innovation award
1st place of the Safety award

2009 1st place of the Technical Innovation award
2010 3th place of the Safety award
2013 2nd place of the Safety award
2014 1st place of the Safety award

8
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1.3 Motivation of the work

Initially, the Driving strategy proposed by the EcoMotionTeam was so far a stop-

and-go one, that merely reduced to manually turn on or o� the engine by the

pilot according to whether the vehicle was going up or down, or to drive around

an average value, the e�ciency of the converter/motor beingbetter when work-

ing at full regime. It was typically the strategy chosen in 2011 when the race

was held in Lausitz, Germany. Indeed, the Lausitz's track could be considered

as a straight line since there was no deceleration or complexcurves. Hence, the

driving instructions corresponding to this simple strategy could be easily followed

by the pilot. The new and ambitious challenges in terms of consumption require

more complex driving strategies and the accuracy of the tracking is decisive in

the �nal performances. The main objective of this work is to propose robust low

consumption driving strategies for theVir'volt prototype. The main issue is the

capability of those controlled driving strategies to be embedded into the digital

devices available in the vehicle. The synthesis of the embedded controllers is

subject to constraints such as the limited memory and computational capacities

of the electronic equipment.

1.4 Outline

The present work is organized as follows.

� In Chapter 2, a model of the vehicle dynamics is obtained. The unknown

parameters involved in the vehicle dynamics are estimated using parameter

identi�cation from experimental data. The identi�ed dynamics is used to

derive an optimal driving strategy that is intended to be tracked on-line

during the driving task. The tracking problem is formulatedusing either a

linearised model around an operating point or a Linear Parametric Varying

(LPV) representation. A benchmark, designed during the thesis and used

to test the performances of the tracking strategies is described.

� In Chapter 3, background on the problem of the MPC-based tracking strat-
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egy for LTI discrete-time systems is recalled. The trackingtask is subject

to time-invariant polytopic constraints on the input and/or the state. The

asymptotic stability of the control law is guaranteed by resorting to invari-

ant set theory. The performances of the MPC tracking strategy are assessed

with �rst, a numerical example and then, with the Vir'volt vehicle.

� In Chapter 4, the problem of MPC tracking problem subject to time-varying

polytopic constraints is presented. The asymptotic stability of the control

law is guaranteed by a homothetic time-varying invariant set. The real-

time capacity of the resulting MPC tracking strategy is assessed again with

a numerical example and then with theVir'volt vehicle.

� In Chapter 5, the problem of the MPC tracking for a Linear Parametric

Varying (LPV) representation of the vehicle is proposed. TheLPV descrip-

tion allows to capture the nonlinearities of the dynamics. In this chapter,

a new explicit MPC strategy for LPV systems is developed. Thestability

is guaranteed by the use of a Parameter Dependent Lyapunov Function

(PDLF) to take into account the time-varying parameter to reduce the con-

servatism. The contribution here is to propose an approach well suitable

for real-time applications, since this approach does not involve the on-line

solution of any Linear Matrix Inequality (LMI) in the comput ation of the

control law. The performances of the approach are tested on the benchmark

for the Vir'volt vehicle.

� In Chapter 6, a robust real-time adaptive control is developed for the ve-

hicle. This approach is presented as a complementary schemeof driving

strategy, in which the dynamics of the vehicle is identi�ed on-line and the

derived driving strategy is an on-o� strategy. The on-line identi�cation of

the dynamics guarantees that the disturbances are taken into account. The

on-o� driving strategy is computed on-line according to theidenti�ed dy-

namics, and aims to reduce the energetic consumption required to perform

the task. The robust adaptive control has been embedded in a dsPIC device

and has been tested during the European Shell Eco-Marathon 2014.

� Finally, general conclusions and perspectives are presented in Chapter 7.
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Chapter 2

The Low Consumption Vir'volt

Electric Vehicle

2.1 Introduction

The EcoMotionTeam has developed successive vehicles over the past 15 years.

The electric prototype considered in this work is namedVir'Volt and is the �fth

generation. This prototype, shown in Fig.2.1, has been ranked 2nd , in 2011, in

the Battery Electric category among 12 others vehicles and 7th among the 100

participants of the European competition with a result of 532km=kWh (equivalent

to 4731km with one litre of fuel, calculated using (1.1)). The prototype is a three

Figure 2.1: TheVir'Volt prototype in the Shell Eco-Marathon 2011.

wheels vehicle. The direction is controlled by the front wheel. In the years 2011

and 2012, the propulsion was given by one of the two rear wheels. In the years

11



2. The Low Consumption Electric Vehicle

2013 and 2014, the propulsion is given by the front wheel. It can reach the speed

of 35km=h. The energy is provided by a 24V battery to an electric motorwhich

develops 0; 4Nm. The vehicle has many embedded electronics devices in order to

communicate with the pit stop. The total weight of the car is 40kg, the pilot

needs to weight at least 50kg according to the Shell Eco-Marathon rules. Thus,

the total mass of the vehicle is 90kg.

In this chapter, the full procedure performed to achieve a low consumption

strategy for the Vir'volt electric vehicle, intended to participate in the European

Shell Eco-Marathon, is presented. In Section2.2, the modelling of the vehicle

is described. Parameter identi�cation is used in order to estimate the unknown

parameters involved in the vehicle dynamics. In Section2.3, the low consumption

strategy is detailed. This strategy indicates the vehicle velocity and the battery

current required to achieve the minimum energetic consumption with respect to

the position of the vehicle in the circuit. The driving strategy is the result of an

optimization problem and it is intended to be tracked duringthe driving task. In

Section2.4, a discrete-time model of the vehicle dynamics is obtained inorder to

allow the design of a discrete-time control law that will be embedded on-board in

a digital device. In Section2.5, the tracking problem is formulated. The nonlinear

tracking error is derived using �rst, a linearised model around an operating point

and, next, a Linear Parametric Representation (LPV). Finally, is Section2.6,

the benchmark which will be used for testing the performances of the di�erent

control strategies is described. The benchmark allows to emulate the vehicle and

the circuit pro�le during the race.

2.2 The Vir'volt prototype

2.2.1 Electric vehicle dynamics

The dynamics of the vehicle can be described in terms of the force of trac-

tion Ftraction [N], the external forces due to the aerodynamicsFaerodynamics [N],

the rolling (contact wheel-ground) resistanceFrolling [N], and the slope resistance

Fslope[N] due to the vehicle's weight and the road slope� [rad] (see Fig.2.2) [60, 32].

All this forces are related by Newton's laws of motion involving the massm[kg]

12
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of the vehicle and its accelerationdx2 (t )
dt [m=s2] as follows

m
dx2(t)

dt
= Ftraction (t) � Faerodynamics (t) � Frolling (t) � Fg(t); (2.1)

with x2(t)[m=s] the velocity of the vehicle.

Figure 2.2: Free-body diagram.

The aerodynamic forceFaerodynamics is given in terms of the frontal areaA f [m2]

of the vehicle, the aerodynamic drag coe�cientCd and the air density � [kg=m3].

Thus,

Faerodynamics (t) =
1
2

�C dA f x2(t)2: (2.2)

The rolling forceFrolling , for a road with variable slope� [rad] (assumed positive

if the vehicle is going uphill and negative if it is going downhill), is given in terms

of the wheels rolling resistance coe�cientCr and gravitation accelerationg[m=s2],

as follows

Frolling (t) = mgCr cos(� (t)) : (2.3)

The gravitational force Fg due to the slope of the road and to the weight of the

vehicle reads

Fg(t) = mgsin(� (t)) : (2.4)

Finally, in the Vir'volt electric vehicle, the power-train con�guration (see

Fig. 2.3) is composed by a Kypom 22:2V battery that feeds a DC Maxon 200Watt

motor which develops 0; 4Nm. The torque of the motor is transmitted to one of

the rear wheels by a torque coupler. Therefore, the tractionforceFtraction is given

by

Ftraction (t) =
�k tgr

rw
I batt (t); (2.5)
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with � = I m=Ibatt the e�ciency of the power converter, kt = Tm=Im [Nm=A] the

motor constant given by the motor manufacturer (I m [A] is the motor current and

Tm [Nm] the motor torque), I batt [A] the battery current, gr the transmission gear

ratio and rw [m] the radius of the wheel.

Figure 2.3: Vir'volt Power train. I batt [A] and I m [A] are the battery and motor
currents, respectively.Tm [Nm] the motor torque. Pbatt [W], Pconv[W] and Pm [W]
are the power of the battery, the power of the converter and the motor power,
respectively. x2[m=s2] is the vehicle velocity.

By plugging (2.2), (2.3), (2.4) and (2.5) into ( 2.1), the following dynamics for

the vehicle is obtained:

m
dx2(t)

dt
=

�k tgr

rw
I batt (t) �

1
2

�C dA f x2(t)2 � mgCr cos(� (t)) � mgsin(� (t)) : (2.6)

Since the battery provides all the traction power, the battery current I batt is the

input of the system. The internal frictions have been neglected. The rotational

inertias in the power-train, such as the rotor inertia, havebeen neglected by being

smaller than the vehicle mass.

The distancex1[m] travelled by the vehicle, considered hereafter as the actual

position of the vehicle, reads

dx1(t)
dt

= x2(t): (2.7)

2.2.2 Parameter identi�cation

In the actual real-time application, the dynamics (2.6) is partially unknown since

the values of the parameters� , Cr and the productCdA f are unknown. However,

the model can be identi�ed from experimental data by performing a nonlinear

grey-box system identi�cation[34] (see Fig.2.4).

14



2. The Low Consumption Electric Vehicle

Figure 2.4: Grey-box nonlinear identi�cation.

2.2.2.1 Nonlinear grey-box identi�cation

In System Identi�cation, the mathematical model of a systemcan be estimated

by using three kinds of information: the knowledge on the structure of the model

(structural knowledge) or the physical knowledge obtainedfrom �rst principles,

the data taken from intentional experiments performed on the system, and the

assumptions made over the validity of the model [34].

If the model of the system is found using only structural knowledge or physical

knowledge, then the model is awhite-box model [34]. The white-box models are

usually described by di�erential equations. If the models are estimated to �t the

experimental data regardless of the structure of the model,then they are black-

box models [34]. In between are thegrey-boxmodels, in which the structure of

the model is known a priori and the data are used to estimate the values of the

unknown parameters of the model [34, 48].

The System Identi�cation ToolboxTM of Matlab R allows to perform grey-box

identi�cation. The continuous-time nonlinear di�erentia l equations of the model

having been properly de�ned, the unknown parameters can be identi�ed using

iterative Prediction-Error Minimization techniques (PEM) for continuous-time

linear and nonlinear models [48].

2.2.2.2 Parameter estimation

To perform the estimation of the unknown parameters� , Cr and CdA f , several

accelerating and decelerating tests were performed to collect the data required

for the identi�cation process. In Fig. 2.5, the initial experimental data for a at

path (� = 0) used to perform the nonlinear grey-box identi�cation are depicted
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in black.

The known parameters arekt = 0:0604Nm=A, gr = 8:5, m = 90kg, rw =

0:24m, � = 1:225kg=m3 and g = 9:81m=s2, and the known continuous-time non-

linear structure of the model is the one given by (2.6). Then, the parameters� ,

Cr and the product CdA f have been identi�ed with the PEM method. The best

�t to the experimental data has given

� = 0:97; CdA f = 0:1031m2 and Cr = 8:1549� 10� 4: (2.8)

The parameters involved in the dynamics (2.6) are summed up in Table2.1.

Table 2.1: Parameters involved in the electric vehicle dynamics (2.6).

Coe�. Description Value
m vehicle mass 90kg
� e�ciency of the inverter 0.97
kt motor constant 0:0604Nm=A
gr transmission gear ratio 8.5
rw radius of the wheels 0:24m
� air density coe�cient 1:225kg=m3

CdA f aerodynamic drag coe�cient � vehicle frontal area 0:1031m2

g gravity acceleration coe�cient 9:81m=s2

Cr rolling resistance coe�cient 8:1549� 10� 4

2.3 Low consumption driving strategy

The dynamics of the vehicle being fully identi�ed, the problem of the energy-

management can now be addressed. The problem amounts to de�ning how using

the available energy sources so that the energy e�ciency canbe maximized. The

previous question can be rephrased as how the vehicle must bedriven so that the

minimum quantity of energy is used during the driving task (adriving task can

be single or multiple repetitions of a prescribed circuit, or a common route [61]).

The answer to this questions is precisely thedriving strategy [60].

Since the battery provides all the traction power (see Fig.2.3), the problem of

the low consumption strategy becomes an electrical resource management prob-
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Figure 2.5: Grey-box identi�cation of the nonlinear dynamics (2.6) for a at path.
(a) Velocity data. In black is the data used for the identi�cation and in red is
the velocity response of the identi�ed model. (b) Input data.

lem, where the energy level of the battery (only the discharging of battery being

taken into account) is the critical variable in the formulation of the optimization

problem that leads to the driving strategy solution [41, 61].

2.3.1 Energetic considerations

In a general way, the energy stored in the battery at timet can be expressed as

follows

Es(t) = Es(0) �
Z t

0
Pbatt (� ) � Ploss d�; (2.9)
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where Es(0) is the initial stored energy,Pbatt is the power delivered to the load

by the battery and Ploss are the battery losses [41]. Disregarding the losses, the

battery energy can be simply expressed in terms of the current owing through

the battery I batt and the constant open circuit voltageVoc as [27, 41]

Es(t) = Es(0) �
Z t

0
VocI batt (� ) d�: (2.10)

The dynamics of the energy in the battery can also be expressed in term of

the State of Charge of the battery. In [41], the State of Charge (SoC) of the

battery at time t is de�ned as the following relative energy level (scalar)

SoC(t) =
Es(t)
Emax

; (2.11)

whereEmax is the energy capacity of the battery fully charged. The energy stored

in the battery at time t can also be expressed in terms of the battery voltageVoc

and the battery chargeQ(t) (given by the ampere-hour battery capacity), i.e.

Es(t) = VocQ(t) and Emax = VocQmax (2.12)

whereQmax is the maximum charge capacity of the battery. By plugging (2.11)

and (2.12) into ( 2.10), the SoC remaining in the battery at time t from an initial

SoC value (SoC0) is expressed by [57, 27]

SoC(t) = SoC0 �
1

Qmax

Z t

0
I batt (� ) d�: (2.13)

The method presented in (2.13) to estimate the SoC value is known asAmpere-

hour-counting (Ah), and is very suitable for electric vehicle applicationsdue to

the regular full charges before the driving cycles. In fact,as [57] highlights,

to avoid dealing with the battery ageing, the fullSoC is considered when the

battery charge has not changed during the last two hours at constant voltage and

temperature.

From the right side of (2.10) and (2.13), it is clear that the lowest consumption,

or equivalently the highest energy left in the battery at theend of the task, is
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achieved if the minimum electric charge, i.e. the minimum integral I �
batt (t) of

battery current, is used to perform the driving task.

2.3.2 Optimization problem

In this section, we consider the o�-line computation of the reference driving strat-

egy which must achieve the minimization of the energy consumption taking into

account some constraints due to the dynamics and to the race path.

For a prescribed circuit, considered as a succession of curves and straight lines

(see Fig.2.6), the driving strategy is a �nite collection of triplets (x �
1(t); x�

2(t); I �
batt (t)),

wherex �
2(t) corresponds to the required velocity assigned to the position x �

1(t) in

the circuit at time t, such that the minimal consumption is achieved.

Figure 2.6: Example of a track with straight lines and curves.l i [m] is the length
of the i-th straight line and r curve j [m] is the radius of thej-th curve.

2.3.2.1 Constraints of the Optimality problem

The search for the driving strategy is an optimization problem which, given the

model of the vehicle, the road pro�le (slope, curves, straight lines, etc.) and the

constraints in terms of maximum velocity allowed at each curve, maximum time
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of the race, and total number of kilometres, must provide (x �
1(t); x�

2(t); I �
batt (t)) at

time t. The optimization problem must consider the following constraints:

� The maximum time t f max [s] allowed to complete the race.

� The total distance x1total [m] to run.

� The maximum battery current I battmax [A].

� The maximum speedx2max [m=s2] for the vehicle.

� The limits of the centrifugal forceFc[N].

In a curve, the centrifugal forceFc(N ) over the car isFc = m(x2curve )2=rcurve , with

r curve [m] the radius of the curve (see Fig.2.6) and x2curve [m=s2] the velocity of the

vehicle in the curve. This force must not be larger than the total frictions forces

wheel-roadFt [N] to prevent the car slipping over, i.e.x2curve �
p

Ft r curve =m [60].

Notice that the constraint over the velocityx2curve in the curves is concerned

exclusively to the position x1 where there is precisely a curve, otherwise the

constraint is only x2 � x2max . As a result, one has

x2(t) � x2max , if the vehicle is in a straight line,

x2(t) �
p

Ft r c=m � x2max , if the vehicle is in a curve.
(2.14)

The optimality problem that includes the aforementioned constraints and that

leads to the driving strategy for driving through a known path in a �nite time

t f , with the minimum electrical consumption, is stated in the following.
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2. The Low Consumption Electric Vehicle

Optimal control problem 1

min
I �

batt ; x �
1 ; x �

2 ; t f

Rt f

0 I batt (t) dt

s:t: (2:6);

(2:7);

x1(0) = 0 ;

x2(0) = 0 ;

t f � t f max ;

x1(t f ) = x1total ;

0 � x2(t) � x2max ; 8t � t f ;

(2:14);

I batt (t) 2 [0; I battmax ]; 8t � t f :

(2.15)

The optimal values of the control input I �
batt (t) and the optimal trajectory x �

2(t)

are solution of the problem (2.15) for a given position x �
1(t). To solve (2.15)

involving the constraints (2.14), the optimality problem (2.15) is represented as

a multi-phase optimality problem, as detailed in next subsection.

2.3.2.2 The Multi-phase Optimality problem

To include appropriately the constraints (2.14) in the solution of the optimality

problem (2.15), it is divided in consecutive phases of straight lines and curves,

according to the circuit shape. For each phase, the problem (2.15) is solved with

the corresponding constraint (2.14), depending on whether the vehicle is in a

curve or in a straight line.

Consider for example the road in Fig.2.6, with four straight lines and four

curves. Then, eight consecutive phases are obtained for onelap. The optimality

problem (2.15) is expressed as a multi-phase optimality problem of sizePmp = 8

i.e.

min
Z t f

0
I batt (t) dt = min

PmpX

j =1

Z t ( j )
f in

t ( j )
ini

I batt (t) dt; (2.16)

with Pmp the number of consecutive phases,t (j )
ini the time in which the j-th phase

starts, and t (j )
f in the time in which the j-th phase �nishes, with

P Pmp
n=1 (t (j )

f in � t (j )
f in ) =
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2. The Low Consumption Electric Vehicle

t f [36, 58]. The constraints (2.14) are rewritten as

x2(t) � x2max if the j-th phase is a straight line,

x2(t) �
p

Ft r c=m if the j-th phase is a curve.
(2.17)

The GPOPS ToolboxTM of Matlab R , allows to solve Multi-phase optimal control

problems for linear and nonlinear dynamics, in continuous-time or discrete-time

[36, 58]. For this purpose, the following must be properly de�ned for each phase

of the track

� The dynamics of the system given by (2.6) and (2.7).

� The cost functional as in (2.16).

� The dimensions of each phase (the length of the straight lines and the radius

and angle of each curve).

� The optimization constraints.

The present work focuses in the Rotterdam's Ahoy circuit, where the race took

place in the years 2012 and 2013. In this circuit �ve curves of90� are connected

by �ve straight lines (or portions considered as straight lines). Therefore the

circuit is divided in ten consecutive phases (See Fig.2.7). The features of each

phase are presented in Table2.2.

Table 2.2: Features of the phases in the Rotterdam's Ahoy circuit.

Phase Description Dimensions
Phase 1 Straight Line Length 435m
Phase 2 90� curve Radius 25m
Phase 3 Straight Line Length 639m
Phase 4 90� curve Radius 21:3m
Phase 5 Straight Line Length 250m
Phase 6 90� curve Radius 16:3m
Phase 7 Straight Line Length 148m
Phase 8 90� curve Radius 22m
Phase 9 Straight Line Length 64m
Phase 10 90� curve Length 17:4m
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2. The Low Consumption Electric Vehicle

Figure 2.7: Consecutive phases in the Rotterdam's Ahoy circuit.

The optimal solution obtained with the GPOPS ToolboxTM to run two laps

in the Rotterdam's Ahoy circuit, is depicted in Fig. 2.8. The total distance is

3:266km and the maximum allowed time is 468s, beingI battmax = 7A. The total

performance of the solution is 474:0826km=kWh, equivalent to run 4215km with

one litre of fuel, according to (1.1).

2.4 Nonlinear discrete-time model

Having in mind the design of a control law which will be embedded on-board in

a digital device, a discrete-time model must be obtained from the dynamics (2.6)

and (2.7).

The Euler's Forward di�erence numerical approximation is well suited to per-

form the discretization of nonlinear dynamics [33]. In the Euler's Forward approx-

imation the state vectorx(k +1) is written in an explicit way from the expression

dx
dt

(k) =
x(k + 1) � x(k)

Ts
; (2.18)
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Figure 2.8: Optimal driving strategy with performance of 474:0826km=kWh. (a)
Optimal velocity pro�le. (b) Optimal battery current pro�l e.

whereTs[s] is the sample time. It follows that

x(k + 1) = Ts
dx
dt

(k) + x(k): (2.19)

On the other hand, in the Tustin's method or in the Euler's backward discretiza-

tion method, the expressionx(k + 1) is derived in an implicit way

Backward di�erentiation Euler's Method:
dx
dt

(k) =
x(k) � x(k � 1)

Ts
: (2.20)

The implicit approaches are less amenable to �nd a discrete-time model of a
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2. The Low Consumption Electric Vehicle

nonlinear dynamics, because they require the resolution ofa nonlinear di�erential

equation [33]. Hence, the Euler's Forward approximation will be used in the

following to �nd a discrete-time representation of the nonlinear continuous-time

vehicle dynamics.

From (2.6), (2.7) and (2.18), the following nonlinear discrete-time dynamic is

obtained

x1(k + 1) = x1(k) + Tsx2(k); (2.21)

and

x2(k + 1) = x2(k) + Ts
�k tgr

mr w
I batt (k) �

1
2m

Ts�C dA f x2(k)2 � TsgCr cos(� (k))

� Tsgsin(� (k)) :

(2.22)

When the discretization process is implemented, a zero holder is usually consid-

ered and introduces a delay ofTs=2 (see Fig.2.9). This delay can inuence the

stability of the system if it is too large. In [33], it is demonstrated that the e�ect

of the time delay over the system stability is tolerable if the time delayTs=2 is

smaller than one tenth of the rise timet r (63% rise time rule for the velocity of

operation) of the original continuous-time system, i.e,

Ts

2
�

t r

10
;

Ts �
t r

5
:

(2.23)

Therefore, for the system (2.21)-(2.22) the sampling time will be set asTs = 0:2s.

2.5 Real-time tracking of the optimal driving

strategy

In order to track the driving strategy, a control law must be designed. The

control law must cope with the real-time constraints inherent to the digital devices

wherein the control law will be embedded. The control law is appropriately
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Figure 2.9: Time delay of the discretization process [33]. h = Ts is the time step.

developed in Chapters3-5. However, before proceeding further, the tracking

problem must be properly introduced. For this purpose, the tracking error is

�rst derived from the nonlinear dynamics of the vehicle. And then, two di�erent

representations of the tracking error are introduced as amenable models to achieve

the design of the control law: Linearised model (Section2.5.1) and LPV model

(Section2.5.2). The control law must steer to zero the tracking error in order to

track the optimal reference, that is the driving strategy.

Consider the statex � (k) = [ x �
1(k); x�

2(k)]T 2 R2 and the input I �
batt (k), both

of them obtained respectively from the sampling, with sampling period Ts, of the

optimal trajectory x � (t) = [ x �
1(t); x�

2(t)]T 2 R2 and the sampling of the optimal

input I �
batt (t). Recall that (x �

1(t); x�
2(t); I �

batt (t)) are solution of (2.15) presented in

Section2.3. From the nonlinear discrete statex(k) = [ x1(k); x2(k)]T 2 R2 of the

vehicle, and the optimal onex � (k) = [ x �
1(k); x�

2(k)]T , the following tracking error

is introduced for every sampling time

� x(k) =

"
� x1(k)

� x2(k)

#

=

"
x1(k) � x �

1(k)

x2(k) � x �
2(k)

#

: (2.24)

De�ne � I batt (k) = I batt (k) � I �
batt (k) as the di�erence between the actual input

I batt (k) of the dynamics (2.22) and the sampled target controlI �
batt (k) at time k.

Since the optimal referencesx � (k) = [ x �
1(k); x�

2(k)]T and I �
batt (k) follows the
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dynamics (2.21) and (2.22), in virtue of the optimization problem (2.15), then

the dynamics of the tracking error � x(k + 1) reads

� x(k + 1) =

"
� x1(k + 1)

� x2(k + 1)

#

; (2.25)

where

� x1(k + 1) = x1(k + 1) � x �
1(k + 1) ;

= x1(k) + Tsx2(k) � (x �
1(k) + Tsx �

2(k)) ;

= � x1(k) + Ts� x2(k);

(2.26)

and

� x2(k + 1) = x2(k + 1) � x �
2(k + 1) ;

= x2(k) + Ts
�k tgr

mr w
I batt (k) �

1
2m

Ts�C dA f x2(k)2 � TsgCr cos(� (k)) � Tsgsin(� (k))

�
�

x �
2(k) + Ts

�k tgr

mr w
I �

batt (k) �
1

2m
Ts�C dA f x �

2(k)2 � TsgCr cos(� (k)) � Tsgsin(� (k))
�

;

= ( x2(k) � x �
2(k)) �

1
2m

Ts�C dA f
�
x2(k)2 � x �

2(k)2�
+ Ts

�k tgr

mr w
(I batt (k) � I �

batt (k)) ;

= � x2(k) �
1

2m
Ts�C dA f (x2(k) + x �

2(k)) � x2(k) + Ts
�k tgr

mr w
� I batt (k):

(2.27)

Thus,

� x(k + 1) =

"
� x1(k) + Ts� x2(k)

� x2(k) � 1
2m Ts�C dA f (x2(k) + x �

2(k)) � x2(k) + Ts
�k t gr
mr w

� I batt (k)

#

:

(2.28)

Notice that (2.28) is obtained since� (k) is known for each timek and conse-

quently is the same quantity involved in the optimal solution and in the actual

dynamics. Conversely,x2(k) is not necessarily equal tox �
2(k) since x2(k) is the

actual velocity and x �
2(k) is the target velocity at time k.

The control objective is to steer to zero the nonlinear tracking error � x2(k+1).

The quantity � x1(k) = 0 for all k, sincex1(k) and x �
1(k) are the actual position
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of the vehicle in the track. The dynamics involved in the design of the control is

(2.28). In order to steer to zero (2.28), two approaches are proposed. The �rst

one, is based on the linearisation of (2.28) around an operating point. In the

second one, (2.28) is rewritten in the form of a Linear Parametric Varying (LPV)

model to preserve the nonlinear features of (2.28).

2.5.1 Linearised model

The nonlinear dynamics (2.28) can be approximated by a Taylor series approx-

imation around the steady-state operating point (x2e ; I batte) obtained from the

solution of x2(k + 1) = x2(k) in (2.22), i.e.

I batte =
�C dA f rw(x2e)

2 + 2mgrwCr

2�k tgr
; (2.29)

wherex2e is the average velocity of the optimal solution of (2.15).

De�ne the auxiliary function f (x2(k); x�
2(k); I batt (k); I �

batt (k)) in ( 2.27) as

� x2(k + 1) = f (x2(k); x�
2(k); I batt ; I �

batt (k))

= ( x2(k) � x �
2(k)) �

1
2m

Ts�C dA f
�
x2(k)2 � x �

2(k)2�
+ Ts

�k tgr

mr w
(I batt (k) � I �

batt (k)) :

(2.30)

A linear approximation of (2.30), around the steady state (x2e ; I batte), can be found

by developing the expansion of the Taylor series overf (x2(k); x�
2(k); I batt (k); I �

batt (k))

up to the order one, as follows

� x2(k + 1) � f (�)

�
�
�
� x2= x2e

x �
2 = x2e

I batt = I batt e
I �

batt = I batt e

+
@f
@x2

�
�
�
� x2= x2e

x �
2 = x2e

I batt = I batt e
I �

batt = I batt e

(x2 � x2e ) +
@f
@x�2

�
�
�
� x2= x2e

x �
2 = x2e

I batt = I batt e
I �

batt = I batt e

(x �
2 � x2e)

+
@f

@Ibatt

�
�
�
� x2= x2e

x �
2 = x2e

I batt = I batt e
I �

batt = I batt e

(x2 � x2e) +
@f

@I�batt

�
�
�
� x2= x2e

x �
2 = x2e

I batt = I batt e
I �

batt = I batt e

(x �
2 � x2e) :

(2.31)
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After proper mathematical developments, the expression (2.31) becomes

� x2(k + 1) = � x2(k)
�

1 �
Ts�C dA f

m
x2e

�
+

Ts�k tgr

mr w
� I batt (k): (2.32)

Finally, the following linearised state-space representation is obtained for the

tracking error (2.28)

� x(k + 1) = A � x(k) + B � I batt (k); (2.33)

where � x(k) = [ x1(k) � x �
1(k); x2(k) � x �

2(k)]T and � I batt (k) = I batt (k) � I �
batt (k).

The matricesA and B are given by

A =

"
1 Ts

0 1� Ts �C d A f

m x2e

#

; B =

"
0

Ts �k t gr
mr w

#

: (2.34)

The full state is assumed to be accessible, which means that both the position

and the velocity are measurable and the optimal reference ofthe position and the

velocity are always available.

2.5.2 Linear Parametric Varying model

Alternatively to the linearisation around an operation point, the nonlinear track-

ing error (2.28) can also be expressed in the form of a Linear Parametric Varying

(LPV) representation. Unlike the linearisation around an operation point, the

LPV representation is a exact representation of the nonlinear model and thus

preserves the nonlinear properties of the system. Additionally, it is motivated by

the fact that it bene�ts from e�cient tools, such as Linear Matrix Inequalities

(LMIs), for the synthesis of the control law.

In general, a discrete-time LPV system is a system of the form

x(k + 1) = A (� (k))x(k) + B(� (k))u(k): (2.35)

� (k) is called the time-varying parameter. If� (k) 2 �, for all k, with � a convex

polytope, then (2.35) is a LPV polytopic system. In that case, the realization
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matrices of the system (2.35) verify

[A (� (k)) B (� (k))] 2 C; 8k; (2.36)

being C the convex polytope

C = Cof [A 1 B 1]; � � � ; [A pC B pC ]g; (2.37)

where Co denotes the convex hull, [A j B j ] the vertices of the convex hull for

1 � j � pC and pC the number of vertices inC. Any [A (� (k)) B (� (k))] within

the convex polytopeC is described by the following linear combination

[A (� (k)) B (� (k))] =
pCX

j =1

f j (� (k))[A j B j ]; (2.38)

with
pCX

j =1

f j (� (k)) = 1 ; 0 � f j (� (k)) � 1: (2.39)

The main requirements to �nd a LPV representation of a nonlinear system

are (see [21])

� The parameter is a function of the states, i.e.� (k) = � (x(k)), and this

function is known.

� The parameter is accessible on-line.

Following the prerequisites mentioned above, an equivalent LPV representa-

tion to the nonlinear dynamics (2.28) can be obtained. To that purpose, the

variable � (k) = ( x2(k) + x �
2(k)) is introduced as the time-varying parameter ac-

cessible at each timek. Sincex2 and x �
2 are bounded, then the parameter� (k)

is bounded as well, and� min � � (k) � � max for all k. Notice that the future

behaviour of � (k) is not necessarily known but� (k) is always accessible.

The LPV representation of the nonlinear dynamics of the tracking error (2.28)

is

� x(k + 1) = A (� (k))� x(k) + B � I batt (k); (2.40)

30



2. The Low Consumption Electric Vehicle

with

A (� (k)) =

"
1 Ts

0 1� 1
2m Ts�C dA f � (k)

#

; and B =

"
0

Ts
�k t gr
mr w

#

: (2.41)

From (2.38), the matrix A (� (k)) in ( 2.40) reads

A (� (k)) = f 1(� (k))A 1 + f 2(� (k))A 2; (2.42)

where
2X

j =1

f j (� (k)) = 1 ; 0 � f j (� (k)) � 1: (2.43)

The matricesA 1 and A 2 are characterized by the vertices (� min ; � max ) as follows

A 1 =

"
1 Ts

0 1� 1
2m Ts�C dA f � min

#

;

A 2 =

"
1 Ts

0 1� 1
2m Ts�C dA f � max

#

:

(2.44)

The functions f 1 and f 2 are characterized by the points indicated in Table2.3.

Table 2.3: Functionsf 1(� (k)) and f 2(� (k)).

� (k) f 1(� (k)) f 2(� (k))
� min 1 0
� max 0 1

Therefore,f 1 and f 2 follows (see Fig.2.10)

f 1(� (k)) =
� max � � (k)
� max � � min

; and f 2(� (k)) =
� (k) � � min

� max � � min
: (2.45)

Finally, any [A (� (k)) B ] within the convex polytope C is described by the
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(a) (b)

Figure 2.10: Functions of the vertices of the polytopic LPV representation. (a)
f 1(� (k)). (b) f 2(� (k)).

following linear combination

[A (� (k)) B ] =
2X

j =1

f j (� (k))[A j B]: (2.46)

2.6 Benchmark

The e�ciency and performances of the optimal driving strategy and the tracking

strategies, are tested using a benchmark that has been builtby the EMT. The

benchmark emulates both the vehicle and the circuit pro�le.It is composed by

four principal elements: theVir'volt vehicle that has been equipped with several

embedded electronics, an inertial cylinder that emulates the inertia of the vehicle

and an electric motor that emulates frictions and disturbances, a microcontroller

in which the tracking strategy has been embedded, and a graphical user interface

used to visualize on-line the tracking performances. Thoseelements interact

between them as is shown in the block diagram of Fig.2.11. The main blocks

are described in the following.

� The inertial cylinder and electric motor: The inertial cylinder, on which is

placed the vehicle, allows to emulate the inertia of the vehicle. The inertial
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Figure 2.11: Benchmark (Frolling 1 = Frolling + Fslope).

cylinder is in the same axis than an electric motor which emulates the fric-

tion forces such as the aerodynamic forceFaerodynamics , the rolling resistance

Frolling and the slope resistanceFslope (see (2.1) in Section2.2.1). The rolling

resistanceFrolling and the slope resistanceFslope depend of the slope� of

the road (see (2.3) and (2.4)). The slope is known all along the path. The

aerodynamic resistanceFaerodynamics , depends on the square of the actual

vehicle velocity x2(k)2 (see (2.2)). To properly emulate Frolling , Fslope and

Faerodynamics according to � (k) and x2(k)2 at time k, the electric motor is

regulated by a PID controller. The PID controller makes the electric motor

to oppose to the movement of the vehicle in a quantity that corresponds to

Frolling , Fslope and Faerodynamics , according to the actual measure of� (k) and

x2(k)2 (see Fig.2.11). The electric motor is also equipped with an electric

brake to emulate wind and others disturbances. In Fig.2.12, the inertial
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cylinder and the electric motor are presented.

(a) (b) (c)

Figure 2.12: Benchmark in the year 2014. (a)Vir'Volt vehicle and benchmark.
(b) Detail of the Benchmark. (c) Inertial cylinder and electric motor.

� The Vir'volt vehicle: the vehicle lies over the inertial cylinder and is sub-

mitted to disturbances, frictions, and other phenomena that may be present

during the actual race. The vehicle is equipped with a microcontroller in

which the control strategy has been embedded. The vehicle isalso equipped

with multiple sensors that measure the virtual travelled distance, the ve-

locity of the vehicle and the current of the battery (see Fig.2.13a). The

travelled distance is considered as the actual position of the vehicle in the

track. Those measures are used by the microcontroller to compute the

control law (see Fig.2.11).

� The microcontroller: A Microchip R dsPIC33EP512MU810 microcontroller

(see Fig. 2.13b), is implemented on-board of theVir'volt vechicle. This

device has an internal clock of 7.37 MHz, a RAM with 53000 bytes capacity

and a faster DMA RAM with 4096 bytes capacity. Its ADC samples at500

kHz for 12 bits resolution and at 1 MHz for 10 bits resolution. The control

strategy designed to track to the optimal driving strategy is embedded in

the dsPIC. The optimal driving strategy (x �
1(k); x�

2(k); I �
batt (k)) is saved in

the memory of the dsPIC. On-line, the actual travelled distance x1(k) is

used to �nd the corresponding reference velocityx �
2(k) according to the
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position of the vehicle in the track. The reference velocityx �
2(k) is required

by the embedded tracking strategy to compute the control law(see Fig.

2.11). In Fig. 2.13aare shown the embedded electronics implemented in

the back of the vehicle.

(a) (b)

Figure 2.13: On-board implemented electronics. (a) Electronics implemented
in the back of the vehicle. dsPic, power converter, etc. (b) Microchip R
dsPIC33EP512MU810 microcontroller.

� The graphical user interface: a graphical user interface has been design in

LabViewTM to visualize the on-line performance of the tracking strategy.

Data such as the referencesx �
2(k), I �

batt (k), and the control law I batt (k) are

acquired using a RS-232 protocol from the dsPIC. The rest of the data such

asx1(k), x2(k) and the frictional forces are collected using a data acquisition

system (DAQ) that consists in a National Instruments analog DAQ device

(USB-6289) (see Fig.2.11).

The dynamics of the vehicle in the benchmark is a scaled version of the dy-

namics (2.6) and (2.7). The dynamics of theVir'volt vehicle over the benchmark,
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for at path, is given by

dx1(t)
dt

= x2(t);

dx2(t)
dt

= 1:1228I batt (t) � 0:1125x2(t)2 � 0:1893:
(2.47)

The discrete-time model (2.21) and (2.22) is given by

x1(k + 1) = x1(k) + Tsx2(k);

x2(k + 1) = x2(k) + 1 :1228TsI batt (k) � 0:1125Tsx2(k)2 � 0:1893Ts:
(2.48)

In order to asses the performance of the tracking strategy inthe benchmark, a

optimal driving strategy is found for the dynamics (2.47), using the features of

the Rotterdam's Ahoy track. The optimal driving strategy is computed for a

run of two laps in the Ahoy track, i.e. x1total = 3266m, and a �nal maximal time

t f max = 1050s. The solution of the optimal problem (2.15) for the dynamics (2.47)

is depicted in Fig. 2.14.
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Figure 2.14: Optimal driving strategy for the vehicle in the benchmark with
performance of 408:4401km=kWh. (a) Optimal velocity pro�le. (b) Optimal
battery current pro�le.

2.7 Conclusions

A model of the vehicle dynamics has been obtained and the unknown parameters

have been estimated using experimental data. The identi�eddynamics was used

to derive an optimal driving strategy that will be tracked on-line during the

driving task. The tracking problem was formulated using a linearised model

around an operating point and a Linear Parametric Representation (LPV).

In Chapters3 and4, proper control laws to perform the tracking of the optimal

reference are developed using the linearised representation of the tracking error

given by (2.33).
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In Chapter 5, a proper control law to perform the tracking of the optimal

reference is developed using the LPV representation of the tracking error given

by (2.40).
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Chapter 3

Tracking Model Predictive

Control

3.1 Introduction

Model Predictive Control (MPC) has been well-admitted for the past 50 years

as a suitable solution to deal with multi-variable constrained control problems

and robustness in presence of model uncertainties and noise[53, 11]. Its origins

go back to the years 1976 and 1978, in particular with the works of Richalet in

Model Predictive Heuristic Control and Model Algorithm Control [69, 23]. The

MPC is characterized by its ability to include soft and hard constraints, to deal

with multivariable dynamics, and to perform optimization on-line [69, 23].

Over the last 20 years, feasibility of the optimization problem and stability

of the control law have been major issues. Regarding the feasibility, the inherent

trade-o� between �nite-horizon and constraints of MPC-based techniques raise

challenging problems [11, 23]. In particular, when it comes to MPC-based track-

ing, such a trade-o� may prevent the reachability of the reference [45]. As far

as stability is concerned, several approaches have been proposed to provide some

guarantees. The consideration of invariant sets as terminal constraint is one of

the most popular. Indeed, the strategies based on invariantsets allow to guaran-

tee convergence towards the origin by implicitly extendingthe prediction horizon

to the in�nity without any substantial increasing of the on-line computational
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cost. The computation of the invariant sets, which may be usually polytopes

or ellipsoids, is usually performed o�-line [30, 40, 17], which allows a real-time

implementation.

In this chapter, background on the issue of MPC-based tracking for LTI

discrete-time systems under time-invariant polytopic constraints on the input

and/or the state is recalled. The procedure to design an invariant set suitable to

be used in the MPC strategy as a terminal set is described in Section 3.3. The

invariant set guarantees asymptotic stability of the control law. In Section 3.4,

a numerical example of tracking subject to polytopic constraints is presented.

Finally, in Section 3.5, the MPC-based tracking under time-invariant constraints

on the input and on the state is applied to theVir'volt vehicle.

3.2 Preliminaries

Consider the linear system with state-space description

x(k + 1) = A x(k) + Bu(k); (3.1)

where x(k) 2 Rn is the state, u(k) 2 Rp is the control input, A 2 Rn� n is the

dynamical matrix and B 2 Rn� p is the input matrix. The pair ( A ; B ) is assumed

to be stabilizable, i.e. 9K s.t. (A + BK ) is Schur stable. The state is assumed

to be accessible, i.e.x(k) is fully known at each time k. The system (3.1) is

assumed to be subject to constraints on the input and the state, that is

x(k) 2 X; 8k � 0;

u(k) 2 U; 8k � 0;
(3.2)

with X a convex and closed subset ofRn and U a convex and compact subset of

Rp. X and U are assumed to be polytopic sets.

De�ne the tracking errors � x(k) = x(k) � �x 2 Rn and � u(k) = u(k) � �u 2 Rp

around the steady-state targets �x 2 Rn and �u 2 Rp (�x and �u are solutions of

(3.1), i.e. �x = A �x + B �u). The dynamics of the tracking error is given by

� x(k + 1) = A � x(k) + B � u(k); (3.3)
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3. Tracking Model Predictive Control

with tracking constraints de�ned 8k � 0 as

� x(k) 2 X � ;

� u(k) 2 U� ;
(3.4)

whereX � is a convex and closed subset ofRn and U� is a convex and compact

subset ofRp. Both subsets are assumed to be polytopic sets containing the origin

in their interior, i.e. 0 2 int (X � ) and 0 2 int (U� ), hence �x 2 int (X ) and

�u 2 int (U) ( int (�) denotes the interior of the set).

Remark 1 The constraints X � and U� , are usually imposed by the application.

If the constraints are too narrow, they may cause infeasibility of the problem if

the performance requirements imposed to the control law are also too strict. Thus,

a trade-o� must be found between the constraints and the performance require-

ments. To that purpose, the constraints may be relaxed and/or the performances

requirements of the control may be done less stringent. Hereafter, the constraints

X � and U� are assumed to respect that trade-o�.

3.2.1 Polytopic constraints

The polytope X � is described by

X � = f � x(k) 2 Rn : H X � � x(k) � �1g: (3.5)

which is the hyperplane representation of the polytopeX � , with H X � 2 RpX � � n

and �1 2 RpX � is the ones vector�1 = [1; :::; 1]T . The scalar pX � is the facets

number of the polytopeX � , and corresponds to the number of rows inH X � .

The inequalities in the set (3.5) can be developed as

2

6
6
4

H X � (1; 1) H X � (1; 2) � � � H X � (1; n)
...

...
. . .

...

H X � (pX � ; 1) H X � (pX � ; 2) � � � H X � (pX � ; n)

3

7
7
5

2

6
6
4

� x1
...

� xn

3

7
7
5 �

2

6
6
6
6
4

1

1
...

1

3

7
7
7
7
5

: (3.6)
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Each i-th row in H X � de�nes the equation

h
H X � (i; 1) H X � (i; 2) � � � H X � (i; n )

i

2

6
6
4

� x1
...

� xn

3

7
7
5 = 1; i = 1; :::; pX � ; (3.7)

which is the equation of the hyperplane that describes thei-th facet in X � .

The polytope U� is also represented by a hyperplane representation as

U� = f � u(k) 2 Rp : H U� � u(k) � �1g; (3.8)

with H U� 2 RpU� � p and �1 2 RpU� . The scalarpU� is the facets number of the

polytope U� . The scalarspX � and pU� are named thecomplexity-index, and are

the number of facets, or equivalently the number of vertices, in the respective

polytope X � and U� . Notice that polytopic representations are very handy to

deal with linear constraints often encountered in practical applications [17].

3.2.2 Problem formulation

The aim of the MPC-based strategy is to enforce dynamics in (3.3) to reach

the steady-state targets �x and �u while ful�lling the constraints ( 3.4). The control

under concern here, consists in the on-line solution of the following in�nite horizon

open-loop optimization problem

min
� u(k+ i )2 Rp ;i =[0 ;1 )

�
J (k) =

1P

i =0

�
� xT (k + i )Q� x(k + i ) + � uT (k + i )R� u(k + i )

� �

s:t: � x(k + i + 1) = A � x(k + i ) + B � u(k + i ); 8i = 0; :::; 1 ;

� x(k + i ) 2 X � ; 8i = 0; :::; 1 ;

� u(k + i ) 2 U� ; 8i = 0; :::; 1 :
(3.9)

The closed-loop control consists in applying at each execution time k the �rst

element � u(k) of the optimal solution sequence �u(k); � u(k + 1) ; :::; � u(1 ).

The weighting matricesQ 2 Rn� n and R 2 Rp� p de�ne the state and the input

tracking costs respectively. Notice that the minimization in the problem (3.9) is
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performed over a set of in�nite dimension.

Notice that, in general, optimality does not imply stability [39]. However, as

is pointed out in [53], asymptotic stability is assured for in�nite horizon opti-

mal control problems (under stabilizability and detectability). Thus, asymptotic

stability is also assured for the in�nite horizon optimization problem (3.9). Nev-

ertheless, solving on-line in�nite horizon problems is usually not practical (apart

from standard H2 and H1 control of linear systems) [53].

To tackle this problem, the performance criterionJ (k) in (3.9) is rewritten as

J (k) =
1X

i =0

�
� xT (k + i )Q� x(k + i ) + � uT (k + i )R� u(k + i )

�
;

=
Np � 1X

i =0

�
� xT (k + i )Q� x(k + i ) + � uT (k + i )R� u(k + i )

�

+
1X

i = Np

�
� xT (k + i )Q� x(k + i ) + � uT (k + i )R� u(k + i )

�
;

=
Np � 1X

i =0

�
� xT (k + i )Q� x(k + i ) + � uT (k + i )R� u(k + i )

�

+ � xT (k + Np)P� x(k + Np);

(3.10)

with P 2 Rn� n the solution of the Riccati equation that solves the in�nite-horizon

LQR problem for the system (3.3), with weighting matrices Q and R.

From (3.10), the problem (3.9) can been replaced by the following �nite-
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horizon open-loop problem

min
� u(k+ i )2 Rp ; i =[0 ;k+ Np � 1]

Np � 1X

i =0

�
� xT (k + i )Q� x(k + i ) + � uT (k + i )R� u(k + i )

�

+ � xT (k + Np)P� x(k + Np);

s:t: � x(k + i + 1) = A � x(k + i ) + B � u(k + i ); 8i = 0; : : : ; Np � 1;

� x(k + i ) 2 X � ; 8i = 0; : : : ; Np � 1;

� u(k + i ) 2 U� ; 8i = 0; : : : ; Np � 1;

� x(k + Np) 2 X f ;
(3.11)

with Np the prediction horizon andX f the terminal (closed) set of feasible �nal

states (see Fig.3.1). The matrix P de�nes the terminal cost. The closed-loop

control consists in applying at each execution time the �rstelement � u(k) of the

optimal solution sequence �u(k); � u(k + 1) ; :::; � u(k + Np � 1). The solution of

the problem (3.11) implies that after Np steps, the state reaches the setX f (see

Fig. 3.1). In practice, only the �rst element � u(k) is applied and then (3.11) is

solved again for every timek.

Figure 3.1: SetX f of �nal states.

From [53, 11, 23], it has been well established that to enforce stability and

convergence towards the origin, it is su�cient to meet two requirements:
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� Make the terminal cost positive de�nite matrix P as the solution of the

Riccati equation.

� Design the tracking terminal setX f to be a controlled invariant set in the

neighbourhood of the origin, under the LQR feedback gain denoted here

with K .

Indeed, the constraint on the terminal set ensures that, after Np steps, the pre-

dicted state reaches the terminal set. Since such a set is invariant, if the in�nite

horizon LQR control gain K is applied, the convergence towards the origin is

guaranteed. Actually, the MPC consists in delivering, at each time k, the input

� u(k), that is the �rst sample of the optimal input sequence resulting from the

solution of (3.11). At time k + 1, a new open-loop optimal control problem is

solved. The following subsection recalls some background on the design of the

terminal invariant set X f .

3.3 Design of the invariant terminal set

The invariant sets can be ellipsoidal invariant sets or polytopic invariant sets.

The polytopic invariant sets are less conservative than theellipsoidal invariant

set, but are harder to compute. Since the computation of the invariant set will

be performed o�-line, a less conservative polytopic invariant will be chosen.

The following procedure corresponds to the standard procedure (see [17] for

example) to design a maximal polytopic invariant set, but isparticularized for

the tracking problem (3.11).

Consider the closed-loop system

� x(k + 1) = ( A + BK )� x(k); (3.12)

obtained from (3.3) and from the stabilizing feedback control law �u(k) =

K � x(k). The gain K 2 Rp� n is derived from P, that is the solution of the

Riccati equation related to the in�nite-horizon stabilization problem for system

(3.3) with the quadratic cost weighting matricesR and Q involved in (3.11).
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De�ne the closed-loop constraints for (3.12) as

X� = f � x(k) 2 Rn : � x(k) 2 X � ; K � x(k) 2 U� g; (3.13)

whereX � and U� ful�l ( 3.4). The constraints (3.13) can be equivalently rewritten

as

X� = X � \ X � u(U� ); (3.14)

where

X � u(U� ) = f � x(k) 2 Rn : K � x(k) 2 U� g: (3.15)

Since the tracking constraintsX � and U� in (3.4) are assumed to be polytopic,

then the closed-loop constraint (3.13) can be expressed as a convex polytopic set

containing the origin in its interior. As a result, X� can be described by a

hyperplane representation with complexity-indexpX 2 N (i.e. pX is the number

facets of the polytope in the hyperplane representation):

X� = f � x(k) 2 Rn : H X� � x(k) � �1g; (3.16)

where

H X� =

"
H X �

H U� K

#

; (3.17)

with H X� 2 RpX � n , �1 2 RpX being the ones vector�1 = [1; :::; 1]T and pX � pX � +

pU� . The matrices H X � 2 RpX � � n and H U� 2 RpU� � p are the matrices of the

hyperplane representation of the tracking constraintsX � and U� , respectively,

with pX � and pU� the number of facets of each polytope.

Now, the de�nition of an invariant set for the LTI discrete-time system (3.12)

is introduced. The de�nition is borrowed from the general de�nition given in [ 16]

and [17].

De�nition 1 A closed and convex set
 � Rn with 0 2 int (
) (that is 
 is

a C-set), is said to be a positively invariant set for the system (3.12) under

(tracking) constraints X� given in (3.13), if for all � x(k) 2 
 then � x(k + 1) =

(A + B K )� x(k) 2 
 , being 
 � X� .

Otherwise stated, for all � x(k) 2 
, that is for any state � x(k) which has
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reached 
, it holds that � x(k + i ) 2 
 for all i � 0, or equivalently that the

state can no longer escape from 
. The notion ofpositively refers to the fact

that only the future states satisfy � x(k + i ) 2 
, that is to i � 0. Hereafter, the

positively invariant sets will be merely calledinvariant sets for brevity since only

the positive invariance will be considered.

SinceX� is a bounded polytope with the origin in its interior andA + BK

is Schur stable, then the maximal invariant set 
 in X� is also a convex poly-

tope [30]. For convenience, the set 
 is considered to be described byits vertex

representation


 =

(

� x(k) 2 Rn : � x(k) = V 
 w;
p
X

i =1

w(i ) = 1 ; w(i ) � 0; 8i

)

; (3.18)

whereV 
 2 Rn� p
 is the matrix whose columns are the vertices of 
,w 2 Rp
 ,

and p
 is the complexity-index (number of vertices in the vertex representation)

of the polytopic invariant set 
. The equality in ( 3.18) can be rewritten as

2

6
6
4

V 
 (1; 1) V 
 (1; 2) � � � V 
 (1; p
 )
...

...
. . .

...

V 
 (n; 1) V 
 (n; 2) � � � V 
 (n; p
 )

3

7
7
5

2

6
6
6
6
4

w(1)

w(2)
...

w(p
 )

3

7
7
7
7
5

=

2

6
6
4

� x1
...

� xn

3

7
7
5 : (3.19)

Each i-th column in V 
 is the i-th vertex of the polytope 
. Notice that if

w(i ) = 1 ; w(j ) = 0 ; j 6= i , then

2

6
6
4

� x1
...

� xn

3

7
7
5 =

2

6
6
4

V 
 (1; i )
...

V 
 (n; i )

3

7
7
5 ; (3.20)

where [V 
 (1; i ); � � � ; V 
 (n; i )]T is the i-th vertex of 
.

To determine 
, one can resort to thebackward iterative algorithm(see [17, 16]

for further details). The backward iterative algorithmcan be summed up as

follows.
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Algorithm 1

1. Setk = 0 and X� 0 = X� de�ned by (3.16).

2. CalculateX� � k � 1 from X� � k as given by

X� � k � 1 = f � x(x) 2 X� : (A + BK )� x(x) 2 X� � k g: (3.21)

3. Check whetherX� � k � (1 + � )X� � k � 1 , with � a �xed numerical tolerance

introduced for practical purposes.

4. If X� � k � (1 + � )X� � k � 1 holds, then X� � k � 1 is an admissible invariant set

for X. If it does not hold, then move on timek + 1 and repeat the process

from Step 2 until X� � k � (1 + � )X� � k � 1 holds, or until a maximum allowed

number of steps is reached (for the sake of �nite accuracy implementation).

In other words, the pre-images ofX� obtained from the inverse dynamics of (3.12)

are successively computed back in time and trimmed to get thelargest polytopic

invariant set included in X� . To clarify the MPC strategy and the backward

iterative algorithm, an academic example is detailed in next section.

3.4 MPC-based tracking with time-invariant con-

straints: an academic example

Consider the systemx(k + 1) = A x(k) + Bu(k) with

A =

"
0:9 0:25

� 0:25 0:9

#

; B =

"
0:5

2

#

; (3.22)

and x(k) = [ x1(k); x2(k)]T . The aim is to derive a control law so that the state

vector x(k) tracks a given trajectory with tracking constraintsX � and U� . The
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reference is (see Fig.3.2 and 3.3)

�x(k) =

8
>>>>>><

>>>>>>:

[0:15;� 0:08]T for k � 50;

[0;� 0:03]T for 50 < k � 100;

[� 0:1; 0:02]T for 100< k � 150;

[0;� 0:06]T for k > 150:

(3.23)

0 50 100 150 200

-0.1

0

0.1

¹x 1

k

Figure 3.2: Reference �x1(k).

0 50 100 150 200
-0.05

0

0.05

0.1

¹x 2

k

Figure 3.3: Reference �x2(k).

The tracking constraints are described by

X � = f � x(k) 2 Rn : H X � � x(k) � �1g andU� = f � u(k) 2 Rp : H U� � u(k) � �1g;

(3.24)
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where

H X � =

2

6
6
6
6
4

1
0:15 0

0 1
0:05

� 1
0:2 0

0 � 1
0:08

3

7
7
7
7
5

=

2

6
6
6
6
4

6:6667 0

0 20

� 5 0

0 � 12:5

3

7
7
7
7
5

; H U� =

"
1

0:01
� 1
0:01

#

=

"
100

� 100

#

:

(3.25)

The constraintsX � corresponds to� 0:2 � � x1(k) � 0:15 and� 0:08 � � x2(k) �

0:05, for all k, and the constraintsU� to � 0:01 � � u(k) � 0:01, for all k. The

prediction horizon is Np = 10. The weighting matrices of the MPC problem

(3.11) are Q = [1 0; 0 1] and R = 30. The solution of the in�nite-horizon

problem is P = [4:6534 0:5613; 0:5613 3:0237] and the corresponding gain is

K = [ � 0:0343 � 0:1478].

3.4.1 Computation of the terminal invariant set

The matrix H X� de�ned as in (3.17), which characterizes the closed-loop system

constraints X� given by (3.16), reads

H X� =

2

6
6
6
6
6
6
6
6
6
4

6:6667 0

0 20

� 5 0

0 � 12:50

� 3:4304 � 14:7758

3:4304 14:7758

3

7
7
7
7
7
7
7
7
7
5

; (3.26)

with complexity-index (number of facets in the polytope)pX = 6. The polytopic

constraints X � and X� are depicted in Fig.3.4. The �gure clearly shows that

X� is a subset ofX � , and it is in accordance with (3.14). The successive poly-

topesX� � k � 1 , involved in the backward iterative algorithm(see Algorithm1), are

depicted in red dotted lines in Fig.3.5. The resulting invariant set 
, that is the

largest invariant set contained inX� , is found after 5 steps and is portrayed in

solid line in Fig. 3.5.

The resulting invariant set 
 is given by the following vertex representation,
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Figure 3.4: Polytopic constraints. Dashed line: constraints X � . Dash-dotted
line: constraintsX� .

Figure 3.5: Backward iterative algorithm. Red dashed lines:pre-images ofX� .
Solid line: �nal invariant set 
.

the complexity-index (number of vertices in the polytope) being p
 = 12:

V 
 =

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

0:1500 0:0329

0:0993 � 0:0800

� 0:0928 0:0194

0:0531 � 0:0800

0:0761 0:0500

� 0:0621 0:0500

� 0:0785 0:0413

� 0:0996 � 0:0446

� 0:1010 � 0:0211

0:1257 � 0:0661

0:1485 � 0:0311

0:1500 � 0:0238

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

T

: (3.27)
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3.4.2 Closed loop response

The problem (3.11), with polytopic invariant set given by (3.27), is solved for the

dynamics (3.22) with initial conditions x(0) = [0; 0]T . The results of the tracking

are depicted in Fig.3.6-3.10. The results show that the tracking is achieved and

the constraints are ful�lled, as expected.

0 50 100 150 200
-0.4

-0.2

0

0.2

0.4

x 1

k

Figure 3.6: Tracking of �x1(k). Solid line: tracking response ofx1(k). Red dash-
dotted line: �x1(k). Dashed line: time-invariant constraintsX � for � x1(k).

0 50 100 150 200
-0.1

-0.05

0

0.05

0.1

0.15

x 2

k

Figure 3.7: Tracking of �x2(k). Solid line: tracking response ofx2(k). Red dash-
dotted line: �x2(k). Dashed line: time-invariant constraintsX � for � x2(k).
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Figure 3.8: Tracking error � x1(k). Solid line: tracking error � x1(k). Dashed
line: time-invariant constraints X � for � x1(k).
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Figure 3.9: Tracking error � x2(k). Solid line: tracking error � x2(k). Dashed
line: time-invariant constraints X � for � x2(k).
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Figure 3.10: Tracking error � u(k). Solid line: tracking error � u(k). Dashed line:
time-invariant constraints U� .

53



3. Tracking Model Predictive Control

3.5 MPC-based tracking with time-invariant con-

straints: application to the Vir'volt vehicle

Consider the linearised model (2.33) of the Vir'volt electric vehicle around the

operating point (x2e ; I batte). In the following, the problem (3.11) is considered for

the dynamics (2.33) with tracking reference given by the sampled solution of the

optimization problem (2.15) that is depicted in Fig. 2.8. Hereafter, the battery

current I batt will be simply denoted with u, thereforeI �
batt = u� and I batte = ue.

The weighting matrices of the MPC problem (3.11) are Q = [0 0; 0 1] and

R = 1. The solution of the in�nite-horizon problem is P = [0 0; 0 139:75] and the

corresponding gain isK = [0 � 0:6411]. The constraints for �x2(k) are imposed

as � 2km/h � � x2(k) � 1km/h ( � 0:56m/s � � x2(k) � 0:28m/s). The tracking

only concerns the velocity, thus the constraints for �x1(k) are relaxed and set as

� 10m� � x1(k) � 10m. The constraintsX � , as in (3.5), are described by

H X � =

2

6
6
6
6
4

1
10 0

0 1
0:28

� 1
10 0

0 � 1
0:56

3

7
7
7
7
5

=

2

6
6
6
6
4

0:1 0

0 3:6

� 0:1 0

0 � 1:8

3

7
7
7
7
5

: (3.28)

The constraints U� are set as� 0:5A � � u(k) � 0:5A. The polytope U� is

described by

H U� =

"
1

0:5
� 1
0:5

#

=

"
2

� 2

#

: (3.29)

The constraintsU� are shown in Fig.3.11.

The closed-loop constraintsX� de�ned in (3.16) are depicted in Fig. 3.12. The

backward iterative algorithm(see Algorithm1) is applied to X� and the resulting

terminal invariant set 
 is found after 11 steps. It is portrayed in Fig. 3.12. The

complexity-index (number of vertices) of the polytope 
 isp
 = 6. The polytope

is described by

V 
 =

"
10 10 9:4 � 8:8 � 10 � 10

� 0:55 0 0:27 � 0:55 0:27 0

#

: (3.30)
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Figure 3.11: Optimal control u� (k) and tracking constraints. Red dash-dotted
line: u� (k). Dashed line: constraintsU� .

Figure 3.12: Maximal invariant set. Reed dash-dotted line: closed-loop con-
straints X� . Solid line: �nal invariant set 
.

The closed-loop control law (3.11) is applied to the nonlinear discrete-time

dynamics of the vehicle, given by (2.21) and (2.22), according to the block diagram

of Fig. 3.13. The operating point is �xed as the average velocity of the optimal

solution depicted in Fig. 2.8, i.e. x2e = 27km=h. The vehicle is subject to a mass

variation of 20% from its original value according to Table2.1. The tracking

of the optimal velocity is depicted in Fig. 3.14. In Fig. 3.15-3.16 are depicted

� x2(k) and � u(k), respectively. It can be observed that the tracking task iswell

achieved while the constraints are satis�ed.
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Figure 3.13: Closed-loop implementation of the MPC. The function that describes
the velocity x2(k + 1) = f (x2(k); u(k)) is given by (2.22).
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Figure 3.14: Tracking of the referencex �
2(k). Solid line: tracking response of

x2(k) with a mass variation of 20%. Red dash-dotted line: reference. Dashed
line: constraintsX � for x2(k).
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Figure 3.15: Tracking error � x2(k). Solid line: tracking error � x2(k). Dashed
line: constraintsX � for x2(k).
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Figure 3.16: Tracking error � u(k). Solid line: tracking error � u(k). Dashed line:
constraints U� .

3.6 Conclusions

The issue of MPC-based tracking for LTI discrete-time systems under time-

invariant constraints on the input and/or the state has beenrecalled. The use of

a suitable invariant set as terminal set in the MPC problem has allowed to guar-

antee asymptotic stability to the reference. It has been noticed that the features

of the systems, such as the dynamics and the constraints, areintimately involved

in the design of the invariant set. The MPC strategy has been particularized to

a tracking task. It has been illustrated on both an academic example and the

linearised model of theVir'volt vehicle.

The constant constraints (symmetric or asymmetric) may notbe necessarily

well suitable for all the stages of the driving strategy. In particular, for the

Vir'volt vehicle, time-varying constraints may be more appropriated so that they

are adapted to di�erent stages of the tracking task.

Indeed, regarding the application of the control law to the low consumption

Vir'volt vehicle, it can be observed that the discrepancies regarding the mass of

the vehicle or the frictions are more critical during the initial acceleration and

the �nal deceleration. The initial acceleration is intended to reach as soon as

possible the reference to accomplish the constraint of the �nal time, and the �nal

deceleration corresponds to turn o� the motor to save energy. Thus, the initial

acceleration and the �nal deceleration are expected to be always present (under

feasibility conditions) in the solution of the problem (2.15). Therefore, particular

constraints may be imposed only at the beginning and at the end of the tracking
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of the velocity x �
2(k). This particular constraints are not necessarily the same

that those required in the rest of the tracking task.

As a solution to deal with the problem stated above, it would beinteresting

to derive a MPC strategy that allows to incorporate time-varying constraints

adapted to the features of the tracking task. The problem lies in that the proposed

solution must be suited for low computational resources andreal-time constraints.

A solution to this problem is proposed in Chapter4.
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Chapter 4

Tracking under time-varying

polytopic constraints

4.1 Introduction

The consideration of control problems with signals subjectto time-varying con-

straints is often faced in real world applications. Despitethe e�ervescence of

works dealing with MPC, only few ones address the problem under time-varying

constraints. As some exceptions, the following contributions can be quoted.

� In Bemporad et al. [12, 10], time-varying constraints that apply to the input

and the output are incorporated in theExplicit model predictive control. In

this approach, the time-varying constraints are required to be fully known

a priori and the controlling sequences must be computed o�-line for all the

possible variations of the constraints. Hence, the implementation of the

MPC requires a massive storage capacity.

� In the work of Mayne et al. [51], time-varying constraints have also been

considered as an extension of theoutput feedback model predictive control

in [52]. The approach in [51] is based on a stable state estimator and a

robust tube-based MPC which is solved on-line. However, the existence

and the knowledge of a common invariant set satisfying the states and

inputs constraints for all the time instants is required.

59



4. Tracking under time-varying polytopic constraints

� Wada et al. [67] address the feasibility and stability issues related to a MPC-

based tracking problem for LTI systems with time-varying constraints, more

speci�cally time-varying input saturation levels. In [67], on-line LMIs op-

timization problems are involved in the design of again-scheduled feed-

back control law, that is a feedback gain that depends on the time-varying

saturation level of the input. However, solving on-line the LMIs may be

una�ordable for real-time applications.

� Finally, it must be stressed that some well-admitted MPC-based tracking

formulations can be very e�ective for time-invariant constraints but cannot

be suited to cope with time-varying ones. It is precisely thecase for the

MPC-based tracking strategy presented in [45] which bene�ts from larger

domain of attraction than the standard MPC formulation, but time-varying

constraints are not allowed.

All in all, the consideration of time-varying constraints isstill challenging when

e�cient MPC approaches compatible with real-time applications are required. In

the following, a solution to the tracking problem for LTI systems subject to time-

varying constraints is presented. The proposed solution ischaracterized by a

control algorithm with low computational cost suitable to real-time applications.

To enforce stability, the standard MPC-based tracking strategy with the terminal

invariant set [53, 23, 62] is used. The problem of the standard approach lies in

that the computation of the invariant set becomes intricatewhen considering

time-varying constraints. Indeed, if the constraints change in time, the invariant

set is also time-varying and so, must be recomputed on-line.And yet, when

real-time applications are sought, it is far from being computationally a�ordable.

As a clue to tackle this problem, this chapter introduces an approach based

on an homothetic transformation which consists in a contraction/dilatation of

a prede�ned invariant set previously computed o�-line. Such a transformation

allows to �t on-line the time-varying constraints. The invariant set and the

time-varying constraints both admit polytopic representations. The resulting

parameter-dependent invariant set is an admissible terminal constraint for the

MPC problem and guarantees asymptotic stability. Since thehomothetic trans-

formation is merely characterized by the dilating/contracting factor required to
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4. Tracking under time-varying polytopic constraints

�t the constraints, the computational cost for the on-line procedure boils down to

the calculation of such a factor, and thus the MPC becomes suitable for real-time

applications despite the time-varying constraints.

This chapter is organized as follows. In Section4.2, the issue of MPC track-

ing problem subject to time-varying constraint is presented. The time-varying

constraints are described using time-varying polytopic representations. In Sec-

tion 4.3, the homothetic transformation of the terminal invariant set is detailed.

This homothetic transformation is proposed as a suitable time-varying invariant

set to be used in the time-varying MPC formulation. In Section 4.4, the MPC

strategy that involves the homothetic transformation, performed on-line, is pre-

sented. The time-varying invariant set, result of the homothetic transformation

used within the MPC, guarantees the asymptotic stability ofthe control law. In

Section4.5, a numerical example is presented. Finally, in Section4.6, the MPC

tracking strategy is applied to theVir'volt vehicle.

4.2 Preliminaries

Consider the MPC-based tracking problem (3.11) for the system (3.3) given by

� x(k + 1) = A � x(k) + B � u(k); (4.1)

with tracking polytopic time-varying constraints in the input and/or the state,

verifying 8k � 0

� x(k) 2 X � (k) � Rn ;

� u(k) 2 U� (k) � Rp:
(4.2)

The notation (k) reects that the control input and the actual state are con-

strained within sets of which size and shape might be changing in time. The

constraints X � (k) and U� (k) follow Remark 1 given in Chapter 3.

The objective is to steer to the origin the tracking error (4.1), while ful�ll-

ing the polytopic constraints (4.2) with a MPC-based strategy. The open-loop
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4. Tracking under time-varying polytopic constraints

problem (3.11) turns into

min
� u(k+ i )2 Rp ; i =[0 ;k+ Np � 1]

Np � 1X

i =0

�
� xT (k + i )Q� x(k + i ) + � uT (k + i )R� u(k + i )

�

+ � xT (k + Np)P� x(k + Np);

s:t: � x(k + i + 1) = A � x(k + i ) + B � u(k + i ); 8i = 0; : : : ; Np � 1;

� x(k + i ) 2 X � (k); 8i = 0; : : : ; Np � 1;

� u(k + i ) 2 U� (k); 8i = 0; : : : ; Np � 1;

� x(k + Np) 2 X f (k);
(4.3)

with Np, Q, R and P de�ned as in Section3.2.

To ensure stability, convergence of the tracking error to zero, and recursive

constraints satisfaction altogether, it is convenient to de�ne the time-varying

terminal (closed) setX f (k) of feasible �nal states as a parameter-dependent in-

variant set for the system (3.12) under time-varying constraints (4.2). Having

in mind the real-time e�ciency as a main priority, the point i s that simplicity

of implementation must be preserved. And yet, as shown in Section 3.3, obtain-

ing an invariant set is computationally demanding. Notice that in particular,

the complexity-index of the polytopic constraints may alsovary in time, which

means that the shape of the polytopic constraints may vary intime. A method to

computeX f (k) is proposed in this chapter and bene�ts from an ease of real-time

implementation while preserving the stability and convergence properties.

Similarly to Section 3.3, consider the closed-loop system

� x(k + 1) = ( A + BK )� x(k); (4.4)

obtained from (4.1) using the stabilizing feedback control law �u(k) = K � x(k).

As in Section3.3, the gain K 2 Rp� n is derived fromP, which is the solution of

the Riccati equation with matricesR and Q involved in (4.3).

Following (3.13) for the time-invariant case, the input and the state must

satisfy � u(k) = K � x(k) 2 U� (k) with � x(k) 2 X � (k). This is equivalent to
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4. Tracking under time-varying polytopic constraints

� x(k) 2 X� (k) where

X� (k) = f � x(k) 2 Rn : � x(k) 2 X � (k); K � x(k) 2 U� (k)g

= X � (k) \ X � u(U� (k)) ;
(4.5)

and X � u(U� (k)), as in (3.15), is given by

X � u(U� (k)) = f � x(k) 2 Rn : K � x(k) 2 U� (k)g: (4.6)

The following assumptions will be considered in the sequel.

Assumption 1 The steady-state targets�x(k) and �u(k) are assumed to be avail-

able on-line. Furthermore, the targets�x(k) and �u(k) are considered to remain

constant within the prediction horizonNp, i.e. �x(k+ i ) = �x(k) and �u(k+ i ) = �u(k)

for i = 0; :::; Np.

Remark 2 The assumptions made on the available knowledge of the future con-

straints can a�ect substantially the feasibility of the solution. In general, the

available information about the constraint can be classi�ed as follows

� The constraints are measurable at instantk but its future behaviour is not

necessarily known.

� Only the boundaries of the constraints are known, but its particular be-

haviour is unknown.

� The present and future behaviour of the constraints are fully known.

This work does not focus on the problem of ensuring recursive feasibility. To our

opinion, this problem is not solvable for the general case with partial informa-

tion of the future behaviour of the constraints. Thereby, we pose the following

assumption (Assumption 2) on the on-line available knowledge. The results could

be easily adapted to the cases of di�erent assumptions on the knowledge of future

constraints.

Assumption 2 The time-varying constraints setsX � (k + i ) and U� (k + i ) are

available on-line at least fori = 0; :::; Np.
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Assumption 3 The time-varying constraints setsX � (k) and U� (k) are assumed

to be convex and compact polytopes that contain the origin in their interior, for

all k. X � (k) and U� (k) are represented by hyperplane representations described

by H X � (k) and H U� (k), respectively.

As a result, similarly to the time-invariant constraints case, the polytopic

constraints X� (k) are represented by the following hyperplane representation

X� (k) = f � x(k) 2 Rn : H X� (k)� x(k) � �1g; (4.7)

whereH X� (k) 2 RpX (k)� n , �1 2 RpX (k) , pX(k) is the complexity-index of the poly-

topic constraints X� (k) at time k, and

H X� (k) =

"
H X � (k)

H U� (k)K

#

: (4.8)

Assumption 4 The constraints X� (k) follow the trade-o� described in Remark

1 of Section3.2.

Notice that unlike the time-invariant case presented in Section 3.2, since the con-

straints (4.8) vary in time, then the invariant terminal set must be recomputed

as the constraints change. The invariant sets can be recomputed on-line to solve

the MPC problem (4.3), or computed o�-line and saved in memory, which may

require high memory capacity. It must be stressed that making such sets to be

time-varying can be a solution to cope, for example, with feasibility purposes.

Indeed, the larger the sets, the greater the feasibility region. Nevertheless, the

on-line recomputing of the invariant set is often restrictive if hard real-time con-

straints such as computation time and memory capacity must be faced. The aim

of next section is to propose a solution to handle such a problem.
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4.3 Homothetic transformation of the invariant

set

As a clue to tackle the aforementioned problem, suppose that aset 
̂ � Rn

is given o�-line. This set is de�ned as an invariant set for the system (4.4)

and admits a polytopic description. The main idea consists in de�ning an on-

line homothetic transformation, centred in the origin, to obtain an homothetic

copy of the invariant set 
̂ at each time k. This homothetic transformation is

characterized by a factor� (k) 2 R such as the resulting convex invariant set

X f (k) = � (k)
̂ � Rn is an invariant set for the system (4.4) under convex

polytopic constraints X� (k). It is important to emphasize that sinceX� (k) and


̂ are convex sets, then the homothetic transformation always exists.

Remark 3 The stability does not depend on the feature of the invariant set
̂ . It

holds for any invariant set for the system (4.4). The feature can be chosen to meet

speci�c characteristics all along the homothetic transformations. In practice, the

choice can be made according to some heuristics specifying whether the invariant

set should be centred or not around the origin, symmetric or not, admitting a pre-

scribed number of vertices, etc. The invariant set̂
 can be designed from nominal

constraints X̂ � and Û� conveniently chosen according to those speci�cations.

4.3.1 Principle of the homothetic transformation

Consider a given polytopic invariant set̂
. This invariant set is described by the

following vertex representation (as in (3.18))


̂ =

(

� x(k) 2 Rn : � x(k) = V 
̂ w;
p
̂X

i =1

w(i ) = 1 ; w(i ) � 0; 8i

)

; (4.9)

whereV 
̂ 2 Rn� p
̂ is the vertices array

V 
̂ = [ v1 v2 ... vp
̂
]; (4.10)

and each columnvj 2 Rn ; j = 1; :::; p
̂ , in V 
̂ is the j-th vertex of the polytope


̂. Besides, w 2 Rp
̂ , and p
̂ is the complexity-index (number of vertices in the
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polytope) of the invariant set 
̂.

On the other hand, consider the polytopic closed-loop constraints X� (k) in

(4.7). De�ne Pi (k) as the i-th hyperplane given by thei-th facet of the polytope

X� (k). The hyperplanePi (k) veri�es

Pi (k) = f � x(k) 2 Rn : H i (k)� x(k) = 1 g; (4.11)

where H i (k) 2 R1� n is the i-th row in H X� (k), with i = 1; :::; pX(k). Notice

that H i (k)� x(k) = 1 describes the hyperplane equation of thei-th facet of the

polytope X� (k).

Now, given a vertexvj 2 Rn (j = 1; � � � ; p
̂ ) in (4.10), such that the scalar

H i (k)vj is non-zero, there exists a scalar� 2 R such that �v j belongs to the

hyperplane Pi (k) (see Fig. 4.1). Since, this non-zero scalar� belongs to the

hyperplanePi (k), it veri�es

H i (k)�v j = 1: (4.12)

It is illustrated in Fig. 4.1. Hereafter, the scalar� will be indexed by i , j and k

as follows

� (i;j;k ) =
1

H i (k)vj
. (4.13)

4.3.2 Computation of the homothetic factor

For the polytopic sets
̂ and X� (k), de�ne the following strategy from (4.13)

� (k) = min f maxf 0; � (i;j;k )g; i = 1; :::; pX(k); j = 1; :::; p
̂ g: (4.14)

Such a strategy delivers at each timek a contracting or a dilating factor � (k)

such as the setX f (k) = � (k)
̂ � X� (k) is the largest \copy" of 
̂ contained in

X� (k). In Fig. 4.1, it can be observed that the homothetic copy of̂
 dilates or

contracts homogeneously, and its vertices follow the direction of the vertices of


̂. The following remark guarantees the existence of such a factor.

Remark 4 At each time k, since X� (k) is assumed to be convex and compact,

then for eachvj ; j = 1; :::; p
̂ (k), there exists at least oneH i (k); i = 1; :::; pX(k),
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Figure 4.1: Geometry of the homothetic transformation. Solid line: polytopic
invariant set 
̂. Dashed line: homothetic copy of
̂ at time k. Red line: polytopic
constraintsX� at time k. � (i;j )vj : homothetic vector ofvj (along the blue vectors)
with factor � (i;j ) at time k (time index k not reported for brevity sake).

such that� (i;j;k ) is positive.

The strategy of the homothetic transformation can be summarized as follows

� If 0 < � (k) < 1, then the invariant set 
̂ is contracted by a factor � such

that � (k)
̂ is the largest homothetic contraction of 
̂ that is contained in

X� (k).

� If � (k) = 1, then the invariant set 
̂ is already the largest set that is

contained in X� (k), thus 
̂ is kept unchanged.

� If � (k) > 1, then the invariant set 
̂ is dilated by a factor � such that

� (k)
̂ is the largest homothetic dilation of 
̂ that is contained in X� (k).

Notice that nothing has been said yet regarding the invariance properties of the

polytopic set � (k)
̂. Until now, only a maximal homothetic transformation that

�ts the time-varying constraints X(k) has been found from a single invariant set̂
.

In next section, the homothetic transformation� (k)
̂ is proposed as a candidate

to be an invariant set for the time-varying problem (4.3), and the MPC problem

(4.3) is reformulated using� (k)
̂.
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4.4 MPC with homothetic transformation of the

invariant set

In the following, is demonstrated that the set� (k)
̂ is an invariant set for the

problem (4.4) with time-varying constraints X � (k) and U� (k), and therefore can

be used as a terminal set constraint in (4.3).

Proposition 1 The convex polytopeX f (k) = � (k)
̂ , under the strategy (4.14),

is an invariant set for the system (4.4) under time-varying constraintsX� (k).

Proof 1 Since
̂ is an invariant set for (4.4), then � (k)
̂ is also an invariant set

for (4.4) in absence of constraints (or for no particular constraints), in virtue of

the invariance properties for linear systems (see [17]). In addition, since � (k)
̂ �

X� (k), then � (k)
̂ is also an invariant set for (4.4) under constraints X� (k) in

virtue of De�nition 1.

Therefore, the problem (4.3) can rewritten as follows using� (k)
̂

min
� u(k+ i )2 Rp ; i =[0 ;k+ Np � 1]

Np � 1X

i =0

�
� xT (k + i )Q� x(k + i ) + � uT (k + i )R� u(k + i )

�

+ � xT (k + Np)P� x(k + Np);

s:t: � x(k + i + 1) = A � x(k + i ) + B � u(k + i ); 8i = 0; : : : ; Np � 1;

� x(k + i ) 2 X � (k); 8i = 0; : : : ; Np � 1;

� u(k + i ) 2 U� (k); 8i = 0; : : : ; Np � 1;

� x(k + Np) 2 � (k)
̂ :
(4.15)

Regarding the stability properties of problem (4.15), the following result is ob-

tained as a corollary of Proposition1.

Corollary 1 The control law given by the solution of(4.15) with X f (k) = � (k)
̂

and � (k) de�ned as in (4.14), guarantees the convergence and the stability of

� x(k) around the origin.

Proof 2 It is a straightforward consequence of Proposition1 which ensures that

X f (k) = � (k)
̂ is an invariant set for (4.4) under constraints X� (k). Indeed,
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such a property is su�cient to guarantee the asymptotic stability of� x(k) around

the origin.

The algorithm used to implement the MPC problem (4.15), can be summa-

rized as follows.

Algorithm 2

� O�-line steps

Compute an invariant set
̂ for the system ( 4.1), with some arbitrary con-

straints X̂ � and Û� according to Remark3.

� On-line steps

1. Measure � x(k) and � u(k) at time k.

2. MeasureX � (k) and X � (k) at time k and �nd X� (k) from (4.7) and

(4.8).

3. Compute� (k) using the strategy (4.14) ( � (k) veri�es � (k)
̂ � X� (k)).

4. Solve the MPC problem (4.15) with terminal set constraint � (k)
̂.

5. Apply � u(k) as the �rst element of the solution of (4.15).

6. Return to Step 1.

The Algorithm 2 is illustrated in the next section.

4.5 MPC-based tracking with time-varying con-

straints: an academic example

4.5.1 Problem statement

Consider the same discrete-time system (3.22) as in Section3.4 given by

A =

"
0:9 0:25

� 0:25 0:9

#

; B =

"
0:5

2

#

: (4.16)
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4. Tracking under time-varying polytopic constraints

The aim is to calculate a control law in order to track the reference given by

�x(k) =

8
<

:
[0:5; 0]T for k < 100;

[0:1; 0:4]T for k � 100;
(4.17)

subject to the polytopic time-varying tracking constraintsX � (k) and U� (k). The

constraints X � (k) are described by

X � (k) = f � x(k) 2 R2 : H X � (k)� x(k) � �1g; (4.18)

where

H X � (k) =

8
>>>>>><

>>>>>>:

H (1)
X �

for k < 30;

H (2)
X �

for 30 � k < 90;

H (3)
X �

for 90 � k < 140;

H (4)
X �

for k � 140;

(4.19)

with

H (1)
X �

=

2

6
6
6
6
4

1
0:4 0

0 1
0:4

� 1
0:4 0

0 � 1
0:4

3

7
7
7
7
5

=

2

6
6
6
6
4

2:5 0

0 2:5

� 2:5 0

0 � 2:5

3

7
7
7
7
5

;

H (2)
X �

= H (4)
X �

=

2

6
6
6
6
4

1
0:1 0

0 1
0:1

� 1
0:1 0

0 � 1
0:1

3

7
7
7
7
5

=

2

6
6
6
6
4

10 0

0 10

� 10 0

0 � 10

3

7
7
7
7
5

;

H (3)
X �

=

2

6
6
6
6
4

1
0:3 0

0 1
0:4

� 1
0:3 0

0 � 1
0:4

3

7
7
7
7
5

=

2

6
6
6
6
4

3:3 0

0 2:5

� 3:3 0

0 � 2:5

3

7
7
7
7
5

:

(4.20)

Besides, the constraintsU� (k) are described by

U� (k) = f � u(k) 2 R1 : H U� (k)� u(k) � �1g; (4.21)
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where

H U� (k) =

8
>>>>>><

>>>>>>:

H (1)
U�

for k < 30;

H (2)
U�

for 30 � k < 90;

H (3)
U�

for 90 � k < 140;

H (4)
U�

for k � 140;

(4.22)

with

H (1)
U�

=

"
1

0:04
� 1
0:04

#

=

"
25

� 25

#

; H (2)
U�

= H (4)
U�

=

"
1

0:01
� 1
0:01

#

=

"
100

� 100

#

;

H (3)
U�

=

"
1

0:05
� 1
0:04

#

=

"
20

� 25

#

:

(4.23)

The feedback gainK = [ � 0:0343 � 0:1478] is obtained fromQ = [1 0; 0 1],

R = 30 and P = [4:6534 0:5613; 0:5613 3:0237], noticing that it does not depend

on the constraints. Therefore, from (4.8), the time-varying closed-loop constraints

X� (k) are given by the following polytopic representation

X� (k) = f � x(k) 2 R2 : H X� (k)� x(k) � �1g; (4.24)

where

H X� (k) =

8
>>>>>><

>>>>>>:

H (1)
X�

for k < 30;

H (2)
X�

for 30 � k < 90;

H (3)
X�

for 90 � k < 140;

H (4)
X�

for k � 140;

(4.25)

with

H (1)
X�

=

2

6
6
6
6
6
6
6
6
6
4

2:5 0

0 2:5

� 2:5 0

0 � 2:5

� 0:86 � 3:69

0:86 3:69

3

7
7
7
7
7
7
7
7
7
5

; H (2)
X�

= H (4)
X�

=

2

6
6
6
6
6
6
6
6
6
4

10 0

0 10

� 10 0

0 � 10

� 3:43 � 14:78

3:43 14:78

3

7
7
7
7
7
7
7
7
7
5

; (4.26)
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and

H (3)
X�

=

2

6
6
6
6
6
6
6
6
6
4

3:33 0

0 2:5

� 3:33 0

0 � 2:5

� 0:69 � 2:96

0:69 2:96

3

7
7
7
7
7
7
7
7
7
5

: (4.27)

In the following section, Algorithm 2 is applied.

4.5.2 Results

� O�-line step: choice of the invariant set.

According to Remark 3, the choice of the invariant set
̂ does not im-

pact the stability and may be made according to some heuristics related

to the speci�city of the application. Here, as an arbitrary choice, it is

built from the feedback gainK indicated above (obtained by solving the

LQR problem with weighting matrices Q = [1 0; 0 1], R = 30 and P =

[4:6534 0:5613; 0:5613 3:0237] of the MPC problem (4.3)) and the same con-

straints (3.25) as in the time-invariant case. Hence, the resulting invariant


̂ is de�ned by ( 3.27) and is recalled in Fig.4.2.

Figure 4.2: Invariant set 
̂.

� On-line steps: MPC with homothetic transformation.

By applying the strategy (4.14), the following dilating/contracting homo-
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thetic factors are obtained

� (k) =

8
>>>>>><

>>>>>>:

2:67 for k < 30;

0:67 for 30� k < 90;

2 for 90� k < 140;

0:67 for k � 140:

(4.28)

The time evolution of � (k) is plotted in Fig. 4.3. The time-varying con-

straints (4.18) and (4.21) are depicted in Fig. 4.4, 4.6 and 4.8 for each time

interval. The nominal invariant set 
̂ and the invariant sets obtained after

the homothetic transformation with factors (4.28) are depicted in Fig. 4.5,

4.7 and 4.9, respectively. The �gures clearly illustrate that for � (k) > 1

(resp. � (k) < 1), the nominal invariant set 
̂ dilates ( resp. contracts) ho-

mogeneously. From the �gures, it is also clear that the largest homothethic

invariant set is still a subset ofX� (k), as expected.

0 50 100 150 200
0

1

2

3

k

®

Figure 4.3: Time evolution of� (k).

The dilation/contraction e�ect of the homothetic factor � (k) over the nom-

inal invariant set 
̂, is illustrate in the Fig. 4.10.

The tracking of the reference (4.17) with initial conditions x(0) = [0; 0:3]T

is depicted for x1(k) and x2(k) in Fig. 4.11 and 4.12, respectively. The

tracking errors � x1(k) and � x2(k) are depicted in Fig. 4.13and 4.14. The

control � u(k) is the solution of the MPC problem (4.15) with terminal
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4. Tracking under time-varying polytopic constraints

Figure 4.4: Constraints fork < 30. Dotted line: constraint X � (k). Dash-dotted
line: constraint X� (k).

Figure 4.5: Homothetic transformation fork < 30. Dotted line: constraint
X � (k). Dash-dotted line: constraintX� (k). Dashed line: nominal invariant set

̂. Solid line: � (k)
̂ with � (k) = 2 :67.

Figure 4.6: Constraints for 30� k < 90 or k � 140. Dotted line: constraint
X � (k). Dash-dotted line: constraintX� (k).
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4. Tracking under time-varying polytopic constraints

Figure 4.7: Homothetic transformation for 30� k < 90 or k � 140. Dotted line:
constraint X � (k). Dash-dotted line: constraint X� (k). Dashed line: nominal
invariant set 
̂. Solid line: � (k)
̂ with � (k) = 0 :67.

Figure 4.8: Constraints for 90� k < 140. Dotted line: constraintX � (k). Dash-
dotted line: constraint X� (k).

Figure 4.9: Homothetic transformation for 90� k < 140. Dotted line: constraint
X � (k). Dash-dotted line: constraintX� (k). Dashed line: nominal invariant set

̂. Solid line � (k)
̂ with � (k) = 2.
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4. Tracking under time-varying polytopic constraints

Figure 4.10: Dilation and contraction of the invariant set. Solid line: nominal
invariant set 
̂. Dashed line: 0:67
̂. Dotted line: 2 
̂. Dash-dotted line: 2 :67
̂.

constraint � (k)
̂. The control � u(k) is depicted in Fig. 4.15. The plots

highlight that the tracking is achieved while the time-varying constraints

are ful�lled.

0 50 100 150 200

0

0.2

0.4

x 1

k

Figure 4.11: Tracking of the reference �x1(k). Solid line: tracking response of
x1(k). Dash-dotted line: reference.

4.5.3 Computational resources

The on-line computational requirements (memory and computation time) of the

MPC approach with the homothetic transformation are compared with respect

to the computational requirements of the standard MPC approach. In the MPC

approach with the homothetic transformation, only the dilation/contraction of
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Figure 4.12: Tracking of the reference �x2(k). Solid line: tracking response of
x2(k). Dash-dotted line: reference.
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Figure 4.13: Tracking error � x1(k). Solid line: tracking error � x1(k). Dashed
line: time-varying constraints.

0 50 100 150 200
-0.4

-0.2

0

0.2

0.4

¢
x 2

k

Figure 4.14: Tracking error � x2(k). Solid line: tracking error and � x2(k).
Dashed line: time-varying constraints.
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Figure 4.15: Tracking error � u(k). Solid line: tracking error � u(k). Dashed line:
time-varying constraints.

the nominal invariant set is performed on-line to �t the time-varying constraints.

None invariant set is computed on-line. Conversely, in the standard MPC, a

new invariant set is fully recomputed on-line every time theconstraints vary in

time. In Table 4.1, the computational resources used to solve the tracking of the

reference (4.17) with time-varying constraints (4.18) and (4.21) are presented for

each approach. The numerical simulations are performed on an Intel Corei7 with

2.2GHz and 6GB of RAM.

Table 4.1: On-line computational resources MPC with homothetic transformation
and standard MPC.

Method Computation time Memory used
MPC with homothetic transformation 7:49ms 3002Bytes
Standard MPC 21:28ms 10494Bytes

The MPC approach with the homothetic transformation is almost 3 times

faster than the standard MPC approach in which the invariantset is completely

recomputed on-line as the constraints vary in time. Additionally, the memory

used by all the variables involved in the on-line computation of the homothetic

factor � (k), and by those variables involved in solving the MPC problem, is near

3.5 times smaller than the memory used on-line to fully compute the invariant

set using thebackward iterative algorithmand solve the MPC. It illustrates that

the homothetic transformation allows to reduce the memory and time require-

ments for the real-time implementation, in case of time-varying constraints. The
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4. Tracking under time-varying polytopic constraints

fully recomputation of the invariant set at each time that the constraints vary in

time allows to have a bigger domain of attraction, but the performances of both

approaches are similar.

4.6 MPC-based tracking with time-varying con-

straints: application to the Vir'volt vehicle

In this section, the problem (4.3) is fully developed for the linearised model (2.32)

of the Vir'volt electric vehicle dynamics around (x2e ; I batte). Hereafter, the battery

current I batt will be simply denoted with u, thereforeI �
batt = u� , I batte = ue.

The main objective is to solve the MPC law (4.3) to steer to zero the error

dynamics (2.33). Now, a bounded set of constraintsX � (k) for everyk is imposed.

As it turns out, no special constraints are required for the position accuracy

� x1(k) since the tracking is only concerned with the velocity. Forthat reason,

in practice, very large constraints� 100m � � x1(k) � 100m are imposed for

every k.

Regarding the tracking constraints on the velocity, it is worth considering

robustness issues. Indeed, there are unavoidable mismatches between the param-

eters of the model and the actual ones. Discrepancies regarding the mass of the

vehicle or the frictions will be more critical during the initial acceleration and the

�nal deceleration (see Fig.2.8a). For example, an increasing of the mass will lead

to a slower acceleration. Therefore, the constraints for �x2(k) must be relaxed

at the beginning and at the end of the path. Consequently, theconstraints for

� x2(k) are time-varying.

Notice that, since the vehicle starts at speed equal to zero, the initial natural

strategy is to accelerate as much as possible to reach the optimal nominal velocity.

That precisely corresponds to the optimal solution as illustrated by Fig. 2.8aand

Fig. 2.8b. Notice also that when the vehicle approaches the end of the path,

the natural energetically optimal behaviour consists in switching o� the motor

propulsion (see Fig.2.8a).

The resulting constraints X � (k) are represented by the following polytopic
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description H X � (k) as de�ned in (4.18)

H X � (k) =

8
>>><

>>>:

H (1)
X �

for x �
1(k) < 944m;

H (2)
X �

for 944m� x �
1(k) < 2588m;

H (3)
X �

for x �
1(k) � 2588m;

(4.29)

where

H (1)
X �

=

2

6
6
6
6
4

1
100 0

0 1
0:28

� 1
100 0

0 � 1
1:67

3

7
7
7
7
5

=

2

6
6
6
6
4

0:01 0

0 3:6

� 0:01 0

0 � 0:6

3

7
7
7
7
5

; H (2)
X �

=

2

6
6
6
6
4

1
100 0

0 1
0:28

� 1
100 0

0 � 1
0:83

3

7
7
7
7
5

=

2

6
6
6
6
4

0:01 0

0 3:6

� 0:01 0

0 � 1:2

3

7
7
7
7
5

;

H (3)
X �

=

2

6
6
6
6
4

1
100 0

0 1
1:66

� 1
100 0

0 � 1
0:55

3

7
7
7
7
5

=

2

6
6
6
6
4

0:01 0

0 0:6

� 0:1 0

0 � 1:8

3

7
7
7
7
5

:

(4.30)

As far as the input tracking constraintsU� (k) are concerned, the battery current

u(k) must ful�l, for all k

0 � u(k) � umax : (4.31)

Then, to avoid the inadmissible values of the input, �u(k) in (2.32) has to satisfy

the following constraint

� umin (k) � � u(k) � � umax (k);

� u� (k) � � u(k) � umax � u� (k):
(4.32)

The constraints are time-varying because �u(k) depends on the optimal control

input u� (k) (see Fig. 2.8b) that may change in time. Additionally, 0 2 int (U� (k))

must be satis�ed for everyk, and therefore a small tolerance� = 1 � 10� 6 is

introduced for the cases whereu� (k) = umax or u� (k) = 0. As a result, the
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constraints U� (k) on the input, as de�ned in (4.21), obey

H U� (k) =

8
>>><

>>>:

H (1)
U�

if u� (k) = umax ;

H (2)
U�

if u� (k) = 0 ;

H (3)
U�

otherwise,

(4.33)

where

H (1)
U�

=

"
(� )� 1

(� umax )� 1

#

; H (2)
U�

=

"
(umax )� 1

(� � )� 1

#

; H (3)
U�

=

"
(umax � u� (k)) � 1

(� u� (k)) � 1

#

:

(4.34)

The time-varying tracking constraints for � u(k) (see (4.32)) are depicted in

Fig. 4.16with respect to the vehicle position. Notice that the constraints U� (k)

are not symmetric.
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Figure 4.16: Time-varying tracking constraintsU� (k) with respect to the vehicle's
position. Solid line: � umin (k). Dashed line: � umax (k).

4.6.1 Results

In order to make the tracking task appropriate for real-timeimplementation de-

spite the time-varying constraints, Algorithm2 is applied. To this end, a nominal

invariant set 
̂ must be precomputed o�-line for ( 2.32) and then scaled on-line

to �t the time-varying constraints described by (4.29) and (4.33), as seen in Sec-

tion 4.3. This invariant set will act as a terminal set constraint andstability and
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convergence of the state to steady-state values will be guaranteed by the MPC

algorithm (see Corollary1).

� O�-line step: The choice of the invariant set.

The nominal tracking constraints (used only to compute o�-line the initial

invariant set) X̂ � and Û� (see Remark3), are chosen as

� 50m� � x1(k) � 50m;

� 0:138m=s � � x2(k) � 0:138m=s;
(4.35)

and

� 10A � � u(k) � 10A: (4.36)

The polytopesX̂ � and Û� are described by

H X̂ �
=

2

6
6
6
6
4

1
50 0

0 1
0:138

� 1
50 0

0 � 1
0:138

3

7
7
7
7
5

=

2

6
6
6
6
4

0:02 0

0 7:20

� 0:02 0

0 � 7:20

3

7
7
7
7
5

; H Û�
=

"
1
10
� 1
10

#

=

"
0:1

� 0:1

#

:

(4.37)

The weighting matrices areQ = [0 0; 0 1] andR = 1, thus P = [0 0; 0 139:75]

and K = [0 � 0:6411]. The following closed-loop nominal constraintŝX�

are obtained with K de�ned as above,

H X̂�
=

2

6
6
6
6
6
6
6
6
6
4

0:02 0

0 7:20

� 0:02 0

0 � 7:20

0 � 0:064

0 0:064

3

7
7
7
7
7
7
7
7
7
5

: (4.38)

82



4. Tracking under time-varying polytopic constraints

The maximal invariant set 
̂ that �ts ( 4.38) is given by the following vertex

representation

V 
̂ =

2

6
6
6
6
6
6
6
6
6
4

50 � 0:1389

50 � 0

49:7020 0:1389

� 49:7020 � 0:1389

� 50 0:1389

� 50 0

3

7
7
7
7
7
7
7
7
7
5

T

: (4.39)

� On-line steps: MPC with homothetic transformation.

Since in the actual application, the dynamics of the vehicleis nonlinear,

the tracking task will be performed by applying the control to the non-

linear discrete-time dynamics (2.22), as is depicted in the block diagram

of Fig. 4.17. The optimal solution � u(k); � u(k + 1) ; :::; � u(k + Np) of

the MPC problem (4.3), with Np = 10, is computed from the actual state

x(k) = [ x1(k); x2(k)]T of the nonlinear dynamics (2.22) using the linearised

tracking error � x2(k) = ( x2(k) � x2e) � (x �
2(k) � x2e). The operating point

is �xed as the average velocity of the optimal solution depicted in Fig. 2.8,

i.e. x2e = 27km=h.

Figure 4.17: Closed-loop implementation of the time-varying MPC. The function
that describes the velocityx2(k + 1) = f (x2(k); u(k)) is given by (2.22).

The homothetic dilation/contraction of the invariant set is applied within

the MPC algorithm to �t the closed-loop constraints X� (k), according to

Algorithm 2. The �rst component � u(k) of the optimal solution of the
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MPC problem is used to shape the control inputu(k) for the nonlinear

dynamics by makingu(k) = � u(k) + u� (k). Notice that to comply with

Assumption 1, the referencesu� (k) and x � (k) are kept constant during the

prediction horizonNp. The sampling period isTs = 0:2s. The tracking task

is performed for a mass variation of 10% and 50% in the nonlinear model

(2.22).

From the strategy (4.14), the scaling factor is calculated on-line and it is

obtained that � (k) 2 f 0:067; 0:561; 1:752; 2g. Next, the nominal invariant

set 
̂, described by (4.39), is scaled with the homothetic transformation to

�t the closed-loop constraintsX� (k) given by (4.7), where

H X� (k) =

"
H X � (k)

H U� (k)K

#

; (4.40)

with H X � (k) and H U� (k) as given by (4.29) and (4.33), respectively.

The invariant set 
̂ and the di�erent homothetic transformations � (k)
̂ for

the distinct values of � are depicted in Fig.4.18. The evolution of � is

plotted in Fig. 4.19with respect to the vehicle position.

Figure 4.18: Dilation and contraction of the invariant set. Solid line: nominal
invariant set 
̂. Dashed lines: dilation or contraction of the nominal invariant
set.

The tracking responsex2(k) of the nonlinear system is depicted in Fig.4.20

with respect to the vehicle position. The di�erence betweenthe actual

nonlinear velocityx2(k) and the target statex � (k) at time k, i.e. � x2(k) =
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Figure 4.19: Homothetic factor� with respect to the vehicle's positionx1.

x2(k) � x �
2(k), is depicted in Fig. 4.21with respect to the vehicle position.

In Fig. 4.22, the input for the nonlinear tracking � u(k) = u(k) � u� (k) is

depicted with respect to the vehicle position. The results show that tracking

task is achieved and the constraints are satis�ed.
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Figure 4.20: Closed-loop tracking response. Red dashed line: referencex �
2(k).

Dashed line: tracking response of the nonlinear system witha mass variation of
10%. Solid line: tracking response of the nonlinear system with a mass variation
of 50%.
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Figure 4.21: Closed-loop tracking error �x2(k). Red dashed lines: �x2min (k) and
� x2max (k). Dashed line: tracking error � x2(k) of the nonlinear system with a
mass variation of 10%. Solid line: tracking error �x2(k) of the nonlinear system
with a mass variation of 50%.
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Figure 4.22: Closed-loop tracking error �u(k). Red dashed lines: �umin (k) and
� umax (k). Dashed line: tracking input � u(k) of the nonlinear system with a
mass variation of 10%. Solid line: tracking input �u(k) of the nonlinear system
with a mass variation of 50%.

4.7 Conclusions

A real-time MPC-based tracking strategy for linear systemssubject to time-

varying constraints in the state and/or the input has been presented. The cen-

tral idea is based on a polytopic invariant set computed o�-line which is homo-

geneously dilated or contracted on-line to �t polytopic time-varying constraints.

The resulting time-varying invariant set has been used as anadmissible terminal
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constraint set so that it guarantees stability and convergence in the tracking task.

It has been shown that time-varying constraints can allow totake into account

practical concerns such as the consideration of saturations and the guarantee

of feasibility despite uncertainties. The MPC strategy hasbeen applied to the

practical case of theVir'volt vehicle.

Beyond the interest of a solution which is appropriate to cope with time-

varying constraints, the approach is well suited for real-time applications. Indeed,

the additional cost of the approach, compared with the standard MPC for the

time-invariant case, is quite negligible.

Until now, the linearised model has been used to design the control law. It

should be interesting to account for all the nonlinear features of the tracking

problem (due to the nonlinearities of the dynamics of theVir'volt vehicle) in

the synthesis of the control law. In the following chapter, the Linear Parametric

Representation (LPV) of the tracking problem, detailed in Section 2.5.2, is con-

sidered. A MPC-based tracking strategy for LPV systems is developed in order

to achieve the tracking task.
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Chapter 5

Real-time Robust Model

Predictive Control for LPV

systems

5.1 Introduction

In this chapter, a control strategy based on the Linear Parametric-Varying (LPV)

representation of the tracking error (2.40) in Section 2.5.2 is presented. When

it comes to control synthesis, the point which must be considered for LPV rep-

resentation is that, although the varying parameters are accessible because they

are measured on-line, the future behaviour is uncertain. However, if the parame-

ters are bounded, they can be considered as lying in a polytope. In such a case,

the control law can result from the solution of a �nite number of Linear Matrix

Inequalities (LMIs). Furthermore, LMIs are very handy to take into account the

uncertainties in the parameters and the constraints imposed to the control task.

The LMIs were �rst introduced into a robust constrained MPC algorithm

for polytopic LTV systems (with a straightforward possibleextension to poly-

topic LPV systems) in [42]. However, the formulation presented in [42] is very

conservative. Since then, several works such as [49, 66, 22] have proposed en-

hancements of [42] to reduce conservativeness. Nevertheless, they require tosolve

on-line a convex optimization problem involving LMIs, which is a major draw-
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back for real-time applications. Furthermore, all the aforementioned works deal

with symmetric constraints in the input and the output. On the other hand, the

work of [71] addresses the problem of MPC for LPV systems subject to asymmet-

ric constraints. However, it also requires solving on-line LMIs. Besides, as [71]

highlights, the proposed solution for asymmetric constraints is very conservative

since the control design does not consider the time-varyingparameter of the LPV

representation. On the other hand, the robust MPC strategy for LPV systems in

[66], explicitly includes the measure of the time-varying parameter in the control

law, which reduces the conservatism, but it still needs solving on-line of LMIs.

In this chapter, [66] is adapted to obtain an o�-line version acceptable for

real-time implementation. The modi�cations partially follow the same lines as in

[68] to reduce the computational time and the resources required for the MPC

algorithm. However, the o�-line algorithm presented in [68] does not take into

account the value of the time-varying parameter of the LPV representation. In

this chapter, the time variations of the parameter are considered to design a

controller suitable for real-time implementation and withlow conservatism.

This chapter is organized as follows. In Section5.2, the problem of MPC

tracking for a LPV system is introduced. In Section5.3, a robust MPC for

LPV systems is described. This approach involves the on-line solution of a �nite

number of LMIs. In Section5.3.1, an explicit MPC strategy for LPV systems is

presented. This approach reduces the on-line computational cost, since the LMIs

are solved o�-line, but does not include the time-varying parameter in the solution

of the control law. In Section5.5, a robust MPC for LPV systems that includes

the time-varying parameter in the computation of the control law is presented.

This approach uses a Parameter Dependent Lyapunov Function(PDLF) to reduce

conservatism. However, this approach also involves the on-line solution of a �nite

number of LMIs. In Section5.6, a new explicit MPC strategy for LPV systems

is presented. This strategy involves the time-varying parameter in the control

law and reduces the on-line computational cost. Finally, in Sections 5.4 and

5.7, the aforementioned approach is illustrated through numerical examples, and

are applied to the problem of theVir'volt vehicle tracking the optimal driving

strategy.
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5.2 Problem formulation

Consider the dynamics of the polytopic LPV system (2.40), i.e.

� x(k + 1) = A (� (k))� x(k) + B � u(k); (5.1)

with u(k) = I batt (k) and I �
batt (k) = u� (k), and its output equation

� y(k) = C� x(k); (5.2)

with

A (� (k)) =

"
1 Ts

0 1� 1
2m Ts�C dA f � (k)

#

; B =

"
0

Ts
�k t gr
mr w

#

and C =
h
0 1

i
; (5.3)

where� (k) = ( x2(k) + x �
2(k)). The boundaries of the parameter� (k), i.e. � min �

� (k) � � min , are assumed to be known but the future behaviour of the parameter

is unknown. From Section2.5.2, it has been already established that the dynamics

of the tracking error � x(k) = [ x1(k) � x �
1(k); x2(k) � x �

2(k)]T , belongs to a family

of dynamics given by (2.38) within the polytope C. The polytope C has pC = 2

vertices. In the following, the tracking problem is formulated for the family of

dynamics [A (� (k)) B ] given by (2.38), i.e.

[A (� (k)) B ] =
2X

j =1

f j (� (k))[A j B]; (5.4)

with

A 1 =

"
1 Ts

0 1� 1
2m Ts�C dA f � min

#

; A 2 =

"
1 Ts

0 1� 1
2m Ts�C dA f � max

#

(5.5)

and

f 1(� (k)) =
� max � � (k)
� max � � min

; f 2(� (k)) =
� (k) � � min

� max � � min
: (5.6)
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The dynamics (5.1) is subject to polytopic symmetric constraints in the input

and in the output, as follows

� u(k) 2 U� ; 8k � 0;

� y(k) 2 Y� ; 8k � 0;
(5.7)

whereU� and Y� are described by

U� = f � u(k) 2 R : H U� � u(k) � �1g and Y� = f � y(k) 2 R : H Y� � y(k) � �1g;

(5.8)

with

H U� =

"
1

� umax

� 1
� umax

#

and H Y� =

"
1

� ymax

� 1
� ymax

#

: (5.9)

As a result, the constraints (5.7) are inequalities constraints of the form

� � umax � � u(k) � � umax ; 8k � 0;

� � ymax � � y(k) � � � ymax ; 8k � 0:
(5.10)

The MPC tracking, which consists in steering the error �x(k), in (5.1), to

zero, can be addressed by the followingmin-max problem, written in terms of

the family of dynamics [A (� (k)) B ] (see [42, 68])

min
F (k+ i ) 2 Rp� n

�
max

[A (� (k+ i )) B ] 2 C; i � 0
J (k)

�
;

s:t:

� x(k + i + 1) = A (� (k + i ))� x(k + i ) + B � u(k + i ); 8i � 0;

� u(k + i ) = F (k + i )� x(k + i ); 8i � 0;

� y(k + i ) = C� x(k + i ); 8i � 1;

� u(k + i ) 2 U� ; 8i � 0;

� y(k + i ) 2 Y� ; 8i � 1;

(5.11)
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where the robust performance objectiveJ (k) is given by

J (k) =
1X

i =0

�
� xT (k + i )Q� x(k + i ) + � uT (k + i )R� u(k + i )

�
: (5.12)

The symmetric weighting matricesQ 2 Rn� n ; Q > 0; and R 2 Rp� p; R > 0;

de�ne the state and the input tracking costs respectively.U� and Y� are the sets

of symmetric tracking constraints for the tracking of the input and the output,

respectively. As a result, the state feedback control law �u(k) = F (k)� x(k), is

the control which minimizes the worst-case of the costJ (k) in (5.11) [42, 68].

5.3 Robust constrained MPC for LPV systems

According to [42, 68], the problem (5.11) is not computationally tractable. How-

ever, it can be reformulated as

min
F (k+ i ) 2 Rp� n

 (k);

s:t:

� x(k + i + 1) = A (� (k + i ))� x(k + i ) + B � u(k + i ); 8i � 0;

� u(k + i ) = F (k + i )� x(k + i ); 8i � 0;

� y(k + i ) = C� x(k + i ); 8i � 1;

� u(k + i ) 2 U� ; 8i � 0;

� y(k + i ) 2 Y� ; 8i � 1;

(5.13)

where the scalar (k) is an upper bound ofJ (k), in (5.12), at time k [42, 68].

It is shown in [42, 68] that, if there exists a Lyapunov functionV(� x(k)) to

the problem (5.13), such that

max
[A (� (k+ i )) B ] 2 C; i � 0

J (k) � V(� x(k)) �  (k); (5.14)
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for any [A (� (k + i )) B ] 2 C; i � 0, with

� u(k) = F (k)� x(k); (5.15)

then, the existence of the upper bound (k) is guaranteed, and the problem

(5.13), and thus (5.11), is solved by

min
� (k); � (k)

 (k); (5.16)

s:t:
"

1 ?

� x(k) � (k)

#

� 0; � (k) > 0; (5.17)

2

6
6
6
6
4

� (k) ? ? ?

A 1� (k) + B� (k) � (k) ? ?

Q1=2� (k) 0  (k)I ?

R 1=2� (k) 0 0  (k)I

3

7
7
7
7
5

� 0; (5.18)

2

6
6
6
6
4

� (k) ? ? ?

A 2� (k) + B� (k) � (k) ? ?

Q1=2� (k) 0  (k)I ?

R 1=2� (k) 0 0  (k)I

3

7
7
7
7
5

� 0; (5.19)

"
� u2

max I ?

� (k)T � (k)

#

� 0; (5.20)

"
� y2

max I ?

(A 1� (k) + B� (k))T CT � (k)

#

� 0; (5.21)
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"
� y2

max I ?

(A 2� (k) + B� (k))T CT � (k)

#

� 0; (5.22)

(? denotes the corresponding block to make each matrix inequality symmetric)

whereA 1; A 2, B and C are given in (5.3) and (5.5). The matrix I is the identity

matrix. The unknown quantities are � (k) 2 Rn� n and � (k) 2 Rp� n . The

quantities  (k); � (k); � (k), are dependent on timek because they are computed

at each execution timek.

To sum up, the solution to the problem (5.16) is the minimum  (k) such that

there exist matrices� (k) and � (k) that satisfy the LMIs stated in (5.17)-(5.22)

at time k.

In the following, it is shown that the solution of (5.16) is also solution of the

problem (5.13), and that the function

V(� x(k)) = � xT (k)M (k)� x(k); M (k) > 0; (5.23)

whereM (k) =  (k)� (k)� 1, with  (k) and � (k) solutions of (5.16), is a Lyapunov

function for (5.13) with the gain F (k), of the control law � u(k) = F (k)� x(k),

given by

F (k) = � (k)� (k)� 1: (5.24)

� The inequality (5.17) is equivalent to V(� x(k)) �  (k). Indeed, by ex-

panding (5.17) by means of the Schur complement and letting� (k) =

 (k)M (k)� 1 in (5.17), the following holds

1 � � x(k)T � (k)� 1� x(k) � 0;

1 � � x(k)T  (k)� 1M (k)� x(k) � 0;

� x(k)T  (k)� 1M (k)� x(k) � 1;

� x(k)T M (k)� x(k) �  (k);

V(� x(k)) �  (k):

(5.25)

Therefore, the right side of (5.14) is ful�lled by ( 5.17).
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� The inequalities (5.18) and (5.19) are equivalent to that

max
[A (� (k+ i )) B ] 2 C; i � 0

J (k) � V(� x(k)): (5.26)

The constraints (5.18) and (5.19) also guarantee that the function (5.23),

with M (k) =  (k)� (k)� 1, is a quadratic Lyapunov function for the problem

(5.13) for any [A (� (k + i )) B ] 2 C; i � 0, with � u(k) = F (k)� x(k).

Indeed, it can be shown (see AppendixB.2) that the inequalities (5.18) and

(5.19) are equivalent to

V(� x(k + i + 1)) � V(� x(k + i )) �

�
�

� x(k + i )T Q� x(k + i ) + � u(k + i )T R� u(k + i )
�

;

(5.27)

for all [A (� (k + i )) B ] 2 C; i � 0, with V(� x(k)) given by (5.23) and the

gain F (k), of the control law � u(k) = F (k)� x(k), given by (5.24). The

expression (5.27), is used in the following to show, �rstly, that V(� x(k)) in

(5.23) is a Lyapunov function, and secondly, that (5.26) is achieved.

1. SinceQ > 0 and R > 0, the right side of (5.27) is always negative.

Thus, V(� x(k)), is strictly decreasing for i � 0. Besides, from the

de�nition of V(� x(k)), in ( 5.23), V(� x(k) = 0) = 0. Therefore,

inequalities (5.18) and (5.19) guarantee that V(� x(k)), as de�ned in

(5.23) with M (k) =  (k)� (k)� 1, is a robust quadratic Lyapunov func-

tion for (5.13).

2. It can be shown (see AppendixB.3) that ( 5.27) is equivalent to

J (k) � V(� x(k)); (5.28)

which is satis�ed for all [A (� (k + i )) B ] 2 C; i � 0. In particular,

max
[A (� (k+ i )) B ] 2 C; i � 0

J (k) � V(� x(k)): (5.29)

From items 1 and 2, since the scalar (k) is an upper bound forJ (k), the
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control law solution of (5.16), i.e.

� u(k) = � (k)� (k)� 1� x(k); (5.30)

stabilises the system (5.1) to the origin in a robust asymptotic way.

� The matrix inequality ( 5.20) guarantees that (5.15) satis�es � u(k) 2 U� .

Indeed, it can be shown (see AppendixB.4) that ( 5.20) is equivalent to

(� u(k))T � u(k) � � u2
max : (5.31)

� The constraints (5.21) and (5.22), guarantee that the symmetric constraints

for the output are ful�lled, i.e. � y(k + i ) 2 Y� ; 8i � 1. It is possible to

shown (see AppendixB.5) that ( 5.21) and (5.22) are equivalent to

(� y(k + i ))T � y(k + i ) � � y2
max ; 8i � 1: (5.32)

It is worth pointing out that, the recursive feasibility of the problem (5.16) is

proved in [42]. Therefore, the solutions computed at timek for the state � x(k)

will be solutions for � x(k + i ); i � 0, as well.

The problem (5.16) involves at least 2 + 2pC LMIs constraints, with pC the

number of vertices in the polytopeC. And yet, the optimization problem (5.16)

must be solved on-line at each timek. Hence, the problem (5.16) is not suitable

for real-time applications. To handle this problem, [68] proposes the following

o�-line approach, here particularized to achieve the tracking task.

5.3.1 Explicit MPC for LPV systems with o�-line com-

putation of LMIs

The key idea of the explicit approach is to grid the state-space and to solve the

problem (5.16) o�-line for a �nite number of the elements of the gridded state-

space. The gains that are solutions of (5.16) are saved in look-up tables and are

used on-line to steer �x(k) to zero. As it will be shown later, asymptotically

stable invariant sets will guarantee that � x(k) is asymptotically stabilized to
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zero, even for the points �x(k) which do not correspond to samples of the gridded

state-space.

In Section5.3.1.1, the concept of asymptotically stable invariant ellipsoids for

(5.16) is introduced. Next, in Section5.3.1.2, the principle and the algorithm of

the explicit MPC are described.

5.3.1.1 Asymptotically stable invariant ellipsoids

De�ne the set � (k) as the set of the states that verify (5.17), i.e.

� (k) = f � x(k) 2 R2 : � x(k)T � (k)� 1� x(k) � 1g; (5.33)

with � (k)� 1 being the solution of the optimization problem (5.16) at time k.

Consider, at timek + i , a non-zero state �x(k + i ) that is already in � (k + i ), i.e.

� x(k + i )T � (k + i )� 1� x(k + i ) � 1: (5.34)

If the feedback control law � u(k+ i ) = � (k+ i )� (k+ i )� 1� x(k+ i ) (with � (k+ i )

and � (k + i ) the solutions of (5.16) at k + i ) is applied to � x(k + i ), then in

virtue of the dynamics (5.1), it holds that

� x(k + i + 1) =
�
A (� (k + i )) + B� (k + i )� (k + i )� 1

�
� x(k + i ): (5.35)

In [42, 68], it is demonstrated that from the recursive feasibility features of prob-

lem (5.16), the state (5.35) satis�es all the LMIs constraints (5.17)-(5.22) com-

puted at time k + i , in particular

� x(k + i + 1) T � (k + i )� 1� x(k + i + 1) � 1: (5.36)

Therefore, � x(k + i + 1), given by (5.35), accomplishes that � x(k + i + 1) 2

� (k + i ); i � 0, if � x(k + i ) 2 � (k + i ). Additionally, since the control law

� u(k) = � (k)� (k)� 1� x(k) asymptotically stabilises the system (2.40) to the
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origin, then

� x(k + i + 1) T � (k + i )� 1� x(k + i + 1) < � x(k + i )T � (k + i )� 1� x(k + i ); i � 0;

(5.37)

and thus (5.36) satis�es

� x(k+ i +1) T � (k+ i )� 1� x(k+ i +1) < � x(k+ i )T � (k+ i )� 1� x(k+ i ) � 1; i � 0:

(5.38)

From De�nition 1, in Section 3.3, it is clear that for every k, the set � (k) is an

asymptotically stable invariant set [42, 68]. Since (5.33) describes an ellipsoid,

then � (k) is an ellipsoidal invariant set for the system (5.1) under the closed-loop

state feedback control �u(k) = � (k)� (k)� 1� x(k). Having being introduced the

concept of asymptotically stable invariant ellipsoid for the problem (5.16), the

algorithm of the explicit MPC with o�-line computation of LM Is can be now

presented.

5.3.1.2 The explicit MPC algorithm

Solving (5.16) o�-line for a �nite gridding of the state-space, i.e. for the set ��x =

f � x(1) ; � x(2) ; � � � ; � x(j )g, gives the corresponding sets�� = f � (1) ; � (2) ; � � � ; � (j )g

and �� = f � (1) ; � (2) ; � � � ; � (j )g, where � (i ) and � (i ) are the solutions of (5.16)

for � x(k) = � x(i ) . The sets �� and �� , are saved in look-up tables. In virtue of

(5.33), for each� (i ) a corresponding invariant ellipsoidal set� (i ) can be obtained.

Thus, a set of concentric ellipsoidal invariant sets, i.e.�� = f � (1) ; � (2) ; � � � ; � (j )g,

(see Fig.5.1) is implicitly given by �� .

Figure 5.1: Example of set of concentric ellipsoids for a state-space of dimension 2.
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On-line, at each timek, the smallest ellipsoid� (i ) 2 �� that contains the actual

state � x(k) (see Fig. 5.2) is chosen. Next, the closed-loop control �u(k) =

� (i )
�

� (i )
� � 1

� x(k) is applied, where the gains� (i ) and
�

� (i )
� � 1

of the look-up

table correspond to the ellipsoid� (i ) .

Figure 5.2: The smallest ellipsoid that contains the actual state � x(k) is � (2) and
is depicted in black.

Remark 5 Notice that for all the states� x(k) 2 � (k), given by (5.33), all the

LMIs constraints (5.17)-( 5.22) are feasible, but not necessarily optimal [68]. How-

ever, although� u(k) = � (i )
�

� (i )
� � 1

� x(k) is not necessarily optimal, it still be-

ing an admissible solution for (5.16), since (5.17)-( 5.22) are satisifed for � x(k)

if � x(k) 2 � (i ) .

The algorithm that sums up the overall explicit approach is detailed in the fol-

lowing.

Algorithm 3

� O�-line steps

1. For practical purposes, it is convenient to consider the gridding of only

one component �x i of � x, letting the remaining components constant.

Choose a set of values ��x i = f � x(1)
i ; � x(2)

i ; � � � ; � x(j )
i g, as far from the

origin as possible while preserving the feasibility of the problem.
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2. Solve (5.16) for each element �x(j ) in the set �� x of states, and save

in a look-up table the corresponding sets�� = f � (1) ; � (2) ; � � � ; � (j )g

and �� = f � (1) ; � (2) ; � � � ; � (j )g.

The closed-loop control consists in the following real-timestrategy per-

formed on-line.

� On-line steps

1. Measure � x(k) = [� x1(k); � x2(k)]T at time k.

2. Search in the look-up table the gain� (i ) such that � (i ) = f � x(k) 2

R2 : � x(k)T
�

� (i )
� � 1

� x(k) � 1g is the smallest invariant ellipsoid

that contains � x(k).

3. Apply � u(k) = � (i )
�

� (i )
� � 1

� x(k).

4. Return to Step 1.

In the next section, Algorithm 3 is applied to the Vir'volt vehicle described in

Section2.2.

5.4 Robust MPC for LPV systems: application

to the Vir'volt vehicle

Consider the LPV representation (5.1) of the dynamics of the tracking error

� x(k), and the corresponding tracking problem (5.16) with weighting matrices

Q = [0 0; 0 1]T and R = 1. The tracking constraints are imposed as follows

� 2km/h � � y(k) � 2km/h and 0:5A � � u(k) � 0:5A: (5.39)

The driving strategy to be tracked is depicted in Fig. 2.8. The tracking task

is performed by applying the closed loop control law to the nonlinear discrete-

dynamics (2.22). A mass variation of 20% is considered within (2.22) in order to

asses the robustness to small disturbances. The sampling period is Ts = 0:2s.
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5.4.1 Robust MPC for LPV systems with on-line compu-

tation of LMIs

The tracking task is performed by fully solving on-line the problem (5.16) at each

execution time, and applying � u(k) = � (k)� (k)� 1� x(k) (see Fig. 5.3).

Figure 5.3: Closed-loop implementation of the robust MPC forLPV systems ap-
proach of [42]. The function that describes the velocityx2(k+1) = f (x2(k); u(k))
is given by (2.22).

The tracking of the velocity x �
2(k) according to the actual position of the

vehicle is depicted in Fig.5.4 and 5.5, in black solid line.
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Figure 5.4: Closed-loop tracking response with a mass variation of 20%. Red
dashed line: referencex �

2(k). Black solid line: tracking response ofx2(k).

The di�erence between the actual nonlinear velocityx2(k) and the target state

x � (k) at time k, i.e. the tracking error � x2(k) = x2(k) � x �
2(k), is depicted in

Fig. 5.6, in solid black line, with respect to the vehicle position.
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Figure 5.5: Detail of the closed-loop tracking response of Fig. 5.4.
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Figure 5.6: Closed-loop tracking error �x2(k) with a mass variation of 20%. Red
dashed lines: �x2min (k) and � x2max (k). Solid black line: tracking error � x2(k).

In Fig. 5.7, in solid black line, the input for the nonlinear tracking � u(k) =

u(k) � u� (k) is depicted with respect to the vehicle position.
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Figure 5.7: Closed-loop tracking error �u(k) with a mass variation of 20%. Red
dashed lines: �umin (k) and � umax (k). Solid black line: tracking input � u(k).
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It can be observed in Fig. 5.4-5.7 that the tracking task is well achieved,

despite the mass variation. The tracking task is achieved while the constraints

are satis�ed. However, the aforementioned MPC strategy thatconsists in fully

solving on-line the problem (5.16) at each execution time, is not compatible with

the intended real-time application, because the problem (5.16) involves the on-

line solution of six LMIs. Thus, as proposed in Section5.3.1, the problem (5.16)

is tackled with Algorithm 3 which does not require to solve LMIs on-line.

5.4.2 Explicit MPC for LPV systems with o�-line com-

putation of LMIs

Consider Algorithm 3 described in Section5.3.1, with matrices Q and R as stated

above, and constraints �ymax and � umax as de�ned in (5.39). Algorithm 3 is ap-

plied to Vir'volt dynamics as depicted in the block digram of Fig.5.8.

Figure 5.8: Closed-loop implementation of the explicit approach of the robust
MPC for LPV systems (Algorithm 3) [68] with j = 9. The function that describes
the velocity x2(k + 1) = f (x2(k); u(k)) is given by (2.22).

The procedure performed to apply Algorithm3 to the Vir'volt dynamics is de-

scribed in the following.
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� O�-line steps

1. The gridding over the state � x is chosen by making �x1 = 0 and

� x2 = f 1:80km=h; 1:43km=h; 0:90km=h; 0:57km=h; 0:36km=h;

0:22km=h; 0:14km=h; 0:09km=h; 0:03km=hg;

(5.40)

which is equivalent to

� x2 = f 0:5m=s; 0:39m=s; 0:25m=s; 0:15m=s; 0:1m=s;

0:06m=s; 0:03m=s; 0:02m=s; 0:01m=sg:
(5.41)

2. For each element in (5.41), i.e. � x(i )
2 ; i = 1; :::; 9; and � x(i )

1 = 0; i =

1; :::; 9; the problem (5.16) is solved o�-line. The resulting � (i ) and

� (i ) , i = 1; :::; 9, are saved in look-up tables. Each value� (i ) , i =

1; :::; 9, de�nes an invariant ellipsoid� (i ) given by (5.33). The di�erent

ellipsoids� (i ) ; i = 1; :::; 9; are depicted in Fig. 5.9.
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Figure 5.9: Invariant ellipsoids.

� On-line steps

1.-2. At each time k, the smallest ellipsoid that contains the actual state

� x(k), is used to select the corresponding� (i ) and
�

� (i )
� � 1

.
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3.-4. The closed loop control �u(k) = � (i )
�

� (i )
� � 1

� x(k) is applied to the

nonlinear discrete-dynamics (2.22) that has a mass variation of 20%

(see Fig.5.8). The execution time isTs = 0:2s.

The tracking response of Algorithm3 is depicted, in green dashed line, in

Fig. 5.10and Fig. 5.11, for the tracking of the velocity x �
2(k) with respect to the

actual position of the vehicle. The tracking error �x2(k), is depicted in Fig.5.12,

in green dashed line, with respect to the vehicle position. In Fig. 5.13, the input

for the nonlinear tracking � u(k) is also depicted in green dashed line.

0 500 1000 1500 2000 2500 3000
0

10

20

30

40

x 2
[k

m
=h

]

x1[m]

Figure 5.10: Closed-loop tracking response with a mass variation of 20%. Red
dashed line: referencex �

2(k). Black solid line: tracking response of the on-line
solution of the problem (5.16) at each execution time. Green dashed line: tracking
response of the Algorithm3.
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Figure 5.11: Detail of the closed-loop tracking response of Fig. 5.10.

From Fig. 5.10-5.13, it can be observed that the tracking task is achieved while

the constraints are satis�ed. The performances of Algorithm3 are acceptable
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