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Resumé

Cette thèse présente des techniques efficaces pour déleguer des obligations de
preuves TLA+ dans des démonstrateurs automatiques basées sur la logique
du premier ordre non-sortée et multi-sortée. TLA+ est un langage formel pour
la spécification et vérification des systèmes concurrents et distribués. Sa partie
non-temporelle basée sur une variante de la théorie des ensembles Zermelo-
Fraenkel permet de définir des structures de données. Le système de preuves
TLAPS pour TLA+ est un environnement de preuve interactif dans lequel les
utilisateurs peuvent vérifier de manière deductive des propriétés de sûreté sur
des spécifications TLA+. TLAPS est un assistant de preuve qui repose sur les
utilisateurs pour guider l’effort de preuve, il permet de générer des obligations
de preuve puis les transmet aux vérificateurs d’arrière-plan pour atteindre un
niveau satisfaisant d’automatisation.

Nous avons développé un nouveau démonstrateur d’arrière-plan qui intègre
correctement dans TLAPS des vérificateurs externes automatisés, en partic-
ulier, des systèmes ATP et solveurs SMT. Deux principales composantes con-
stituent ainsi la base formelle pour la mise en oeuvre de ce nouveau vérificateur.
Le premier est un cadre de traduction générique qui permet de raccorder à
TLAPS tout démonstrateur automatisé supportant les formats standards TPTP/
FOF ou SMT-LIB/AUFLIA. Afin de coder les expressions d’ordre supérieur,
tels que les ensembles par compréhension ou des fonctions totales avec des do-
maines, la traduction de la logique du premier ordre repose sur des techniques
de réécriture couplées à une méthode par abstraction. Les théories sortées
telles que l’arithmétique linéaire sont intégrés par injection dans la logique
multi-sortée. La deuxième composante est un algorithme pour la synthèse
des types dans les formules (non-typées) TLA+. L’algorithme, qui est basé
sur la résolution des contraintes, met en oeuvre un système de type avec types
élémentaires, similaires à ceux de la logique multi-sortée, et une extension avec
des types dépendants et par raffinement. Les informations de type obtenues
sont ensuite implicitement exploitées afin d’améliorer la traduction. Cette
approche a pu être validé empiriquement permettant de démontrer que les
vérificateurs ATP/SMT augmentent de manière significative le développement
des preuves dans TLAPS.

Mots-clés: verification formelle, démonstration automatique des théorèmes,
théorie des ensembles, systèmes de types.



Proof automation and type synthesis for set theory
in the context of TLA+

Abstract

This thesis presents effective techniques for discharging TLA+ proof obliga-
tions to automated theorem provers based on unsorted and many-sorted first-
order logic. TLA+ is a formal language for specifying and verifying concur-
rent and distributed systems. Its non-temporal fragment is based on a variant
of Zermelo-Fraenkel set theory for specifying the data structures. The TLA+

Proof System TLAPS is an interactive proof environment in which users can
deductively verify safety properties of TLA+ specifications. While TLAPS is
a proof assistant that relies on users for guiding the proof effort, it generates
proof obligations and passes them to backend verifiers to achieve a satisfactory
level of automation.

We developed a new back-end prover that soundly integrates into TLAPS ex-
ternal automated provers, specifically, ATP systems and SMT solvers. Two
main components provide the formal basis for implementing this new back-
end. The first is a generic translation framework that allows to plug to TLAPS
any automated prover supporting the standard input formats TPTP/FOF or
SMT-LIB/AUFLIA. In order to encode higher-order expressions, such as sets
by comprehension or total functions with domains, the translation to first-order
logic relies on term-rewriting techniques coupled with an abstraction method.
Sorted theories such as linear integer arithmetic are homomorphically embed-
ded into many-sorted logic. The second component is a type synthesis algo-
rithm for (untyped) TLA+ formulas. The algorithm, which is based on con-
straint solving, implements one type system for elementary types, similar to
those of many-sorted logic, and an expansion with dependent and refinement
types. The obtained type information is then implicitly exploited to improve
the translation. Empirical evaluation validates our approach: the ATP/SMT
backend significantly boosts the proof development in TLAPS.

Keywords: formal verification, theorem proving, set theory, type systems
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Chapter 0.

Résumé etendu

Introduction

TLA+ [Lam02] est un langage de spécification formelle, conçu initialement pour
modéliser et analyser des algorithmes et des systèmes concurrents et répartis. L’un
de ses objectifs est de décrire et de raisonner sur des systèmes en utilisant des no-
tions mathématiques simples. Les fondements logiques de TLA+ résultent du croi-
sement de la logique temporelle des actions (TLA) [Lam94a], une variante de la lo-
gique temporelle linéaire, et d’une variante de la théorie des ensembles standard
Zermelo-Fraenkel avec l’axiome du choix (ZFC). Ce dernier langage est accepté
par la plupart des mathématiciens comme étant la base pour la formalisation des
mathématiques. TLA permet de décrire le comportement dynamique des systèmes,
alors que ZFC sert pour définir les structures de données. En tant que langage de
spécification, TLA+ fournit une syntaxe concrète pour des constructions de haut
niveau, comme les modules, les déclarations de constantes et de variables, et les
définitions d’opérateurs aidant à structurer les formules TLA. Un trait saillant de
TLA+ est son caractère non-typé, au point de ne pas même distinguer les formules
(expressions booléennes) des termes (expressions non-booléennes).

Récemment, TLA+ a été étendu par une notation pour écrire des preuves hiérarchi-
ques [CDLM08, CDL+]. L’assistant de preuve dédié à TLA+ nommé TLAPS (TLA+

Proof System) [CDLM08, CDLM10] est un environnement de preuve interactif au-
quel l’utilisateur peut soumettre une preuve de propriétés de spécifications TLA+.
TLAPS peut être utilisé à partir de l’outil TLA+ Toolbox, un environnement intégré
de développement pour TLA+ basé sur Eclipse et qui inclut des outils tels que le
model-checker TLC [YML99] et un traducteur du langage algorithmique de haut ni-
veau PlusCal [Lam08] vers TLA+. TLAPS est construit autour d’un noyau appelé le
Proof Manager, qui génère des obligations de preuve correspondant aux différentes
étapes de la preuve fournie par l’utilisateur, puis les transmet à des vérificateurs
automatiques.

1



Chapter 0. Extended abstract in French

Avant les travaux décrits dans cette thèse, TLAPS incluait trois démonstrateurs auto-
matiques, ou backends, avec des capacités différentes : Zenon [BDD07], un démonstra-
teur fondé sur la méthode de tableaux pour la logique du premier ordre avec égalité
et qui inclut des extensions pour raisonner sur des ensembles et des fonctions de
TLA+ ; Isabelle/TLA+, un encodage fidèle de TLA+ dans l’assistant de preuve Isa-
belle [WPN08], qui fournit des méthodes de preuve automatisées basées sur le rai-
sonnement en logique de premier ordre et sur la réécriture ; et un démonstrateur
automatique appelé SimpleArithmetic qui met en oeuvre une procédure de décision
pour l’arithmétique de Presburger. Isabelle/TLA+ et Zenon fournissent un soutien
très limité pour raisonner en arithmétique, tandis que SimpleArithmetic ne mani-
pule que des formules arithmétiques pures, obligeant l’utilisateur à décomposer ma-
nuellement les preuves jusqu’à ce que les obligations de preuve se situent dans ces
fragments respectifs.

Dans ce travail, nous introduisons un nouveau démonstrateur générique pour TLAPS
qui est basé sur des systèmes ATP (demonstrateurs de théorèmes automatiques) et
des solveurs SMT (Satisfaisabilité Modulo Théories). Les traductions sur lesquelles
repose ce démonstrateur font intervenir deux systèmes de types et des algorithmes
correspondants pour la construction de types pour des expressions TLA+. Les systè-
mes ATP et SMT sont basés respectivement sur la logique classique du premier ordre
avec égalité (FOL) et la logique du premier ordre multi-sortée (MS-FOL). Les sol-
veurs SMT ont suscité un intérêt particulier pendant la dernière décennie parce qu’ils
combinent un raisonnement en logique du premier ordre sans quantificateurs, des
mécanismes d’instantiation de quantificateurs et des procedures de décision pour
des théories fondamentales pour la vérification, telles que des fragments décidables
de l’arithmétique, des tableaux, ou des vecteurs de bits. Bien que beaucoup de nos
études de cas concernent des systèmes repartis, nous considérons des systèmes cri-
tiques au sens large.

Motivation TLA+ s’appuie fortement sur la modélisation de données en utili-
sant des ensembles et des fonctions. Les n-uplets et les records, qui apparaissent
très souvent dans des spécifications TLA+, sont définis à partir des fonctions. Des
expressions dans lesquelles interviennent à la fois des opérateurs de la logique
du premier ordre, des constructions ensemblistes, des fonctions et des opérateurs
arithmétiques surviennent fréquemment dans les preuves des propriétés de sûreté
des spécifications TLA+. La logique du premier ordre offre un compromis entre
expressivité et raisonnement automatisé efficace. Nous nous concentrons donc sur
deux classes différentes de démonstrateurs automatiques adaptés à ce langage : les
systèmes ATP et les solveurs SMT. Beaucoup d’obligations de preuve faisant un
usage intensif de fonctions non interprétées et de formules quantifiées peuvent être
traitées par les systèmes ATP. Les obligations de preuve incluant des expressions
arithmétiques peuvent souvent être traitées par des solveurs SMT.

2



Chapter 0. Extended abstract in French

Défis L’objectif principal de cette thèse est d’améliorer de manière sure et effi-
cace les capacités d’automatisation du système de preuves de TLA+. Nous nous
concentrons uniquement sur le fragment non-temporel du langage, ce qui est suffi-
sant pour démontrer les propriétés de sûreté, y compris les invariants inductifs et
les conditions de raffinement [AL91]. En de termes pratiques, moins de 5% d’une
spécification TLA+ typique contient des expressions temporelles, donc la partie non-
temporelle d’une spécification représente la majeure partie de l’effort de vérification,
et la vérification de propriétés de sûreté ne nécessite qu’un raisonnement trivial en
logique temporelle. Pour traiter ces cas, TLAPS inclut depuis très récemment une
procédure de décision pour la logique temporelle propositionnelle [DKL+14].

Traduire les expressions TLA+ en des expressions de la logique du premier ordre
représente le premier défi de l’intégration auquel nous nous sommes confrontés.
Même si quelques-unes des techniques d’encodage utilisées peuvent être trouvées
dans des outils similaires pour d’autres langages de spécification, les particularités
de TLA+ rendent cette traduction non-triviale :

∙ La syntaxe de TLA+ permet d’écrire des expressions absurdes : par exemple,
3 ∪ true dénote une valeur, mais cette valeur n’est pas spécifiée. En outre, il
n’y a pas de distinction syntaxique entre les termes et les formules.

∙ La théorie des ensembles de Zermelo-Fraenkel ne permet pas d’axiomatisation
finie en logique du premier ordre, contrairement à d’autres formalisations de
la théorie des ensembles telles que von Neumann-Bernays-Gödel (NBG). Plus
précisément, les axiomes de compréhension et de remplacement de ZF per-
mettent l’introduction de nouveaux ensembles à travers des schémas d’axiomes,
c’est-à-dire, d’axiomes paramétrés par un prédicat. Par conséquent, ces objets
ne peuvent pas être codés directement en logique du premier ordre.

∙ Les fonctions, qui sont définies de manière axiomatique, sont totales sur leur
domaine. Cela signifie qu’une fonction appliquée à un élément de son domaine
renvoie la valeur attendue mais, pour tout autre argument, le résultat de l’ap-
plication de la fonction renvoie une valeur non spécifiée. De la même manière,
le comportement des opérateurs arithmétiques n’est pas spécifié en dehors des
arguments numériques.

∙ Le langage TLA+ comporte un opérateur primitif de choix déterministe, cor-
respondant à l’opérateur de Hilbert ε, qui est difficile à encoder dans un cadre
classique du premier ordre.

Peut-être plus éprouvant dans la définition de la traduction est le fait que TLA+

est un langage non-typé. Cette caractéristique résulte en un langage très expressif
et flexible pour l’écriture des spécifications ; par contre, il rend assez difficile l’au-
tomatisation du raisonnement. Ne pas avoir de types fait partie de l’idiosyncrasie
de TLA+. La justification de cette décision prise lors de la conception du langage se
trouve dans un article de Lamport et Paulson [LP99]. Essentiellement, ils affirment
qu’une discipline de types dans un langage de spécification de haut niveau limite le

3
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pouvoir expressif du langage. En outre, les types compliquent la tâche des utilisa-
teurs lors de la rédaction des specifications. TLA+ est orienté vers l’utilisateur, dans
le sens où le langage se concentre à fournir aux utilisateurs un compromis entre
un langage de spécification simple mais très expressif. Une discipline de types peut
conduire à une détection précoce des erreurs de syntaxe, mais plus important pour
notre propos, elle est bénéfique aux capacités déductives des outils de raisonnement.
Si elle peut être évitée, la tâche de traiter les complications de l’absence d’un système
de type doit reposer sur les développeurs des outils, au lieu de forcer les utilisateurs
à adapter leurs spécifications au fardeau des types. Puisque les langages d’entrée des
solveurs SMT requièrent l’identification de sortes, un deuxième défi consiste à affec-
ter automatiquement des types aux sous-expressions d’une obligation de preuve
TLA+. Nous utiliserons indistinctement les termes type et sorte.

Integration de démonstrateurs automatiques de premier
ordre dans TLAPS

L’intégration de concepts de la théorie des ensembles dans la logique du premier
ordre est souvent contre nature. Pour encoder des expressions du second ordre,
notamment liées aux axiomes de compréhension et de remplacement, la première
partie de la traduction consiste en une phase de pré-traitement et d’optimisation
qui fait appel à des techniques de réécriture de termes, couplées avec une méthode
d’abstraction pour gérer efficacement des expressions non-basiques. Par exemple,
l’axiome définissant l’union des ensembles conduit à la règle de réécriture

x ∈ e1 ∪ e2 −→ x ∈ e1 ∨ x ∈ e2.

De façon similaire, la règle

S = {a, b} −→ ∀x : x ∈ S ⇔ x = a ∨ x = b

est une conséquence de l’axiome d’extensionalité, appliqué à un type particulier
d’ensemble. Nous décrivons une collection de telles règles de réécriture ; afin de
nous assurer de leur correction vis à vis de la sémantique de TLA+, les équivalences
sous-jacentes à chacune de ces règles ont été démontrées en utilisant Isabelle/TLA+.
Les règles de réécriture, cependant, présentent de nombreuses formules quantifiées
supplémentaires, qui sont difficiles à manipuler par les solveurs.

Le premier pas de la traduction consiste en un processus appelé Boolification qui
rend possible la distinction entre des expressions booléennes et non-booléennes.
Pour les expressions non-basiques, c’est-à-dire, les expressions qui ne peuvent pas
être réduites à la logique du premier ordre à travers la réécriture, la méthode d’abs-
traction les remplace par un nouveau symbole, puis elle ajoute une nouvelle hy-
pothèse définissant le symbole. En conséquence, cette méthode produit des formules
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équisatisfiables mais pas nécessairement équivalentes à la formule d’origine. Par
example, considérons l’obligation de preuve

∀x : P({x})⇔ P({x} ∪ {x})

qui est valide. Les sous-expressions non-basiques {x} et {x} ∪ {x} sont remplacées
par de nouveaux constantes k1(x ) et k2(x ). Après cette étape d’abstraction, la for-
mule devient alors :

∧ ∀y1 : k1(y1) = {y1}
∧ ∀y2 : k2(y2) = {y2} ∪ {y2}
⇒ ∀x : P(k1(x ))⇔ P(k2(x )).

Il est désormais possible d’appliquer les règles de réécriture correspondant à l’ex-
tensionalité qui élargissent les égalités dans les définitions des expressions non-
basiques. Le mécanisme qui combine la réécriture de termes avec l’abstraction per-
met également aux backends de traiter avec succès des expressions choose (opérateur
de choix de Hilbert) et des expressions TLA+ de construction de fonctions, cor-
respondant aux λ-abstractions. Dans notre traduction nous traitons les fonctions
comme si elles étaient des fonctions partielles, encodant les applications à des argu-
ments dans le domaine de la fonction par une fonction α et les autres par une fonc-
tion ω. Ainsi, f [x ] est traduit comme α(f , x ) quand x ∈ domain f , et comme ω(f , x )
sinon.

La deuxième partie de la traduction est un encodage bien-fondé des formules TLA+

appartenant au fragment du premier ordre dans les logiques du premier ordre non-
sortée et multi-sortée. ce stade, les obligations de preuve ont déjà été transformées
en des formules du premier ordre dans la phase précédente. Lorsque le langage
cible est non-sorté, nous encodons les opérateurs booléens et non-booléens respec-
tivement comme des fonctions ou des prédicats, tout en respectant leurs arités. Par
exemple, les opérateurs binaires comme ∪ et ∈ sont représentés dans le langage cible
par la fonction union et le prédicat in, tous les deux d’arité 2. De la même manière,
lors de l’encodage dans un langage sorté, nous représentons l’univers des valeurs de
TLA+ avec la sorte prédéfinie Bool pour les propositions, et nous déclarons une nou-
velle sorte U pour les autres expressions. Par conséquent, les opérateurs de TLA+

correspondent à des fonctions ou prédicats non interprétés qui prennent des argu-
ments de type U.

Pour résoudre le problème de l’intégration d’un langage non-typé tel que TLA+

dans un langage typé, nous avons mis en place une méthode qui revient à déléguer
l’inférence de types aux solveurs. En ce qui concerne les expressions appartenant à
des sortes interprétées par le langage cible (comme les expressions arithmétiques),
la traduction repose sur un plongement homomorphique : la sorte interprétée est
plongée dans l’univers TLA+ par une fonction injective, et les opérateurs interprétés
s’étendent de manière homomorphique sur l’image de ce plongement. Par example,
les opérateurs arithmétiques de TLA+ sont defines en utilisant la function injective
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int2u : Int → U. L’addition est encodée par la fonction plus : U × U → U dont le
comportement sur les entiers est décrit par l’axiome

∀m Int, n Int. plus(int2u(m), int2u(n)) = int2u(m + n),

où le symbole + à droite représente l’addition primitive des solveurs SMT sur les
entiers.

La correction de l’encodage est immédiate : tous les axiomes sur les ensembles,
les fonctions, les records, les n-uplets etc. sont des théorèmes dans la théorie de
TLA+ de fond qui existe dans l’encodage en Isabelle. La correction de l’encodage
des opérateurs arithmétiques par plongement repose sur le fait que l’arithmétique
de TLA+ coı̈ncide avec celle des solveurs SMT sur les entiers. En faisant abstraction
des instances de l’axiome d’extensionalité, la traduction est complète dans le sens
que la traduction d’une obligation de preuve valide en logique de TLA+ est une
formule valide en logique du premier ordre. Par défaut, la traduction n’inclut des
instances d’extensionalité que pour des ensembles spécifiques, des domaines fonc-
tionnels et des fonctions. Pour raisonner sur l’égalité dans sa forme la plus générale,
l’utilisateur devra explicitement ajouter l’axiome de extensionalité à la preuve. Nous
avons démontré que les étapes intermédiaires de pré-traitement et l’encodage de
formules basiques sont correctes et que leur mise en œuvre termine.

Notre traduction gère un fragment utile de TLA+, y compris la théorie des en-
sembles, des fonctions, des expressions arithmétiques, n-uplets, records, et l’opéra-
teur du choix. Certaines restrictions existent concernant les expressions bien formées
pris en charge par la traduction. Par exemple, après l’étape de Boolification, la tra-
duction rejettera des expressions absurdes comme x ∧ 42. Un ensemble comme {x , y}
peut être traduit lorsque ses composants ont la même sorte. De même, le co-domaine
des fonctions, y compris les n-uplets et les records, doit être d’une sorte précise dans
le langage cible. Par exemple, une fonction comme

[x ∈ Int ↦→ if c then x else false]

sera rejetée.

Synthèse de types pour TLA+

Au-delà des débats récurrents sur l’utilisation ou non des types pour formaliser
les mathématiques ou pour spécifier les systèmes logiciels [LP99], nous observons
que les types, considérés simplement comme une classification des éléments d’un
langage, se posent tout naturellement dans la théorie des ensembles. Motivés par
l’intégration des démonstrateurs automatiques basées sur la logique multi-sortée,

6



Chapter 0. Extended abstract in French

nous avons défini deux systèmes de types pour TLA+. Un des avantages de l’ap-
proche SMT pour la démonstration automatique est que la logique MS-FOL parti-
tionne l’univers en types, à la différence de la logique non-typée FOL. Les systèmes
de types pour TLA+ visent à synthétiser l’information de type à partir de formules
non-typées pour mieux classifier le domaine de discours. Pour une obligation de
preuve donnée, des types sont synthétisés à partir de ce que nous appelons des
hypothèses de type, qui proviennent souvent d’invariants de typage, naturellement
utilisés en TLA+. Lorsque la synthèse de types réussit, on obtient des annotations
de types au dessus d’un langage de spécification non-typé, pour obtenir le meilleur
des deux approches.

Considérons la traduction en SMT-LIB de la formule TLA+

∀x : x ∈ Int⇒ x + 0 = x .

Comme décrit précédemment, la traduction plonge le terme 0 dans le type uni-
versel U comme int2u(0) et encode l’addition en utilisant une fonction axiomatisée.
Si nous pouvions détecter l’information de type appropriée à partir de la formule
TLA+ originale, spécifiquement si la variable quantifiée x était de type entier, nous
pourrions traduire cette formule en SMT-LIB comme

∀x Int. in(int2u(x ), tla Int)⇒ x + 0 = x ,

en utilisant l’opérateur SMT intégré + au lieu de l’opérateur axiomatisé plus : U×
U → U. Nous pourrons faire encore mieux et appliquer des règles de réécriture
conditionnelles basées sur les informations de type. Si la variable x est connue pour
être de type entier, noté x : Int, le processus de réécriture déclenchera l’application
des règles

x ∈ Int x :Int−→ true et x + 0 x :Int−→ x .

La formule résultante après le pré-traitement sera simplement true.

Notre premier système de types pour TLA+, appelé 𝒯1, inclut des types élémentaires,
tels que les entiers, les booléens et les types fonctionnels, qui reflètent de façon na-
turelle les sortes de MS-FOL, et un constructeur des types Set qui permet la stratifi-
cation des ensembles. Ce système de type est assez limité et ne peut, dans certains
cas, pas exprimer des informations adéquates de type. Il donne lieu à un problème
décidable de construction de types, au prix d’une sur-approximation des types des
expressions TLA+. Ainsi, des contrôles supplémentaires doivent être ajoutés à l’en-
codage, par exemple pour vérifier que l’argument d’une fonction appartient bien au
domaine de la fonction.

Prenons comme exemple la formule (non valide en TLA+)

f = [x ∈ {1, 2, 3} ↦→ x * x ]⇒ f [0] < f [0] + 1

où [x ∈ {1, 2, 3} ↦→ x * x ] est la fonction avec domaine {1, 2, 3} et qui renvoie le carré
de son argument. Le système 𝒯1 représente le type de f comme une fonction de Int
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vers Int. Même si l’argument 0 n’est pas dans le domaine de f , le type Int sera attribué
à l’expression f [0]. La correction de la traduction est maintenue grâce à l’ajout de la
condition de domaine 0 ∈ domain f à la formule générée par la traduction, et cette
condition est fausse dans notre exemple. La construction des types nous permet
d’attribuer un type à toute sous-expression qui apparaı̂t dans l’obligation de preuve.
La traduction non-typée encode toute expression de la forme f [x ] par l’expression
conditionnelle

if x ∈ domain f then α(f , x ) else ω(f , x )

ce qui oblige le solveur à considérer les deux cas possibles, et de raisonner sur
les opérateurs supplémentaires α et ω. Le calcul du domaine d’une fonction TLA+

encodé dans une logique du premier ordre n’est pas toujours facile, et peut faire en
sorte que les démonstrateurs échouent à démontrer les conditions correspondantes.
Par ailleurs, la conception d’un système de type approprié est compliquée par le fait
que certaines formules, comme f [x ] ∪ {} = f [x ], sont en fait valides indépendam-
ment du fait que la condition de domaine soit vraie ou non.

Les observations ci-dessus nous incitent à utiliser un système de type plus ex-
pressif. Nous introduisons un deuxième système de type appelé 𝒯2 qui étend 𝒯1
et est basé sur des types dépendants et par raffinement [FP91, XP99]. En utili-
sant les types par raffinement, le type de l’expression domain f dans l’exemple
ci-dessus est {x : Int | x = 1 ∨ x = 2 ∨ x = 3}, ce type représentant la collec-
tion des éléments x avec le type de base Int qui satisfont au prédicat de raffine-
ment x = 1 ∨ x = 2 ∨ x = 3. Pendant la construction des types, le système tentera
de démontrer x = 0⇒ x ∈ domain f , et cette preuve va échouer. Par conséquent,
la traduction va retomber à l’encodage non-typé (qui à son tour ne prouvera pas
la formule, comme il se doit). Dans de nombreux exemples concrets, la condition
de domaine x ∈ domain f peut être établi au cours de la construction des types,
conduisant à des obligations de preuve plus courtes et plus simples.

Cependant, le problème de synthèse de type pour ce système est indécidable. Les
formules pour lesquels l’inférence de type échoue sont toujours converties selon
l’encodage “non typé”, et peuvent donc être démontrées par les solveurs du premier
ordre. Puisque TLA+ est basée sur la théorie des ensembles de Zermelo-Fraenkel,
nous pensons que cette approche peut s’appliquer plus largement à la demonstration
de théorèmes dans d’autres langages basés sur la théorie des ensembles. Un système
de types avec des types par raffinement est très expressif et en fait assez proche
de la théorie des ensembles elle-même, donnant lieu à des obligations de preuve
qui sont indécidables. Plus précisément, l’égalité entre les deux types {x : τ | φ1}
et {x : τ | φ2} est réduit à démontrer φ1 ⇔ φ2, et le sous-typage entre ces types
conduit à démontrer φ1 ⇒ φ2, toujours dans un contexte où x est de type τ.

Introduire des types dans la théorie des ensembles représente le passage d’un para-
digme à l’autre, dans le sens où, inévitablement, les systèmes de types restreignent
le fragment d’expressions accepté. Néanmoins, nous pouvons profiter de cela et uti-
liser les systèmes de type pour la détection : (i) des expressions mal formées ou in-
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cohérentes, c’est-à-dire, des expressions qui ne possèdent pas de valeur sémantique
définie, comme par exemple 3 + true, (ii) des expressions parfois utiles qui sont
sémantiquement correctes mais ne peuvent être traduites dans le langage cible,
comme par exemple {3, true}, et (iii) des expressions dont la valeur ne corres-
pond probablement pas à celle prévue par l’utilisateur, comme par exemple f [x ]
lorsque x ̸∈ domain f (seulement dans 𝒯2).

Evaluation empirique

Nous pensons que notre objectif initial d’améliorer les capacités d’automatisation
de TLAPS a été réalisé avec succès. Des résultats encourageants montrent que les
systèmes ATP et les solveurs SMT améliorent significativement les performances du
démonstrateur interactif TLAPS pour la vérification des obligations de preuve “peu
profondes”, ainsi que pour des formules plus complexes, y compris, par exemple,
des expressions arithmétiques linéaires dans le cas des solveurs SMT. La taille des
preuves interactives, ainsi que le temps nécessaire pour trouver des preuves auto-
matiques peuvent être réduits sensiblement en utilisant le nouveau démonstrateur.
Nous considérons que la réduction de la taille des preuves est l’élément le plus im-
portant, car il reflète le nombre d’interactions effectuées par l’utilisateur. Par ailleurs,
les deux classes de démonstrateurs automatiques considérés, c’est à dire ATP et
SMT, s’avèrent être complémentaires pour différentes obligations de preuve.

Notre expérience avec la mise en oeuvre de l’algorithme de construction des types
adaptés aux backends ATP/SMT a été très positive : les types sont déduits avec
succès pour la grande majorité des obligations de preuve que nous avons vu en
pratique. Le système de type décidable 𝒯1 ne peut qu’être avantageux par rap-
port à l’encodage non typé, hormis un coût très réduit nécessaire à la construc-
tion des types. Lorsque la synthèse de types est applicable, la traduction génère
des formules beaucoup plus simples que l’encodage non typé et introduit notam-
ment beaucoup moins de quantificateurs. Ceci conduit à une augmentation signifi-
cative du nombre des obligations de preuve que les deux backends basés sur ATP
et SMT peuvent gérer sans intervention humaine. Puisque le système de type 𝒯2
est un raffinement de 𝒯1, 𝒯2 réussit pour toutes les obligations pour lesquelles 𝒯1
réussit tout en simplifiant davantage la taille des formules générées, ce qui aug-
mente encore plus le nombre d’obligations de preuve qui peuvent être traitées.
Les améliorations introduites par 𝒯2 sont particulièrement appréciables pour les
spécifications qui contiennent un nombre important d’applications de fonctions. Ces
expressions se produisent fréquemment dans des obligations de preuves générées
à partir de spécifications TLA+ étant donné que les fonctions, les n-uplets et les
records sont des structures de données fondamentales.
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Contributions

Cette thèse présente des techniques correctes et efficaces pour traduire des obliga-
tions de preuve TLA+ en langages d’entrée de démonstrateurs automatiques basées
sur la logique du premier ordre non-sortée et multi-sortée. Un nouveau backend
ATP/SMT intègre des démonstrateurs automatiques externes à TLAPS.

La première contribution de cette thèse est une proposition pour l’intégration de
systèmes ATP et de solveurs SMT dans des preuves TLA+, mise en œuvre au sein
de TLAPS. Les démonstrateurs externes sont intégrés en tant qu’oracles, ce qui si-
gnifie que nous les considérons dignes de confiance. L’intégration comporte deux
volets principaux. Le premier est une traduction correcte d’un fragment important
de formules TLA+ en des logiques du premier ordre non-sortée et multi-sortée. La
théorie des ensembles de TLA+ est codée en utilisant une sorte unique (permettant
en particulier de représenter des ensembles d’ensembles), et les théories primitives
des solveurs, comme l’arithmétique, sont plongées homorphiquement dans cet uni-
vers. Le deuxième volet de l’intégration englobe des techniques de pré-traitement
et d’optimisation pour rendre la traduction efficace et réalisable pour toutes les
constructions de TLA+, y compris l’opérateur choose. Parmi ces techniques figure
un moteur de réécriture de termes confluent qui transforme des expressions TLA+

en une forme normale, couplé avec une méthode d’abstraction qui introduit de nou-
veaux symboles pour représenter des expressions TLA+ complexes pour lesquelles
la traduction de base ne s’applique pas directement.

La deuxième contribution principale est la définition formelle de deux systèmes de
types pour la théorie des ensembles non-typée, couvrant toutes les expressions de
TLA+ pertinentes. Dans cette approche, un algorithme de synthèse de types basé
sur des contraintes affecte des types aux expressions TLA+. Cette synthèse de types
reste invisible pour l’utilisateur de TLA+, les types n’étant utilisés qu’en interne
pour simplifier les formules générées par la traduction. Dans une première approche
à la traduction que nous appelons “non typée”, nous utilisons une sorte unique
pour représenter toutes les expressions de TLA+, avec un plongement des théories
primitives du solveur. De cette façon, l’inférence de type est essentiellement déléguée
aux solveurs par l’encodage.

Le système de type 𝒯1 pour TLA+ repose sur des types élémentaires. Ce système de
type est simple et donne lieu à un algorithme efficace pour la construction de types,
mais il renvoie des approximations des types des expressions TLA+. Le deuxième
système 𝒯2 étend le système précédent avec des types dépendants et par raffine-
ment, ce qui saisit très précisément les valeurs représentées par les termes de TLA+,
au prix de l’indécidabilité de la construction des types. Alors que l’encodage non
typé peut être utilisé pour traiter les expressions non-typables, les types précis per-
mettent opportunément de simplifier les traductions. En particulier, les conditions
de domaine pour le système de type 𝒯1 deviennent superflues pour 𝒯2. Nous avons
démontré la correction des systèmes de type dans le sens où les annotations de types
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ne changent pas la validité des expressions originales TLA+. Ces techniques pour la
construction de types pour des langages non typés peuvent être d’intérêt au-delà de
TLA+.

Les résultats précédents fournissent la base formelle pour la mise en oeuvre d’un
nouveau backend générique pour TLAPS basé sur des démonstrateurs ATP et SMT.
Tout démonstrateur externe qui accepte les langages d’entrée standard des systèmes
ATP et des solveurs SMT, c’est-à-dire, les formats TPTP/FOF et SMT-LIB (plus
spécifiquement la logique AUFLIA), peut être branché à TLAPS. Nous fournissons
des preuves expérimentales montrant que notre approche est réalisable et utile en
pratique.

Plusieurs des contributions décrites ici ont été présentées lors de conférences et de
workshops internationaux. Ce mémoire de thèse consolide et améliore les idées et les
résultats préliminaires présentés dans les publications [MV12a], [MV12b] et [MV14].
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Distributed algorithms lie at the heart of modern operating systems, network proto-
cols, real-time controllers, and other safety-critical systems [Lyn96, FM03]. Their task
is highly complex because they are autonomously executed without a centralized
control, interacting one with the other, and sometimes also with the environment,
sharing resources such as memory or services over a network. Concurrency seems to
be unavoidable in distributed systems, introducing non-determinism and problems
such as race conditions between the interleaving processes. An exponential number
of execution scenarios is thus plausible, making concurrent systems particularly dif-
ficult to reason about, even for experienced users. For all these reasons, traditional
validation methods of software quality assessment, such as testing and simulation,
are not sufficient and they should be complemented with formal verification tech-
niques.

The formal verification approach essentially amounts to abstracting the system into a
precise, unambiguous specification, then finding the properties that the system must
meet to be correct, and finally proving these properties against the specification with
mathematical certainty [WLBF09]. Just by using a formal language to write down
their specifications, software developers can gain a lot of confidence in their systems,
even before starting to write a proof. But formal specifications allow us to go further
and mechanize the verification process.

Since the seminal works of Floyd [Flo67] and Hoare [Hoa69] we know how to for-
mally reason about programs as state-transition systems. Ashcroft [Ash75] extended
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state-based reasoning to concurrent programs through the fundamental concept of
invariance, which considers states from a global point of view, instead of locally
as in sequential programs. An invariant is a property that holds true in all reach-
able states of a system [Lam77]. With the introduction of temporal logic to computer
science by Pnueli [Pnu77], reasoning about the properties of concurrent algorithms
found a strong basis.

Temporal logic allows us to express two kinds of properties of concurrent systems:
safety properties express what the system is allowed to do, while liveness properties
state that something must occur within the system [Lam77, Lam83]. Examples of
safety properties are: partial correctness (the program does not produce a wrong
answer), mutual exclusion (two processes are not in their critical section at the same
time), and dead-lock freedom (the program does not reach a deadlock state). Exam-
ples of liveness properties are: termination (the program does eventually terminate)
and starvation freedom (a process eventually receives service).

That said, important distributed safety-critical algorithms are still presented as pseudo-
code or through semi-formal specifications, and their properties are proved by hand.
For example, consider the case of Chord [SMK+01, SMLN+03], a well-known dis-
tributed protocol that maintains a decentralized hash-table over a peer-to-peer net-
work. Introduced in 2001, this algorithm is significant because it is frequently used
as a foundation for research on distributed hash-tables and it is widespread im-
plemented in many applications.1 Many different versions of the algorithm ex-
ist, each presented informally, their invariants having inconsistencies and ambigu-
ities, and their correctness proofs having undefined terms and unstated assump-
tions [Zav12].

Unfortunately, no published version of Chord is correct, as shown by Zave [Zav12]
in 2012. By compiling from various sources a definitive version of the algorithm, and
applying to it a “lightweight” verification approach, Zave found a number of subtle
errors in all of the algorithm’s published alternatives, either in the pseudo-code or
in the invariants. The approach to formal methods called lightweight modeling [Jac12]
consists in constructing a small abstract model of the key parts of the system, and
then analyzing the model with a fully automated tool, such as a model-checker. In
this case, the model was written in Alloy and the verification tool was the Alloy
Analyzer [Jac12].

The model-checking approach [DKW08, GV08, Hol91] to formal verification is a stan-
dard technique for state-based transition systems that performs exhaustive state-
space exploration on a finite abstraction of the system. Given a bounded model of
a system and a property one wants to verify, the model-checker analyzes all reach-
able states to verify that the property is valid in all of them. In case the property

1The paper that introduced Chord [SMK+01], with over 3.000 citations, is the fourth most cited
paper in Computer Science (according to Citeseer), and it won SIGCOMM’s 2011 Test-of-Time
award.
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is not satisfied, it can report the trace of states that led to the property violation,
which provides valuable information to make corrections to the specification. This
method has been very successful in many research and industrial applications of
hardware and software systems [GV08]. One of the main reasons is in part due to
its one-click invocation feature: the user just needs to point the property he wants
to verify, invoke the model-checker and wait for the results. There are two methods
to represent states. Explicit-state model-checkers enumerate states, and use graph
algorithms to explore the states. Symbolic model-checkers drastically reduce the
state space by implicitly representing set of states, originally analyzed using binary
decision diagrams [BCM+92], later using SAT solvers [BCCZ99].

TLA+ and the limitations of model-checking

In this work, our working platform for applying formal methods is TLA+ [Lam02],
a general-purpose formal specification language. It was designed by Leslie Lamport
during the 1990s, originally to formally analyze concurrent and distributed algo-
rithms and systems. One of the language’s design goals is to describe and reason
about systems by using simple mathematics. The logical foundation of TLA+ is a
combination of the Temporal Logic of Actions (TLA) [Lam94a], which is a variant
of linear temporal logic, and a variant of standard Zermelo-Fraenkel set theory with
the axiom of choice (ZFC), the language accepted by most mathematicians as the
standard basis for formalizing mathematics. The first one allows the description of
the dynamic system behavior, and the latter is used for specifying data structures.
As a full-fledged specification language, TLA+ provides a concrete syntax support-
ing high-level constructs, like modules, declaration of constants and variables, and
operator definitions that help to give structure to the TLA formulas. A salient char-
acteristic of TLA+ is that it is untyped, to the point of not even distinguishing Boolean
from non-Boolean expressions.

TLC [YML99] is an explicit-state model checker for TLA+ that has been success-
fully applied to the verification of software and hardware systems in many in-
dustrial projects. For example we can mention: cache-coherency protocols for mi-
croprocessors at Compaq [LMTY02] and Intel [TYBK02, BL03], and fault-tolerant
distributed algorithms at Amazon [New14], among others. However, the model-
checking approach has some limitations, and TLA+ users require proof-based veri-
fication tools [New14].2

Model-checking requires much less effort and less expertise in the verification do-
main from the user than writing a fully formal proof of correctness. Nevertheless,
the combinatorial “explosion” of states makes this approach not scalable for many

2Newcombe [New14], regarding TLC: “Even when using such constraints [to bound the state-space]
the model-checker still has to explore billions of states. We doubt that model-checking can go
much further than this. Therefore, for our most critical algorithms we wish to also use proofs.”
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industrial-strength specifications. Users need to construct suitable abstractions of the
system, usually resulting in small models, for which finite instances can effectively
be verified.

Regarding the Chord algorithm, Zave provides in a subsequent paper [Zav14] a
formal specification of a correct version of the algorithm, together with a proof of
its correctness. However, because the formal analysis is based on model-checking,
the proof is restricted to systems with up to 8 nodes in the network and considers
that nodes can maintain a routing table of up to two nodes. The generalized proof
was completed only informally,3 falling short of providing complete confidence in
its correctness.

Another representative example is the non-blocking multi-threaded algorithm by
Detlefs et al. [DFG+00] named Snark. This algorithm implements a shared two-
sided queue based on a machine-primitive operation called double-compare-and-
swap (DCAS), which performs an atomic access to two memory locations. The orig-
inal paper concludes saying that the informal proof of correctness is “complex and
delicate” and that “we are not sure that we can wholeheartedly recommend” that
the proposed DCAS operation be implemented on real multiprocessor machines. It
turns out that a few years following the algorithm’s publication, it was discovered
that the algorithm was incorrect. The original publication included a detailed semi-
formal proof of correctness. In an attempt to formalize that proof for a master’s
thesis project, Doherty [DDG+04] found a previously undetected bug. This time,
the verification methodology was a formal proof in the PVS [ORSSC99] proof as-
sistant. Two corrected and verified versions were proposed. Reportedly [Hol14],
each proof attempt, for both the original algorithm and the corrected versions, took
several months.4

The Chord and Snark case examples provide evidence that we cannot trust our in-
tuition when reasoning about concurrent algorithms. Mechanically-checked proofs
seem to be the solution. Like informal, hand-written proofs are no substitute for
model checking, model checking is no substitute for formal proofs. Push-button
methods have an enormous value for finding bugs through counter-examples, but
full correctness assurance is needed for safety-critical systems.

3Zave [Zav14], regarding the proof of the corrected version of Chord: “In general, the claim that
this constitutes a proof is based on the empirical small scope hypothesis, which says that most
bugs can be illustrated by small examples [Jac12]. In particular, there is no evidence that longer
successor lists would exhibit new problems. Concerning the number of nodes, although many
new behaviors were found by increasing the number of nodes from 5 to 6, no new behaviors were
ever found by increasing the number from 6 to 7; this makes 8 look safe as a limit.”

4Afterwards, Doherty used the Spin model-checker [Hol97] to demonstrate the bug he had already
discovered [Lam06]. The algorithm was later formalized by Lamport [Lam06] as a way to test
the PlusCal language [Lam08], a high-level algorithm language based on TLA+. Writing the
specification and finding the algorithm’s flaws with TLC took him just a couple of days.
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Automated reasoning and interactive proofs

By following the laws of formal logic, automated deduction aims at mechanizing
reasoning. A deductive system is a collection of axioms and inference rules for a
logical language, which allows the derivation of theorems. An automated theorem
prover is a computer program that implements a deductive system in order to gen-
erate proofs. There are many classes of theorems provers, including SAT solvers for
propositional logic, provers for classical first-order logic with equality (FOL), which
we will refer in the following as automated theorem proving (ATP) systems, and sat-
isfiability modulo theories (SMT) solvers, which are usually based on many-sorted
first-order logic (MS-FOL). In the last decade, SMT solvers have attracted particular
interest because they combine quantifier-free first-order reasoning with quantifier
instantiation and decision procedures for theories relevant to verification, such as
decidable fragments of arithmetic, arrays, or bit-vectors.

In richer mathematical domains, higher-order languages increase undecidability,
thus automation becomes less tractable. In the semi-automatic or interactive ap-
proach to automated deduction, the user —usually a domain expert— guides the
theorem-proving effort either by writing declarative proofs or by systematically ap-
plying proof-tactics that simplify the conjecture until it becomes trivial. These sys-
tems are thus called interactive proof assistants [Wie06]. The lower levels of the proof
can be discharged as proof obligations to be verified by automated provers integrated
to the interactive system as back-end tools. Essential components of such systems
are libraries of already proven results and powerful back-end provers to achieve a
satisfactory level of automation.

While the application of (semi-)automated reasoning techniques to solve engineer-
ing problems is relatively recent, they are traditionally applied by researchers to
solve open questions in mathematics and logic —even when mathematicians are
still reluctant to accept mechanical proofs. Examples of ground-breaking proofs
carried out using semi-automated theorem provers are: the four-color theorem in
Coq [Gon08], the formalization of the operating-system micro-kernel seL4 in Isa-
belle/HOL [KEH+09], or the very recently finished proof for the longstanding Ke-
pler conjecture (which by now should be called Kepler’s theorem) in HOL Light
[HHM+11].

Recently, TLA+ has been extended by a notation for writing hierarchical proofs
[CDLM08, CDL+]. The TLA+ Proof System TLAPS [CDLM08, CDLM10] is an inter-
active proof environment in which users can deductively verify properties of TLA+

specifications. TLAPS can be used from within the TLA+ Toolbox, an Eclipse-based
framework for the development of TLA+ specifications, supported by tools like the
TLC model checker [YML99], and a translator from the high-level algorithm lan-
guage PlusCal [Lam08] to TLA+. TLAPS is built around an application called the
Proof Manager, which generates proof obligations, and passes them to back-end
verifiers.
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At the time of starting this work, there were three available back-end provers with
different capabilities: Zenon [BDD07], a tableau prover for first-order logic with
equality that includes extensions for reasoning about sets and TLA+ functions;
Isabelle/TLA+, a faithful encoding of TLA+ in the Isabelle proof assistant [WPN08],
which provides automated proof methods based on first-order reasoning and rewrit-
ing; and a back-end called SimpleArithmetic that implements a decision procedure
for Presburger arithmetic. The Isabelle and Zenon back-ends have very limited sup-
port for arithmetic reasoning, while SimpleArithmetic handles only pure arithmetic
formulas, requiring the user to manually decompose the proofs until the correspond-
ing proof obligations fall within the respective fragments.

Proof support for TLA+ is more recent than the TLC model-checker. Therefore,
fewer case studies and applications exists for the moment. We can still mention
the verification of the Paxos consensus algorithm [Lam11], the Memoir [PLD+11]
security architecture, and the Pastry [LMW11, LMW+12] algorithm, which, as Chord
[SMK+01], is a protocol for distributed hash-tables over a ring topology.

In this work, we introduce a new generic back-end prover for TLAPS based on
ATP systems and SMT solvers, which is coupled with type systems and a type
construction algorithm for TLA+. Although many of our case studies fall in the
category of distributed systems, we consider safety-critical systems in the general
sense.

1.1. Motivation

TLA+ heavily relies on modeling data using sets and functions. Tuples and records,
which occur very often in TLA+ specifications, are defined as functions. Asser-
tions mixing first-order logic with sets, functions and arithmetic expressions arise
frequently in safety proofs of TLA+ specifications. First-order logic offers a fair
tradeoff between expressiveness and efficient automated reasoning. We thus focus
on two different classes of automated theorem provers based on first-order logic:
ATP systems and SMT solvers. Many TLA+ proof obligations making heavy use of
uninterpreted functions and quantified formulas can be handled by ATP systems.
Proof obligations including arithmetic expressions can often be handled by SMT
solvers.

The everyday use of TLAPS provides us with the examples that we use to illustrate
our motivations to improve its proving capabilities.

Example case one One of the first proofs ever carried out in TLAPS was the proof
that (a simplified version of) the well-known Bakery algorithm [Lam74] implements
mutual exclusion. Leslie Lamport wrote the proof as a way to test TLAPS. At
that moment, the only back-end provers available in TLAPS were Isabelle/TLA+
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and Zenon. Arithmetic and string reasoning was obtained by manually adding the
required axioms to the interactive proof.

The standard approach to prove that a safety property is an invariant is finding a
stronger inductive invariant that logically implies the one we want to prove. As a
comment in the specification, Lamport wrote that the inductive proof “is about 600
lines long (down from 1400 for the original version) and takes about 6 minutes to
process [it] (down from about 40 minutes on [my] laptop for the original version)”.
The Proof Manager generates 223 proof obligations corresponding to the lower levels
of the proof hierarchy.

He further comments about proving Bakery’s inductive invariant:

The proof of the last theorem took me about a week. I wrote it the way
I usually write such proofs, first breaking it down into checking that
each action preserves the invariant, then for each action checking that it
preserves each conjunct of the invariant. [...] No matter how trivial the
reasoning, Zenon and Isabelle require that quantifiers in a conclusion be
eliminated. And Isabelle sometimes needs to be led by the nose.

Even if a decision procedure for arithmetic had been available at that moment, the
proof would have been written practically with the same proof structure and in
almost the same length. Moreover, the deductive capabilities of Zenon and Isabelle
have not improved significantly since.

Now, we can replace the 600 lines of proof by a significantly shorter one. A user
would have to write one level of interactive proof to decompose the conjecture at
its first syntactical level, which basically corresponds to the disjunction of the eight
actions of the algorithm (this step can be also achieved with a couple of mouse-
clicks in the Toolbox). No extra lemmas are required, just the explicit expansion of
the necessary definitions. By instructing the Proof Manager to use the new backend,
the solvers succeed to find the proofs in a few seconds, depending on the SMT solver
that was invoked.

Example case two Memoir [PLD+11] is a generic security architecture, formally
verified by Douceur et al. [DLP+11] with TLAPS, when the first versions of the ATP
and SMT backends were not yet publicly available. Briefly, they demonstrated that
Memoir’s protocols preserve the property of state continuity for protected modules
of the architecture, meaning that a module’s state remains persistently and com-
pletely inviolate. Memoir’s specification can be considered to be a medium or large
specification by TLA+ standards: it contains 61 top-level definitions and 182 let-in
definitions in three refinement levels, with 3, 8, and 9 actions at each refinement
level. The specification makes heavy use of records, but the proofs do not require
any arithmetic reasoning. The verification of the safety, type-correctness and refine-
ment properties encompass 74 proofs of lemmas and theorems from which 5816
proof obligations are generated.
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The proofs were originally hand-written and then transcribed to TLA+ proofs. Dif-
ferent users have different styles of writing proofs, being hand-written or machine-
checked. The TLA+ proofs for Memoir are very detailed and could likely have been
compressed somewhat further with the available back-end provers at that moment,
although not as much as with the ATP and SMT backends.

For instance, the type-correctness proof of the first level specification is split in 424
smaller proof steps taking less than 8 seconds to prove it. The same interactive proof
can now be discharged by the default ATP system or SMT solver in one line of proof
step in less than 2 seconds. The user time and effort to write the TLA+ proof is thus
tremendously reduced.

Example case three Mathematical problems are conceptually deeper than proving
safety properties about algorithms. Almost always, they include at least some basic
arithmetic. As a toy example, consider a trivial theorem about the cardinality of sets,
informally stated as: “any finite set whose cardinality is equal to one is a singleton”.
In TLA+, it is written as follows:

theorem ∀S : IsFiniteSet(S ) ∧Cardinality(S ) = 1⇒ ∃m : S = {m}

The constant Cardinality is a unary operator, and IsFiniteSet is defined as:

IsFiniteSet(S )
∆
= ∃n ∈ Nat : ∃f : IsBijection(f , 1 .. n, S )

In turn, each conjunct that defines the predicate IsBijection(f , S ,T ) states that f is
(i) a function with domain S and codomain T , (ii) injective, and (iii) surjective:5

IsBijection(f , S ,T )
∆
= ∧ f ∈ [S → T ]
∧ ∀x , y ∈ S : (x ̸= y)⇒ (f [x ] ̸= f [y ])
∧ ∀y ∈ T : ∃x ∈ S : f [x ] = y

The definition of cardinality is given axiomatically, that is, a formula given as an
axiom over the TLA+ logic defines its semantics. The standard TLA+ module defines
the following formula named CardinalityAxiom. It expresses that for any variable S
that is a finite set, the cardinality of S is equal to some variable n if and only if n is a
natural number and there exists a bijection between the interval from 1 to n and the
set S :

axiom CardinalityAxiom
∆
=

∀S : IsFiniteSet(S )⇒
∀n : (n = Cardinality(S ))⇔ n ∈ Nat ∧ ∃f : IsBijection(f , 1 .. n, S )

5It is conventional in TLA+ to write conjunctions and disjunctions as multi-line bulleted lists, for
better presentation and to save parentheses.
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After inspecting the theorem statement and the above definitions, one can deduce
that the definition of IsFiniteSet is irrelevant for the proof’s validity (finiteness is
just required as a condition to apply CardinalityAxiom). As a user writing the proof,
one would expect to prove the theorem just by using CardinalityAxiom as a fact and
expanding the definition of IsBijection. In TLA+ this is expressed by writing after
the theorem statement:

by CardinalityAxiom def IsBijection

However, the default provers called by the Proof Manager, that is, Zenon and Isa-
belle, fail to find a proof. Then, the user would have to decompose the proof in
many steps and prove them separately. The proof would look like this:

⟨1⟩ suffices assume new S , IsFiniteSet(S ),Cardinality(S ) = 1
prove ∃m : S = {m}

obvious
⟨1⟩1. 1 .. 1 = {1}

by SimpleArithmetic
⟨1⟩2. pick f : IsBijection(f , 1 .. 1, S )

by CardinalityAxiom
⟨1⟩3. S = {f [1]}

by ⟨1⟩1, ⟨1⟩2 def IsBijection
⟨1⟩4. qed

by ⟨1⟩3

This detailed proof is straight-forward, but it requires the user to decompose it in
five steps to prove trivial arithmetic facts such as step ⟨1⟩1, where the expression
a .. b represents the set of integer numbers comprised between the expressions a
and b.

This example suggests that an automated prover handling simultaneously first-order
logic and arithmetic could be very useful in practice. As a matter of fact, the back-
end prover based on SMT solvers is able to discharge the proof obligation generated
from the above single-line TLA+ proof.

1.2. Challenges

The main goal of this thesis is to soundly and efficiently improve the automation ca-
pabilities of the proof development performed with the TLA+ Proof System. We fo-
cus only on the non-temporal fragment of the language, which is enough for proving
safety properties, including inductive invariants and refinement mappings [AL91].
In practical terms, less than 5% of a typical TLA+ specification contain temporal ex-
pressions, therefore the non-temporal part of a specification accounts for the major
part of the verification effort. Only trivial temporal-logic reasoning is needed for
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safety. To handle these cases, we can use a new decision procedure for propositional
temporal logic [DKL+14], very recently integrated in TLAPS.

The translation from TLA+ to first-order logic presents the first challenge of the
integration. Even if some of the employed encoding techniques can be found in
similar tools for other specification languages, the particularities of TLA+ make the
translation non-trivial:

∙ The TLA+ syntax allows to write absurd expressions such as 3 ∪ true, which
denotes a value, though unspecified. Moreover, there is no syntactical distinc-
tion between terms and formulas.

∙ Zermelo-Fraenkel set theory is not finitely axiomatizable in first-order logic,
unlike other formalizations of set theory such as von Neumann-Bernays-Gödel
(NBG). Specifically, the ZF axioms of set comprehension and replacement allow
the introduction of new sets through axioms schemas, i.e. axioms parameter-
ized by a predicate. Therefore, those set objects cannot be encoded directly in
first-order logic.

∙ Functions, which are defined axiomatically, are total and have a domain. This
means that a function applied to an element of its domain has the expected
value but, for any other argument, the function application still has a value, but
unspecified. In the same way, the behavior of arithmetic operators is specified
only for arguments that are integers or positive integers.

∙ TLA+ is equipped with a deterministic choice operator as a primitive element
of the language. It corresponds to Hilbert’s ε operator, which is difficult to
encode in a classical first-order setting.

Perhaps more challenging is the fact that TLA+ is an untyped language. Being
untyped makes a language very expressive and flexible for writing specifications,
but it also makes automated reasoning quite challenging. Not having types is part of
the idiosyncrasy of TLA+. The rationale behind this fundamental design principle
can be found in a paper by Lamport and Paulson [LP99]. Basically, they argue
that a type discipline in a high-level specification language restricts what can be
expressed in that language. Moreover, types complicate the task of the users writing
the specifications. TLA+ is user oriented, in the sense that it focuses on providing
users a compromise of a simple, yet very expressive, specification language. A type
discipline can lead to an early detection of syntactic errors, but more importantly for
our purposes, it benefits the deductive capabilities of the reasoning tools. If it can be
avoided, the task of dealing with the complications of a lack of a type system should
rest on the tool developers, instead of forcing the users to adapt their specifications
to the burden of types. Since SMT input languages are sorted, a second challenge
consists in automatically assigning types to the sub-expressions of a TLA+ proof
obligation. In the following we will use the terms type and sort interchangeably.
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1.3. Related work

Over the past years there have been several efforts to integrate interactive and auto-
mated theorem provers. One of the main components of any integration is the defi-
nition of the translation from the logic of the specification language to the input lan-
guage of the external provers. Most automated theorem provers are based on (typed
or untyped) first-order logic, while the proof assistants are generally founded on
variants of Church’s higher-order logic or Martin-Löf’s type theory, which are foun-
dational alternatives to set theory. Therefore, many integrations for these kind of sys-
tems exist in the literature, for instance in Coq [AF06, AGST10, BCP11, AFG+11], in
Isabelle/HOL [Hur03, MP06, FMM+06, PB10, BBN11, BBP13], in HOL Light [KU13],
in PVS [Dd06], or in ACL2 [RH06]. Only a few formalisms are based on set the-
ory, namely Z [Spi92], B [Abr10], Mizar [lM93], Isabelle/ZF [Pau93], and Meta-
math [Meg07].

Specification formalisms almost always exploit types in some way, either explicitly
or implicitly. Except TLA+ and Isabelle/ZF (described below), the only other for-
mal language that does not have any kind of type system, as far as we know, is
ACL2 [KMM00]. In short, ACL2 is an applicative programming language based on
Common Lisp. In an untyped language like set theory, one writes x ∈ Int to express
that a variable x is an integer. In ACL2, one relies on the predicate (integerp x ),
which is true if and only if x is an integer number.

In the rest of this section we compare TLA+ and TLAPS with three formal languages
and their respective tools and proof environments: the B method, Mizar, and Isa-
belle/ZF. We consider these three systems as the most relevant and established set
theory-based languages [Wie06]. Apart from being based on some variant of set
theory, they integrate external first-order automated provers. The technical details
about the translation to first-order languages and how they treat types will be given
respectively in the chapters 4 and 5, where that information is relevant.

B The (classical) B and Event-B methods [Abr10] are modeling notations founded
on the concept of refinement to represent systems at different abstraction levels. Like
TLA+, B models represent abstract state machines. The B languages are also based
on Zermelo-Fraenkel set theory, although in a somewhat weaker version, because
terms and functions have monomorphic types in the style of MS-FOL, thus greatly
simplifying the translations to SMT languages. Another difference is that functions
are defined as binary relations, as is typical in set theory.

Deductive proofs for B models are mainly performed to verify safety properties and
consistency between refinement levels. The Eclipse-based Rodin toolset [ABH+10]
for Event-B generates proof obligations that can either be proved interactively or they
can be discharged to SMT solvers, which are used as oracles. Rodin incorporates two
plugins to translate to SMT languages: ppTrans by Konrad et al. [KV12] and, another
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one incidentally called SMT solvers by Deharbe et al. [DFGV12]. Atelier-B is a similar
tool aimed at the verification of industrial B models. Mentre et al. [MMFA12] pro-
posed Why3 as an interface to discharge Atelier-B proof obligations to different SMT
solvers. The recent BWare project by Delahaye et al. [DDMM14] aims at building a
generic verification platform based on Why3 as a proxy for discharging proof obli-
gations to first-order provers and SMT solvers. Unlike previous tools, BWare adopts
a skeptic approach. It requires the external theorem provers to return proof objects,
with the goal of checking them independently in logical frameworks such as Coq or
Dedukti.

Pro-B [PL12] is another related platform which includes an animator, a model-
checker and a constraint solver for Event-B. It relies on Kodkod, the Alloy Ana-
lyzer’s [Jac12] backend, to do constraint solving over the first-order fragment of the
language, and on the Pro-B kernel for the rest. It can translate TLA+ modules to
Event-B [HL12] (and back) allowing TLA+ users to use the Pro-B tools.

Mizar The longstanding Mizar project [lM93] provides one of the largest available
libraries of formalized mathematics, mechanically verified by the Mizar checker. Its
architecture, and the way it integrates external provers, is quite different than that of
TLAPS. But as a set-theoretic language, it has some points in common with the un-
derlying logic of TLA+. The Mizar language is based on first-order predicate logic
extended with schematic axioms to be able to deal with the comprehension and
replacement axiom schemes of ZF set theory, and with Hilbert’s choice operator.6

Semantically all objects are sets, but contrary to standard set theory axiomatizations,
the Mizar language is typed [Wie07]. Every quantified or declared variable is ac-
companied, possibly implicitly, by a type annotation, even when types do not play
any foundational role in the system. In particular, it implements a powerful type
system with dependent types.

Earlier Mizar tools MoMM and Proof Advisor based on first-order theorem provers,
apply machine learning techniques to search the entire MML library for similar
already-proved theorems, which are then provided as hints to prove new conjec-
tures. The more recent MizAR (Automated Reasoning for Mizar) tool suite [Urb08],
attaches several automated reasoning and presentation tools to the Mizar system. It
relies on a web service, inspired by SystemOnTPTP [Sut00], that invokes external
ATP systems. The ATP integration is also exploited to do cross-verification of the
Mizar library in different theorem provers. There is no integration of Mizar with
SMT solvers that we know of.

Isabelle Isabelle [WPN08] is an LCF-style theorem prover based on a generic logical
framework called Isabelle/Pure. Object-logics such as Isabelle/TLA+, Isabelle/ZF

6Mizar’s set theory is called Tarski-Grothendieck set theory, which is ZF plus an extra axiom from
which the Axiom of Choice can be derived.
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[Pau93], and Isabelle/HOL [NPW02] are instantiations over the meta-theory of Isa-
belle/Pure. Isabelle/ZF axiomatizes classical Zermelo-Fraenkel set theory with the
Axiom of Choice, and it is mainly used for formalizing pure mathematics. Except for
terms and formulas, which are defined as different syntactical entities, Isabelle/ZF
is untyped. On the other hand, Isabelle/HOL is an encoding of polymorphic higher-
order logic.

The proof language of Isabelle, which is called Isar [Wen07], as well as that of TLA+,
are hierarchical and declarative, allowing the combination of structured proofs with
the invocation at the lowest proof levels of automatic theorem provers and decision
procedures. Isar and TLA+ proofs have some differences that encourage different
styles of proof development in each case. For instance, Isar users have more con-
trol on how to invoke the back-end tools, and they can accumulate facts instead
of citing proof steps by their name, allowing a more linear, rather than hierarchi-
cal, proof development. Isabelle is equipped with several native automatic proof
tools, including decision procedures for arithmetic, a term-rewriting engine called
Simplifier [Nip89], and a tableau prover [Pau99].

Sledgehammer [PB10] is a sophisticated tool for Isabelle/HOL that automates the
invocation of external first-order ATP systems and SMT solvers. The underlying
logic of Isabelle/HOL entails a quite different encoding into first-order languages
than set theory. This is one of the reasons why Sledgehammer is not available for
Isabelle/ZF. Despite that, most Isabelle/HOL formulas fall in the first-order domain,
using only a few higher-order features [MP08].

Unusually, but inspired by a previous integration of the first-order prover Metis and
HOL4 [Hur03], the first implementation of the translation to the input format of
automated theorem provers was allowed to be unsound: types were not attached to
every term, only enough type information was encoded to enforce correct type class
reasoning [MP06]. This is sufficient because proofs are rechecked by Isabelle’s infer-
ence kernel, thus soundness is not crucial. The current implementation safely erases
most type information by inferring type monotonicity [BK11, CLS11], resulting in a
sound encoding [BBN11]. The automated provers can be executed in parallel, either
locally or remotely via the SystemOnTPTP [Sut00] web service.

One of Sledgehammer’s most important features is one-click invocation, which is
also inherent to the TLA+ proof language and to the architecture of TLAPS. The
difference is that Sledgehammer implements a symbol-based relevance filter that
heuristically collects a potentially useful set of a few hundred lemmas from ex-
isting libraries to attach to the translations. TLAPS libraries are currently under
development, so users have to manually identify relevant facts and add these facts
themselves to the interactive proof.
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1.4. Contributions

The first contribution of this thesis is a solution to the integration of ATP systems
and SMT solvers to the TLA+ proof environment (Chapter 4). The external theorem
provers are integrated as oracles, meaning that we consider them sound and bug-
free (at least for now). The integration has two main components. The first one is a
sound translation of a significant fragment of TLA+ formulas to unsorted and many-
sorted first-order logic. The set theoretical fragment of the language is encoded
using a unique sort (allowing set of sets), while sorted theories like arithmetic are
homomorphically injected into the single-sorted formulas. However, set theoretical
objects that are defined by axiom schemas cannot be finitely encoded in first-order
logic. For instance, in the set {x ∈ S : P(x )}, which contains the elements of S
satisfying P , the predicate P would be quantified as a second-order variable. The
second component of the integration encompasses preprocessing and optimization
techniques to make the translation efficient and feasible for all TLA+ constructs,
including the choose operator. Among them, a confluent term-rewriting engine
that takes TLA+ expressions to basic normal form is coupled with an abstraction
method that removes complex and untranslatable TLA+ expressions from the proof
obligation.

The second main contribution is the formal definition of two type systems for un-
typed set theory, extended to all relevant TLA+ expressions (Chapter 5). In this
approach, a constraint-based type synthesis algorithm takes a TLA+ expression and
decorates it with types. This happens behind the scenes: TLA+ users never see any
type annotation, which is used only internally by TLAPS to improve the above trans-
lation. In a first approach to the translation, which we call “untyped”, we use only
one sort to encode all TLA+ expressions except for sorted theories. In this way, type
inference is essentially delegated to the solvers through the encoding.

The first type system for TLA+ is based on elementary types, i.e. types that are on
a par with the sorts of many-sorted first-order logic. This type system is simple and
results in a decidable algorithm for constructing types, but it over-approximates the
values of TLA+ expressions. Thus, extra checks need to be added to the encod-
ing, for instance to make sure that a function’s argument belongs to the function’s
domain. The second type system expands the previous one with dependent and
refinement types, which captures very precisely the values represented by the TLA+

terms, at the expense of undecidability of type construction. While the above “un-
typed” encoding can be used to deal with the non-typable expressions, the precise
types opportunely allow to further simplify the translations. In particular, the do-
main checks for the previous type system are no longer needed. This technique for
untyped languages may be of independent interest.

Additionally, the above results have been realized in a new generic back-end prover
based on ATP systems and SMT solvers for TLAPS. We say it is generic because it
is not tailored to improve the performance of a specific prover. Instead, any external
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prover that accepts the standard input languages of ATP systems and SMT solvers
can be plugged to TLAPS. We provide experimental evidence showing that our
approach is feasible in practice (Chapter 6).

Several of the contributions described here have been presented at conferences and
workshops. The work in this thesis consolidates and improves upon preliminary
ideas and results presented in the publications [MV12a], [MV12b], and [MV14].

1.5. Overview

The rest of this thesis is organized as follows:

∙ Chapter 2 describes the TLA+ specification language, the TLA+ proof lan-
guage and TLA+’s proof tools. First, we formally describe the logic under-
lying the TLA+ fragment under consideration in this document. As a minor
contribution, we formally describe the syntax and semantics of the set theo-
retic fragment of TLA+, and analyze to which variant of ZFC set theory TLA+

belongs. By way of a running toy example, we present a typical specification
with its properties, and then we describe the proof language, and the TLA+

Proof System.

∙ Chapter 3 briefly describes the main languages, concepts, and techniques of
automated theorem provers based on first-order logic. In particular, we de-
scribe the underlying unsorted and many-sorted first-order logics in which
the theorem provers operate, their standard input languages, and the internal
workings of the ATP systems and SMT solvers.

∙ Chapter 4 presents the generic integration framework for automated theorem
provers in TLAPS and its main component, the translation to unsorted and
many-sorted first-order logics.

∙ Chapter 5 describes the two new type systems for TLA+, including typing
rules, soundness results, and the constraint-based type synthesis algorithm.

∙ Chapter 6 presents experimental evaluation of the ATP and SMT back-end
prover, which implement the encoding methods and the type systems of the
previous two chapters.

∙ Chapter 7 concludes and gives directions for future work.

The main results of this thesis are in Chapters 4 and 5, which can be read indepen-
dently.
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TLA+ and its proof tools
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One good definition is worth three
theorems.

Alfred Adler, 1972

The specification language TLA+ [Lam02] provides a concrete syntax on top of its
logical foundation, the temporal logic of actions (TLA), which describes dynamic
behaviors of state-transition systems. Specifically, TLA is a variant of linear-time
temporal logic [AM96] coupled with a modal priming operator ′ for specifying the
state transitions. A state of a system is an assignment of values to variables x1, . . . , xn .
Each event or step of the system is defined as a transition from one state to another.
An action asserts a relation between two states through a transition predicate on
variables x1, . . . , xn and x ′1, . . . , x ′n . Given a pair of states (x , x ′), the unprimed vari-
able x refers to the value of x in the first state, and the primed variable x ′ refers
to the value of x in the second state. TLA+ specifications are organized in modules,
which belong to the extra-logical part of the language. TLA is parameterized by an
underlying first-order language. In the case of TLA+, that language is a variant of
Zermelo-Fraenkel set theory with the axiom of choice, which is used to specify the
systems’ data structures.

In addition, TLA+ is extended with a notation for writing hierarchical proofs. The
TLA+ Proof System (TLAPS) interactive environment interprets those proofs to gen-
erate proof obligations, which are discharged to be proved by back-end verifiers.
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Chapter 2. TLA+ and its proof tools

Primed expressions, modules and macro definitions are irrelevant in our context
because the Proof Manager application “flattens out” these expressions before gen-
erating the proof obligations.

Chapter overview Section 2.1 presents the underlying logic of TLA+ over which we
will work in the rest of this document. In Section 2.2, with the help of a toy example,
we describe a TLA+ specification to introduce some basic concepts. In Section 2.3,
we continue developing the running example to present the TLA+ Proof System and
to show how it generates proof obligations.

2.1. Underlying logic

The logical foundations of TLA+ are the TLA logic and a variant of ZFC set theory.
We are interested in the language of the proof obligations generated by the TLA+

Proof System, in particular its non-temporal fragment. In TLA+ terminology, we are
only considering the language at the state level,1 which includes constants, constant
operators, and unprimed variables. A proof obligation, which we define in detail
below, is a TLA+ sequent containing state-level expressions and possibly primed
variables or primed operators. If a primed variable x ′ appears in a proof obligation,
we simply consider it as a different symbol than the variable symbol x . The same
applies for primed operators.

For a complete presentation of the TLA+ language, we refer the reader to [Lam02,
Sec. 16], which can be considered the “official” description of the language. The
language we describe is an extension of first-order logic with equality. The main dif-
ference with standard fist-order logic is that predicate and function symbols belong
to the single entity of TLA+ operators. We start by defining the syntax and semantics
of the first-order fragment over which the set theoretical axioms are defined. Then,
we add the choice operator and gradually append other constructs.

TLA+ syntax

We assume given two non-empty, infinite, and disjoint collections

∙ 𝒱 of variable symbols, and

1In TLA, expressions are categorized in four levels, hierarchically ordered as follows: constant ⊆
state ⊆ transition ⊆ temporal. Constant-level expressions contain only rigid variables (a.k.a. con-
stants). Flexible variables belong to the state level. Primed expressions may occur at the transition
level. A temporal-level expression may contain any TLA operator, i.e. it is a temporal formula.
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∙ 𝒪 of operator symbols,2

and a function

∙ ar : 𝒪 →N that assigns a non-negative number, the arity, to each symbol in 𝒪.

Together, they define a TLA+ signature ⟨𝒱 ,𝒪, ar⟩ that fixes an alphabet of non-
logical symbols. We consider 𝒱 and 𝒪 as fixed collections of built-in and user-
defined symbols, pre-existing in each generated proof obligation. Note that these
“variables” are not the state variables mentioned before, but variables of ordinary
logic (more precisely, the rigid variables of modal logic), and they are among the
“constants” of TLA+.

The only syntactical category in the language is the expression. Only for presen-
tational purposes we distinguish among them terms, formulas and set-objects. An
expression e is inductively defined by the following grammar:

e ::= v | w(e, ..., e) (terms)
| false | e ⇒ e | ∀v : e | e = e | e ∈ e (formulas)
| {} | {e, e} | subset s | union s | {v ∈ e : e} | {e : v ∈ e} (sets)

A term is a variable symbol v in 𝒱 or an arity-consistent application of an operator
symbol w in 𝒪 to expressions. Nullary operator symbols c are called constants, and
are written c instead of c().

Formulas are built from false, implication and universal quantification, and from the
binary operators = and ∈ which are the two non-logical primitive symbols of the
language, set aside the set objects. From these formulas, we can define the familiar
constant true, the unary connective ¬, the binary connectives ∧, ∨, ⇔, and the
existential quantifier ∃.

In standard set theory, sets are constructed from axioms that state their existence.
Here, we add the set constructors as primitive objects of the language, and later we
define their semantics axiomatically. The set objects are the empty set, the pairing set,
the power set, the generalized union, and two forms of set comprehension. The enu-
meration set {e1, . . . , en}, with n ≥ 1, can be defined using pairs and union. Since
TLA+ is a set-theoretic language, every expression —including formulas, functions,
numbers, etc.— denotes a set.

Other familiar set expressions can be defined from the above: e1 ∪ e2 (union), e1 ∩ e2
(intersection), and e1 ∖ e2 (set difference). TLA+ also defines the abbreviations:

x ̸= y
∆
= ¬(x = y) S ⊆ T

∆
= ∀x ∈ S : x ∈ T ∃x ∈ S : e ∆

= ∃x : x ∈ S ∧ e

x ̸∈ y
∆
= ¬(x ∈ y) boolean ∆

= {true, false} ∀x ∈ S : e ∆
= ∀x : x ∈ S ⇒ e

2TLA+ operator symbols correspond to the standard function and predicate symbols of first-order
logic but we reserve the term “function” for TLA+ functional values.
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The definition of free variables is the usual one for first-order logic over the set of
variable symbols 𝒱 . We note FV (e) the free variables of an expression e. We addi-
tionally define variable substitution in the usual way, and substitution for operators
when applied only to variables. These definitions are for terms and formulas only.
The extension to set objects and other expressions is straightforward.

Definition 1 (Variable substitution). Given two TLA+ expressions e1 and e2, and x a free
variable of e1. The expression e1[x ← e2] is inductively defined as follows on e1:

x [x ← e2]
∆
= e2

y [x ← e2]
∆
= y

o(e1, . . . , en)[x ← e2]
∆
= o(e1[x ← e2], . . . , en [x ← e2])

false[x ← e2]
∆
= false

(φ1 ⇒ φ2)[x ← e2]
∆
= (φ1[x ← e2])⇒ (φ2[x ← e2])

(∀y : φ)[x ← e2]
∆
= ∀z : (φ[y ← z ][x ← e2]) (where z is a fresh variable)

(e = f )[x ← e2]
∆
= (e [x ← e2]) = (f [x ← e2])

(e ∈ f )[x ← e2]
∆
= (e [x ← e2]) ∈ (f [x ← e2])

TLA+ first-order semantics

The standard semantics of TLA+ offers three different alternatives to interpret ex-
pressions. We adopt the liberal interpretation, as defined in [Lam94b, Sec. 16.1.3], in
contrast to the moderate and to the conservative interpretations. In the liberal inter-
pretation, an expression like 42⇒ {} always has a truth value, but it is not specified
if that value is true or false. In the conservative and moderate interpretations, the
value of 42 ⇒ {} is completely unspecified. Only in the moderate and liberal in-
terpretation, the expression false ⇒ {} has a Boolean value, and that value is true.
In the liberal interpretation, all the ordinary laws of logic, such as commutativity of
∧, and any tautology of propositional or predicate logic, are valid, even when the
arguments are not guaranteed to be Boolean.

We formally define the first-order semantics of TLA+ as an extension to the standard
semantics of first-order logic with equality. Let a TLA+ model or structure ℳ be a
triple ⟨𝒟, υ, ℐ⟩, which is composed of:

∙ a countably infinite set 𝒟 called the domain or universe of discourse, which con-
tains two fixed, distinguished symbols T and F denoting truth values, such
that T ̸= F,

∙ a valuation function υ : 𝒱 → 𝒟 that assigns to each non-logical variable symbol
an element in the domain, and

∙ an interpretation function ℐ that assigns to each operator symbol o ∈ 𝒪 a func-
tion ℐ(o) : 𝒟ar(o) → 𝒟.
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With this in mind, we define the truth valuation of TLA+ expressions in the standard
Tarskian way, with the aid of a function assigning universal values to expressions. In
the following, let υ⊕ (x ↦→ d) be the valuation function equal to υ for all variables
in 𝒱 except for x , where it maps x to d .

Definition 2 (Truth value and universal value). We define the interpretation of TLA+

expressions with two mutually recursive valuation functions, both defined under a model
ℳ = ⟨𝒟, υ, ℐ⟩. The truth value of an expression e, noted truthℳ(e) or truth𝒟,υ,ℐ(e), is
defined by:

truthℳ(x ) = valℳ(x ) iff valℳ(x ) is T or F
truthℳ(o(e1, . . . , en)) = valℳ(o(e1, . . . , en)) iff valℳ(o(e1, . . . , en)) is T or F
truthℳ(false) = F
truthℳ(φ1 ⇒ φ2) = F iff truthℳ(φ1) is T and truthℳ(φ2) is F, or T otherwise
truthℳ(∀x : φ) = T iff truth𝒟,ℐ ,υ⊕(x ↦→d)(φ) is T for all d ∈ 𝒟, or F otherwise
truthℳ(e1 = e2) = T iff valℳ(e1) is equal to valℳ(e2), or F otherwise

and the universal value of an expression e, noted valℳ(e), is defined by:

valℳ(x ) = υ(x )
valℳ(o(e1, . . . , en)) = ℐ(o)(valℳ(e1), . . . , valℳ(en))
valℳ(false) = F
valℳ(φ1 ⇒ φ2) = truthℳ(φ1 ⇒ φ2)
valℳ(∀x : φ) = truthℳ(∀x : φ)
valℳ(e1 = e2) = truthℳ(e1 = e2)

The truth and universal value of any other expression is unspecified. The truth value
of a variable or an applied operator is defined only when the universal value is T
or F. The universal value of any expression is an element of 𝒟, while the truth value,
if defined, is either T or F.

We say that an expression e is valid in a model ℳ = ⟨𝒟, υ, ℐ⟩, noted ℳ |= e, iff
truthℳ(e) is T under ℳ. If truthℳ(e) is F, we note it ℳ ̸|= e. An expression e
is valid, noted |= e, iff truth𝒟,υ,ℐ(e) = T in every model ⟨𝒟, υ, ℐ⟩, that is, for any
domain 𝒟, interpretation ℐ , and valuation υ. An expression e is called satisfiable iff
there exists a model ℳ such that ℳ |= e. Otherwise, the expression e is unsatisfi-
able.

TLA+ set theory

We axiomatically build TLA+ set theory on our first-order language, where equality
is an interpreted relation, by adding the primitive concept of set membership. We
first take the essential axiom of extensionality:

(extensionality) (∀x : x ∈ S ⇔ x ∈ T )⇒ S = T (2.1)
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The truth and universal values for set expressions are unspecified. In order to give
them a meaning, we also take as axioms the universal closure of the propositions:

(power set) S ∈ subset T ⇔ ∀x ∈ S : x ∈ T (2.2)
(union) x ∈ union S ⇔ ∃T ∈ S : x ∈ T (2.3)
(empty set) x ∈ {} ⇔ false (2.4)
(pairing) x ∈ {e1, e2} ⇔ x = e1 ∨ x = e2 (2.5)

together with the following axiom schemas:

(comprehension1) x ∈ {y ∈ S : P(y)} ⇔ x ∈ S ∧ P(x ) (2.6)
(comprehension2) x ∈ {e(y) : y ∈ S} ⇔ ∃y ∈ S : x = e(y) (2.7)

where P and e are schematic variables, meaning that they can be instantiated by
countably infinite expressions. In a second-order setting, P and e would be simply
second-order variables.

TLA+ as a variant of ZF set theory It is usually said that the set theory of TLA+

is a variant of Zermelo-Fraenkel (ZF) set theory. In the following, we briefly analyze
and try to clarify to which set-theoretical variant TLA+ belongs. The rest of this
sub-section can be safely ignored.

The first syntactical difference, as mentioned before, is that the standard axioms
assert the existence of the sets, while TLA+ set objects are part of its logical symbols.
The axioms of Zermelo (Z) set theory are: extensionality (the axiom 2.1), power-set
(corresponding to 2.2), union (2.3), pairing (2.5),3 bounded comprehension (2.6), and
infinity. The axiom of infinity says that there exists a set I such that

{} ∈ I ∧ ∀x ∈ I : x ∪ {x} ∈ I .

That is, I is constructed from the empty set (which can be interpreted as the num-
ber 0), and further elements (interpreted as successive numbers) are added induc-
tively. The axiom of infinity corresponds in TLA+ to the set Nat of natural numbers,
which we will add later to our fragment. Originally, Zermelo included the axiom of
choice (AC) in his set theory, now usually labelled ZC set theory. Incidentally, the
axioms (2.1-2.6) plus the axiom of infinity, called MacLane set theory, is a suitable
fragment to formalize large parts of mathematics [Lan86].

Z set theory can be extended to ZF set theory by adding the axiom of regularity and
the axiom schema of replacement. The axiom of regularity (also called foundation)
says that ∈ is a well-founded relation on 𝒟. Equivalently, it states that every non-
empty set S contains an element that is disjoint from S :

∀S : S ̸= {} ⇒ ∃x ∈ S : x ∩ S = {}.
3Originally, it was the axiom of elementary sets, i.e. singletons. Now, a singleton {x} is usually

encoded as a pair {x , x}.
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This is the axiom’s most common presentation. From it, we can derive, for instance,
the property that no set is a member of itself.4 As stated by Kunen [Kun80, Chap. 3],
the axiom of foundation is “totally irrelevant” in ordinary mathematics, having “no
real application”. It is only useful, but not essential, to prove some properties about
ordinals. Therefore, it is safe to omit the axiom of regularity in our encoding of TLA+

problems in first-order logic. ZF without regularity is commonly labelled ZF−.

The standard axiom schema of replacement says that, given an expression S and a
binary predicate φ, such that φ is single-valued for any x in S , i.e.

∀x ∈ S : ∀y , z : φ(x , y) ∧ φ(x , z )⇒ y = z ,

then there exists a set object ℛ(S , φ), and that x ∈ ℛ(S , φ) ⇔ ∃y ∈ S : φ(x , y).
The axiom schema of bounded comprehension (also called separation or specification,
corresponding to 2.6) is implied by the axiom schema of replacement and the axiom
of empty set (2.4). Furthermore, both set comprehension objects (referred in 2.6
and 2.7) are instances of the axiom schema of replacement: taking the two single-
valued predicates

φ1(x , y) ∆
= x = y ∧ P(y) and φ2(x , y) ∆

= x = e(y),

we can define

{y ∈ S : P(y)} ∆
= ℛ(S , φ1) and {e(y) : y ∈ S} ∆

= ℛ(S , φ2).

Other constructs

Choice Another primitive expression of standard TLA+ is Hilbert’s choice oper-
ator ε, written choose x : P(x ), that denotes an arbitrary but fixed value x such
that P(x ) is true, if such value exists. If no such x exists, then the expression has a
completely arbitrary value.

e ::= · · · | choose x : P(x )

The semantics of choose are expressed by the following axiom schemas. In particu-
lar, the first one gives an alternative way of defining quantifiers, and the second one
expresses choose’s extensionality by assigning the same witness value to equivalent
formulas P and Q .(

∃x : P(x )
)
⇔ P

(
choose x : P(x )

)
(2.8)(

∀x : P(x )⇔ Q(x )
)
⇒

(
choose x : P(x )

)
=
(
choose x : Q(x )

)
(2.9)

4Proof: in the case where S is {x}, for some set x , the only element in {x} is x , which by regularity
must be disjoint from {x}: x ∩ {x} = {}. Then, it is not possible to have x ∈ x .
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The choose operator with the axiom (2.8) is equivalent to Hilbert’s ε operator, which
is non-deterministic, thereby representing a form of the axiom of choice [AZ13].
From axiom (2.9) note that, if for some predicate P , the formula ∃x : P(x ) does not
hold, or equivalently, ∀x : P(x )⇔ false holds, then

(choose x : P(x )) = (choose x : false).

Consequently, the expression choose x : false and all its equivalent forms represent
a unique value.

In the following, we extend the TLA+ grammar with expressions defined axiomati-
cally on top of set theory.

Functions As a first extension of this purely set-theoretic fragment, we now intro-
duce (total) functions.

e ::= · · · | e [e ] | domain e | [v ∈ e ↦→ e ] | [e except ![e ] = e ] | [e → e ]

In principle, all well-formed terms denote sets, but some of those expressions are
used as functions, as they are called in TLA+. Functions are then those terms f that
satisfy a special predicate IsAFcn(f ). The predicate

IsAFcn(f )
∆
= f = [x ∈ domain f ↦→ f [x ]]

characterizes the TLA+ value of f as being a function. Note that it is possible to
quantify over (terms representing) functions.

In standard set theory, functions are defined as binary relations (i.e. sets of pairs)
restricted so that each element of the domain is mapped to a unique element in
the range of the relation. TLA+ instead introduces functions axiomatically using
three primitive constructs. The expression f [e ] denotes the result of applying the
function f to the expression e, domain f denotes the domain of f , and the expression
[x ∈ S ↦→ e ] denotes the function f with domain S such that f [x ] = e, for any x ∈ S .
For x ̸∈ S , the value of f [x ] is unspecified. In this way, no function application of
any expression to any other expression can be discarded as syntactically incorrect.

Functions are governed by the axiom

f = [x ∈ S ↦→ e ] ⇔ ∧ IsAFcn(f )
∧ domain f = S
∧ ∀y ∈ S : f [y ] = e [x ← y ]

(2.10)

From this axiom and set extensionality (2.1) we can derive the property of function
extensionality:

∀f , g : ∧ IsAFcn(f ) ∧ IsAFcn(g)
∧ domain f = domain g
∧ ∀x ∈ domain f : f [x ] = g [x ]
⇒ f = g

(2.11)
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In addition, the construct for function-update [f except ![d ] = e ] denotes the func-
tion f̂ equal to f except that f̂ [d ] = e when d ∈ domain f , and the expression [S → T ]
denotes the set of all functions with domain S and codomain T :

[f except ![d ] = e ]
∆
= [y ∈ domain f ↦→ if y = d then e else f [y ]] (2.12)

[S → T ]
∆
= {[x ∈ S ↦→ y ] : y ∈ T} (2.13)

Arithmetic TLA+’s grammar is further extended with arithmetic expressions.

e ::= · · · | 0 | 1 | 2 | . . . | Int | − e | e + e | e − e | e * e | e % e | e ÷ e | e < e

Natural numbers are primitive symbols, Int denotes the set of integer numbers,
and the operators +, −, *, and < are interpreted in the standard way when their
arguments are integers. When a is an integer and b a positive integer, a÷ b and a % b
denote the integer quotient and the remainder between a and b, respectively. The
standard modules also define the set of natural numbers Nat (as the set “choose
a set satisfying Peano’s axioms”) and the interval between two integer numbers
a .. b ∆

= {n ∈ Int : a ≤ n ∧ n ≤ b}, where a ≤ b is defined as a = b ∨ a < b.

Miscellaneous constructs Finally, TLA+ includes conditional expressions, strings,
tuples and records. The syntactic category c represents single characters and s rep-
resents strings.

e ::= · · ·
| if e then e else e
| case e → e � · · · � e → e | case e → e � · · · � e → e � other e
| ⟨e, . . . , e⟩ | e × . . .× e
| “c . . . c”
| e.s | [s ↦→ e, . . . , s ↦→ e ] | [s : e, . . . , s : e ]

The semantics of the conditional constructs if-then-else and case are formally de-
fined in terms of choose:

if c then e1 else e2
∆
=

choose v : (c ⇒ (v = e1)) ∧ (¬c ⇒ (v = e2)) (2.14)
case c1 → e1 � · · · � cn → en

∆
=

choose v : (c1 ∧ (v = e1)) ∨ · · · ∨ (cn ∧ (v = en)) (2.15)
case c1 → e1 � · · · � cn → en � other e

∆
=

case c1 → e1 � · · · � cn → en � ¬(c1 ∨ · · · ∨ cn)→ e (2.16)
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In TLA+, an n-tuple ⟨e1, . . . , en⟩ is a function whose domain is the interval of integer
numbers from 1 to n, where ⟨e1, . . . , en⟩[i ] = ei , for 1 ≤ i ≤ n. Thus, the function
application construct [ ] is used for tuple projection as well.

⟨e1, . . . , en⟩
∆
= [y ∈ 1..n ↦→ case (y = 1)→ e1

� . . .
� (y = n)→ en ]

(2.17)

S1 × . . .× Sn
∆
= {⟨y1, . . . , yn⟩ : y1 ∈ S1, . . . , yn ∈ Sn} (2.18)

The 0-tuple ⟨ ⟩ ∆
= [x ∈ {} ↦→ {}] is the unique function having an empty domain.

TLA+ defines a string to be a tuple of characters. Although there is no special syntax
for writing characters, the TLA+ semantics does specify that characters are different
from one another.

Records are functions whose domain is a finite set of strings, representing the record
fields. Record selection r .h is a shorthand for r [“h”], for any expression r and field
identifier h. The following rules define explicit record construction and the set of
records, respectively.

[h1 ↦→ e1, . . . , hn ↦→ en ]
∆
= [y ∈ {“h1”, . . . , “hn”} ↦→

case (y = “h1”)→ e1
� . . .
� (y = “hn”)→ en ]

(2.19)

[h1 : S1, . . . , hn : Sn ]
∆
= {[h1 ↦→ y1, . . . , hn ↦→ yn ] : (2.20)

y1 ∈ S1, . . . , yn ∈ Sn}

2.2. Specifications

In order to give a better understanding of the nature of TLA+ proofs described in
the following section, we show how does a TLA+ specification and its properties
look like by way of a small well-known example. Our case study is the proof that
Peterson’s algorithm [Pet81] implements mutual exclusion, meaning that no two
processes are in their critical sections at the same time.

In order to make the algorithm easier to assimilate for a TLA+ novice, we present
it first in PlusCal [Lam08], a high-level algorithm language that is based on TLA+.
The actual TLA+ specification is described in the following sub-section. The PlusCal
code is written inside a comment in a TLA+ module. The variables and operators
declared, defined, or imported in that module can be freely used in the PlusCal code.
The PlusCal translator, accessible through a Toolbox menu, parses the PlusCal code
and automatically generates a TLA+ specification, which is what we reason about.
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--algorithm Peterson {
variables flag = [i ∈ {0, 1} ↦→ false], turn = 0;
process (proc ∈ {0, 1}) {

a0: while (true) {
a1: flag [self ] := true;
a2: turn := Not(self );

a3a: if (flag [Not(self )]) {goto a3b} else {goto cs};
a3b: if (turn = Not(self )) {goto a3a} else {goto cs};
cs : skip; ∖* critical section
a4: flag [self ] := false;
} ∖* end while

} ∖* end process
} ∖* end algorithm

Figure 2.1.: Peterson’s algorithm in PlusCal

Peterson’s algorithm allows two processes, called 0 and 1, to share a single resource
—the access to the critical section— while communicating only through shared
memory, represented by global variables. The algorithm’s code in PlusCal is shown
in Figure 2.1 and should be easy enough for the reader to figure out its meaning with
the following brief explanation. The operator Not is defined in the TLA+ module
as

Not(i)
∆
= if i = 0 then 1 else 0

The variables statement declares the global variables and their initial values. To spec-
ify a multiprocess algorithm, it is necessary to specify what its atomic actions are. In
PlusCal, an execution from one label to the next constitutes an atomic action, which
in turn corresponds to exactly one TLA+ action. Comments are written between the
characters \* and the end of the line.

2.2.1. Specification structure

The TLA+ specification of an algorithm or a computer system is represented by a
single temporal formula, often named Spec,5 stating a predicate on behaviors. A
behavior is an infinite sequence of states (i.e. an assignment of values to variables),
with the steps of a behavior being its successive pairs of states. The core of a spec-
ification consists of a predicate that describes the initial state, traditionally named

5 A typical TLA+ specification follows the structure given by Spec, as in the example’s translation.
The language and the back-end provers do not impose any restriction in the way one constructs
specifications but, by convention and common practice, it is convenient to follow Spec’s structure.
Moreover, for a language as expressive as TLA+, it is difficult to have verification tools that can
cope with any possible formula of the language.
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variables flag , turn , pc
vars

∆
= ⟨flag , turn , pc⟩

Init
∆
= ∧ flag = [i ∈ {0, 1} ↦→ false]
∧ turn = 0
∧ pc = [self ∈ {0, 1} ↦→ “a0”]

a0(self ) ∆
= ∧ pc[self ] = “a0”
∧ pc ′ = [pc except ! [self ] = “a1”]
∧ unchanged ⟨flag , turn⟩

a1(self ) ∆
= ∧ pc[self ] = “a1”
∧ flag ′ = [flag except ! [self ] = true]
∧ pc ′ = [pc except ! [self ] = “a2”]
∧ turn ′ = turn

a2(self ) ∆
= ∧ pc[self ] = “a2”
∧ turn ′ = Not(self )
∧ pc ′ = [pc except ! [self ] = “a3a”]
∧ flag ′ = flag

a3a(self ) ∆
= ∧ pc[self ] = “a3a”
∧ if flag [Not(self )]

then pc ′ = [pc except ! [self ] = “a3b”]
else pc ′ = [pc except ! [self ] = “cs”]

∧ unchanged ⟨flag , turn⟩

a3b(self ) ∆
= ∧ pc[self ] = “a3b”
∧ if turn = Not(self )

then pc ′ = [pc except ! [self ] = “a3a”]
else pc ′ = [pc except ! [self ] = “cs”]

∧ unchanged ⟨flag , turn⟩

cs(self )
∆
= ∧ pc[self ] = “cs”
∧ pc ′ = [pc except ! [self ] = “a4”]
∧ unchanged ⟨flag , turn⟩

a4(self ) ∆
= ∧ pc[self ] = “a4”
∧ flag ′ = [flag except ! [self ] = false]
∧ pc ′ = [pc except ! [self ] = “a0”]
∧ turn ′ = turn

proc(self )
∆
= a0(self ) ∨ a1(self ) ∨ a2(self ) ∨ a3a(self ) ∨ a3b(self ) ∨ cs(self ) ∨ a4(self )

Next
∆
= ∃ self ∈ {0, 1} : proc(self )

Spec
∆
= Init ∧�[Next ]vars

Figure 2.2.: Specification of Peterson’s algorithm, translated from PlusCal code of
Figure 2.1 (slightly simplified and pretty-printed version)
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Init , and an action formula, named Next , that states a next-state relationship between
unprimed and primed variables, describing how the states can change.

Spec
∆
= Init ∧�[Next ]vars

Specifically, the behaviors satisfying Spec are the sequences starting in a state sat-
isfying Init , and where each of the sequences’ steps either satisfies Next or else
leaves the values of the declared variables vars unchanged. The symbol � is the
ordinary always operator of linear-time temporal logic, and [Next ]vars abbreviates
Next ∨ unchanged vars . In turn, unchanged vars abbreviates vars ′ = vars , and
a primed expression such as vars ′ denotes a copy of the expression in which all
state variables v are replaced by primed state variables v ′. Leaving all variables
unchanged allows “stuttering steps”, which makes refinement and composition of
specifications simpler.6

Figure 2.2 shows the generated TLA+ translation for the PlusCal code of Figure 2.1.
The variable pc (from “program control”) is added by the PlusCal translator to ex-
plicitly record the point of execution of the program, specified by the labels, for each
process. For example, the process i is executing code at the label cs iff pc[i ] equals
the string “cs”. The allowed transitions are stated by the action formulas proc(0)
and proc(1), where each proc(self ) is the disjunction of seven formulas: one for each
label in the body of the process. The formula a0(self ) specifies the state change per-
formed by process self executing an atomic action starting at label a0, and similarly
for the other six labels.

2.2.2. Safety properties and invariants

In our running example, the goal is to prove that Peterson’s algorithm actually sat-
isfies mutual exclusion. This property states that the two processes never both have
control at label cs , as expressed by the formula:

MutualExclusion
∆
= (pc[0] ̸= “cs”) ∨ (pc[1] ̸= “cs”)

The predicate MutualExclusion is an invariant of the algorithm if and only if it is true
in all reachable states. The assertion that Peterson’s algorithm implements mutual
exclusion is formalized in TLA+ as:

theorem Spec ⇒ �MutualExclusion

The keyword theorem asserts a conjecture which can be optionally followed by a
TLA+ proof. TLA+ also provides the keyword axiom to assert assumptions.

The standard method for proving this invariance property is to find an inductive
invariant Inv that implies MutualExclusion. An inductive invariant is one that is

6The described Spec formula asserts only safety properties. In order to prove liveness properties, we
would have to conjoin fairness conditions to Spec.
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true in the initial state and whose truth is preserved by the next-state relation. The
inductive invariant Inv is defined as the conjunction of two formulas:

Inv
∆
= TypeOK ∧ I

The conjunct TypeOK is a type-correctness invariant, asserting that all relevant vari-
ables have values of the expected “types”, or, more precisely, their values are ele-
ments of the expected sets.

TypeOK
∆
= ∧ pc ∈ [ {0, 1} → {“a0”, “a1”, “a2”, “a3a”, “a3b”, “cs”, “a4”} ]
∧ turn ∈ {0, 1}
∧ flag ∈ [ {0, 1} → boolean ]

In TLA+, type-correctness is not imposed by the language; it is just another property
of the system’s specification formula. In practice, it is customary that the first thing
the user does after declaring the variables in a TLA+ module is to write the type
invariant for every declared variable occurring in the specification. Once proved,
this invariant is used as a hypothesis in other theorems.

The type invariant provides valuable information about the variables: their values
belong to a certain set that remains constant throughout all reachable states of the
system specification. The ”types” of a TLA+ type invariant can go beyond the cus-
tomary types of standard programming languages, due to the flexibility of set theory.
In Chapter 5, we will use this information to infer types (in the traditional sense) for
the variables.

The second conjunct, I , is the interesting one that explains why Peterson’s algorithm
implements mutual exclusion.

I
∆
= ∀i ∈ {0, 1} :

∧ pc[i ] ∈ {“a2”, “a3a”, “a3b”, “cs”, “a4”} ⇒ flag [i ]
∧ pc[i ] ∈ {“cs”, “a4”} ⇒ ∧ pc[Not(i)] /∈ {“cs”, “a4”}

∧ pc[Not(i)] ∈ {“a3a”, “a3b”} ⇒ turn = i

A central part of any proof development is devoted to the discovery of inductive
invariants. The user writing the proof should be knowledgeable enough about the
algorithm or the system he modeled to come up with the right formulas. This
is a time-consuming and non-trivial process, and it may require many iterations,
strengthening the invariant formulas until obtaining one that is inductive. Although
an important subject, it is not relevant for this thesis, as our focus is on proving, and
not finding, these kind of properties.

2.3. Proofs

The TLA+ specification language was extended by a notation for writing hierar-
chical proofs [Lam95, CDLM08, CDL+]. Specifications, their properties, and proofs
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TLA+ Proof System

Proof Manager
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Figure 2.3.: TLA+ Proof System architecture

are built on top of the same core language with the aim of building a homoge-
neous verification platform. This idea was realized in the tool TLA+ Proof System
(TLAPS) [CDLM10], an interactive proof environment in which users can deduc-
tively verify properties of TLA+ specifications. TLAPS can be used from within the
TLA+ Toolbox, an Eclipse-based framework for the development of TLA+ specifica-
tions, that provides tools like the TLC model checker and the PlusCal translator.

As in most interactive theorem provers, automatic theorem provers underpin TLAPS.
Figure 2.3 illustrates a schematic view of its architecture: TLAPS is built around an
application called Proof Manager, which interprets the proofs occurring in the TLA+

module provided by the user, expands the necessary module and operator defini-
tions, distributes the priming operator, generates corresponding proof obligations,
and passes them to external automated verifiers, which are integrated to TLAPS as
back-end provers.

2.3.1. Back-end provers

At the time of starting this work, there were three main backends available in
TLAPS:

∙ Isabelle/TLA+, a faithful encoding of the logic of TLA+ in the Isabelle proof
assistant [WPN08], which provides automated proof methods based on first-
order reasoning and rewriting.

∙ Zenon [BDD07], a tableau prover for first-order logic with equality that in-
cludes extensions for TLA+ for reasoning about sets and functions. It does not
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support arithmetic, but Hilbert’s ε operator, corresponding to TLA+’s choose,
is part of its core logic.

∙ A back-end called SimpleArithmetic, now deprecated, that implemented a de-
cision procedure (Cooper’s algorithm) for (quantifier-free) linear integer arith-
metic, also known as Presburger arithmetic.

Beyond its integration as a semi-automatic back-end, Isabelle/TLA+ serves as the
most trusted back-end prover. Accordingly, Isabelle/TLA+ is used as well for cer-
tifying proof scripts produced by other back-end provers. As a consequence, the
precise TLA+ semantics implemented by the other back-end provers should follow
exactly the definitions in Isabelle/TLA+. When possible, back-end provers are ex-
pected to produce a detailed Isar proof script that can be checked by Isabelle/TLA+.
Currently, only the Zenon back-end exports certifiable proofs as Isar scripts.

In this thesis we have developed a new back-end prover for ATP systems and SMT
solvers. The back-ends available prior to the work presented here also included a
generic translation to the input language of SMT solvers that focused on quantifier-
free formulas of linear arithmetic (not shown in Figure 2.3). This SMT back-end was
occasionally useful because the other back-ends perform quite poorly on obligations
involving arithmetic reasoning. However, it covered a rather limited subset of TLA+,
namely a fragment of first-order logic and linear arithmetic.

At the time of writing this work, a newly developed back-end for propositional
temporal logic (PTL) was released [DKL+14]. It can discharge formulas contain-
ing simple propositional and temporal logic but, for the moment, it is not good at
reasoning about complex liveness properties.

2.3.2. Proof language

The TLA+ proof language is hierarchical and declarative. Hierarchical proofs corre-
spond to a natural deduction proof tree of TLA+ sequents with local scopes. They
enable a user to decompose a complex proof into smaller steps until they become
provable by one of the available back-end provers. Unlike other interactive proof
assistants [Wie06], TLAPS has been designed around a proof language that is in-
dependent of any specific proof back-end. Thus, we say that the proof language is
declarative, in the sense that leaf proof steps may indicate what facts are needed to
prove a certain goal, but it does not allow the user to specify the exact procedure to
be followed by the backends.

A proof step includes a goal formula to be proved and a local context that deter-
mines the goal’s validity, which in turn may contain constant and variable symbol
declarations, assumptions, and already established facts. The Proof Manager tracks
contexts, which are modified by the non-leaf steps, and generates proof obligations
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corresponding to each leaf proof. A proof obligation is a self-contained sequent for-
mula composed of the proof goal and its local context. TLA+ sequents are of the
form

assume h1, . . . , hn prove c,

where h1, . . . , hn are TLA+ expressions, sequents, or declarations of new constant
and variable symbols, and where c is an expression. In a sequent, it is possible to
introduce new operator symbols of arity greater than zero. However, we only sup-
port second-order operators in the first-level sequent, where they can be introduced
to the context as Skolem functions.

Non-leaf proof steps

TLA+ proofs are generally written top-down. Each proof in the hierarchy ends with
a qed step that asserts the goal of that proof; the qed step for the top level asserts the
statement of the theorem (unless changed by other non-leaf steps such as suffices
in the same level, as explained below). Because proof obligations are independent
of one another, steps can be written and checked in any order. Yet, the qed step is
usually proved first to be sure that the unproved steps that precede it are sufficient
for establishing the validity of the proof.

Figure 2.4 presents the correctness proof of mutual exclusion for Peterson’s algo-
rithm. In this proof, the first-level qed step follows easily from steps ⟨1⟩1, ⟨1⟩2,
and ⟨1⟩3, and by using the PTL back-end, which can successfully handle trivial tem-
poral formulas such as this one. Step ⟨1⟩2 asserts that the truth of Inv is preserved by
the next-state relation. Its proof continues in the usual hierarchical style. For a com-
plete description of the TLA+ proof language, see [CDLM08]; in the following we
briefly describe the proof constructs used in the example, which are anyway the most
commonly used in TLA+ proofs. suffices changes the goal by reducing the proof
of the current assertion to that of a supposedly simpler one. For instance, step ⟨2⟩1
asserts that to prove the current goal, it suffices to assume that Inv and [Next ]vars
are true and then to prove Inv ′. The step pick x ∈ S : P(x ) performs ∃-elimination
by introducing to the context a new variable x ∈ S satisfying P(x ). In our example,
step ⟨3⟩2 refers to the facts i ∈ {0, 1} and proc(i). The proof construct case splits
the current goal into separate proof cases. In the example, the step identifier ⟨3⟩3
used as a fact refers to the assumption i = j .

“Obvious” proof steps

A user works on a proof splitting it into cases and refining intermediate steps, until a
point where he considers that the leaf steps are obvious, that is, from his perspective,
the leaf steps are simple enough that they can be discharged by the automated back-
end provers provided by TLAPS. The Proof Manager does not expand the definitions
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theorem Spec ⇒ �MutualExclusion
⟨1⟩1. Init ⇒ Inv

by defs Init , Inv , TypeOK , I
⟨1⟩2. Inv ∧ [Next ]vars ⇒ Inv ′

⟨2⟩1. suffices assume Inv , Next
prove Inv ′

by defs vars , Inv , TypeOK , I
⟨2⟩2. TypeOK ′

by ⟨2⟩1 defs Inv , TypeOK , Next , proc, a0, a1, a2, a3a, a3b, cs , a4, Not
⟨2⟩3. I ′

⟨3⟩1. suffices assume new j ∈ {0, 1}
prove I !(j )′

by def I
⟨3⟩2. pick i ∈ {0, 1} : proc(i)

by ⟨2⟩1 def Next
⟨3⟩3. case i = j

by ⟨2⟩1, ⟨3⟩2, ⟨3⟩3 defs Inv , I , TypeOK , proc, a0, a1, a2, a3a, a3b, cs , a4, Not
⟨3⟩4. case i ̸= j

by ⟨2⟩1, ⟨3⟩2, ⟨3⟩4 defs Inv , I , TypeOK , proc, a0, a1, a2, a3a, a3b, cs , a4, Not
⟨3⟩5. qed

by ⟨3⟩3, ⟨3⟩4
⟨2⟩4. qed

by ⟨2⟩2, ⟨2⟩3 def Inv
⟨1⟩3. Inv ⇒ MutualExclusion

by defs MutualExclusion, Inv , I , Not
⟨1⟩4. qed

by ⟨1⟩1, ⟨1⟩2, ⟨1⟩3,PTL

Figure 2.4.: Proof of mutual exclusion of Peterson’s algorithm using only
Isabelle/TLA+ and Zenon as back-end provers

occurring in a proof obligation unless directed to do so. The definitions and facts
must be cited explicitly by the user. The proof construct to achieve this is

by hs defs ds

which allows the user (i) to add to the leaf proof’s contexts a list hs of facts (including
hypotheses assumed in the current context), and (ii) to expand the definitions of the
operators given in the list ds . In this way, the user has some control about the size of
the search space that the back-end provers will need to handle. The obvious proof
construct is a shorthand for by true, that is, it simply invokes the default back-end
prover in the current goal with its current context.

TLAPS uses Zenon and Isabelle as its default back-end provers, first trying Zenon
and then trying Isabelle if Zenon fails to find a proof. The user still has the possibility
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to bypass the default behavior in order to invoke a specific verifier, or to give a longer
timeout to a desired back-end prover. For this purpose, special pragma identifiers
can be added to the list of facts hs . Some common options are Zenon and Isa to call
Zenon and the Isabelle/TLA+ back-ends. Their respective parameterized directives
ZenonT(t) and IsaT(t) instruct the Proof Manager to give the provers a timeout of t
seconds. With the introduction of the new back-end prover, the user now has the
option to call the default ATP system with ATP , or the default SMT solver with
SMT . Pragmas to invoke specific provers with a specific timeout also exist.

Example The following sequent is the proof obligation that the Proof Manager
generates from step ⟨3⟩3 in our running example. The actual formula is too large
to display it in a single page, so we show only the formula where the definitions of
Inv , proc, a0, and Not are unexpanded.

assume new variable flag ,
new variable turn,
new variable pc,
new constant j ∈ {0, 1},
new constant i ∈ {0, 1},
Inv ,
proc(i),
i = j

prove ∧ pc ′[j ] ∈ {“a2”, “a3a”, “a3b”, “cs”, “a4”} ⇒ flag ′[j ]
∧ pc ′[j ] ∈ {“cs”, “a4”} ⇒
∧ pc ′[Not(j )] /∈ {“cs”, “a4”}
∧ pc ′[Not(j )] ∈ {“a3a”, “a3b”} ⇒ turn = j

The symbols 0 and 1 are treated as constants, and no reasoning about arithmetic
is required in this case, except the fact 0 ̸= 1. The expanded version of this self-
contained formula is exactly what the Proof Manager sends to the back-end provers
—in this case to Zenon, that proves it in a few seconds.

In summary, the Proof Manager transforms a proof into a collection of proof obliga-
tions to be verified by back-end provers. When a prover fails to find a proof, the user
may need to examine the failed proof obligation, and then, either to invoke another
specialized back-end prover, or to create another level in the proof tree to decom-
pose the current assertion into sub-steps, simplifying the proof search space. Even if
we limit ourselves to non-temporal formulas, TLAPS is able to handle the verifica-
tion of safety properties. Non-temporal proof obligations are usually “shallow”, but
they require many details to be checked. Interactive proofs can become quite large
without powerful back-end provers that can cope with a significant fragment of the
language.
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[...] nos esse quasi nanos, gigantium
humeris incidentes [...]

Bernard of Chartres, as cited by
John of Salisbury, 1159.

In this chapter we summarize some essential concepts of automated theorem proving
(ATP), including the main formalisms in which the problems are expressed, the
calculus they implement, and two important standard input formats in the ATP
community. The goal of an automated theorem prover is to decide the validity of a
conjecture formula φ by deducing φ as a logical consequence of a set of hypothesis.
Or, equivalently, to show that the set of hypotheses together with the negation of φ
is inconsistent, giving a proof by refutation. If a proof does not exist, the prover
would ideally report a model or counter-example for φ.

Chapter overview Section 3.1 describes CNF, FOL and MS-FOL, the logical lan-
guages that underpin most first-order automated theorem provers like ATP systems
and SMT solvers, of which we give some insights of their internal workings in Sec-
tions 3.2. Section 3.3 presents the input formats TPTP for ATP systems, and SMT-LIB
for SMT solvers.
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3.1. Unsorted and many-sorted logics

In this section we describe the syntax and semantics of first-order logic (FOL), first-
order and propositional clause normal form (CNF), and many-sorted first-order
logic (MS-FOL).

3.1.1. First-order logic

The language FOL is the classical (unsorted) first-order logic with equality.

FOL syntax We assume given three non-empty, infinite, and disjoint collections

∙ 𝒱 of variable symbols,

∙ ℱ of function symbols,1 and

∙ 𝒫 of predicate symbols.

In addition, we assume the total function

∙ ar : ℱ ∪ 𝒫 → N that assigns a natural number, the arity, to each symbol in ℱ
and 𝒫 .

Together, they define the FOL signature ⟨𝒱 ,ℱ ,𝒫 , ar⟩ that fixes an alphabet of non-
logical symbols. Nullary function (respectively predicate) symbols are called con-
stants (respectively propositional variables).

FOL has two syntactical categories: terms t and formulas φ.

t ::= x | f (t , . . . , t)
φ ::= ⊥ | φ⇒ φ | ∀x . φ | t = t | p(t , . . . , t)

A term t is either a variable symbol x in 𝒱 , or an arity-consistent application of a
function symbol f in ℱ to terms. A term not containing any variable is called a
ground term. A formula φ is either the falsehood symbol ⊥, an implication between
two formulas, a universal quantification of a formula, an equality between terms, or
an arity-consistent application of a predicate symbol p in 𝒫 to terms. The last two
kind of formulas are called atoms.

Additionally, we can define the familiar constant ⊤ (truth), the connectives ¬, ∧, ∨,
⇔, and the existential quantifier ∃. In particular, universal and existential quanti-
fiers can be freely nested. The definitions of free variables and variable substitution
are the standard ones. By FV (φ), we note the free variables of a formula φ, and
by φ1[x ← φ2], the formula φ1 where the free variable x is substituted by the for-
mula φ2.

1CNF, FOL, and MS-FOL functions should not to be confused with TLA+ functions, see Section 2.1.
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FOL semantics A FOL model or structure M = ⟨𝒟, υ, ℐ⟩ is composed of

∙ a non-empty set 𝒟 called the domain or universe of discourse,

∙ a valuation function υ : 𝒱 → 𝒟 that assigns to each variable an element in the
domain, and

∙ an interpretation function ℐ that assigns to each function symbol f in ℱ a
function ℐ(f ) : 𝒟ar(f ) → 𝒟, and to each predicate symbol p in 𝒫 a set
ℐ(p) ⊆ 𝒟ar(f ).

The interpretation of first-order formulas is defined in the standard way [End01].
The valuation of a term t under a model M = ⟨𝒟, υ, ℐ⟩, noted valM (t), is defined
by:

valM (x ) = υ(x )

valM (f (t1, . . . , tn)) = ℐ(f )(valM (t1), . . . , valM (tn))

The truth value of a formula φ under a model M = ⟨𝒟, υ, ℐ⟩, noted M |= φ or
𝒟, υ, ℐ |= φ, is inductively defined as:

M ̸|= ⊥
M ̸|= φ1 ⇒ φ2 iff M |= φ1 and M ̸|= φ2
M |= ∀x . φ iff 𝒟, υ⊕ (x ↦→ d), ℐ |= φ for all d ∈ 𝒟
M |= t1 = t2 iff valM (t1) is equal to valM (t2)
M |= p(t1, . . . , tn) iff ⟨valM (t1), . . . , valM (tn)⟩ is a member of ℐ(p)

where υ⊕ (x ↦→ d) denotes a valuation that is equal to υ for all variables in 𝒱 except
in x , and mapping x to d . We say that a formula φ is valid in a model M iff M |= φ
holds. A formula φ is valid, noted |= φ, iff M |= φ for all models M , that is, for every
domain, valuation, and interpretation. A formula φ is called satisfiable iff there exists
a model M such that M |= φ. Otherwise, φ is called unsatisfiable.

3.1.2. Clausal normal form

First-order clause normal form (CNF) is a fragment of FOL where quantifier-free
FOL formulas are represented in conjunctive normal form as a set of clauses.

A CNF signature ⟨𝒱 ,ℱ ,𝒫 , ar⟩ is defined in the same way as in FOL. The language
CNF has four syntactical categories: terms t , atoms a, literals `, and clauses C .

t ::= x | f (t , . . . , t) a ::= t = t | p(t , . . . , t)
` ::= a | ¬a C ::= ` ∨ . . . ∨ `

Terms and atoms have the same definitions as FOL terms and atoms. A literal `
is either an atom (a positive literal) or the negation of an atom (a negative literal).
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A clause C is a set of literals that represents the disjunction of its elements. Thus,
the empty clause ⊥ is interpreted as falsehood. A clause with one literal is called
a unit clause. A CNF formula φ is a set of clauses C1, . . . ,Cn , where variables are
interpreted universally.

Propositional CNF At their core, most automated theorem provers handle formu-
las in the propositional fragment. A propositional CNF formula is a ground, i.e.
variable-free, first-order CNF formula. The following definitions are used below to
describe the DPLL algorithms [NOT06]. A model M in propositional CNF is a truth
assignment (possibly partial) represented as sequence of literals, where each literal `
or its negation ¬` can occur only once in a model. The negation of a literal `, writ-
ten ¬`, denotes ¬a if ` is the atom a, and a if ` is ¬a. A literal ` is true in M (noted
` ∈ M ) iff ` occurs in M ; it is false iff ¬` occurs in M (¬` ∈ M ); otherwise it is unde-
fined. A clause C

∆
= `1 ∨ . . . ∨ `n is true in M (M |= C ) iff `i ∈ M for some i in 1 .. n.

We say that a clause C is conflicting in model M (M ̸|= C ) when M evaluates C to
false. A formula φ

∆
= C1, . . . ,Cn is true or satisfied by M (M |= φ) iff M |= Ci for

all i in 1 .. n. If no model satisfies φ, then φ is unsatisfiable. We write C1, . . . ,Cn |= C
when C is true in all models of C1, . . . ,Cn .

Given the standard interpretation for the propositional CNF symbols, the Boolean
satisfiability (SAT) problem for a propositional formula φ is to decide if there exists a
assignment M such that M |= φ. Validity is the dual of unsatisfiability: a formula φ
is valid if and only if ¬φ is unsatisfiable. Thus, a theorem prover, which is a validity
checker, just needs to check for the unsatisfiability of the formula or, equivalently, to
derive the empty clause ⊥ from the given clauses using some appropriate calculus,
such as semantic tableaux or one of the variants of the DPLL algorithm described
below.

3.1.3. Many-sorted logic

In logical formalizations, it is often natural to categorize objects in many different
classes, or sorts. For example, when formalizing geometry it is common to think
about points and lines as two different categories. The logic underlying SMT solvers,
many-sorted first-order logic (MS-FOL) [End01], offers this possibility at the expense
of some expressiveness [Coh87], but bringing significant benefits to automated theo-
rem provers: the type discipline implicitly avoids pointless inferences by not having
to evaluate ill-sorted formulas. Sorts cut the search space by eliminating useless
branches, even from infinite to finite spaces [FRZ04].

The MS-FOL language extends FOL by introducing an extra syntactical category of
sorts, i.e. basic types. The set 𝒱 of variable symbols is partitioned by sorts, while
functions and predicates range over sorts as well.
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MS-FOL syntax We assume given four non-empty enumerable infinite, and dis-
joint collections

∙ 𝒮 of atomic sort symbols,

∙ 𝒱 =
⋃

σ∈𝒮 𝒱σ, the (enumerable) union of sets 𝒱σ of variable symbols of sort σ,

∙ ℱ of function symbols, and

∙ 𝒫 of predicate symbols.

In addition, we assume given the functions

∙ ar : ℱ ∪ 𝒫 →N assigning an arity to each symbol in ℱ and 𝒫 , and

∙ θ : ℱ ∪𝒫 → 𝒮* assigning to functions f in ℱ a value in 𝒮ar(f )+1 (the Cartesian
product with ar(f ) + 1 dimensions), and to predicates p in 𝒫 a value in 𝒮ar(p).

Together, they define a MS-FOL signature ⟨𝒮 ,𝒱 ,ℱ ,𝒫 , ar , θ⟩.2

The language MS-FOL has three syntactical categories: sorts, (well-sorted) terms,
and formulas. A sort σ is just an atomic sort symbol in 𝒮 . Note that the val-
ues θ(f ) and θ(p) associated to a function symbol f and a predicate symbol p,
when ar(p) > 1, are no sorts.

t ::= x | f (t , . . . , t)
φ ::= ⊥ | φ⇒ φ | ∀x σ. φ | t = t | p(t , . . . , t)

A term t of sort σ is either a variable symbol x in 𝒱σ, or a sort-consistent ap-
plication of a sorted function symbol f with θ(f ) = ⟨σ1, . . . , σn , σ⟩ in ℱ to terms
of sort σ1, . . . , σn . A formula φ is built as in unsorted FOL except that quantified
variables are annotated with a sort, equality is ad-hoc polymorphic over the sorts
(equalities between terms that have different sorts are ill-sorted), and predicates
applied to terms must be sort-consistent, that is, a predicate symbol p in 𝒫 with
θ(p) = ⟨σ1, . . . , σn⟩ should be applied to terms of sort σ1, . . . , σn .

MS-FOL semantics The semantics of MS-FOL is analogous to FOL with the obvi-
ous modifications corresponding to the presence of multiple sorts. Hence, the defi-
nitions are more technically involved [End01, Man05]. That said, the sort machinery
is in principle not needed because sorts can be encoded using unary predicates by
relativizing quantified sorted variables. Relativization is the traditional method to
encode a multi-sorted language into a single-sorted one [End01, Man05]. For ev-
ery atomic sort σ ∈ 𝒮 , a characteristic predicate Pσ that represents the set of values
having that sort. A MS-FOL formula is relativized by systematically replacing the
quantified sorted formulas ∀x σ. φ by a FOL formula ∀x .Pσ(x ) ⇒ φ, where Pσ is

2The arity of a function or predicate symbol f can be recovered from θ(f ) but we keep it in the
signature to maintain MS-FOL as an extension of FOL.
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introduced to the set 𝒫 as a fresh unary predicate symbol, for each sort σ. Moreover,
these predicates partition the universe of atomic sorts in disjoint sets. For each pair
of sorts ⟨σ1, σ2⟩, the encoding introduces an extra axiom

∀x , y .Pσ1(x ) ∧ Pσ2(y)⇒ ¬(x = y).

Lemma 1 (Relativization is sound). |= ∀x σ. φ implies |= ∀x .Pσ(x ) ⇒ φ [End01,
Man05].

Consequently, all the main results of the unsorted logic extend to the many-sorted
case. Moreover, if the set 𝒮 contains only one sort, the logic MS-FOL becomes
single-sorted, thus equivalent to FOL.

3.2. Automated theorem provers

In order to give the reader an idea of the kind of formulas that ATP systems and
SMT solvers can handle, we informally give a compact description of their compo-
nents and internal workings. In addition, we first overview some basic concepts of
rewriting systems, used by ATP systems and applied later in the following chapter.

3.2.1. Rewriting systems and equational reasoning

Rewriting systems

An abstract rewriting system (ARS) models step by step activities like object (e.g.
term) transformations or stepwise execution of computations. Formally, an ARS is
a pair ⟨A,−→⟩ consisting of a set A of objects and a binary relation −→ on A, i.e.
−→⊆ A×A, called rewriting or reduction relation.

The following definitions take place in the context of some arbitrary, but fixed,
system ⟨A,−→⟩, most of them taken from Baader and Nipkow [BN99]. When
⟨a, b⟩ ∈ −→ for a, b ∈ A, we write a −→ b and we say that there is a step from a
to b. The reflexive transitive closure of −→ is noted *−→. We write a

*−→ b, or
b
*←− a, if there is some finite path from a to b. An ARS is terminating or Noethe-

rian if there is no infinite descending chain a0 −→ a1 −→ · · · of objects ai . Then,
−→ is well-founded. An object a is in normal form if it is non-reducible, mean-
ing that there is no b such that a −→ b. The object b is a normal form of a if
a

*−→ b and b is in normal form. Objects a1 and a2 are joinable, noted a1 ↓ a2,
if there is an object b such that a1

*−→ b
*←− a2. An ARS is confluent (equivalently,

Church-Rosser) if a1
*←− b

*−→ a2 ⇒ a1 ↓ a2, that is, the system defines at most one
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normal form for each object. A relation −→ is locally confluent if, for every ob-
ject b, a1 ←− b −→ a2 ⇒ a1 ↓ a2, that is, it is confluent restricted to one-step diver-
gences.

Lemma 2 (Newman’s). A terminating ARS is confluent if it is locally confluent. [BN99]

Now we consider rewriting systems whose objects are terms, as defined in (first-
order) CNF. An equation s ≈ t is a pair ⟨s , t⟩ ∈ T × T , where T is the set of all
terms.3 Identities can transform terms into other “equivalent” terms by replacing
instances of the left-hand side (lhs) with the corresponding instances of the right-
hand side (rhs), and vice-versa. Let Var(x ) be the set of variables occurring in
term x . An equation s ≈ t where s is not a variable and Var(s) ⊇ Var(t) is called
a rewrite rule and is usually written s −→ t . A term rewriting system (trs) is a set
of rewrite rules. A redex (reducible expression) is an instance of the lhs of a rewrite
rule. Rewriting or reducing the redex means replacing it with the corresponding
instance of the rhs of the rule. In Section 4.4.1, we will define a trs on the set
of well-formed expressions of TLA+. Our goal will be to prove the fundamental
properties of termination and congruence for that system.

Finally, we can define the concept of critical pair, which is crucial for proving trs
confluence, and also in the superposition calculus. Let a |p denote the sub-term
of a at a given position p of its syntactic tree, and a [b]p the term a such that b
replaces a |p . Consider two rules a1 −→ b1 and a2 −→ b2 whose variables have
been renamed such that the rules do not have variables in common. Let p be a
position in the syntactic tree of a1 such that a1|p is not a variable, and let σ be a most
general unifier (mgu) of a1|p and a2, that is, the superposition of the left-hand sides of
both rewriting rules. Then, the pair ⟨b1σ, (a1[b2]p)σ⟩ is a critical pair. For example,
consider the rules f (f (x , y), z ) −→ f (x , f (y , z )) and f (g(a), a) −→ b. By unifying
the non-variable sub-term f (x , y) of the left-hand sides of both rules, we obtain the
mgu {x ↦→ g(a), y ↦→ a}. The formula f (f (g(a)), a), z ) can be reduced to the two
elements of the critical pair ⟨f (g(a), f (a, z )), f (b, z )⟩.

Theorem 3 (Critical pairs). A trs is locally confluent if and only if all its critical pairs are
joinable [Hue80, KB70].

Combining the critical pair theorem (3) with Newman’s lemma (2), we obtain:

Corollary 4. A terminating trs is confluent if and only if all its critical pairs are joinable.

3Formally, T is T (𝒱 ,ℱ ), the term algebra generated by the set of variable symbols 𝒱 and the
signature function symbols ℱ .
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Completion and orderings

A completion procedure, originally by Knuth and Bendix [KB70], takes a set E of
equations between terms and applies the inference rules =⇒KB to derive a confluent
term rewriting system, provided a well-founded ordering ≻ on terms. Initially, the
rules are applied to the pair E , ∅, where the second element represents the set of
rewriting rules. We describe only the two main inference rules:

(Orient) E ∪ {s ≈ t},R =⇒KB E ,R ∪ {s −→ t} if s ≻ t
(Deduce) E ,R =⇒KB E ∪ {s ≈ t},R if ⟨s , t⟩ is a critical pair of R

Rule (Orient) transforms an equation s ≈ t , if s ≻ t , into the rewriting rule s −→ t .
Rule (Deduce) detects reductions s ←− u −→ t , i.e. critical pairs of −→, and derives
a new equation s ≈ t to add it to E . During the process, some equations are
simplified, and trivial ones such as s ≈ s , which cannot be oriented, are deleted.
The procedure succeeds if it generates a final pair ∅,R, where the final set R is a set
of rewriting rules equivalent to E .

The standard completion algorithm fails or runs forever if an equation can neither
be oriented or deleted. For example, theories with commutativity usually cannot
be represented as terminating systems. Knuth-Bendix completion ensures termina-
tion provided the ordering is total on ground terms [BDP89]. A completion algo-
rithm using this kind of ordering is called an unfailing completion. For instance, the
Knuth-Bendix ordering ≻KB makes a lexicographic comparison of terms employing
a weight function. Assuming some basic requirements, the ordering ≻KB is a well-
founded total order on ground terms [KB70]. The rules −→ in R constructed in this
way guarantee that −→⊆≻KB, ensuring that R is terminating. Since all critical pairs
are joinable, the rewriting system R is also confluent, by Corollary 4.

Resolution and equational reasoning

Resolution is one of the main computational methods in automated theorem prov-
ing. The DPLL algorithm is better suited than resolution for deciding the unsat-
isfiability of propositional CNF formulas, but resolution can be easily extended to
first-order clauses using unification [Rob65]. The (non-ground) resolution calculus
is based on the (binary) resolution and factoring inference rules:

B ∨A C ∨ ¬A′

(B ∨C )σ
Res

B ∨A∨A′

(B ∨A)σ
Factor if σ = mgu(A,A′)

Given a first-order CNF clause set, the two rules are applied until either the empty
clause is deduced, or the clause set becomes saturated with respect to both rules, that
is, the rules are applied fairly and exhaustively. Unification generalizes equality of
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ground atoms to unifiability of general atoms while producing only those clause in-
stances required at each inference step. Resolution is a complete refutation procedure
for first-order CNF [Rob65]: if the formula φ is unsatisfiable, then fair derivations
from φ will eventually derive the empty clause.

One of the many variants of resolution [BG01] is ordered resolution. Let ≻ be a total
and well-founded ordering on ground atoms, such as the Knuth-Bendix ordering.
A literal ` is called strictly maximal in a clause C

∆
= `, `1, . . . , `n (noted C < `) iff

there exists a ground substitution σ such that `σ ≻ `iσ, for i ∈ 1 .. n. Ordered
resolution overlaps only maximal literals in a clause by extending the rule Res with
the additional conditions Bσ < Aσ and Cσ < ¬A′σ, and the rule Factor with
the condition Bσ < Aσ. In this way, the improved calculus restricts the number of
inferred clauses, most of which are irrelevant or redundant.

The next step is to consider equality reasoning. Congruence axioms expressing the
properties of equality can be added explicitly to the conjecture formula but this re-
sults impractical for resolution-based methods. Instead, theorem provers incorporate
dedicated inference rules for equations. Paramodulation [RW83] is a refutationally
complete method that combines resolution, with the following rule, which essen-
tially generalizes equality substitution by including unification:

B ∨ s ≈ t C

(B ∨C [t ]p)σ
Param if σ = mgu(s ,C |p)

As in basic resolution, paramodulation requires optimization strategies to control
the way it generates new clauses.

The superposition calculus [BG94, NR95] is a paramodulation-based inference sys-
tem, parameterized by a well-founded total ordering ≻ on ground terms. Inferences
are restricted to involve only left-hand sides of possible rewrite steps, that is, only
the big terms (in the sense of the above definition) with respect to an order ≻ are
considered. To cover all possible cases, different inference rules are required. One of
them is, for instance, the superposition rule for positive equational literals:

B ∨ s ≈ t C ∨ u ≈ v

(B ∨C ∨ u [t ]p ≈ v)σ
Sup+

if σ = mgu(s , u |p) such that
(i) Bσ < sσ ≈ tσ,Cσ < uσ ≈ vσ,
(ii) sσ ≻ tσ, and uσ ≻ vσ

The equation (u [t ]p)σ ≈ vσ is a critical pair resulting from overlapping the premises.
Superposition essentially combines ordered resolution (represented in the condi-
tions (i)), and unfailing completion (represented in the conditions (ii)), while hold-
ing the property of refutational-completeness. State-of-the-art ATP systems, like
E [Sch13], SPASS [Wei99] or Vampire [KV13], implement variants of superposition.
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3.2.2. SAT and SMT solving

SAT solvers

The DPLL procedure implemented by most SAT solvers attempts to build a model M
for a given formula φ

∆
= C1, . . . ,Cn in propositional CNF. We describe variants of the

algorithm as a state transition system in the Abstract DPLL framework of Nieuwen-
huis et al. [NOT06]. The binary relation =⇒ on states describes the algorithms. A
state is either Fail or a pair of the form M ‖ φ. In the sequence of literals composing a
model M , literals can appear as `d to indicate that ` is a decision literal. The classical
DPLL procedure is given by five conditional transition rules:

(UP) M ‖ φ,C ∨ ` =⇒ M ` ‖ φ,C ∨ ` if undef (`,M ) and M ̸|= C
(PL) M ‖ φ =⇒ M ` ‖ φ if undef (`,M ), ` ∈ φ and ¬` ̸∈ φ
(D) M ‖ φ =⇒ M `d ‖ φ if undef (`,M ) and `,¬` ∈ φ
(BT) M1 `

d M2 ‖ φ,C =⇒ M1 ¬` ‖ φ,C if M1 `
d M2 ̸|= C and no-dec(M2)

(Fl) M ‖ φ,C =⇒ Fail if M ̸|= C and no-dec(M )

where we write ` ∈ φ when literal ` occurs in some clause of φ; def (`,M ) means
that `, possibly as `d , or ¬` occur in the sequence M , i.e. ` is defined in M ; we write
undef (`,M ) when not def (`,M ); and no-dec(M ) means that model M contains no
decision literals.

In order to decide the satisfiability of φ, the algorithm applies the transition rules
to the initial state ∅ ‖ φ (with an empty model), until no further rule is applicable.
If the final state is Fail, resulting from a conflicting clause and no decision literals
(rule (Fl)), then the formula φ is unsatisfiable. If the final state is M ‖ φ′, then M is a
model of φ. The DPLL algorithm performs a search in the space of the partial truth
assignments based on three main satisfiability-preserving transformations:

∙ unit clause propagation (UP): if ` is a unit clause derived from a clause C , that
is, all remaining literals in C are false, then ` should be true in the model,

∙ pure literal (PL): if a literal ` is pure in φ, that is, it occurs in φ while its
negation does not, and the truth value of ` is undefined, then ` can be assigned
to true in M , and

∙ case-splitting, which considers two separate problems by adding ` and ¬` as
new unit clauses, corresponding to executing a depth-first search by deciding
on a value of some literal (D) and by applying a backtracking mechanism (BT).
Each time an unsatisfied clause, i.e. a conflict, is identified, the algorithm back-
tracks, undoing splitting steps until reaching an unexplored branch flagged as
a decision literal `d .

Modern SAT solvers implement variants of the classical algorithm, which include
techniques like back-jumping, conflict-driven learning, and restarts among others,
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plus many optimizations, such as the use of highly efficient data structures, and
heuristics to select splitting variables [Kul09, MS99]. A basic DPLL algorithm is given
by the rules (UP), (D), (Fl), and the back-jumping rule (BJ), which subsumes (BT) by
modeling a more sophisticated, non-chronological backtracking mechanism. Since
no pure literals are ever introduced, it is enough to restrict (PL) to preprocessing.

(BJ) M1 `
d M2 ‖ φ,C1 =⇒ M `′ ‖ φ,C1
if M1 `

d M2 ̸|= C1 and there is some clause C2 ∨ `′ such that:
φ,C1 |= C2 ∨ `′ ; undef (`′,M1) ; M1 ̸|= C2 ; and
` ∈ φ or ¬` ∈ φ or def (`,M )

Unlike chronological backtracking as modeled by rule (BT), back-jumping allows to
backtrack to earlier levels of the proof tree, potentially pruning large portions of the
search space. When no further derivations are possible with (UP) and (D), the (BJ)
transition rule searches for a back-jump clause C2 ∨ `′, a logical consequence of the
conflicting clause φ,C1, enabling a unit propagation of `′ at the level of M1 `

d . In
order to build the back-jump clause, its literals are chosen among the negation of
the decision literals.

To avoid future similar conflicts, another common enhancement to the original DPLL
algorithm is to add the back-jump clauses as learned lemmas to the clause set, by
implementing what is usually called conflict-driven clause learning (CDCL). The
CDCL algorithm [MSS99, MSLM09] extends basic DPLL with two additional rules:

(L) M ‖ φ =⇒ M ‖ φ,C if φ |= C and each atom of C occurs in φ or M
(F) M ‖ φ,C =⇒ M ‖ φ if φ |= C

The rule (L) models the “learning” of an arbitrary clause C , not only conflict-driven
clauses, as long as C is a logical consequence of φ. In a similar way, rule (F) allows
to “forget” redundant clauses or clauses that are not longer needed, not only those
learned through (L).

The order in which the search space is explored heavily relies on the choice of the
splitting variables. When the search is not making enough progress within a certain
time, SAT solvers implement rule (R) that restarts the decision variables with the
goal of exploring the search space in a different way (but the learned lemmas are
kept).

(R) M ‖ φ =⇒ ∅ ‖ φ

The efficiency of different SAT solvers depend on how they implement the prepro-
cessing methods and the details not modeled by above abstract rules. Although SAT
solvers perform extremely well in practice, checking the unsatisfiability of CNF for-
mulas is coNP-complete [BK09]. Is it known that every CDCL derivation starting
from ∅ ‖ φ terminates [MSLM09].
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Figure 3.1.: Schematic view of an SMT solver architecture

Resolution-based theorem proving is at the heart of refutational theorem provers
like SAT solvers. Any DPLL derivation starting from an unsatisfiable formula is
equivalent to a tree-like refutation proof by (propositional) resolution. CDCL can
polynomially simulate resolution [PD09].

Quantifier-free SMT solvers

Satisfiability modulo theories (SMT) solvers integrate a propositional engine, typi-
cally a SAT solver, with specialized T -solvers, that is, decision procedures for the dif-
ferent background theories T . The theory engine combines decision procedures for
first-order theories, such as the theory of equality and uninterpreted functions (EUF),
fragments of arithmetic (linear or non-linear, integer or real), arrays, bit vectors, and
combinations thereof [BSST09]. All these components are interfaced through a con-
gruence closure procedure for the EUF theory [NO80, BN99, NO05], as illustrated in
Figure 3.1.

A theory T is a set of closed first-order formulas. Function symbols occurring in a
theory T are interpreted. A first-order formula φ is T -satisfiable if T ∪ {φ} is satis-
fiable, that is, if there exists a model of T , or T -model, that is also a model of φ.
Otherwise, it is T -unsatisfiable. Function symbols in φ that are not in T are uninter-
preted. Each T -solver implements efficient decision procedures for a theory T . The
theory of linear integer arithmetic (LIA) is typically based on the Omega test [Pug91]
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procedure, and that for linear real arithmetic (LRA) is based on the Simplex algo-
rithm or the Fourier-Motzkin variable elimination approach [DCE73]. The theories
of arrays and the conditional ite (if-then-else) operator are usually reduced to the
EUF theory. For instance, in its most basic and common formalization, originally
by McCarthy [Mcc62], arrays are characterized by the functions store, select, and the
axioms

∀a, i , v . select(store(a, i , v), i) ≈ v , and
∀a, i , j , v . i ≈ j ∨ select(store(a, i , v), j ) ≈ select(a, j ).

The conditional ite operator on terms provided by most SMT solvers can be (naı̈vely)
defined [KSJ09] by the axiom:

∀c, t , u. ite(⊤, t , u) ≈ t ∧ ite(⊥, t , u) ≈ u.

The DPLL(T) framework [NOT06, GHN+04], where T stands for a combination of
theories, extends the propositional engine, that is, the SAT solver, by allowing it
to interact with the theory engine through the exchange of models and conflict
clauses. The SAT solver evaluates the propositional structure of a given formula φ,
where each theory atom is considered as a propositional symbol. If it finds a par-
tial model M , it invokes the theory reasoner. If M results T -unsatisfiabiable, the
theory reasoner reports a conflict clause which is conjoined as a theory lemma to
the propositional formula φ. The propositional engine incorporates this informa-
tion and continues its search. This interplay is called the lazy approach to the SMT
problem [BSST09, Seb07].4 The process finishes when the SAT solver concludes that
the given input formula is unsatisfiable, which is also T -unsatisfiable, or when the
theory reasoner finds a T -model of φ. In the first case, the SMT solver outputs a
proof of unsatisfiability, and some SMT solvers provide an unsatisfiable core, that is,
the set of facts necessary to prove that the formula is unsatisfiable. In the latter case,
the solver outputs the model it has found, which can be partial.

A DPLL modulo theories system can be defined by the rules (D), (Fl), (UP), (BJT),
(LT), (FT), and (R). The rules (BJT), (LT), (FT) are the same as their original coun-
terparts in DPLL except that the conditions of the form φ |= C , where φ is a formula
and C is a clause, are replaced by φ |=T C , that is, these conditions are evaluated
by the corresponding T -solver. The flexibility of this framework allows to introduce
several efficiency-related techniques during the engines interaction. An incremental
T -solver does not wait until the SAT solver finds a model: at regular intervals, it
performs T -consistency checks while the model is still being built. An online SAT
solver allows to backtrack to the sub-model M ′ of M where M ′ |= φ holds while
M |= φ does not: when the theory engine reports a conflict lemma for the inconsis-
tent model M , the SAT solver restarts the search from M ′ instead than from scratch.

4 The eager SMT approach invokes the SAT solver with an encoding of the problem containing
theories into an equisatisfiable propositional problem. In the lazy approach, T -satisfiability is
checked only after a model at the propositional level is found.
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The combination of an incremental T -solver with an online SAT solver is known to
be crucial for efficiency [NOT06]. Another common method that greatly improves
the search is theory propagation (TP).

(TP) M ‖ φ =⇒ M ` ‖ φ if M |=T `; (` ∈ φ or ¬` ∈ φ); and undef (`,M )

In order to guide the propositional search, rule (TP) assigns truth values to literals
that the theory reasoner derives from the current model, before letting the SAT solver
take a decision on those literals.

The theory engine of an SMT solver reasons about combinations of decision proce-
dures for different theories, usually implemented over the Nelson-Oppen architec-
ture [NO79]. In this combination method, the theory procedures communicate by
exchanging equalities of variables through the EUF solver. Two decision procedures
for different theories can be combined if the theories satisfy two conditions: (i) they
are disjoint, meaning that they share equality as the only interpreted symbol, and (ii)
they are stably infinite. A theory T is stably infinite if whenever a (quantifier-free)
formula is T -satisfiable, then it is T -satisfiable in a model of the theory with an
infinite universe.

Quantifier instantiation

State-of-the-art SMT solvers such as Alt-Ergo [CCKL08], CVC4 [BCD+11], veriT
[BDODF09], Yices [Dd06] and Z3 [dB08], successfully decide the unsatisfiability of
quantifier-free MS-FOL formulas with theories using the above architecture. How-
ever, even the most efficient solvers rely on refutationally incomplete methods for
quantifier reasoning of pure first-order logic. Existential quantifiers are usually elim-
inated by Skolemization, i.e. by replacing the quantified variables by fresh sym-
bols witnessing the satisfiability of the formula. In order to deal with universally
quantified formulas ∀x σ. φ, SMT solvers implement quantifier instantiation methods,5

which apply different heuristics to choose a set of ground instances {t1, . . . , tn} of
the quantified sorted variable x . Then, the formulas φ[x ← ti ], which are logical
consequences of the original formula, are added to the clause set to continue the
quantifier-free search.

Instantiation methods focus on different approaches to search for ground instances:
either they attempt to find a (complete) counter-model that satisfies the original for-
mula (for instance, the finite-model finding algorithm [RTG+13]) or, conversely, they
focus on finding just the instances that render the problem unsatisfiable. Among the
latter, the most widely applied strategy is pattern-based instantiation, also known as
E-matching [DNS05]. This heuristic finds ground terms that have the same shape

5It is possible by following [GBT09] to extend the above DPLL framework to model rules for quan-
tifier instantiation, but it is not relevant in this simple discussion of the topic.
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as sub-terms of the body of ∀x σ. φ, and uses them to guide the instantiation. For
example, suppose the state in the EUF theory is of the form:

{a ≈ g(c)} ‖ f (a, a) ̸≈ b, ∀x . f (a, g(x )) ≈ b

This method will find in the quantified formula the pattern f (a, g(x )) that matches
the ground term f (a, a) with the substitution x ↦→ c. As a result of applying the
substitution in the quantifier, we obtain f (a, g(c)), which equals f (a, a) module
the set of equalities {a ≈ g(c)}, causing a conflict at the ground level. Although
relatively useful for some applications, pattern-based instantiation could generate
an exponential number of matches (most of them useless), which may generally
cause the solver’s performance to degrade. Moreover, it is sensitive to the syntactic
structure of φ, being particularly affected by equivalence-preserving transformations
of the original formula. In order to limit the number of instances produced, users
can guide the instantiation by providing triggers, which are sub-terms occurring in φ
used as hints of potentially useful patterns [DCKP12].

Alternatively, the model-based approach for complete quantifier instantiation (MBQI)
[GM09] uses model-checking techniques to recognize when a model of a quantified
formula has been constructed, without explicitly generating all instances. MBQI is
effective in finding solutions of satisfiable formulas and, in practice, it sometimes
outperforms E-matching in solving unsatisfiable cases as well. For some fragments
of first-order logic, the MBQI engine guarantees that the SMT solvers are decision
procedures. For instance, Z3 handles the effectively propositional class of formu-
las (also called Bernays-Schönfinkel-Ramsey class), a decidable fragment that corre-
sponds to formulas containing only constants, universal quantifiers, and predicate
symbols, when written in prenex normal form [PdMB10].

Summing up, the quantifier instantiation procedure is incomplete, because not even
a fair strategy can guarantee the generation of the ground instances that are nec-
essary to derive the empty clause. In these cases, the SMT solver either runs in-
definitely, overloading the problem with useless ground clauses, or it reports “un-
known” together with a partial model satisfying only the grounded instances.

3.3. TPTP and SMT-LIB

TPTP and SMT-LIB provide respectively input languages for ATP systems and SMT
solvers, which have become de facto standards in the automated reasoning commu-
nity. In this section we describe the input formats that are relevant for our use of
ATP systems and SMT solvers.
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Notation The definitions of the TPTP formats were influenced by Prolog, while the
SMT-LIB language has a Lisp-like syntax. This is convenient for the tools based on
these languages, but not for human readability. For a better presentation, in this
document we display TPTP and SMT-LIB problems in a pretty-printed format.

TPTP

The TPTP World [Sut10] provides the ATP community with the TPTP (Thousands
of Problems for Theorem Provers) problem library, the TSTP proofs library, as well
as languages for the exchange of problems and proofs between provers.

In the following, we briefly characterize some relevant TPTP languages that, except
for some minor syntactic differences, can be hierarchically organized as the strict
inclusion:

CNF ⊂ FOF ⊂ TFF0.

They are respectively based on the logics CNF, FOL, and MS-FOL.

CNF (Clausal Normal Form) The CNF language of TPTP [Sut09] corresponds to
the CNF logic described above, where a problem is given as a set of clauses. In
particular, variable identifiers should start with an upper-case letter, to distinguish
them from function and predicate symbols, that start with a lower-case letter.

FOF (First-Order Form) The language FOF [Sut09] corresponds to untyped first-
order logic with equality, that is, to FOL. The format FOF has become the de facto
standard in the automated reasoning community, and it is the most widely sup-
ported TPTP format. Most modern ATP systems include efficient clausifiers that
translate a FOL problem into an equisatisfiable CNF formula by introducing Skolem
functions to encode existential quantifiers. Clausification is crucial: a naı̈ve conver-
sion to CNF may produce a formula whose size is exponential in the size of the
original one [NW01, AW13]. By stating our problems in FOF, we benefit from the
efficient clausifiers provided by the ATP systems.

TFF0 (Typed First-order Form with monomorphic types) TFF0 [SSCB12] is a
many-sorted logic based on MS-FOL. Specifically, it is an extension of FOF with
simple monomorphic types, interpreted arithmetic sorts for integers, rationals, and
real numbers, and the usual arithmetic operators, including quotient functions with
different interpretations. Unlike FOF, each variable, function and predicate symbol
must be declared beforehand with their respective sorts.
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SMT-LIB

The SMT-LIB [BST10] initiative provides a repository of benchmarks and a common
input format for SMT solvers. An SMT-LIB benchmark file is a sequence of com-
mands to interact with the solvers, declarations of sort and function symbols, and
assertion of formulas over the resulting signature. An SMT-LIB problem is given as
a list of assertions, where the conjecture is negated. Unlike TPTP, SMT-LIB requires
all identifiers to be declared before using them.

The SMT-LIB language At the logical level, the SMT-LIB language is based on
MS-FOL. Accordingly, each well-formed expression has a unique sort that has to
respect the sorting discipline. SMT-LIB sorts extends MS-FOL atomic sort symbols
in the set 𝒮 to sort terms (including arities) built from symbols in 𝒮 . For example,
it is possible to have a sort List(Array(Int,U)), where Int, U, List, and Array are sort
constructors with arities 0, 0, 1 and 2, respectively.

In SMT-LIB, Bool is a predefined sort. In contrast to MS-FOL, a predicate is defined
as a function that returns a Bool-sorted term, and SMT-LIB formulas are just terms
of sort Bool, i.e. they are both included in the same syntactic category t .6 In addition,
SMT-LIB provides a conditional if-then-else operator as a term, noted ite, where the
sort of the first argument is Bool, and the second and third arguments have the same
sort:

t ::= · · · | ite(t , t , t)

SMT logics SMT-LIB problems are categorized in different logics that reflect the
capabilities of the available SMT solvers to support certain background theories. An
SMT logic is identified by a pre-established name to which are associated sort and
function declarations, and possibly syntactic and semantic restrictions.

We are mainly interested in the logic AUFLIA that offers quantified formulas and
arithmetic expressions, features that are ubiquitous in hardware and software verifi-
cation problems.7 The logic AUFLIA supports quantified formulas over the theories
of arrays and linear integer arithmetic extended with free sort and function symbols.
It provides a predefined sort Int and the usual arithmetic functions. Set theory is not
currently supported natively by any pre-defined SMT-LIB logic.8

6Some SMT solvers like CVC3 do not allow quantification of variables with sort Bool.
7AUFLIA stands for Arrays, Uninterpreted Functions, Linear Integer Arithmetic. Other logic names

in the same family labeled AUF[LN][RI]A include variants of Linear or Non-linear, Real or Integer
Arithmetic.

8Kröning et al. [KRW09] proposed new logics for the theories of finite sets, lists, and maps, aimed
at state-based specification languages, but they have not been realized in practice.
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The languages TFF0 and AUFLIA are in essence the same, because they are both
based on MS-FOL. In our TLA+ encodings of Chapter 4, we will focus only on the
translations to TPTP/FOF and AUFLIA fragments.
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It’s simple: you just take something
and do something to it, and then do
something else to it. Keep doing
this, and pretty soon you’ve got
something.

Jasper Johns

Integrating an external automated theorem prover as a new back-end verifier for
the TLAPS architecture requires to translate the TLA+ proof obligations to the input
language of the prover and then to invoke it. At this point, if the prover succeeds
to find a proof before the predefined timeout, there is the option to take either a
faithful or a skeptical approach. That is, either we trust the prover and accept the
proof obligation as a theorem, or we obtain the proof script that the prover may
produce, and re-check it in Isabelle/TLA+, TLAPS’s trusted kernel. In this chapter,
we consider the external provers as sound oracles, making them part of the trusted
base, so we can focus on the translation.
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ATP/SMT translation

Preprocessing + optimizations

Boolify

Rewrite to basic normal form
+

Abstract non-basic operators
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file
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TLA+ proof
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Type synthesis
φb
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Figure 4.1.: Schematic view of the translation from TLA+ to the input languages of
ATPs and SMT solvers

Our main goal in this chapter is to define a sound translation from TLA+ to the
languages of ATP systems and SMT solvers. Based on the fact that the considered
provers have a common logic as a baseline, i.e. first-order logic with equality, we
propose a generic translation framework. In particular, we want to encode TLA+

formulas into dialects of TPTP and SMT-LIB, the standard input formats of ATP
systems and SMT solvers. Given a TLA+ proof obligation, the system generates an
equi-satisfiable formula tailored to the input format of a specific theorem prover.

The translation proceeds in two main steps. First, it preprocesses, massages and
transforms the TLA+ formula by encoding those expressions that the target solver
cannot handle. At that point, the formula contains only expressions that have a
native counterpart in the selected target language. Via a shallow embedding, it
finally passes the resulting formula to the solver. For the many-sorted logics, we use
only a single sort to encode all TLA+ expressions. Thus, we call this the untyped
encoding.
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4.1. Translation overview

In order to simplify the presentation, we describe the ATPs and the SMT translations
as a generic framework whose general architecture is presented in Fig. 4.1. The
translation is divided in the preprocessing and optimization of the proof obligation,
yielding an intermediate basic TLA+ formula, and the subsequent encoding of this
formula into a specific target language. Given a solver’s input language such as
TPTP/FOF or SMT-LIB/AUFLIA, we call a basic formula one that is formed by TLA+

expressions that can be directly written in that target language. The intermediate
subsets of basic TLA+ contain elements that are in a one-to-one correspondence with
the predefined operators of the target language. Once a TLA+ formula is reduced
to an equi-satisfiable basic formula, it can be straightforwardly passed to the solver
by a syntactic rewriting. We are interested in two basic fragments:

∙ A basic TLA+-FOF formula φfof is composed only of TLA+ terms and formu-
las, including equality and set membership relations, plus primitive arithmetic
operators. These formulas are intended to be directly mapped to the language
FOF of TPTP, which is essentially classical first-order logic with equality. Set
theory can be axiomatized through an uninterpreted predicate for set member-
ship, but arithmetic operators will remain just unspecified without any possible
practical reasoning about them.

∙ The language TLA+-SMT upgrades the TLA+-FOF fragment by including if-
then-else expressions. A basic TLA+-SMT formula φsmt is intended to be
translated to the many-sorted FOL of SMT-LIB, in particular to the logic AUFLIA,
which supports quantifiers, the theory of arrays, and linear integer arithmetic.

A priori, the only known characteristic of the TLA+ expressions is the arity of the
operators. There is no way to distinguish expressions used as formulas from those
used as terms. We need at least to differentiate those expressions that have a truth
(Boolean) value to use them properly as formulas or predicates in (sorted or un-
sorted) first-order logic. By a process called Boolification it is possible to know if the
truth value of an expression is Boolean or undefined. This is the first step in the
translation and it will be described in Section 4.2.

The pre-processing step consists in the application of satisfiability-preserving trans-
formations to the original TLA+ formula φ to rephrase it using only basic constructs.
After Boolification, the next step is the transformation of the Boolified formula φb

with the purpose of producing an equi-satisfiable basic formula φfof or φsmt, de-
pending on the backend prover that TLAPS or the user has previously chosen as
target. This and other optimization methods will be explained in Section 4.4. For in-
stance, the main transforming method will be to take the formula to a basic normal
form by applying rewriting rules derived from the language semantics (described
in Section 4.4.1). If the formula contains non-basic expressions appearing in a form
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where no rewriting rule can be applied, the formula has to be rephrased into a form
where rewriting is possible (Section 4.4.3).

Once a proof obligation φ is reduced to the corresponding basic fragment, the trans-
lation to the solver’s input language is just a syntax-directed mapping of expressions
(Section 4.3). Mapping unsorted TLA+ to an unsorted language like FOF is relatively
trivial once we can distinguish terms and formulas. On the other side, saying that
a language like TLA+ is unsorted is equivalent to say that the language has only
one extra sort in SMT-LIB, besides the built-in Bool. Then, we map all expressions
having a truth value (i.e. T or F in our semantics) to the sort Bool, and we declare
a new sort U (from universal) for the rest, regardless if they denote sets, functions,
or numbers. Later, in the next chapter, we will study how to further partition U in
more types to improve the solvers’ performance. In the course of this chapter, it will
be practically indistinct to declare variables and constants with sort U or not having
sorts at all.

4.2. Boolification

In TLA+, there is no syntactic distinction between Boolean and non-Boolean expres-
sions. We are faced with a first task of differentiating those elements of 𝒱 (the set of
variable symbols) and 𝒪 (the set of operator symbols) that are used as propositions
and those that are not. In our interpretation of TLA+ expressions (Section 2.1), log-
ical expressions always have a truth (Boolean) value, and the arguments of logical
operators always have a truth value as well. For instance, we interpret φ1 ⇒ φ2 as
(φ1 = true)⇒ (φ2 = true) and ∀x : φ as ∀x : φ = true.

For example, consider the expression ∀x : (¬¬x ) = x , which is not a theorem and
whose validity could be easily misinterpreted. Indeed, x is not known to be a propo-
sition, it could have any value. For some of those values, say x = 42, it is not possible
to know the truth value of the formula (the occurrence of x in ¬¬x is necessarily a
Boolean value, but not the one in the right-hand side of the equality). However,
∀x : (¬¬x )⇔ x is valid because it is interpreted as

∀x : (¬¬(x = true))⇔ (x = true).

Observe that the value of x = true is a Boolean for any x : even 42 = true is an
unspecified Boolean value.

In order to identify the symbols used as propositions, we use the simple algorithm
of Figure 4.2, which is mutually defined by the operator [[e ]]+ that is applied when
the expression e is considered as a formula, and by the operator [[e ]]− that is applied
when e is considered a non-Boolean expression. The algorithm recursively traverses
an expression searching for the arguments of every sub-expression. When it finds
an expression e that is implicitly used as a Boolean, i.e. it could be interpreted as
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[[x ]]+
∆
= x b [[w(e)]]+

∆
= w b([[e ]]−)

[[e1 ⇒ e2]]
+ ∆

= [[e1]]
+ ⇒ [[e2]]

+ [[∀x : e ]]+ ∆
= ∀x : [[e ]]+

[[e1 = e2]]
+ ∆

= [[e1]]
− = [[e2]]

− [[e1 ∈ e2]]
+ ∆

= [[e1]]
− ∈ [[e2]]

−

[[e1[e2]]]
+ ∆

= ([[e1]]
−[[[e2]]

−])b [[ℰ ]]+ ∆
= error

[[if e1 then e2 else e3]]
+ ∆

= if [[e1]]
+ then [[e2]]

+ else [[e3]]
+

[[choose x : e ]]+ ∆
= (choose x : [[e ]]+)b

[[x ]]−
∆
= x [[w(e)]]−

∆
= w([[e ]]−)

[[e1 ⇒ e2]]
− ∆

= [[e1 ⇒ e2]]
+ [[∀x : e ]]− ∆

= [[∀x : e ]]+

[[e1 = e2]]
− ∆

= [[e1 = e2]]
+ [[e1 ∈ e2]]

− ∆
= [[e1 ∈ e2]]

+

[[e1[e2]]]
− ∆

= [[e1]]
−[[[e2]]

−] [[domain e ]]−
∆
= domain [[e ]]−

[[[x ∈ e1 ↦→ e2]]]
− ∆

= [x ∈ [[e1]]
− ↦→ [[e2]]

−] [[{e1, . . . , en}]]−
∆
= {[[e1]]

−, . . . , [[en ]]−}
[[{x ∈ e1 : e2}]]−

∆
= {x ∈ [[e1]]

− : [[e2]]
+} [[union e ]]−

∆
= union [[e ]]−

[[{e1 : x ∈ e2}]]−
∆
= {[[e1]]

− : x ∈ [[e2]]
−} [[subset e ]]−

∆
= subset [[e ]]−

[[if e1 then e2 else e3]]
− ∆

= if [[e1]]
+ then [[e2]]

− else [[e3]]
−

[[choose x : e ]]− ∆
= choose x : [[e ]]+

Figure 4.2.: Boolification algorithm: [[e ]]+ processes the expression e as a formula,
attaching a b symbol when finding a term, a function application, or a
choose, and [[e ]]− considers e as a non-Boolean expression. The symbol
ℰ encompasses all non-Boolean expressions, such as sets {e1, . . . , en},
{x ∈ e1 : e2}, subset e, domain e, . . . , or functions [x ∈ e1 ↦→ e2], etc.
The algorithm is defined only for a relevant fragment, which includes
terms, formulas, sets, primitive functions, if-then-else, and choose

e = true, it puts a superscript mark b on e, where eb
∆
= e = true. This only applies

if e is a term, a function application, or a choose expression. In particular, equality
yields a Boolean value but it is not expected that its arguments are formulas. If a
non-Boolean expression, like a set or a function, is tried to be Boolified, meaning
that a formula is expected in its place, the algorithm aborts with a “type” error. In
case e has a Boolean value, the value of eb is equal to that of e.

In our examples, the Boolified versions of the formulas are respectively

∀x : (¬¬x b)⇔ x b and ∀x : (¬¬x b) = x .

The (in)validity of these two formulas becomes evident with the b mark.
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In practice, if all the occurrences of a variable or a non-standard operator x in the
proof obligation appear as x b , then x can be declared as Boolean or returning a
Boolean. If that is not the case, x b is encoded as boolify(x ) where the coercion boolify
is a predicate in FOF or an uninterpreted function of sort U → Bool in SMT-LIB.
Then the above examples result in:

∀xBool : (¬¬x )⇔ x and ∀x : (¬¬boolify(x )) = x .

Finally, we can identify expressions e having a Boolean value. We write e : Bool if
and only if the expression e has a b mark or if it is a formula, that is, an expression
of the form false, e1 ⇒ e2, ∀x : φ, e1 = e2, e1 ∈ e2, or an expression defined from
formulas. In any other case, we write e :U.

4.3. Direct embbeding

The encoding method described in this section maps in an almost verbatim way
Boolified TLA+ formulas to corresponding formulas in the target language, with-
out changing substantially the structure of the original formula. The embedding
follows the same explanation for single-sorted and many-sorted logics. The goal
is to encode TLA+ expressions using essentially first-order logic and uninterpreted
functions. Consequently, this embedding can only handle a fragment of the lan-
guage. Specifically, the TLA+ constructs containing second-order sub-expressions,
such as {x ∈ S : P}, [x ∈ S ↦→ e ] or choose x : P , cannot be directly mapped to
first-order sentences.

4.3.1. Set theory

First-order formulas with equality have a direct counterpart in any of the consid-
ered solvers. Given that each pair of symbols have equivalent semantics, it suffices
to apply a shallow embedding, that is, a mapping of the TLA+ quantifiers, logical con-
nectors and the equality symbol to their corresponding entities in the solvers’ input
languages.

Declaring operators When the target language is unsorted, we encode the non-
Boolean and Boolean operators respectively as functions and predicates, while re-
specting their arities. For example, binary operators like ∪ and ∈ are represented in
the target language by the function union and the predicate in, both of arity two. In
a similar way, when encoding into a sorted language, we represent the universe of
TLA+ values with the predefined Bool sort and a newly declared sort U. Therefore,
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TLA+ operators are declared as unspecified function or predicate symbols with U-
sorted arguments. In general, any non-Boolean operator p and a Boolean operator q ,
both of arity n, are represented respectively by the function and predicate symbols

p : U× . . .× U︸ ︷︷ ︸
n

→ U and q : U× . . .× U︸ ︷︷ ︸
n

→ Bool.

For example, the operators ∪ and ∈ are encoded as the functions

union : U× U→ U and in : U× U→ Bool.

In this chapter, when encoding the variables and operators of a proof obligation,
we make no use of other sorts, with the exception of a special sort for strings, as
explained later.

Axiomatization We define the semantics of standard TLA+ operators axiomatically.
This means that we can give a meaning to the uninterpreted functions representing
these operators by adding as hypotheses to the translation the universal closure of
the axioms that define them. In the case of the elements of set theory, the only
primitive operator is ∈, so the function in will remain unspecified. The other set
objects are defined in terms of ∈, = and first-order formulas, using the definitions
(2.3)–(2.7) of Section 2.1. For example, the axiom for ∪ that corresponds to the
formula (2.3) can be expressed in unsorted FOF as

∀x , S ,T . in(x , union(S ,T ))⇔ in(x , S ) ∨ in(x ,T ) (4.1)

Note that sets are just values in the universe of discourse (represented by the sort U
in the sorted translation), and it is therefore possible to represent sets of sets and
to quantify over sets. The construct for set enumeration {e1, . . . , en}, with n ≥ 0,
is an n-ary expression, so we declare separate uninterpreted functions just for the
arities that occur in the proof obligation, together with the corresponding axioms
according to formula (2.5). For example, if a set of two elements appears in a proof
obligation, then the following axiom would be added to the SMT-LIB file:

∀x :U, y1 :U, y2 :U. in(x , setenum2(y1, y2))⇔ x = y1 ∨ x = y2

where setenum2 :U× U→ U represents the sets with two arbitrary elements.

4.3.2. Sorted theories

In a pure first-order logic as that of the language FOF there is no theory of arith-
metic. Still, we want to translate somehow the arithmetic expressions appearing in a
proof obligation. If these expressions happen to not be relevant for the validity of the
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formula, we would not be ruling out a potentially valid proof obligation. In these
cases, we encode the set of integers Int and the integer literals as the constant sym-
bols tla Int, 0, 1, 2, etc. For example, the formula 3 ∈ Int is translated as in(3, tla Int).
Since there are no axioms or arithmetic theory to reason about the symbols 3 and
Int , it would not be possible for a first-order prover to verify the validity of the for-
mula. The same applies for arithmetic operators. For instance, we map the addition
operator + to an uninterpreted binary function plus.

In order to reason about the theory of arithmetic, an automated prover demands
type information, either generated internally, or provided explicitly in its language,
as in SMT-LIB. The axioms that we have presented so far rely on first-order logic over
uninterpreted function and predicate symbols over the single sort U. For arithmetic
reasoning, we want to benefit from the solvers’ native capabilities. We declare an
unspecified, injective function int2u : Int→ U that embeds SMT integers into the sort
representing TLA+ values. Integer literals k are translated as int2u(k). The previous
example 3 ∈ Int is now translated as in(int2u(3), tla Int) and we have to add to the
translation the axiom for Int :

∀n : Int. in(int2u(n), tla Int) (4.2)

Arithmetic operators over TLA+ values are defined homomorphically over the image
of int2u by axioms such as

∀m : Int, n : Int. plus(int2u(m), int2u(n)) = int2u(m + n) (4.3)

where + on the right-hand side denotes the built-in addition over SMT integers. For
the other arithmetic operators, we define analogous axioms. For example, TLA+

inequality ≤ and the interval operator .. are represented in a sorted language re-
spectively by the functions leq : U × U → Bool and interval : U × U → U, and their
corresponding axioms are

∀m, n : Int. leq(int2u(m), int2u(n))⇔ m ≤ n (4.4)
∀m, n : Int, x :U. in(x , interval(int2u(m), int2u(n)))

⇔ ∃k : Int. x = int2u(k) ∧m ≤ k ∧ k ≤ n (4.5)

Similarly, the values of TLA+ integer division (idiv) and modulus (mod) operators are
specified only when the second argument is a positive integer. This is reflected in the
axioms (4.6) and (4.7), where the SMT symbols ÷ and % correspond to interpreted
functions in SMT-LIB.

∀m : Int, n : Int. n > 0⇒ idiv(int2u(m), int2u(n)) = int2u(m ÷ n) (4.6)
∀m : Int, n : Int. n > 0⇒ mod(int2u(m), int2u(n)) = int2u(m % n) (4.7)

In all these cases, type inference is, in some sense, delegated to the SMT solver.
The link between SMT operations and their TLA+ counterparts is effectively defined
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1 axiom isint(0)
2 axiom isint(1)
3 axiom ∀X ,M ,N . in(X , tla Nat)⇔ isint(X ) ∧ leq(0,X )
4 axiom ∀X ,M ,N . in(X , interval(M ,N ))⇔

isint(M ) ∧ isint(N ) ∧ isint(X ) ∧ leq(M ,X ) ∧ leq(X ,M )
5 axiom ∀S . boolify(isFiniteSet(S ))

⇒ ∀N . N = cardinality(S )
⇔ in(N , tla Nat)
∧ ∃F . boolify(isBijection(F , interval(1,N ), S ))

6 conjecture ∀S . boolify(isFiniteSet(S ))⇒ in(cardinality(S ), tla Nat)

Figure 4.3.: TPTP/FOF encoding of ∀S : IsFiniteSet(S )⇒ Cardinality(S ) ∈ Nat (in a
pretty-printed presentation)

only for values in the range of the function int2u, and type inference is performed by
the SMT solver during the proof attempt. This approach can be extended to other
useful theories that are natively supported by some SMT solvers, such as arrays or
algebraic datatypes, if needed.

4.3.3. Examples

Toy example one The cardinality of finite sets can be represented as a unary
constant operator defined by the axiom CardinalityAxiom, as already described in
page 19. Consider the following lemma and its proof:

lemma CardinalityInNat
∆
= ∀S : IsFiniteSet(S )⇒ Cardinality(S ) ∈ Nat

by CardinalityAxiom,ATP

The definitions for predicates IsFiniteSet and IsBijection are irrelevant for the proof.
The Proof Manager generates a proof obligation whose plain translation (without
optimizations) to FOF is presented in Figure 4.3. Lines 3 and 4 give the axioms for
tla Nat and interval, respectively. They are not required for the validity of the lemma,
but we include them in the translation simply because they occur in the obligation.
Note that the function leq representing the operator ≤ is left unspecified. Line 5
is the translation of the axiom CardinalityAxiom. Finally, line 6 corresponds to the
statement of the theorem.

Toy example two Consider the simple TLA+ proof obligation

∀x ∈ Int : x + 0 = x .
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1 declare int2u : (Int) U
2 declare plus : (U U) U
3 assert ∀m, n : Int. int2u(m) = int2u(n)⇒ m = n
4 assert ∀m, n : Int. plus(int2u(m), int2u(n)) = int2u(m+ n)
5 assert ¬(∀x :U. (∃n : Int. x = int2u(n))⇒ plus(x, int2u(0)) = x)

Figure 4.4.: SMT-LIB encoding of ∀x : x ∈ Int ⇒ x + 0 = x (in a pretty-printed
presentation)

Its translation to SMT-LIB is shown in Figure 4.4: line 3 states the injectivity of int2u,
line 4 corresponds to the axioms of addition, and line 5 to the proper (negated) proof
obligation. Let us illustrate the interplay of the previous axioms on this concrete
example. By Skolemization on line 5, the solver introduces a new constant, say n, of
sort Int, such that x = int2u(n). It can then reason as follows:

plus(x , int2u(0)) = plus(int2u(n), int2u(0)) (x = int2u(n))
= int2u(n + 0) (by axiom 4.3)
= int2u(n) (by the SMT arithmetic

decision procedure)
= x (x = int2u(n)).

4.4. Preprocessing and optimizations

The encoding described above has simple translation rules and is easy to implement
but it has two limitations. First, the set theory of TLA+ is not finitely axiomatizable.
Therefore, some TLA+ expressions cannot be encoded as first-order axioms. Namely,
they are {x ∈ S : P}, {e : x ∈ S}, choose x : P and [x ∈ S ↦→ e ], where the predicate
P and the expression e, both of which may have x as free variable, become second-
order variables when quantified. Secondly, the above encoding does not perform
and scale well in practice; the back-end solvers are unable to prove even the simplest
proof obligations. Consider for instance the TLA+ formula 2 ∈ 0 .. 3, translated as

in(int2u(2), interval(int2u(0), int2u(3))).

This formula is obviously provable using axiom (4.5) about integer intervals, but the
automatic provers fail to find suitable instances of the axiom formula.

State-of-the-art SMT solvers provide instantiation patterns (see Section 3.2) to control
the potential explosion in the number of ground terms generated for instantiating
quantified variables, but we have not been able to come up with patterns to attach

73



Chapter 4. Integration of ATP systems and SMT solvers

to the axiom formulas that would significantly improve the performance, or at least
to prove this simple theorem.1

What we do instead is to perform several transformations to the TLA+ proof obliga-
tion to obtain an equi-satisfiable formula which, in its normalized basic form, could
be straightforwardly passed to the solvers using the above encoding. Since these
methods transform the structure of the proof obligation, the quality of the trans-
lation will have a notable impact on the success of the ensuing application of the
automatic provers. We consider a translation better than another when it enables a
system to find a proof or a counter-model, preferably in a shorter period of time.
Since this is an undecidable criterion, there cannot be an optimal translation in this
sense. As a result, we acquiesce in applying the following heuristics: the fewer non-
basic expressions and the fewer quantified formulas a TLA+ proof obligation has,
the easier for the solvers to find a proof or a counter-model. By reducing the number
of non-basic expressions, we are reducing at the same time the number of axioms
and quantified formulas in the translation.

4.4.1. Normalization

We define a rewriting process that systematically expands the definitions of the non-
basic operators. Instead of letting the solver find instances of the background axioms
of the previous section, it applies the “obvious” instances of those axioms during the
translation. In most cases, we can eliminate all non-basic operators, and therefore
the solvers do not have to find suitable axiom instances. The definitions of non-
primitive operators provide the first rewriting rules. For instance, the formula (2.3)
yields the rule

x ∈ e1 ∪ e2 −→ x ∈ e1 ∨ x ∈ e2.

The above example 2 ∈ 0 .. 3 can be eventually translated to 2 ∈ Int ∧ 0 ≤ 2 ∧ 2 ≤ 3
by matching the rewriting rule for integer intervals

x ∈ a .. b −→ x ∈ Int ∧ a ≤ x ∧ x ≤ b,

thus avoiding an existential quantifier compared to the use of axiom (4.5).

Rewriting permits also to optimize the translation by reducing the number of non-
basic operators occurring in a proof obligation, and thus reducing the number of
required axioms. Other trivial rewriting rules, such as x ∈ {} −→ false and
x ∪ {} −→ x , allow to further shorten the proof obligation. Since we can distin-
guish between Boolean and non-Boolean expressions, we add some trivial conditional
rewriting rules for expressions of Boolean type, like

x ∈ boolean x :Bool−→ true.
1Böhme et al. [BBP13] observed the same behavior in his encoding of HOL formulas for Sledgeham-

mer.
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The situation is different for arithmetic expressions, where we can reduce x + 0 to x ,
as it appears in the example of Fig. 4.4, only if x is known to be an integer. To infer
integer types, we will have to wait until the next chapter.

All defined rewriting rules apply equivalence-preserving transformations. We en-
sure the soundness of the rewriting method by proving that formulas corresponding
to the rewriting rules are theorems in Isabelle/TLA+, our trusted kernel. The the-
orems corresponding to rules φ1 −→ φ2 are: φ1 ⇔ φ2 when φ1 :Bool and φ2 :Bool, and
φ1 = φ2 in any other case. Most of these theorems are already part of Isabelle/TLA+’s
library, and, for those that are not, it is fairly trivial to prove their validity. The col-
lection of rewriting rules are found in Appendix A.

Instantiating extensionality

The extensionality axiom for sets (2.1) quantify over variables ranging over the whole
universe of discourse. Including this axiom by default in the translation forces the
solvers to generate instances over all U-sorted values. To avoid attaching extension-
ality to the translation, we instantiate equality expressions x = y whenever possible,
that is, when x or y are not terms, with its corresponding extensionality property.
In these cases, we say that we expand equality. Knowing the kind of an expression
allows us to disambiguate the translation of equality, rather than lifting equality on
the U sort. For each set object T we derive rewriting rules for expressions of the
form x = T and T = x , where x is a term. For instance, the following rules are
derived from set extensionality and the axioms (2.3), (2.5), and (2.6), respectively.

S = T ∪R −→ ∀x : x ∈ S ⇔ x ∈ T ∨ x ∈ R (4.8)
S = {a, b} −→ ∀x : x ∈ S ⇔ x = a ∨ x = b (4.9)

S = {x ∈ T : P(x )} −→ ∀x : x ∈ S ⇔ x ∈ T ∧ P(x ) (4.10)

As detailed later, we define a corresponding rule for an instance of function exten-
sionality, and analogous rules for the equality of two n-tuples and two records of
the same shape.

Including the general extensionality axiom for sets (2.1) in the translation requires
some experimentation to find a good balance between efficiency and completeness.
For efficiency reasons we decided not to include it, and instead just apply these
rewriting rules, rendering the translation incomplete. When required, the user will
need to explicitly add the axiom to the TLA+ proof.

Termination and confluence

All above rules of the form φ −→ ψ define a term rewriting system (trs) noted
(TLA+,−→), where −→ is a binary relation over syntactically valid TLA+ expres-
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sions. We prove that (TLA+,−→) has the properties of termination and confluence,
according to the definitions in Section 3.2.

Theorem 5. (TLA+,−→) terminates.

Proof. The most common way to prove termination is to embed the trs into another
reduction system that is known to terminate, typically the system (N,>) [BN99].
Thus, we embed (TLA+,−→) through a monotone mapping µ : TLA+ →N into
(N,>). We just have to find an assignment µ such that µ(φ) > µ(ψ), for every rule
φ −→ ψ.

Some rewriting rules reduce the number of non-basic expressions, while others re-
duce the number of quantifiers, or rewrite a non-basic expression in terms of another
one. We opt to assign to every TLA+ symbol and construct e a coefficient 𝒲(e)
through the relation =𝒲 , as shown in the Table 4.1. The lower the coefficient given
to e, the more preference is given to e to be used in the right-hand side of the rules.
Remember that what is considered non-basic, depends on the target language. Basic
operators weigh 0, including ∈ and arithmetic expressions, except for if-then-else
expressions that are non-basic in TLA+-FOF. Non-basic expressions have a higher
coefficient than quantifiers, some more than others, depending if they are expressed
in terms of quantifiers or other non-basic expressions.

Let e |p denote the sub-expression of e at some position p of its syntactic tree. We
define the embedding φ of an expression e as the addition of the coefficients𝒲(e |p)
for every position p in e:

µ(e)
∆
= 𝒲(e |1) + . . . +𝒲(e |n)

For instance, the rule (4.10) weighs 3 in the left-hand side, which accounts only
for { ∈ : }, and 1 for the right-hand side, corresponding to the quantifier. Given
this coefficient assignment, one can easily check in all rewriting rules that the weight
of the lhs is strictly larger than that of the rhs. Therefore, we can embed (TLA+,−→)
into a terminating system.

The rewriting system (TLA+,−→), as it was presented above, is not confluent. Con-
sider the expression S = T ∪ {}, which can be reduced to two different normal
forms. One possible path is S = T ∪ {} −→ S = T . Another possible path is

S = T ∪ {} −→ ∀x : x ∈ S ⇔ x ∈ T ∨ x ∈ {}
−→ ∀x : x ∈ S ⇔ x ∈ T ∨ false
−→ ∀x : x ∈ S ⇔ x ∈ T

The first rules applied are x ∪ {} −→ x in the first case, and (4.8) in the second. In
particular, the latter rule expands equality by instantiating extensionality. These two
rules overlap, giving rise to the critical pair

⟨S = T , ∀x : x ∈ S ⇔ x ∈ T ∨ x ∈ {}⟩.
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v ,w( , . . . , ) =𝒲 0
false, true =𝒲 0

∧,∨,⇒,⇔,¬,= =𝒲 0
̸= =𝒲 1

∀, ∃ : =𝒲 1
if then else =𝒲 1

0, 1, 2, . . . =𝒲 0
+,−, * =𝒲 0

<,≤,≥,> =𝒲 0
Int ,Nat =𝒲 1
÷, % =𝒲 2

.. =𝒲 2

∈ =𝒲 0
̸∈ =𝒲 1

{}, { , . . . , },⊆,∪,∩, ∖ =𝒲 2
subset, union =𝒲 3

{ ∈ : }, { : ∈ } =𝒲 3

domain =𝒲 1
[ ] =𝒲 2

[ ∈ ↦→ ] =𝒲 2
[ except = ] =𝒲 3

[ → ] =𝒲 3

Table 4.1.: Weight coefficients of TLA+ symbols and constructs for termination proof

Both expressions in the pair are derived from S = T ∪ {}, which results from the
unification of the left-hand side of the first rule and the non-variable sub-term T ∪{}
of the left-hand side of the latter. Since this critical pair is not joinable, we can assert
that the system is non-confluent.

The non-confluence of (TLA+,−→) comes from the extensionality expansion rules
for sets. In the above example, the second path can be reduced to x = y by con-
tracting extensionality, that is, by applying the rule in the opposite direction, thus
obtaining a common normal form. Accordingly, we add a rule to (TLA+,−→) for
the contraction of set extensionality

∀z : z ∈ x ⇔ z ∈ y −→ x = y (4.11)

which we apply with a higher priority than the expansion rules. The above proof
of termination for this extended system is still valid. Now we can prove that
(TLA+,−→) plus the rule (4.11), which is still terminating, is confluent.

Theorem 6. (TLA+,−→) is confluent.

Proof. By Corollary 4, it suffices to prove that all critical pairs are joinable. Thus,
we just need to find the critical pairs ⟨φ1, φ2⟩ between all combinations of rewriting
rules, and then prove that φ1 and φ2 are joinable for each such pair. This is done
by reducing the terms to some normal forms φ′1 and φ′2 and showing that they are
syntactically equal, which is trivial.

4.4.2. Functions

Semantically speaking, TLA+ functions are special values in the universe of dis-
course where all elements denote sets. The TLA+ function [x ∈ S ↦→ e(x )] re-
sembles a “bounded” λ-abstraction with the difference that the function application
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[x ∈ S ↦→ e(x )][y ] reduces to the expected value e(y) if the argument y is an element
of S , as stated by the axiom (2.10). As a consequence, for example, the formula

f = [x ∈ {1, 2, 3} ↦→ x * x ] ⇒ f [0] < f [0] + 1,

although syntactically well-formed, should not be provable. In particular, since 0 is
not in the domain of f , we cannot deduce that f [0] is an integer.

Function application

The application of f to x has two values depending on whether the domain condition
x ∈ domain f holds or not. We represent these values respectively using two special
TLA+ binary operators α and ω that take as arguments a (unary) function and its
argument, as conditionally defined by

x ∈ domain f ⇒ α(f , x ) = f [x ] and x ̸∈ domain f ⇒ ω(f , x ) = f [x ].

Using these definitions, we can derive the following theorem that gives a new defin-
ing equation for function application:

f [x ] = if x ∈ domain f then α(f , x ) else ω(f , x ) (4.12)

In this way, functions are just expressions that are conditionally related to their
argument by α and ω. Moreover, from the axiom (2.10), and using the definition
(4.12), we can deduce the theorems:

a ∈ S ⇒ α([x ∈ S ↦→ e ], a) = e [x ← a ] (4.13)
domain [x ∈ S ↦→ e ] = S (4.14)

The theorem (4.13) gives the meaning of α for explicit functions, while in any other
case stays unspecified; ω is always unspecified. The theorem (4.14) encapsulates the
definition of domain. These theorems were proved in Isabelle/TLA+.

Consequently, the expressions f [0] in the above example would be encoded as

if 0 ∈ domain f then α(f , 0) else ω(f , 0).

The solver would have to use the hypothesis to deduce that domain f = {1, 2, 3},
reducing the condition 0 ∈ domain f to false. The conclusion would result in the for-
mula ω(f , 0) < ω(f , 0) + 1, which does not have any defined value, as expected.

Another example is the formula f [x ] = f [y ] in a context where x = y holds: the
formula is valid irrespective of whether the domain conditions hold or not. Using
the definition (4.12), it is encoded as the following equivalent formula, which is
deducible just by the fact x = y :

if x ∈ domain f then α(f , x ) else ω(f , x )
=

if y ∈ domain f then α(f , y) else ω(f , y)
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In accordance with the above, we encode TLA+ functions as follows. A term sym-
bol f representing a function will be declared as an element f without arguments. In
a sorted language, it will be simply declared having sort U. As any set or U-sorted
element, TLA+ functions can be quantified over. We map the special operators α
and ω to binary unspecified functions, or by declaring them with sort U× U→ U.

Explicit functions

Whenever possible, we try to avoid the encoding of function application as in the
definition (4.12). From the formula (4.13), and by the definitions (4.12), (4.14), and
that of except (2.12), we deduce rewriting rules for the application of the two func-
tion constructs to an arbitrary argument a:

[x ∈ S ↦→ e ][a ] −→ if a ∈ S then e [x ← a ] else ω([x ∈ S ↦→ e ], a) (4.15)
[f except ![x ] = y ][a ] −→ if a ∈ domain f

then if a = x then y else α(f , a)
else ω([f except ![x ] = y ], a)

(4.16)

These rules replace two non-basic operators (function application and the function
expression) in the left-hand side by only one non-basic operator in the right-hand
side (the function as argument of ω).

The expression [x ∈ S ↦→ e(x )] cannot be mapped directly to a FOL expression.
Even in sorted languages like MS-FOL, first-order functions have no notion of func-
tion domain other than the types of their arguments. Since we cannot represent this
expression straightforwardly in first-order languages we replace any such expres-
sion with a fresh variable symbol f̂ giving it a definition f̂ = [x ∈ S ↦→ e(x )] in
the appropriate context. This encoding renders the translation equisatisfiable to the
original formula, although not logically equivalent. The defining formula for f̂ ap-
pears in the left-hand side of the equality in axiom (2.10). Directed from left to right,
it results in a rewriting rule replacing the function construct by a formula containing
only basic operators:

f = [x ∈ S ↦→ e ] −→ ∧ IsAFcn(f )
∧ domain f = S
∧ ∀y ∈ S : α(f , y) = e [x ← y ]

(4.17)

Observe that we have simplified f [y ] by α(f , y), because y ∈ domain f . This mecha-
nism to encode explicit function expressions summarizes the essence of the abstrac-
tion method to deal with non-basic operators that we describe in the next section.
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Optimization of function application

The rewriting rule (4.15) for [x ∈ S ↦→ e ][a ] results in an expression containing
ω([x ∈ S ↦→ e ], x ) that represents the unspecified value of the function application
when the domain condition does not hold (i.e. a ̸∈ S ). During the preprocessing,
the first argument in ω([x ∈ S ↦→ e ], x ) will be eventually abstracted, resulting in
ω(kf , x ) where kf = [x ∈ S ↦→ e ]. Since the definition of kf is never needed for
reasoning about the unspecified function application, we could just coalesce any
expression ω(f , x ) into a new term symbol ωf ,x , thus avoiding the introduction of
kf . Function application could then be defined as

f [x ] = if x ∈ domain f then α(f , x ) else ωf ,x

to replace the definition (4.12). We just have to be careful to assign the same sym-
bol ωf ,x for any given arguments f and x , in the same way as in the encoding of the
formula f [x ] = f [y ] in the example on page 77. The same optimization applies to
the rule (4.16) for [f except ![x ] = y ][a ].

Another possibility to encode function application f [x ] is simply to translate it
as α(f , x ) and to collect all domain conditions x ∈ domain f appearing in the proof
obligation to check them separately. The domain conditions can be either sent to
automatic provers as side conditions of the proof obligation, or conjuncted with
the conclusion of the proof obligation. The latter option is what we have done in
a previous implementation of the backends, whose results appeared in [MV12a]
and [MV12b].

Function extensionality

The extensionality property for functions (2.11) is required to prove that two func-
tions are equal. Therefore, we add as an axiom to the translation the formula:

∀f , g : ∧ IsAFcn(f ) ∧ IsAFcn(g)
∧ domain f = domain g
∧ ∀x ∈ domain g : α(f , x ) = α(g , x )
⇒ f = g

Again, note that f [x ] and g [x ] can be simplified using α. Unlike set extensionality,
this formula is guarded, avoiding the instantiation of expressions that do not satisfy
IsAFcn, that is, those that are not functions.

In order to prove that domain f = domain g , we would still need to add to the
translation the set extensionality axiom, which we abstain from. Instead, the reason-
ing about domains can be solved by the axiom:

∀f , g : ∧ IsAFcn(f ) ∧ IsAFcn(g)
∧ ∀x : x ∈ domain f ⇔ x ∈ domain g
⇒ domain f = domain g
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which is an instance of set extensionality for domain expressions, guarded for func-
tions only.

4.4.3. Abstraction

The rewriting process significantly reduces the number of non-basic operators that
occur in a proof obligation, but it is not always possible to obtain a formula in basic
normal form just by applying rewriting rules. The difficulty stems from the fact
that remaining non-basic sub-expressions do not occur in the same form as the left-
hand sides of the rewriting rules. What we do instead is to resort to auxiliary steps
that transform the non-basic formula into a form suitable for rewriting. We call
abstraction of non-basic expressions the technique described here. It is required to
deal with the non-axiomatizable TLA+ constructs mentioned at the beginning of this
section, such as the function in the first argument of ω([x ∈ S ↦→ e ], a) generated by
the rule (4.15), as well as any other non-basic expression.

Briefly, what this method does is, for every occurrence in a proof obligation of a
non-basic expression ψ, it introduces in its place a fresh term y , and adds the for-
mula y = ψ, as an assumption in the appropriate context. The new term acts as an
“abbreviation” for the non-basic expression, and the equality acts as its “definition”,
paving the way for a transformation to a basic expression using the above rewrit-
ing rules. Formally, we designate a definition as a hypothesis of the form y = ψ,
possibly universally closed, where y is a term and ψ is a non-basic expression such
that y ̸∈ FV (ψ).

In order to obtain a basic normal form, we should be able to expand the defini-
tions y = ψ, for any non-basic expression ψ. Thus, we rely on the rewriting rules
instance of extensionality as defined above, which can match and expand definitions.
Systematically applying them allows us to remove all non-basic TLA+ expressions to
obtain an equi-satisfiable basic formula. On the other hand, when expanding exten-
sionality, completeness may be lost in the translation. Therefore, we add instances
of extensionality contraction, as shown in the example below.

Before a more formal description of the method, we introduce some notation and
define a substitution on TLA+ operators. The symbol x is a shorthand for sequences
of n variable symbols x1, . . . , xn . The number of elements n is usually interpreted
from the context, unless stated otherwise. The substitution [x ← y] is a shorthand
for [x1 ← y1] . . . [xn ← yn ], when |x| = |y|, i.e. x and y have the same length.

Definition 3 (Operator substitution). Given two TLA+ expressions e1 and e2, where
FV (e2) = y, and an operator symbol o ∈ 𝒪 of arity |y|. The expression e1[o(x) ← e2],
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with |x| = |y|, is inductively defined as follows:

x [o(x)← e2]
∆
= x

p(z)[o(x)← e2]
∆
= e2[y← z] (when p = o and |x| = |z|)

p(e1, . . . , en)[o(x)← e2]
∆
= p(e1[o(x)← e2], . . . , en [o(x)← e2]) (otherwise)

false[o(x)← e2]
∆
= false

(φ1 ⇒ φ2)[o(x)← e2]
∆
= (φ1[o(x)← e2])⇒ (φ2[o(x)← e2])

(∀x : φ)[o(x)← e2]
∆
= ∀x : (φ[o(x)← e2])

(e = f )[o(x)← e2]
∆
= (e [o(x)← e2]) = (f [o(x)← e2])

(e ∈ f )[o(x)← e2]
∆
= (e [o(x)← e2]) ∈ (f [o(x)← e2])

Note that the substitution [o(x) ← e2] is effectively applied on operators matching
the same identifier and having as arguments only variables symbols (second line).
When this is the case, the expression p(z) is replaced by e2 where its free variables y
are replaced by p’s arguments.

Regarding the abstraction method more generally, consider n non-basic expressions
ψ1, . . . , ψn , where FV (ψi ) = xi for i ∈ 1 .. n, and xi denotes a sequence x i1 , . . . , x im
of m variable symbols. Suppose some TLA+ formula P with no free variables con-
taining k1(x1), . . . , kn(xn) as sub-expressions (i.e. xi are bounded inside P ), where ki
are operator symbols with arity |xi |, that is, the number of free variables of ψi . We
can represent a non-basic proof obligation as:

P [k1(x1)← ψ1, . . . , k1(xn)← ψn ].

The abstraction of this expression is the equi-satisfiable formula

∧ ∀x′1 : k1(x′1) = ψ1[x1 ← x′1]
∧ . . .
∧ ∀x′n : kn(x′n) = ψn [xn ← x′n ]
⇒ P

where the ψi [x1 ← x′1] denotes the expression ψi with its free variables xi substituted
by fresh variable symbols x′i for every i , where x′i is a sequence of |xi | new symbols.

Toy example Consider the valid proof obligation

∀x : P({x} ∪ {x})⇔ P({x}).

The non-basic sub-expressions {x} ∪ {x} and {x} are replaced by fresh constant
symbols k1(x ) and k2(x ). Then, the abstracted formula is:

∧ ∀y1 : k1(y1) = {y1} ∪ {y1}
∧ ∀y2 : k2(y2) = {y2}
⇒ ∀x : P(k1(x ))⇔ P(k2(x )).

82



Chapter 4. Integration of ATP systems and SMT solvers

The formula is now in a form where it is possible to apply the rewriting rules in-
stance of extensionality, which expand the equalities in the definitions of the non-
basic expressions.

In order to preserve satisfiability of the proof obligation, we have to add as hy-
potheses instances of extensionality contraction for every pair of definitions where
extensionality expansion was applied. The equi-satisfiable formula in basic normal
form is:

∧ ∀z , y : z ∈ k1(y)⇔ z = y ∨ z = y
∧ ∀z , y : z ∈ k2(y)⇔ z = y
∧ ∀y1, y2 : (∀z : z ∈ k1(y1)⇔ z ∈ k2(y2))⇒ k1(y1) = k2(y2)
⇒ ∀x : P(k1(x ))⇔ P(k2(x )).

Soundness We prove that the abstraction method is sound, i.e. that if the translated
obligation is provable then the original obligation is valid, by choosing appropriate
interpretations for the introduced operators. Intuitively, ifℳ1 is a model of the orig-
inal formula, we can construct a modelℳ2 of the transformation by extendingℳ1
with interpretations for the new operator symbols ki that have the same universal
value as the expression ψi . Then, ki necessarily denotes the same value as ψi by
its definition introduced as a hypothesis. We prove this result on one abstracted
expression. Systematically applying this elementary case results in the general case
for more than one non-basic expression.

Before the actual proof, we show two intermediate results and introduce some nota-
tion. The interpretation ℐ ⊕ (k ↦→ λx. f (x)) extends ℐ for the operator symbol k
with a function ℐ(k)(x) ∆

= f (x), the symbol d denotes some sequence of sym-
bols d1, . . . , dn ∈ 𝒟n , and x ↦→ d for the mapping x1 ↦→ d1, . . . , xn ↦→ dn , and the
symbol .

= means “is equal to”.

Lemma 7. Let vars(e) and ops(e) be the set of variable and operator symbols occurring in
an expression e. For any expression e,

(A1) if two valuations υ1 and υ2 agree on vars(e), meaning that υ1(x )
.
= υ2(x ), for every

variable symbol x in vars(e), and

(A2) if two interpretations ℐ1 and ℐ2 agree on ops(e), meaning that ℐ1(o) and ℐ2(o) have
the same value given the same arguments, for all operator symbol o in ops(e),

then val𝒟,υ1,ℐ1(e)
.
= val𝒟,υ1,ℐ2(e).

Proof. By induction on the structure of e. In particular, we distinguish three relevant
cases.

⟨1⟩1. case e is a variable x , then vars(e) = {x}. It follows that val𝒟,υ1,ℐ1(x )
.
=

val𝒟,υ2,ℐ2(x ), by assumption (A1).
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⟨1⟩2. case e is an operator o of arity n applied to expressions e1, . . . , en ,
then ops(e) = {o} ∪ ops(e1) ∪ . . . ∪ ops(en). By induction hypothesis, we have
that val𝒟,υ1,ℐ1(ei )

.
= val𝒟,υ2,ℐ2(ei ), for all i ∈ 1 .. n, and by assumption (A2),

then val𝒟,υ1,ℐ1(o(e1, . . . , en))
.
= val𝒟,υ2,ℐ2(o(e1, . . . , en)).

⟨1⟩3. case e is of the form e1 ⇒ e2 then vars(e) = vars(e1) ∪ vars(e2) and
ops(e) = ops(e1) ∪ ops(e2). Since the interpretations agree on the union of the
two sets, they agree on each of ops(e1) and ops(e2). We can therefore apply
the inductive hypothesis to conclude that val𝒟,υ1,ℐ1(e1)

.
= val𝒟,υ2,ℐ2(e1), and that

val𝒟,υ1,ℐ1(e2)
.
= val𝒟,υ2,ℐ2(e2). Since the evaluation of e is a function of these sub-

evaluations, val𝒟,υ1,ℐ1(e)
.
= val𝒟,υ2,ℐ2(e).

⟨1⟩4. qed, by ⟨1⟩1, ⟨1⟩2, ⟨1⟩3, and the missing cases which are similar to these
ones.

Lemma 8. Consider a formula P with no free variables, an expression e with free variables x,
and an operator symbol k ∈ 𝒪 with arity |x|. Let ℐ ′ ∆

= ℐ ⊕ (k ↦→ λx. val𝒟,υ,ℐ(e(x))). Then

val𝒟,υ,ℐ(P [k(x)← e ])
.
= val𝒟,v ,ℐ ′(P).

Proof. By induction on the structure of P . In particular, when P is e, we know,
because of the way we have defined ℐ ′, that:

val𝒟,υ,ℐ(e)
.
= ℐ ′(k)(val𝒟,υ,ℐ(x))

.
= val𝒟,v ,ℐ ′(k(x)).

For other kinds of expressions, the interpretations follow the structure of the expres-
sion so the result follows easily by the inductive hypothesis.

Theorem 9 (Abstraction soundness). Given an expression P with no free variables and
an expression e with free variables x. Let d

∆
= ∀x′ : k(x′) = e [x← x′] where k is a fresh

operator symbol not in 𝒪 of arity |x|, and x′ is a sequence x ′1, . . . , x ′|x| of fresh variable
symbols. Then |= d ⇒ P iff |= P [k(x)← e ], i.e. the abstracted and the original formulas
are equisatisfiable.

Proof. We proceed by case analysis on the bi-implication.

⟨1⟩1. case |= d ⇒ P . Suppose a modelℳ ∆
= ⟨𝒟, υ, ℐ⟩ satisfying d ⇒ P . The goal is

to proveℳ |= P [k(x)← e ].

⟨2⟩1. case ℳ ̸|= d , i.e. the truth value of d is false for ℳ, then ℳ |= d ⇒ a
holds for any expression a.
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⟨2⟩2. caseℳ |= d , i.e.ℳ satisfies ∀x′ : k(x′) = e [x← x′].

⟨3⟩1. val𝒟,υ,ℐ(k(x))
.
= val𝒟,υ,ℐ(e).

⟨4⟩1. From assumption ⟨2⟩2 and the definitions of d , val and truth, we
know that: truth𝒟,υ,ℐ(∀x′ : k(x′) = e [x ← x′]) .

= T iff val𝒟,υ′,ℐ(k(x′))
.
=

val𝒟,υ′,ℐ(e [x← x′]), for all d ∈ 𝒟n , where υ′ is υ⊕ (x′ ↦→ d).

⟨4⟩2. qed. In particular ⟨4⟩1 holds when x′ is instantiated with x, i.e. the
free variables of e. Hence, the goal ⟨3⟩1 follows by Lemma 7, because in
this case, υ′ is just υ.

⟨3⟩2. ℳ |= P , by ⟨1⟩1, ⟨2⟩2, and the definition of truth for⇒.

⟨3⟩3. qed. ℳ satisfies P [k(x)← e ], by ⟨3⟩1 and ⟨3⟩2.

⟨2⟩3. qed, by ⟨2⟩1 and ⟨2⟩2.

⟨1⟩2. case |= P [k(x) ← e ]. Suppose P [k(x) ← e ] is satisfiable, say by a model
ℳ1

∆
= ⟨𝒟, υ, ℐ⟩. The goal is to prove |= d ⇒ P .

⟨2⟩1. With the aim of making the truth value of d always true, we build a new
model ℳ2 = ⟨𝒟, υ, ℐ ′⟩. Since k is a fresh symbol, we can fix a value for it. We
choose the interpretation ℐ ′ ∆

= ℐ ⊕ (k ↦→ λx′. val𝒟,υ,ℐ(e [x← x′]))).

⟨2⟩2. ℳ2 |= d . By the definition of d , we know that:

val𝒟,υ,ℐ ′(d)
.
= truth𝒟,υ,ℐ ′(∀x′ : k(x′) = e [x← x′]).

By the definition of truth for quantified formulas, it suffices to prove the following
equivalence, for all d ∈ 𝒟n , where υ′ is υ⊕ (x′ ↦→ d):

val𝒟,υ′,ℐ ′(k(x
′))

.
= ℐ ′(k)(x′) (by definition of val )
.
= val𝒟,υ,ℐ(e [x← x′]) (by definition of ℐ ′)
.
= val𝒟,υ′,ℐ ′(e [x← x′]) (by Lemma 7; x′ does not occur in e)

⟨2⟩3. ℳ2 |= P , because val𝒟,υ,ℐ(P [k(x) ← e ])
.
= val𝒟,υ,ℐ ′(P), from assump-

tion ⟨1⟩2 and by Lemma 8.

⟨2⟩4. qed. Modelℳ2 satisfies d ⇒ P , by the two following steps:

⟨3⟩1. ℳ2 |= d ∧ P follows from ⟨2⟩2 and ⟨2⟩3.

⟨3⟩2. ℳ2 |= d ∧ a iff ℳ2 |= d ⇒ a, for any expression a, because the truth
value of d is always T, by ⟨2⟩2.

⟨1⟩3. qed, by ⟨1⟩1 and ⟨1⟩2.

The step ⟨1⟩1 of this proof shows that the validity of the abstracted formula implies
the validity of the original formula, that is, they are logically equivalent. However,

85



Chapter 4. Integration of ATP systems and SMT solvers

the implication in the opposite direction, proved in step ⟨2⟩2, does not hold, because
the formulas are not satisfied exactly by the same models.

4.4.4. Eliminating definitions

In order to improve the encoding, we introduce an optimization procedure that
eliminates definitions, in the sense of the preceding sub-section. The process consists
in collecting definitions of the form x = ψ, and then simply substituting every
occurrence of the term x by the non-basic expression ψ in the rest of the context,
by applying the equality oriented as the rewriting rule x −→ ψ. It has the opposite
effect of the abstraction method, where definitions are introduced and afterwards
expanded to basic expressions. The definitions we want to eliminate typically occur
in the original proof obligation, that is, they are not artificially introduced. In the
next sub-section, we will explain the interplay between normalization, definition
abstraction, and definition elimination.

The purpose of this transformation is to produce expressions that can eventually be
normalized to their basic form. The restriction that x does not occur in ψ avoids
rewriting loops and ensures termination of this process. For instance, the two equa-
tions x = y and y = x will be transformed into y = y , which cannot further be
changed.2 After applying the substitution, we can safely discard from the resulting
formula the definition x = ψ, when x is a variable. However, we must keep the defi-
nition if x is an applied operator. Suppose we discard an assumption domain f = S ,
where the conclusion is f ∈ [S → T ]. Only after applying the rewriting rules, the
conclusion will be expanded to an expression containing domain f , but the dis-
carded fact required to simplify it to S will be missing.

Example Consider the following simplified paradigmatic example, that is repre-
sentative of actual proofs.

f ∈ [Int → Int ] ∧ f ′ = [f except [0] = 1] ⇒ f ′[0] = 1.

The simplification process replaces f ′ by its definition [f except [0] = 1] in the con-
clusion, resulting in the formula:

f ∈ [Int → Int ] ⇒ [f except [0] = 1][0] = 1.

Now the conclusion is ready to be taken to a basic normal form. After applying the
rewriting rule (4.16) for function application of except, the conclusion becomes:(

if 0 ∈ domain f
then (if 0 = 0 then 1 else α(f , 0))
else ω([f except [0] = 1], 0)

)
= 1

2The problem of efficiently eliminating definitions from propositional formulas is a major open
question in the field of proof complexity. The definition-elimination procedure can result in an
exponential increase in the size of the formula when applied naı̈vely [Avi03].
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By the first hypothesis and the axiom (2.13) for the construct [ → ], we know
that domain f = Int , which permits the process to reduce the left-hand side of the
equality to 1, and finally the conclusion to true.

Compare the size of the formula we would have obtained without the simplification
step. The normalization of the original formula would have included two extra
quantifiers and introduced the operators α and ω:

∧ ∧ IsAFcn(f )
∧ domain f = Int
∧ ∀x ∈ Int : α(f , x ) ∈ Int

∧ ∧ domain f ′ = domain f
∧ (if 0 ∈ domain f ′ then α(f ′, 0) else ω(f ′, 0)) = 1
∧ ∀x ∈ domain f ∖ {0} : α(f ′, x ) = α(f , x )

⇒ (if 0 ∈ domain f ′ then α(f ′, 0) else ω(f ′, 0)) = 1

Moreover, besides the encoding of this formula, the translation would need to in-
clude the axioms for domain, Int , set difference, and singleton set.

4.4.5. Pre-processing algorithm

Now we can put together the encoding techniques described in the above sections
in a single algorithm that we call Preprocess. We define it formally as follows:

Preprocess(φ) ∆
= φ

. Boolify

. Fix Reduce

Reduce(φ) ∆
= φ

. Fix (Simplify ∘ Rewrite)

. Fix (Abstract ∘ Rewrite)

Here, Fix 𝒜 means that step 𝒜 is executed until reaching a fixed point, the combina-
tor ., used to chain actions on a formula φ, is defined as φ . f

∆
= f (φ), and function

composition ∘ is defined as f ∘ g ∆
= λφ. g(f (φ)).

The Preprocess algorithm takes a TLA+ formula φ, Boolifies it (Section 4.2), and then
applies repeatedly the step called Reduce, until reaching a fixed point, to take the
formula to a basic normal form. Only then the resulting formula φfof or φsmt is
ready to be translated to the target language using the embedding of Section 4.3.
In turn, Reduce first simplifies the given formula (4.4.4) and applies the rewriting
rules (4.4.1) repeatedly, and then applies abstraction (4.4.3) followed by rewriting
repeatedly. Observe that the simplification step is in some sense opposite to the
abstraction step: the first one eliminates every definition x = ψ by using it as the
rewriting rule x −→ ψ, while the latter introduces a new symbol x in the place of
a expression ψ and asserts x = ψ, where ψ is non-basic in both cases. Therefore,
simplification should only be applied before abstraction, and each of those should
be followed by rewriting (see example on page 85).
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Since the Preprocess algorithm is composed of sound sub-steps, as explained in each
sub-section, then the overall algorithm is sound. The algorithm terminates, meaning
that it will always compute a basic normal formula, but with a caveat: we have to
be careful that Simplify and Abstract do not repeatedly abstract and then simplify
the same expression. Simplify does not produce non-basic expressions, but Abstract
generates definitions that can be processed by Simplify, reducing them again to the
original non-basic expression. That is the reason for Rewrite to come after every
application of Abstract: the new definitions are rewritten, usually by an extension-
ality expansion rule. In short, termination depends on the existence of extension-
ality rewriting rules for each kind of non-basic expression that Abstract may catch.
Then, for any TLA+ expression φ there exists an equi-satisfiable basic expression φfof
or φsmt in normal form that the algorithm will compute.

On the other side, our encoding is not semantically complete. Even if we assume that
the automated theorem provers are semantically complete, it may happen that the
translation of a semantically-valid TLA+ formula becomes invalid when encoded.
Due to efficiency reasons, we decided not to include the axiom of set extensionality
explicitly in the translation, as explained on page 74. However, if we decide to in-
clude the extensionality axiom, the encoding would become complete. As a partial
solution to the incompleteness, we do add to the translation instances of extension-
ality for functions, function domains, records and tuples when possible.

4.5. Encoding other constructs

4.5.1. if-then-else

The TLA+ expression if c then t else u can be conveniently mapped verbatim using
SMT-LIB’s conditional operator to ite(c, t , u). However, TPTP/FOF does not provide
any similar feature, so we have to encode the if-then-else expressions as first-order
formulas.

When both t and u are propositions or Boolified expressions, noted φ1 and φ2, we
can apply the following equivalence-preserving transformation, according to the
if-then-else definition (2.14):

if c then φ1 else φ2 −→ c ⇒ φ1 ∧ ¬c ⇒ φ2 (4.18)

For the general case, i.e. when t and u are terms, we define a set of rewriting rules

𝒫(if c then t else u) −→ if c then 𝒫(t) else 𝒫(u) (4.19)

where 𝒫 is a placeholder for a predicate or an operator parameterized by some other
expression a. The formula 𝒫(a, e) can take the form a = e, a ∈ e, a ⇒ e, a [e ], etc.
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For example, when 𝒫(a, e) ≡ a = e, the rule becomes

a = if c then t else u −→ if c then a = t else a = u.

These rules are to be read modulo symmetry of the equality symbol in the left-hand
side. The purpose of the set of rules (4.19) is to distribute 𝒫 on the subexpres-
sions t and u while pulling out the if expression from the non-Boolean operators.
Eventually, 𝒫 will be a Boolean operator, allowing the application of rule (4.18).

This naı̈ve approach to encode conditional term-expressions could result in an ex-
ponential blow-up on the size of the original formula, mainly if the sub-expressions
are if-then-else themselves. The above rules introduce redundancies: the condi-
tion c appears twice in the right-hand side of rule (4.18), and the expression a is also
repeated in the rules (4.19). We apply a simple heuristic to abstract the redundant ex-
pression. If c or a are just variables, we leave the translation as it is. Otherwise, we
abstract the repeated expressions by satisfiability-preserving transformations. For
instance, rule (4.18) is modified to introduce a fresh Boolean variable z as an abbre-
viation of c:

if c then φ1 else φ2 −→ ∃zBool : (z ⇔ c) ∧ (z ⇒ φ1) ∧ (¬z ⇒ φ2)

where z ⇔ c can be simplified afterwards. This abstraction method is applied
analogously to the rules (4.19).

The list of rewriting rules for if-then-else expressions (proved as theorems in
Isabelle/TLA+) appears in Appendix A.

4.5.2. Strings

In FOF, we treat every string as a constant, being careful of avoiding name clashes
with the variables. Then, we assert that every literal string occurring in the proof
obligation is different from each other. In SMT-LIB, we declare a dedicated new sort
Str for strings. Accordingly, we use an injective function str2u : Str→ U to lift string
expressions. The polyadic SMT-LIB construct distinct allows to easily abbreviate the
above requirement. This encoding does not allow us to implement the standard
TLA+ interpretation of strings, which are considered as a tuple of characters. Fortu-
nately, characters are hardly used in practice.

4.5.3. Tuples and records

Some SMT solvers support certain data constructors that could facilitate the en-
coding of TLA+ tuples and record expressions, like Z3’s algebraic data types or
Yices’ built-in records and tuples. Instead, we adopt a more agnostic approach for
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TPTP/FOF and SMT-LIB, which currently do not have predefined theories for these
data structures.

Tuples and records are functions defined using complex set and case expressions
(cf. 2.17 and 2.19). Instead of unfolding those definitions, we just treat them as any
other non-basic expression. Consequently, we need rewriting rules with the left-
hand side in the form of definitions to be applied after the abstraction process:

t = ⟨e1, . . . , en⟩ −→ ∧ IsAFcn(t)
∧ domain t = 1 .. n
∧ ∧ei :U α(t , i) = ei
∧ ∧ei :Bool α(t , i)b ⇔ ei

(4.20)

r = [h1 ↦→ e1, . . . , hn ↦→ en ] −→ ∧ IsAFcn(r)
∧ domain r = {“h1”, . . . , “hn”}
∧ ∧i∈1 ..n α(r , “hi”) = ei (when ei :U)
∧ ∧i∈1 ..n α(r , “hi”)b ⇔ ei (when ei :Bool)

(4.21)

In order to preserve satisfiability for expressions considered as terms from those
considered as formulas, we treat differently the elements ei that are Booleans (noted
ei :Bool) from those that are not (noted ei :U). Since records and tuples are functions,
projection in both cases is defined as a function application. The expression r .h is
encoded as r [“h”], as defined by standard TLA+. Tuple selection t [i ] is just a function
application and therefore translated as such. For this reason, we are allowed to use α
instead of function application in rules (4.20) and (4.21), because the projections’
arguments belong to the tuple and record domains.

We identify a record [h1 ↦→ e1, . . . , hn ↦→ en ] and a tuple ⟨e1, . . . , em⟩ by their struc-
ture. We call the signature of a record the list h of its field names h1, . . . , hn in lexico-
graphic order, and that of a tuple its arity m. As in the case of function extensionality,
the properties of tuple and record extensionality are lost when equality is expanded.
Whenever rules (4.20) or (4.21) are triggered on a record of signature h or on a tuple
of signature m, we add the following formulas as axioms to the translation:

∀r1, r2 : ∧ IsAFcn(r1) ∧ IsAFcn(r2)
∧ domain r1 = {“h1”, . . . , “hn”}
∧ domain r2 = {“h1”, . . . , “hn”}
∧ r1.h1 = r2.h1 ∧ . . . ∧ r1.hn = r2.hn
⇒ r1 = r2

(4.22)

∀t1, t2 : ∧ IsAFcn(t1) ∧ IsAFcn(t2)
∧ domain t1 = 1 ..m
∧ domain t2 = 1 ..m
∧ t1[1] = t2[1] ∧ . . . ∧ t1[m ] = t2[m ]
⇒ t1 = t2

(4.23)

This approach is limited to records and tuples whose signature can be determined
in an obvious way. Otherwise, they would be treated as any other expression.
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Finally, we use the following theorems about function reasoning as rewriting rules:

IsAFcn([h1 ↦→ e1, . . . , hn ↦→ en ])⇔ true
IsAFcn(⟨e1, . . . , en⟩)⇔ true

domain [h1 ↦→ e1, . . . , hn ↦→ en ] = {“h1”, . . . , “hn”}
domain ⟨e1, . . . , en⟩ = 1 .. n

r ∈ [h1 : S1, . . . , hn : Sn ]⇔ ∧ IsAFcn(r)
∧ domain r = {“h1”, . . . , “hn”}
∧ r .h1 ∈ S1 ∧ . . . ∧ r .hn ∈ Sn

t ∈ S1 × . . .× Sn ⇔ ∧ IsAFcn(t)
∧ domain t = 1 .. n
∧ t [1] ∈ S1 ∧ . . . ∧ t [n ] ∈ Sn

4.5.4. choose

The choose operator of TLA+ is notoriously difficult for automatic provers to reason
about. Nevertheless, we can exploit choose expressions by using the axioms that
define them. Recall axiom (2.8):(

∃x : P(x )
)
⇔ P

(
choose x : P(x )

)
.

By introducing a definition for choose x : P(x ), we obtain the theorem

y =
(
choose x : P(x )

)
⇒

(
(∃x : P(x ))⇔ P(y)

)
(4.24)

where y is some fresh constant symbol. This formula can be conveniently used
as a rewriting rule for choose expressions that occur negatively, in particular, as
hypotheses of proof obligations.

Suppose the expression φ
∆
= choose x : P(x ), with free variables x, occurs in a proof

obligation. The abstraction process replaces φ by a term k(x), with fresh operator
symbol k , and asserts the definition

∀x : k(x) = choose x : P(x )

as an axiom, preparing an application of theorem (4.24) as a rewriting rule, which
results in

∀x : (∃x : P(x ))⇔ P(k(x)).

Note that if the choose expression is Boolified, then its abbreviation f (x) is Boolified
as well in the axiom. As it is shown here, this formula is difficult for the solvers to
handle, because it contains nested quantifiers. Except for some pre-processing that
could still be applied inside the predicate P , we do not further optimize the formula,
although this could be desirable for an efficient support of choose expressions.
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Choice determinism Suppose an arbitrary pair of choose expressions

φ1
∆
= choose x : P(x ) and φ2

∆
= choose x : Q(x )

where FV (φ1) = x and FV (φ2) = y, with x ∆
= x1, . . . , xn , y ∆

= y1, . . . , ym . In order
to express the determinism of choose (axiom (2.9)), it is necessary to check that
formulas P and Q are equivalent, for each pair of expressions ⟨φ1, φ2⟩ occurring in a
proof obligation. By abstraction of φ1 and φ2, we obtain the axiomatic definitions

∀x : f1(x) = choose x : P(x ) and ∀y : f2(y) = choose x : Q(x ),

where f1 and f2 are fresh operator symbols of arity n and m respectively. Then, we
state the extensionality property for the pair ⟨f1, f2⟩ as the axiom

∀x′, y′ :
(
∀x : P(x )[x← x′]⇔ Q(x )[y← y′]

)
⇒ f1(x′) = f2(y′).

4.6. Related work

Some of the encoding techniques and methods presented in this chapter were al-
ready defined before or are simply folklore, but they have not been combined and
studied in this way. Moreover, the idiosyncrasies of TLA+ render their applicability
non-trivial. For instance, TLA+’s axiomatized functions with domains, including
tuples and records, are deeply rooted in the language. Besides the works mentioned
previously in Section 1.3, here we briefly review some other encoding methods.

Boolification In the encoding of Isabelle/HOL into SMT-LIB [BBP13], formulas and
terms are separated by treating all expressions as terms (no predicates are declared
in the translation) and injecting expressions expected to be formulas into a new sort
isomorphic to Bool. This encoding, inspired from Spark [JP09], is left intentionally
incomplete.

Set theory encoding Initially, inspired by a translation for Event-B by Déharbe
[Déh10], we encoded sets by their characteristic predicate, which allows for the direct
translation of the set membership relation. In this translation, elementary sets are
represented as uninterpreted functions, and the expression x ∈ S is encoded as S (x ),
where S :U → Bool. This encoding results in a more effective translation than ours,
since sets and their elements have different sorts, which implicitly divides the proof’s
search space. However, in order to stay within the realm of first-order logic, set of
sets cannot be handled.

The plug-in for Rodin called SMT solvers [DFGV12] implements two translation ap-
proaches for set theory. In the first one, an extension of the previous work mentioned
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above [Déh10], simple sets (no set of sets allowed) are directly encoded as polymor-
phic λ-expressions. These expressions are non-standard and are only supported by
the parser of the veriT SMT solver, which however can be used as a pre-processor to
produce standard SMT-LIB for other solvers.

The second approach simply calls the ppTrans plug-in [KV12] which generates dif-
ferent SMT sorts for each basic set and every combination of sets (power sets or
cartesian products) found in the proof obligation. Therefore, there is one member-
ship operator for every declared set-sort, and constants representing set elements
are declared with the corresponding set-sort. The advantage of this encoding is that
it further partitions the search space, although it requires to know beforehand the
types of the basic set. In TLA+, this can only be achieved through type inference.
Additionally, when the ppTrans plug-in detects that the proof obligation does not
contain any set of sets, the translation is further simplified by encoding sets by their
characteristic predicates.

Mentre et al. [MMFA12] proposed Why3 as an interface to discharge Atelier-B proof
obligations to different SMT solvers, with similar results to those of Rodin’s SMT
plug-ins. Set theory, including extensionality, is axiomatized as a new Why3 the-
ory, where sets have an abstract, polymorphic type set α. The Alt-Ergo [CCKL08]
SMT solver is particularly useful for Why3 because it natively handles polymorphic
first-order formulas. Function applications are represented by a flat binary function
and then axiomatized. In the context of the BWare project, Conchon et al. [CI14]
proposed many internal optimizations to improve the performance of Alt-Ergo, in
order to discharge Atelier-B proof obligations obtained from industrial settings.

Recently, Delahaye et al. [DDG+13] proposed a different approach to reason about
set theory, instead of a direct encoding into first-order logic. The theory of deduction
modulo is an extension of predicate calculus, which allows to rewrite terms as well
as propositions, and which is well suited for proof search in axiomatic theories, as
it turns axioms into rewrite rules. For example, Peano arithmetic or Zermelo set
theory can be encoded without axioms, turning the proof search among the axioms
into computations. First-order theorem provers extended to deduction modulo were
implemented as Zenon Modulo [DDG+13, JBDD12] and iProver Modulo [Bur11].

Abstraction The abstraction technique to deal with non-basic expressions may re-
call the Tseitin transformation [Tse68] that replaces all sub-formulas of a CNF for-
mula for new variables and its definitions. The goal is to avoid the exponential ex-
plosion in the number of clauses during clausification, i.e. the conversion from a FOL
formula to an equi-satisfiable CNF formula. The resulting formula is in a form called
definitional-CNF. The abstraction method, just as Tseitin’s transformation and also
Skolemization, does not preserve logical equivalence because of the new introduced
function symbols, but preserves satisfiability, and this is sufficient for refutation-
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based theorem proving. Other more sophisticated CNF conversion techniques do
not introduce fresh names for all sub-formulas [NW01, AW13, dMB08].

The MPTP system [Urb03] translates Mizar to TPTP/FOF. The Mizar language
provides second-order predicate variables and abstract terms, that is, a generaliza-
tion of objects generated from the replacement and comprehension axioms, such as
the set {n −m where m, n is Integer : n < m}. To encode these kind of expressions,
the translation applies a pre-processing method called deanonymization that replaces
them by fresh symbols, called Fraenkel functors, with their definitions at the top
level. As our abstraction method, it is comparable to Skolemization, but no further
detail is provided in [Urb03].

The analogue of abstraction in λ-calculus is the λ-lifting transformation, that elim-
inates free variables from λ-expressions by introducing additional parameters to
let-definitions and λ-applications. Thus, bounded let-definitions can be moved out
to a global scope. This technique is used to encode Isabelle/HOL functions into
MS-FOL [BBP13].
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Type systems for TLA+
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No hay clasificación del universo
que no sea arbitraria y conjetural.
La razón es muy simple: no
sabemos qué cosa es el universo.

Jorge Luis Borges, 1942

In line with the foundations of classical mathematics, TLA+’s underlying logic is
untyped. The rationale behind this choice is explained in [LP99], where Lamport
and Paulson ask themselves and promote the debate about whether specification
formalisms should be typed. When considered just for specification purposes, there
are many arguments in favor of untyped languages, especially high flexibility and
expressiveness. On the other hand, the current most mature and successful interac-
tive verification platforms are based on languages with strong type systems, such as
type theory or high-order logic. Type checkers automate the assessment of explicit or
implicit type assignments while, in untyped formalisms, facts giving a sense of type
information have to be asserted and proved as lemmas —what in TLA+ is called

95



Chapter 5. Type systems for TLA+

type-correctness invariants. In particular, type invariants often go beyond of what can
be expressed in standard type systems because type invariants should be defined
such that they are inductive with respect to the next-state relation of the specifica-
tion. In set theory in particular, type-checking needs to be conducted explicitly as
set-membership reasoning.

Another argument in favor of untyped specification languages is that it is quite
unreasonable to expect a fixed type system to be applicable to different kinds of sys-
tems, from high-level descriptions of cloud algorithms to low-level implementations
in assembly language or even hardware. For “wide-spectrum” languages such as
TLA+, untypedness is a reasonable choice —even more so since TLA+ is designed
to support proofs of refinement (or implementation) between quite different levels
of specifications.

All in all, the overall proofs that have to be performed during the verification process
are essentially the same in both kind of formalisms. The difference is that users of
untyped languages need to do some extra work to prove that the typing lemmas
are invariants and to apply them afterwards, during the proof attempt, when type
information is required. Although there is a legitimate case for untyped specification
languages, there is overwhelming evidence for the fact that automated reasoning
benefits from the classification of expressions through type disciplines. As Cardelli
and Wegner [CW85] wrote:

As soon as we start working in an untyped universe, we begin to organize
it in different ways for different purposes. Types arise informally in any
domain to categorize objects according to their usage and behavior. The
classification of objects in terms of the purposes for which they are used
eventually results in a more or less well-defined type system. Types arise
naturally, even starting from untyped universes.

To close the gap between the two approaches, we propose automated procedures
to construct types for TLA+ expressions. The final goal is to use the gathered type
information to improve our encodings into both sorted and unsorted languages of
automated theorem provers.

5.1. Introduction

The translation presented in the previous chapter introduces a substantial number
of quantified formulas interpreted over just one sort U that degrade the performance
of automated theorem provers. Type inference, required for instance by arithmetic
operators, is implicitly delegated to the solvers through the encoding. We illustrated
this reasoning in the translation to SMT-LIB of the TLA+ formula ∀x : x ∈ Int ⇒
x + 0 = x , shown previously in Figure 4.4. In particular, that translation lifts 0
to the universal sort U as int2u(0), and it encodes addition using an axiomatized
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function. If we could detect appropriate type information from the original TLA+

formula, specifically that the bound variable x is of integer type, we could translate
it to SMT-LIB as

∀x Int. in(int2u(x ), tla Int)⇒ x + 0 = x ,

using the SMT built-in operator + instead of the axiomatized plus : U × U → U.
We could do even better and apply conditional rewriting rules based on the type
information. If the variable x is known to be of an integer type, noted x : Int, the
rewriting process would trigger on the original formula the rules

x ∈ Int
x :Int−→ true and x + 0 x :Int−→ x .

The resulting formula after preprocessing would be simply true.

The above example motivates the definition of type systems for TLA+ and associated
algorithms to synthesize types.1 By necessity, type systems impose restrictions on
the admissible formulas, and one can therefore not expect type inference to succeed
for all TLA+ proof obligations. If no meaningful types can be built, the translation
can fall back to the “untyped” encoding of the previous chapter. The question is
then how expressive the type system should be in order to successfully handle a
large class of TLA+ formulas. In this chapter we propose two type systems for
TLA+, that we call 𝒯1 and 𝒯2, with different expressive power.

The type system 𝒯1 is composed of elementary types like integers, Booleans, and
functional types, which reflect the MS-FOL sorts in a natural way, and a Set type
constructor which allows the stratification of set objects. This type system is fairly
restricted and, in certain cases, cannot express adequate type information. TLA+

functions are total: a function applied to any expression has a value, which is un-
specified if the argument is not in the function’s domain. For practical purposes, we
consider functions as being partial, since we can give a type only to those function
applications f [x ] satisfying the domain condition x ∈ domain f (cf. Section 4.4.2).
For this reason, handling function applications in TLA+ requires precise type infor-
mation of the domain.

Consider the invalid TLA+ formula that appeared before on page 77,

f = [x ∈ {1, 2, 3} ↦→ x * x ]⇒ f [0] < f [0] + 1 (5.1)

The system 𝒯1 over-approximates the type of f as a function from Int to Int. Even
if the argument 0 is not in the domain of f , the expression f [0] would be given the
type Int. This does not corrupt soundness because the domain condition would fail

1 It is customary to use the term type inference to denote the problem of deducing the types of
an expression in a static type system. The type reconstruction problem is, given an expression
containing type variables in place of some or all type annotations, to find a ground assignment for
those variables such that the resulting expression is well-typed. Type synthesis or type construction
suggests that types are built from scratch, which is what is required by an untyped language like
TLA+.
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Figure 5.1.: Schematic view of type synthesis in the ATP/SMT backend

on f [0]. After type construction, we can assign a type to every sub-expression in the
proof obligation. The untyped translation encodes an expression of the form f [x ]
as the conditional if x ∈ domain f then α(f , 0) else ω(f , 0), which compels the
solver to prove or disprove x ∈ domain f and to reason about the extra operators α
and ω. Computing the domain of a TLA+ function encoded in a first-order logic
is not always easy, leading the provers to failed proof attempts. The design of an
appropriate type system is further complicated by the fact that some formulas, such
as f [x ] ∪ {} = f [x ], are actually valid irrespectively of whether the domain condition
holds or not.

The above observations motivate the use of a more expressive type system. As
an extension of 𝒯1, we introduce a second type system 𝒯2 based on dependent
and refinement types [FP91, XP99]. Using refinement types, the type of domain f
in the above example is {x : Int | x = 1∨ x = 2∨ x = 3}, which represents the col-
lection of those elements x with base type Int that satisfy the refinement predi-
cate x = 1 ∨ x = 2 ∨ x = 3. During type construction, the system will try to
prove x = 0⇒ x ∈ domain f , and this will fail, hence the translation will fall back
to the untyped encoding (which will in turn fail to prove the formula, as it should).
In many practical examples, the domain condition x ∈ domain f can be established
during type construction, leading to shorter and simpler proof obligations.

One of the contributions of this chapter is the novel use of dependent and refinement
types for TLA+ formulas. Since TLA+ is based on (untyped) Zermelo-Fraenkel set
theory, we believe that this approach is more widely applicable for theorem proving
in set-theoretic languages. A type system with refinement types is very expressive
and actually quite close to set theory itself, giving rise to proof obligations that
are undecidable. Specifically, equality between two refinement types {x : τ | φ1}
and {x : τ | φ2} reduces to prove φ1 ⇔ φ2, and subtyping between those types re-
duces to prove φ1 ⇒ φ2, in a context where x has type τ.
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The type synthesis process is illustrated in Figure 5.1. As a new component of the
translation of the previous chapter, it acts as an interface between the Boolification
and preprocessing steps. The type synthesis procedure maps Boolified TLA+ expres-
sions to typed TLA+ expressions. As is standard in type inference for programming
languages, we divide our algorithm into a constraint generation phase followed by
a constraint solving phase. Given a Boolified TLA+ formula φb , the type synthesis
algorithm first generates a constraint 𝒞 that replicates the type derivation of the for-
mula. Constraint generation rules are derived directly from typing rules defined for
each type system. Constraints for 𝒯1 are formed by type equality conditions thus
solving them reduces basically to first-order unification of elementary types, which
is decidable. Constraints for 𝒯2 are formed by equality and subtyping conditions.
Our constraint solving algorithm with subtyping discharges the typing proof obli-
gations to SMT solvers, which may succeed or not. In the case constraint solving
fails, we fall back to the untyped encoding (restricted to the corresponding part of
the proof obligation), which is comparable to dynamic type checking.

A TLA+ fragment Before proceeding to the next section, and in order to simplify
the exposition and analysis of the type systems, we define a fragment of the TLA+

language defined in Section 2.1, which will be used in the rest of this chapter. That
being said, the actual implementation of the type systems handles the TLA+ lan-
guage completely except for choose expressions.

The fragment considered here contains the most relevant expressions of set theory,
functions and arithmetic. Without loss of generality, we restrict it to unary opera-
tors and set enumeration with two elements. In order to adhere to a presentation
closer to standard set theory, we also assume that the formulas are already Boolified,
according to Section 4.2. The fragment also includes the three primitive function ex-
pressions and basic arithmetic expressions.

We describe the fragment by the following grammar, which is a reorganization of
the elements of the original grammar given in Section 2.1. As a first step towards
classifying the elements of the language, and in contrast to standard TLA+, we dis-
tinguish different syntactic categories of expressions: terms t , sets s , expressions e,
formulas φ, functions f , and numbers n.

(terms) t ::= v | w(e) | f [e ]
(sets) s ::= t | {} | {e, e} | subset s | union s | {v ∈ s : φ}

| domain f | Int
(functions) f ::= t | [v ∈ s ↦→ e ]
(numbers) n ::= t | 0 | 1 | 2 | · · · | n + n
(expressions) e ::= s | f | n
(formulas) φ ::= v b | w b(e) | false | φ⇒ φ | ∀v : φ | e = e | e ∈ s | n < n

A typed version of the TLA+ language, which we call typed-TLA+ or TLA+τ, is basi-
cally obtained from the above TLA+ fragment by decorating with types the variable
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binders in quantifiers. Its grammar looks as follows:

φ ::= . . . | ∀vτ : φ

Typed-TLA+ is parameterized by a language of types τ, which can be mapped to
the sorts of many-sorted first-order logic. The relation has-type between a TLA+

expression e and a type τ is written e : τ. As the set theory of TLA+ is defined on
top of a first-order logic, the set theory of typed-TLA+ is defined on top of many-
sorted first-order logic. Accordingly, the typed-TLA+ expression ∀x τ : φ is true if
and only if φ is true when the variable x takes all possible values in 𝒟τ, i.e. the
domain of interpretation for the type τ. As a consequence, typed-TLA+ in any type
language with more than one type is strictly weaker than TLA+ because it enforces
a discipline.

Given a TLA+ proof obligation φ, our main goal in this chapter is to obtain an equi-
satisfiable typed-TLA+ formula φτ through the type synthesis procedure. Then, the
formula φτ can be encoded into the solver’s input language, using the type anno-
tations to improve the encoding. However, our type systems are more expressive
than the sorts in our target languages. At the final instance of the translation of a
TLA+ proof obligation, the quantified formulas with type annotations are mapped
to many-sorted logic, or even to unsorted first-order logic.

Chapter overview In Section 5.2, we give the formal definition of the basic type
system 𝒯1, including the key concept of typing hypothesis and typing propositions.
The system is described through a set of type inference rules containing constraints
on types, which is the style that is standard in the type theoretical research com-
munity. Section 5.3 presents the system 𝒯2, an extension of 𝒯1 with dependent and
refinement types. Section 5.4 proves that those systems are sound. Section 5.5 gives
details of the type synthesis algorithm. Section 5.6 extends the type systems 𝒯1
and 𝒯2 with support for TLA+ tuples and records. Section 5.7 gives an account of
related work.

5.2. Elementary types

The types of the system 𝒯1 are composed of elementary types satisfying the require-
ments of many-sorted first-order logic and basic set theory. Assume an enumer-
able infinite, and disjoint collection 𝒮 of nullary type constructors, representing the
atomic elements of the set-theoretic fragment of the language. We define the types τ
of the system 𝒯1 by the following grammar:

τ ::= t1 | t2 | . . . | Bool | Int | Set τ | τ → τ | α
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An atomic type is one of the symbols t1, t2, . . . in 𝒮 . The types Bool for formulas and
Int for integers are distinguished atomic types not included in 𝒮 . The type con-
structor Set determines the level of set strata, for instance, for the operators subset
and union. A type of the form τ1 → τ2 corresponds to a unary function. Type vari-
ables α, representing unknown types, are interpreted over the resulting Herbrand
universe induced by the preceding type constructors, that is, the set of all ground,
i.e. variable-free, types. We usually note atomic types by the letter β, and ground
types by the letter γ. A ground assignment σ is a mapping, maybe partial, of type
variables to ground types, where � is the empty assignment.

σ ::= � | α ↦→ γ, σ.

5.2.1. Typing propositions and typing hypotheses

The typing proposition of a type assignment e : τ, noted [[e : τ]], is a characteristic
predicate associated to the type τ that is true for precisely those expressions e that
the type τ intends to represent. In other words, the TLA+ formula [[e : τ]] states that
the expression e is one of the elements characterized by the type τ. For instance,
having an integer type is characterized by being a member of the set of integers,
and the proposition associated to types of the form Set τ is derived from the axiom
of power set (2.2). Typing propositions allow us to syntactically translate a type
assignment x : τ, where τ is ground, to a TLA+ formula [[x : τ]].

Definition 4 (Typing propositions). Given a TLA+ expression e and a type τ, the TLA+

formula [[e : τ]] is defined as follows:

[[e : t]] ∆
= t(e) [[e :Bool]] ∆

= e ∈ boolean
[[e : Set τ]]

∆
= ∀x ∈ e : [[x : τ]] [[e : Int]] ∆

= e ∈ Int

[[e : τ1 → τ2]]
∆
= ∧ e = [x ∈ domain e ↦→ e [x ]]
∧ ∀x : x ∈ domain e ⇔ [[x : τ1]]
∧ ∀x : x ∈ domain e ⇒ [[e [x ] : τ2]]

For each atomic type t ∈ 𝒮 , we introduce a new unary symbol t to the set 𝒫 of predicate
symbols. To ensure that types are pairwise disjoint, we introduce the set of axioms

∀x , y : [[x : β1]] ∧ [[y : β2]]⇒ x ̸= y ,

for each pair of atomic types β1, β2 ∈ 𝒮 ∪ {Int,Bool}.

We say that two ground types γ1 and γ2 are equal, noted γ1
∼= γ2, if and only

if they characterize the same elements. We will come back to this definition later.
For the moment, we formally define it, and assert the simple fact that the typing
propositions for any two different ground types γ1 and γ2 are disjoint.

Definition 5 (Equality of ground types). γ1
∼= γ2 iff ∀x : [[x : γ1]]⇔ [[x : γ2]] is valid.
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Lemma 10. ∃x : [[x : γ1]] ∧ [[x : γ2]] implies γ1
∼= γ2.

Proof. By induction on types and the fact that atomic types are disjoint.

The traditional method to encode a multi-sorted language into a single-sorted one is
by relativizing quantifiers (Section 3.1.3). Relativization replaces a sort annotation x σ

of a quantified MS-FOL formula, where σ is an atomic sort, by a fresh, distinguished
predicate Pσ(x ) as a hypothesis. Here, we update the definition of relativization to
our type language by using typing propositions instead of simple unary predicate
symbols.

Definition 6 (Relativization). Given a typed-TLA+ expression e, the relativized expres-
sion ℛ(e) is obtained by recursively replacing each type annotation x τ by a new hypothe-
sis [[x : τ]]. The relevant transformation rule is ℛ(∀x τ : φ)

∆
= ∀x : [[x : τ]]⇒ ℛ(φ).

Suppose we want to annotate with types the following TLA+ proof obligation:

φ
∆
= ∀x , y : union {x , y} = union {y , x}.

First, the union operator requires its argument to be a set of sets. The stratification
of sets, using the type constructor Set, supports the primary idea that a set must
have a different type from its elements. Therefore, x and y should have a Set type.
Secondly, the typed version of φ will be strictly weaker than φ, but it is enough to
prove that weaker formula if we know from the context the types of x and y , and
that they are compatible. Otherwise, if the elements of x and y reside in different
universes, their values are necessarily different.

As a consequence, our type disciplines will restrict the sets of the form {x , y}, and
similar expressions that relate more than one sub-expression such as x = y or x ∪ y ,
to have elements of the same type. For some atomic type t ∈ 𝒮 , a valid type annota-
tion for φ is

φτ ∆
= ∀xSet t, ySet t : union {x , y} = union {y , x}

The relativization of this decorated formula is

ℛ(φτ) = ∀x , y : (∀z ∈ x : t(z )) ∧ (∀z ∈ y : t(z ))⇒ union {x , y} = union {y , x}

which just expresses in TLA+ the semantics of φτ. In the original and relativized
formulas φ and ℛ(φτ), the variables are evaluated in the unique domain 𝒟. In the
annotated formula φτ, the values of the variables x and y are evaluated in 𝒟Set t,
which is a fragment of the universe 𝒟. The extra hypothesis ∀z ∈ x : t(z ) in the
relativized formula just expresses that the elements of x satisfy the predicate t . The
same can be said about y . Since all values in the domain 𝒟 denote sets, we give a
name to this kind of types.

Definition 7 (Safe types). A type τ is safe iff τ is either an atomic type β in 𝒮 except Bool
and Int, or if it is of the form Set τ′, where τ′ is safe.
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Since typing predicates ti are uninterpreted and independent from the rest of the
formula, safe types cannot introduce any unsoundness to an untyped formula, in
the sense of the following lemma.

Lemma 11. For any safe type τ, ⊢ ∀x : φ if and only if ⊢ ℛ(∀x τ : φ).

Proof. (⇐) This is essentially the relativization lemma for MS-FOL (Lemma 1), with
the addition of the Set type. (⇒) The variable x is interpreted in all the values of
the domain 𝒟, but it is restricted by the formula [[x : τs ]]. In the typed formula, x is
evaluated in the sub-domain 𝒟τs , which corresponds to the same values represented
by [[x : τs ]].

As in standard relativization that ensures soundness in the translation from MS-FOL
to FOL, the following lemma relates validity in typed-TLA+ and TLA+, restricted to
ground types.

Lemma 12 (Relativization is sound). ⊢ ∀xγ : φ implies ⊢ ℛ(∀xγ : φ).
Proof. The proof follows the proof for many-sorted logic [End01, Man05] by induc-
tion on φ, extended for the Set constructor, by Lemma 11, and the definition of TLA+

functions, through the axiom (2.10).

In this chapter, our objective is to go in the opposite direction, that is, from an un-
sorted universe to a many-sorted universe. Ideally, we should obtain the necessary
type information from typing propositions occurring as hypotheses. Typing propo-
sitions may appear in a proof obligation in many different, though equivalent, forms.
For example, the typing proposition [[S : Set Int]] is equal to ∀z ∈ S : z ∈ Int , but it
may appear, for instance, as the equivalent formula S ∈ subset Int . Then, it is not
always possible to easily identify them. We have to acquiesce to procure the type
information from propositions that appear in the unsorted language in the form of
typing hypotheses.

Definition 8 (Typing hypothesis). A typing hypothesis ℋ(x ) for a variable x is a
premise of the form x ∈ e or x = e, for any expression e where x is not free in e.

A typing hypothesis for a variable x is an upper bound to the values of x . Hence, it
characterizes those values of x which can be embodied by a type. Type-correctness
invariants (cf. Section 2.2.2) are thus natural candidates for typing hypotheses. The
types that can be inferred from an untyped formula are almost directly taken from
their typing hypotheses.

Suppose we want to annotate the invalid formula ∀x : x + 0 = x . It is incorrect to
say that x is an integer: that would make the formula ℛ(∀x Int : x + 0 = x ) valid.
However, the formula ∀x : x ∈ Int ⇒ x + 0 = x contains a (typing) hypothesis from
which we can soundly infer the type Int for x to obtain the annotated formula

∀x Int : x ∈ Int ⇒ x + 0 = x .
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Note that the information that x is an integer is redundant. As proved later by
the soundness theorem for type synthesis, the relativization of this formula and the
original one are equisatisfiable if the types are correctly constructed. With this in
mind, we define the type systems for TLA+.

5.2.2. Type system

A type system is defined by a collection of inference rules. Given a TLA+ expression e
and an expected type τ for that expression, the problem consists in generating a
valid tree derivation of inference rules in order to decide if τ is a type of e. First, we
declare some conventional auxiliary definitions [Car97, PR05].

A typing context is defined by the grammar Γ ::= ∅ | Γ, x : τ, where x ∈ 𝒱 ∪ 𝒪, that
is, x is a variable symbol or an operator symbol. Thus, a typing context can be seen
as a partial function Γ : 𝒱 ∪ 𝒪 → τ. Moreover, in a context Γ, x : τ, the variable x is
not allowed to belong to the domain of Γ. The domain dom of a context is defined
by

dom(∅)
∆
= {} and dom(Γ, x : τ)

∆
= {x} ∪ dom(Γ).

A type assignment σ applied to a typing context is recursively applied to every type,
by the rules: σ ∅ = ∅ and σ (Γ, x : τ) = σ Γ, x : στ.

A triple Γ ⊢ e : τ is called a judgement, and asserts that the TLA+ expression e has
type τ in the typing context Γ. A type inference rule is of the form

Γ1 ⊢ e1 : τ1 · · · Γn ⊢ en : τn 𝒞1 · · · 𝒞m
Γ ⊢ e : τ

R

That is, the rule named R has a judgement as a conclusion, and its premises consists
in a finite collection of judgements, where ei are typically the sub-expressions of e,
and a finite collection of constraints 𝒞i on types. If the premises are valid, the conclu-
sion must hold. A judgement Γ ⊢ e : τ is valid by the rule R if and only if Γi ⊢ ei : τi
and the constraints 𝒞i are also valid. Therefore, in order to prove that a judgement
is valid, one exhibits a tree-like derivation of type inference rules.

A pair ⟨Γ, τ⟩ is a typing of an expression e iff FV (e) ⊆ dom(Γ) and the pre-
judgement Γ ⊢ e : τ is valid. Likewise, the typing of a formula is just Γ, assuming
its type is Bool. A formula φ is typable iff it admits a typing. Given an untyped
formula φ

∆
= ∀x : ψ such that Γ ⊢ ψ : Bool is valid and FV (ψ) ⊆ dom(Γ), then the

corresponding annotated (i.e. sorted) formula is φτ ∆
= ∀x Γ(x ) : ψ.

The definition of the type inference rules for the systems 𝒯1 and 𝒯2 is inspired from
standard type systems usually studied by the type theoretical research community,
such as those found in functional programming languages derived from the simple-
typed λ-calculus [Mil78]. During a type derivation, the type inference rules for those
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systems introduce constraints with many fresh type variables, which are unified
throughout to obtain a most general type. Here, we combine in a single system
of inference rules the type synthesis process, which consists in unifying the type
variables introduced in the typing hypotheses, and the type checking process, which
only checks that the type constraints introduced in the rest of the formula hold. After
a valid type inference tree is derived, the type variables must be instantiated with
ground types, subject to the generated constraints.

Equivalence constraints The core of the type inference system 𝒯1 lies in two equiv-
alence constraints on types: unifying ≡ and non-unifying ∼=. An atomic type con-
straint 𝒞A is defined by the grammar:

𝒞A ::= τ ≡ τ | τ ∼= τ.

Both propositions are equivalence relations on types, with the difference that the
first one allows type variables to be unified, while the latter is the equality be-
tween ground types defined before. For example, the unification of the constraint
Set α1 → Int ≡ Set Bool→ α2 yields the ground assignment σ

∆
= α1 ↦→ Bool, α2 ↦→ Int.

Then, σ(Set α1 → σInt) ∼= σ(Set Bool→ α2) is valid.

A constraint τ1 ≡ τ2 is satisfied by a type assignment σ, noted σ |= τ1 ≡ τ2, if and
only if there exists a type assignment σ that makes στ1

∼= στ2 valid. A constraint
γ1
∼= γ2 is valid, where γ1 and γ2 are ground types, if and only if it can be proved

that the TLA+ formula ∀x : [[x : τ1]]⇔ [[x : τ2]] is valid. We can write these definitions
as the semantic rules:

στ1
∼= στ2

σ |= τ1 ≡ τ2
Eq

⊢ ∀x : [[x : γ1]]⇔ [[x : γ2]]

γ1
∼= γ2

Eq’

In this way, type equality in Eq’ reduces to prove this formula valid, for instance,
by an external SMT solver through our untyped encoding. However, generating a
verification condition each time a type equality needs to be checked is too expensive.
From the rules Eq and Eq’, and the fact that types are disjoint (Lemma 10), it is trivial
to derive the following equivalent, purely syntactic rules, which we use in 𝒯1 instead
of Eq and Eq’:

β∈𝒮

σ |= β ≡ β
𝒞-≡-β

σ |= τ1 ≡ τ2

σ |= Set τ1 ≡ Set τ2
𝒞-≡-Set

σ |= τ1 ≡ τ′1 σ |= τ2 ≡ τ′2
σ |= τ1 → τ2 ≡ τ′1 → τ′2

𝒞-≡-Arrow

β∈𝒮

β ∼= β
𝒞-∼=-β

τ1
∼= τ2

Set τ1
∼= Set τ2

𝒞-∼=-Set
τ1
∼= τ′1 τ2

∼= τ′2
τ1 → τ2

∼= τ′1 → τ′2
𝒞-∼=-Arrow

Type inference rules The typing rules for Boolean TLA+ expressions are given
in Figure 5.2. The types for variables are taken directly from the typing context Γ
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Γ ⊢ x : Γ(x )
T-Var

Γ(p) ≡ τ1 → τ2 Γ ⊢ e : τ′1 τ′1
∼= τ1

Γ ⊢ p(e) : τ2
T-Op

Γ ⊢ x b : Bool
T-Varb

Γ(p) ≡ τ → Bool Γ ⊢ e : τ′ τ′ ∼= τ

Γ ⊢ p(e)b : Bool
T-Opb

Γ ⊢ false : Bool
T-False

Γ ⊢ φ1 : Bool Γ ⊢ φ2 : Bool
Γ ⊢ φ1 ⇒ φ2 : Bool

T-Implies

Γ, x : τ ⊢ φ : Bool
Γ ⊢ ∀x : φ : Bool

T-Quant

Γ ⊢ e : τ Γ, x : τ ⊢ φ : Bool x ̸∈FV (e)

Γ ⊢ ∀x : x = e ⇒ φ : Bool
Th1-Eq

Γ ⊢ e : Set τ Γ, x : τ ⊢ φ : Bool x ̸∈FV (e)

Γ ⊢ ∀x : x ∈ e ⇒ φ : Bool
Th1-Mem

Figure 5.2.: 𝒯1-Typing rules for Boolean expressions

(rule T-Var). The type for operators are also obtained from the typing context by
unification (rule T-Op), that is, the operator symbol p is always expected to have
a functional type (consistent with its arity). As expected, once a formula has been
Boolified, the rules for false and⇒ are trivial. Rule T-Quant evaluates the body of
∀x : φ in the typing context Γ extended with the assignment x : τ, for some type τ,
with the implicit assumption x ̸∈ dom(Γ).

We obtain the typing hypotheses by decomposing the assumptions found in a for-
mula by elementary heuristics. The rules Th1-Eq and Th1-Mem in Figure 5.2, which
are applied with higher priority than rule T-Quant, encapsulate this requirement
in a simplified presentation. In our implementation, proof obligations are prepro-
cessed to obtain typing hypotheses occurring in disguised shapes. However, typing
hypotheses may not be completely captured by merely syntactic analysis. In our type
systems, the typing rules are syntax-directed, including the rules for plain quanti-
fiers and quantifiers with typing hypotheses. This means that, for any expression φ,
at most one typing rule may be applied. Therefore, the derivation tree is unique and
fully determined by the shape of the expression, in a given typing context. This can
be easily proved by induction on the structure of φ.

If we just want to type-check a typed-TLA+ formula, we use the same system of
rules, except that the typing rules Th1-Mem, Th1-Eq and T-Quant for quantifiers
would be no longer needed; they would be replaced by the following rule:

Γ, x : τ ⊢ φ : Bool
Γ ⊢ ∀x τ : φ : Bool

T-Check
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Γ ⊢ {} : Set α
T1-Empty

Γ ⊢ e1 : τ1 Γ ⊢ e2 : τ2 τ1
∼= τ2

Γ ⊢ {e1, e2} : Set τ1
T1-Pair

Γ ⊢ S : Set τ Γ, x : τ ⊢ φ : Bool
Γ ⊢ {x ∈ S : φ} : Set τ

T1-SetComp

Γ ⊢ S : Set τ

Γ ⊢ subset S : Set Set τ
T1-Power

Γ ⊢ e1 : τ1 Γ ⊢ e2 : τ2 τ1
∼= τ2

Γ ⊢ e1 = e2 : Bool
T1-Eq

Γ ⊢ S : Set Set τ

Γ ⊢ union S : Set τ
T1-Union

Γ ⊢ e1 : τ1 Γ ⊢ e2 : Set τ2 τ1
∼= τ2

Γ ⊢ e1 ∈ e2 : Bool
T1-Mem

Γ ⊢ f : τ1 Γ ⊢ e : τ2 dom(τ1) ∼= τ2

Γ ⊢ f [e ] : cod(τ1)
T1-App

Γ ⊢ f : τ

Γ ⊢ domain f : Set (dom(τ))
T1-Dom

Γ ⊢ S : Set τ1 Γ, x : τ1 ⊢ e : τ2

Γ ⊢ [x ∈ S ↦→ e ] : τ1 → τ2
T1-Fun

Γ ⊢ Int : Set Int
T1-Int

Γ ⊢ ei : τi τi ∼= Int i∈{1,2}

Γ ⊢ e1 + e2 : Int
T1-Plus

n∈{0,1,2,...}

Γ ⊢ n : Int
T1-Num

Γ ⊢ ei : τi τi ∼= Int i∈{1,2}

Γ ⊢ e1 < e2 : Bool
T1-Less

Figure 5.3.: 𝒯1-typing rules for set, function and arithmetic expressions

This means that, during type-checking, there are no special derivations from typing
hypotheses, and type annotations in quantifiers are passed directly to the body’s
context. All the type inference rules for Boolean expressions are the same for both
type systems, except for some minor differences (namely, equality checking is re-
placed by subtype checking).

The remaining inference rules of the type system 𝒯1 are shown in Figure 5.3. The
type of the empty set is compatible with any Set type (rule T1-Empty). The sub-
expressions x ∈ S in the rules T1-SetComp and T1-Fun are typing hypotheses and
are therefore treated as such. This means that the types of the bound variable and its
domain are compatible, therefore only one type variable is used for both. In contrast,
the types of the arguments of equality (rule T1-Eq) and pairs (T1-Pair) must not be
unified, so we just check that they are equal.

When evaluating an expression f that is supposed to be a function, as in the case of
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rules T1-App and T1-Dom, we cannot evaluate the type of f by imposing a functional
type on it. We expect to derive the desired functional type from the context. In order
to extract the domain and codomain from a functional type, as needed by these two
rules, we use two new special type operators:

τ ::= . . . | dom(τ) | cod(τ)

These type modifiers are defined by the properties

dom(τ1 → τ2) = τ1 and cod(τ1 → τ2) = τ2.

That is, the types dom(τ) and cod(τ) represent the domain and codomain of some
type τ, when τ is a functional type. By applying their properties as rewriting rules,
the types dom and cod can be eliminated when they are applied to the expected
functional type.

Literal integers (T1-Num) and the set of integers (T1-Int) have a constant type. The
rules T1-Plus and T1-Less require their arguments to be integers through the condi-
tion τi ∼= Int.

Derivation example We show a type derivation for the universal closure of the
above toy example of formula 5.1. The construction of the derivation starts by ap-
plying the rule Th1-Eq with an empty context, because this rule has more priority
than the more general rule for quantifiers T-Quant. The typing rules are system-
atically applied with fresh type variables at each step. We proceed to evaluate the
premises in a depth-first order from left to right (this is irrelevant for the final result,
but it shows the order in which the numbering for the type variable identifiers are
generated). Because of lack of space, the derivation is divided into sub-steps 1 , 2 ,
etc.

1
T1-Fun

∅ ⊢ [x ∈ {1, 2, 3} ↦→ x * x ] : τ1

2
T1-Less

f : τ1 ⊢ f [0] < f [0] + 1 : Bool
Th1-Eq

∅ ⊢ ∀f : f = [x ∈ {1, 2, 3} ↦→ x * x ]⇒ f [0] < f [0] + 1 : Bool

Type derivation 1 :

3
T1-Enum

∅ ⊢ {1, 2, 3} : Set τ2

(x : τ2)(x ) ≡ τ7
T1-Var

x : τ2 ⊢ x : τ7
τ7
∼= Int (×2)

T-Mult
x : τ2 ⊢ x * x : τ3 ≡ Int

T1-Fun
∅ ⊢ [x ∈ {1, 2, 3} ↦→ x * x ] : τ1 ≡ τ2 → τ3
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Type derivation 3 :

Int ≡ τ4

∅ ⊢ 1 : τ4

Int ≡ τ5

∅ ⊢ 2 : τ5

Int ≡ τ6

∅ ⊢ 3 : τ6 τ4
∼= τ5

∼= τ6
T1-Enum

∅ ⊢ {1, 2, 3} : Set τ2 ≡ Set τ4

In the derivations 1 and 3 , the returning types τ1 and Set τ2 are the types prop-
agated from the previous derivations in the lower rules of the derivation tree. We
have equated them to the returning types that they should be unified with, as spec-
ified by the rules T1-Fun and T1-Enum, respectively. The constraints τ1 ≡ τ2 → τ3
and Set τ2 ≡ Set τ4 are will appear explicitly in the constraint generation rules of
Section 5.5.1.

Type derivation 2 :

4
T1-App

f : τ1 ⊢ f [0] : τ8

4′

f : τ1 ⊢ f [0] : τ10

τ10
∼= Int

Int ≡ τ11 T1-Num
f : τ1 ⊢ 1 : τ11

τ11
∼= Int

T1-Plus
f : τ1 ⊢ f [0] + 1 : τ9

τ8
∼= Int

τ9
∼= Int

T1-Less
f : τ1 ⊢ f [0] < f [0] + 1 : Bool

Type derivation 4 :

(f : τ1)(f ) ≡ τ12
T-Var

f : τ1 ⊢ f : τ12

Int ≡ τ13
T-Num

f : τ1 ⊢ 0 : τ13
τ13
∼= dom(τ12)

T1-App
f : τ1 ⊢ f [0] : τ8 ≡ cod(τ12)

The derivation 4′ is the same as 4 except that τ8 replaces τ3, and that it generates
fresh variables with different names that we do not show here.

When the derivation is finished, we gather the list of generated constraints:

Int ≡ τ4 Int ≡ τ5 Int ≡ τ6 τ4
∼= τ5

∼= τ6

Set τ2 ≡ Set τ4 τ2 ≡ τ7 τ7 ≡ Int τ3 ≡ Int

τ1 ≡ τ2 → τ3 τ1 ≡ τ12 Int ≡ τ13 τ13
∼= dom(τ12)

τ8 ≡ cod(τ12) Int ≡ τ11 τ10
∼= Int τ11

∼= Int

τ8
∼= Int τ9

∼= Int

The constraints are context-independent because each type variable name was gen-
erated with a fresh identifier. After resolving the unifying equalities, we obtain the
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following assignment σ:

τ1, τ12 ↦→ Int→ Int,
τ2, τ3, τ4, τ5, τ6, τ7, τ8, τ9, τ10, τ11, τ13 ↦→ Int

The non-unifying constraints that remain to check are στi ∼= σInt, where i ∈ 7 .. 10,
στ13

∼= σdom(τ12), and στ8
∼= σcod(τ12). They are trivially valid using the equiva-

lences dom(Int→ Int) = Int and cod(Int→ Int) = Int. Therefore, the whole deriva-
tion is valid. Note that we can link the variables τi to the point in the formula’s
syntactic tree where they were generated. Then, it is possible to know the resulting
type of every sub-expression. For instance, the variable f is associated with the type
variable τ1, which has assigned the type Int→ Int.

5.3. Dependent and refinement types

We extend the type signature of the previous type system 𝒯1 by upgrading functional
types to dependent types and by adding refinement types:

τ ::= . . . | (v : τ)→ τ | {x : τ | φ}

A refinement type {x : τ | φ} [FP91] represents the set of values of type τ that satisfy
the refinement predicate φ, where the variable x is free in φ:

[[e : {x : τ | φ}]] ∆
= [[e : τ]] ∧ φ[x ← e ]

Refinement types suit perfectly the characterization of set comprehension objects of
the form {x ∈ S : φ}.

Property 13 (Refinement linearizability). A refinement type based on a refinement type is
a refinement type with the base of the second one:

{x : {y : τ | φ1} | φ2} = {x : τ | φ1[y ← x ] ∧ φ2}

Proof. By expanding the definition of type equivalence:

∀z : [[z : {x : {y : τ | φ1} | φ2}]]⇔ [[z : {x : τ | φ1[y ← x ] ∧ φ2}]] iff
∀z : [[z : {y : τ | φ1}]] ∧ φ2[x ← z ]⇔ [[z : τ]] ∧ (φ1[y ← x ] ∧ φ2)[x ← z ] iff

∀z : [[z : τ]] ∧ φ1[y ← z ] ∧ φ2[x ← z ]⇔ [[z : τ]] ∧ φ1[y ← z ] ∧ φ2[x ← z ]

Property 13 is applied whenever possible to obtain normal forms of refinement
types. A refinement type {x : τ | φ} is in normal form iff the base type τ is an atomic
type or a Set of an atomic type. In the following, we will refer to their normal forms
when we talk about refinement types. However, a refinement type whose base is a
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functional or a Set type cannot always be reduced to a refinement in normal form.
The reason is that refinement, functional and Set types correspond to different ax-
ioms in TLA+ set theory, which are independent of each other. Another property is
that any type τ is equivalent to the trivial type {x : τ | true}.

A dependent type (x : τ1) → τ2 [AC01] is a functional type where τ1 represents the
domain of the function and the term x may occur in the codomain type τ2. The
variable x of type τ1 is bound in type τ2. If x does not occur in τ2, we can omit it
from the syntax to obtain the simpler function type τ1 → τ2 of the previous type
system. The updated typing proposition is:

[[e : (x : τ1)→ τ2]]
∆
= ∧ e = [x ∈ domain e ↦→ e [x ]]
∧ ∀z : z ∈ domain e ⇔ [[z : τ1]]
∧ ∀x : [[x : τ1]]⇒ [[e [x ] : τ2]]

Note that, in the case τ2 is or contains a refinement type, the refinement predicate
may contain free occurrences of x . In the type (x : τ1) → τ2, x would be bound by
the domain (x : τ1), while in the last conjunct of the typing proposition, it would be
bound by the quantifier.

Equality constraints

The free variables of a refinement type {x : Int | φ} are the free variables of the
predicate φ minus the variable x . The free variables may not be necessarily bound
by the domain of a functional type. As a result, atomic type constraints in 𝒯2 have
to be interpreted in a typing context Γ, which binds both types in the equations:

𝒞A ::= Γ ⊢ τ ≡ τ | Γ ⊢ τ ∼= τ.

When Γ can be assumed from the context, we just write τ1 ≡ τ2 or τ1
∼= τ2.

The semantic rules for ≡ and ∼= are updated accordingly:

σΓ ⊢ στ1
∼= στ2

σ |= Γ ⊢ τ1 ≡ τ2
Eq

Γ ⊢ ∀x : [[x : γ1]]⇔ [[x : γ2]]

Γ ⊢ γ1
∼= γ2

Eq’

A constraint Γ ⊢ τ1 ≡ τ2 is satisfiable, noted σ |= Γ ⊢ τ1 ≡ τ2, if and only if there
exists a ground assignment σ that makes σΓ ⊢ στ1

∼= στ2 valid. Given two ground
types γ1 and γ2, a constraint Γ ⊢ γ1

∼= γ2 is valid if and only if it can be proved that
the TLA+ formula ∀x : [[x : γ1]]⇔ [[x : γ2]] is valid in the typing context Γ.

The operator ℱ helps us define what does it mean for a TLA+ formula to be valid
in a typing context.

Definition 9 (Γ-relativization). The operator ℱ is recursively defined by

ℱ (∅ ⊢ φ)
∆
= φ and ℱ (Γ, x : τ ⊢ φ)

∆
= ℱ (Γ ⊢ ∀x : [[x : τ]]⇒ φ).
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Thus, a formula φ is valid in a typing context Γ, written Γ ⊢ φ, iff the relativization
of the context Γ with the formula φ, that is, the TLA+ formula ℱ (Γ ⊢ φ), is valid.

As we did before for the system 𝒯1, we partition the rules Eq and Eq’ in the following
rules:

β∈𝒮

σ |= Γ ⊢ β ≡ β
𝒞-≡-β

σ |= Γ ⊢ τ1 ≡ τ′1 σ |= Γ, x : τ1 ⊢ τ2 ≡ τ′2
σ |= Γ ⊢ (x : τ1)→ τ2 ≡ (x : τ′1)→ τ′2

𝒞-≡-Arrow

σ |= Γ ⊢ τ1 ≡ τ2

σ |= Γ ⊢ Set τ1 ≡ Set τ2
𝒞-≡-Set

σΓ ⊢ {x : στ1 | φ1} ∼= {x : στ2 | φ2}
σ |= Γ ⊢ {x : τ1 | φ1} ≡ {x : τ2 | φ2}

𝒞-≡-Ref

β∈𝒮

Γ ⊢ β ∼= β
𝒞-∼=-β

Γ ⊢ τ1
∼= τ′1 Γ, x : τ1 ⊢ τ2

∼= τ′2
Γ ⊢ (x : τ1)→ τ2

∼= (x : τ′1)→ τ′2
𝒞-∼=-Arrow

Γ ⊢ τ1
∼= τ2

Γ ⊢ Set τ1
∼= Set τ2

𝒞-∼=-Set
Γ ⊢ τ1

∼= τ2 Γ, x : τ1 ⊢ φ1 ⇔ φ2

Γ ⊢ {x : τ1 | φ1} ∼= {x : τ2 | φ2}
𝒞-∼=-Ref

With these rules, only equality of ground refinement types (rule 𝒞-∼=-Ref) yields
type-correctness conditions that have to be proved for the derivation to be valid.
Two refinement types in normal form are equal iff their base type are equal and
their predicates are equivalent. Unifying equality of refinement types is lifted to
equality checking on ground types. The rest of the equality rules are just updated
from 𝒯1 to include typing contexts. Since this is a first-order problem, equality of
refinement types is undecidable, and deciding the equality of two types in general
becomes undecidable in this type system.

Subtyping constraints

The type inference rules of 𝒯2 rely on the previous type equality relations ≡ and ∼=
plus two additional subtype relationships: unifying <:, and its corresponding non-
unifiable version ≺: that just checks that the subtype relationship between two types
holds.

𝒞A ::= . . . | Γ ⊢ τ <: τ | Γ ⊢ τ ≺: τ.

The subtyping relations are pre-orders on types, that is, they are reflexive and tran-
sitive.

A constraint Γ ⊢ τ1 <: τ2 is satisfied by an assignment σ, noted σ |= Γ ⊢ τ1 <: τ2,
if and only if there exists a ground assignment σ that makes σΓ ⊢ στ1 ≺: στ2 valid.
The general definition of subtyping validity for ground types is similar to equality:
for any two ground types γ1 and γ2, Γ ⊢ γ1 ≺: γ2 is valid if and only if it can be
proved that ℱ (Γ ⊢ ∀x : [[x : γ1]]⇒ [[x : γ2]]) is valid.

σΓ ⊢ στ1 ≺: στ2

σ |= Γ ⊢ τ1 <: τ2
Sub

Γ ⊢ ∀x : [[x : γ1]]⇒ [[x : γ2]]

Γ ⊢ γ1 ≺: γ2
Sub’
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Γ(p) ≡ τ1 → τ2 Γ ⊢ e : τ′1 Γ ⊢ τ′1 ≺: τ1

Γ ⊢ p(e) : τ2
T2-Op

Γ(p) ≡ τ1 → Bool Γ ⊢ e : τ′1 Γ ⊢ τ′1 ≺: τ1

Γ ⊢ p(e)b : Bool
T2-Opb

Γ ⊢ e : τ Γ, x : τ ⊢ φ : Bool x ̸∈FV (e)

Γ ⊢ ∀x : x = e ⇒ φ : Bool
Th2-Eq

Γ ⊢ e : Set τ1 Γ, x : τ2 ⊢ φ : Bool Γ ⊢ τ1 <: τ2 x ̸∈FV (e)

Γ ⊢ ∀x : x ∈ e ⇒ φ : Bool
Th2-Mem

Figure 5.4.: 𝒯2-typing rules for Boolean expressions and typing hypotheses

The partitioned semantics of subtyping constraints yields the following rules:

β∈𝒮

σ |= Γ ⊢ β <: β
𝒞-<:-β

σ |= Γ ⊢ τ′1 <: τ1 σ |= Γ, x : τ′1 ⊢ τ2 <: τ′2
σ |= Γ ⊢ (x : τ1)→ τ2 <: (x : τ′1)→ τ′2

𝒞-<:-Arrow

σ |= Γ ⊢ τ1 <: τ2

σ |= Γ ⊢ Set τ1 <: Set τ2
𝒞-<:-Set

σΓ ⊢ {x : στ1 | φ1} ≺: {x : στ2 | φ2}
σ |= Γ ⊢ {x : τ1 | φ1} <: {x : τ2 | φ2}

𝒞-<:-Ref

β∈𝒮

Γ ⊢ β ≺: β
𝒞-≺:-β

Γ ⊢ τ′1 ≺: τ1 Γ, x : τ′1 ⊢ τ2 ≺: τ′2
Γ ⊢ (x : τ1)→ τ2 ≺: (x : τ′1)→ τ′2

𝒞-≺:-Arrow

Γ ⊢ τ1 ≺: τ2

Γ ⊢ Set τ1 ≺: Set τ2
𝒞-≺:-Set

Γ ⊢ τ1
∼= τ2 Γ, x : τ1 ⊢ φ1 ⇒ φ2

Γ ⊢ {x : τ1 | φ1} ≺: {x : τ2 | φ2}
𝒞-≺:-Ref

Rule 𝒞-≺:-Ref says that a type {x : τ1 | φ1} is a subtype of {x : τ2 | φ2} in a context Γ
if and only if the normal forms of the base types τ1 and τ2 are equal, and φ1 ⇒ φ2
in the context Γ, x : τ1 is valid. Note that dependent functions are contra-variant
on their arguments while they are covariant on their result (rules 𝒞-<:-Arrow
and 𝒞-≺:-Arrow). This has the effect of shrinking their domain while expanding
their codomain.

Type inference rules

The expressiveness and flexibility of refinement types allow us to use them in rather
subtle ways. Any TLA+ formula φ can be typed {x : Bool | x ⇔ φ}, and any TLA+

expression e can be typed {x : τ | x = e}, for some type τ. We chose to type non-
Boolean expressions with the most precise refinement possible. But in order to keep
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Γ ⊢ {} : Set {x : α | false} T2-Empty
Γ ⊢ e1 : τ1 Γ ⊢ e2 : τ2

Γ ⊢ {e1, e2} : Set (τ1 ⊎ τ2)
T2-Pair

Γ ⊢ S : Set τ1 Γ, x : τ2 ⊢ φ : Bool Γ ⊢ τ2 <: τ1

Γ ⊢ {x ∈ S : φ} : Set {x : τ1 | φ} T2-SetComp

Γ ⊢ e1 : τ1
Γ ⊢ e2 : τ2

Γ ⊢ τ1 ≺: τ1 ⊎ τ2
Γ ⊢ τ2 ≺: τ1 ⊎ τ2

Γ ⊢ e1 = e2 : Bool
T2-Eq

Γ ⊢ e1 : τ1
Γ ⊢ e2 : Set τ2

Γ ⊢ τ1 ≺: τ2

Γ ⊢ e1 ∈ e2 : Bool
T2-Mem

Γ ⊢ f : τ1
Γ ⊢ e : τ2

Γ ⊢ τ2 ≺: dom(τ1)

Γ ⊢ f [e ] : cod(τ1 · [e ])
T2-App

Γ ⊢ f : τ1

Γ ⊢ domain f : Set (dom(τ1))
T2-Dom

Γ ⊢ S : Set τ1 Γ, x : τ2 ⊢ e : τ3 Γ ⊢ τ2 <: τ1

Γ ⊢ [x ∈ S ↦→ e ] : (x : τ2)→ τ3
T2-Fun

n∈Int

Γ ⊢ n : {x : Int | x = n} T2-Num
Γ ⊢ ei : τi Γ ⊢ τi ≺: Int i∈{1,2}

Γ ⊢ e1 + e2 : {x : Int | x = e1 + e2}
T2-Plus

Γ ⊢ ei : τi Γ ⊢ τi ≺: Int i∈{1,2}

Γ ⊢ e1 < e2 : Bool
T2-Less

Figure 5.5.: 𝒯2-typing rules for set, function and arithmetic expressions

the Boolean reasoning at the Boolean level instead of at the type level, we type
Boolean expressions just as Bool, without any refinement. Consequently, the typing
rules for logical expressions are almost the same as in 𝒯1 (Figure 5.2). The exceptions
are in the rules for operators and for typing hypotheses with set membership, where
equality checking is replaced by subtype checking, as shown in Figure 5.4.

We introduce an additional union type operator ⊎ that combines two types, as de-
fined by the following properties:

{x : τ1 | φ1} ⊎ {x : τ2 | φ2} = {x : τ1 | φ1 ∨ φ2} if τ1
∼= τ2

((x : τ1)→ τ′1) ⊎ ((x : τ2)→ τ′2) = (x : τ1)→ (τ2 ⊎ τ′2) if τ1
∼= τ2

Set τ1 ⊎ Set τ2 = Set (τ1 ⊎ τ2)
β1 ⊎ β2 = β1 if β1

∼= β2

In particular, refinement types can be combined if they have the same base type,
and functions can be combined if they have the same domain. For any other pair
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of types τ1 and τ2, τ1 ⊎ τ2 is undefined. Now we can simply assign a type of the
form Set (τ1 ⊎ τ2) to a pair {e1, e2}, where e1 : τ1 and e2 : τ2 (rule T2-Pair).

Another consequence of the precision provided by refinement types is that they
force us to use a weak form of type equality. In the case of x = y , if we require
the types of x and y to be exactly equal, we would be ruling out many typable
expressions. Instead, the rules for equality (Th2-Eq and T2-Eq) requires them to
have a least common super-type, represented by the union of the types of x and y .
Suppose we want to type the expression 3 = 4. It is false but still typable because
the types {x : Int | x = 3} and {x : Int | x = 4}, which have the same base type Int, are
both subtypes of {x : Int | x = 3} ⊎ {x : Int | x = 4} = {x : Int | x = 3 ∨ x = 4}. (In
fact, the 𝒯2-types of any two expressions e1 and e2 carry all the information required
to decide the validity of e1 = e2; so we could use it to rewrite the equality to false,
but we do not exploit this possibility.)

In order to extract the domain and codomain of a functional type we use the same
type operators as in 𝒯1, with their properties updated for dependent types:

dom((x : τ1)→ τ2) = τ1 cod((x : τ1)→ τ2) = τ2

Observe in rule T2-Fun that the type τ3 may have a free variable x , which is bound
either by the context Γ, x : τ2 or by the function domain x : τ2.

The rule T2-App assigns the type cod(τ1[e ]) for a function application expression.
The type τ1[e ] represents an explicit substitution applied to τ1, the type of f . This
notion of substitution is similar to the explicit substitutions for λ-calculus [ACCL90].
Assuming τ1 is a functional type of the form (x : α1) → α2, as expected by the
typing rule, the type τ1[e ] would replace x by the TLA+ expression e in α2. The
substitution is meant to be delayed until α2 is instantiated to a ground type and
x can be determined. At that point, the substitution [x ← e ] can be applied to
refinement predicates as a usual TLA+ variable substitution (cf. Section 2.1).

We append explicit substitution modifiers θ to type variables in the type grammar:

τ ::= . . . | α · θ θ ::= � | [e ], θ | [x ← e ], θ

where � is the empty substitution, x is a variable symbol in 𝒱 , and e is a TLA+

expression. Instead of α ·�, we write simply α. A substitution θ is a sequence of
atomic substitutions. There are two kind of atomic substitutions. In the case of [e ],
the name of the variable to replace is not known until it is applied to a functional
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type.2 The other is the usual [x ← e ]. Their properties are:

{x ′ : τ | φ} · [x ← e ], θ
∆
= {x ′ : τ | φ[x ← e ]} · θ if x ̸= x ′

((x : τ1)→ τ2) · [e ], θ
∆
= (x : τ1)→ (τ2 · [x ← e ], θ) if x ̸∈ dom(θ)

(Set τ) · θ ∆
= Set (τ · θ)

β · θ ∆
= β

where the domain of a substitution is defined by:

dom(�)
∆
= {}, dom([x ← e ], θ)

∆
= {x} ∪ dom(θ), and dom([e ], θ)

∆
= dom(θ).

The relevant cases are for refinement and functional types. The first property ef-
fectively applies the substitution to a refinement predicate. The second property
changes the nameless [e ] to [x ← e ], when applied to the codomain, taking the
name x from the function’s argument. If [e ] is not first applied to a functional type as
expected, the substitution fails. Additionally, τ ·� ∆

= τ and (τ · θ1) · θ2
∆
= τ · (θ1, θ2).

By systematically applying all these properties, the right ground types can be sim-
plified and reduced to types without substitutions.

The rules for arithmetic operators (T2-Plus and T2-Less) require their arguments to
be integers through the condition ei ≺: Int. Literal integers (T2-Num) and addition
(T2-Plus) carry the exact value they represent encoded in their refinement type.
Note that the arithmetic constants and operators can have constant types:

n : {z : Int | z = n}
Int : Set Int
+ : (x : Int)→ (y : Int)→ {z : Int | z = x + y}
÷ : (x : Int)→ (y : {z : Int | 0 < z})→ {z : Int | z = x ÷ y}
.. : (x : Int)→ (y : Int)→ Set {z : Int | x ≤ z ∧ z ≤ y}

They can be treated as any other operator with a fixed type, but the dedicated infer-
ence rules presented in Figure 5.5 generate slightly shorter derivations.

5.4. Soundness

Type annotations, as well as the typing hypotheses, restrict the domain of interpre-
tation of the quantified variables. Suppose the formula φ is not valid. Then, there
exists some valuation in the universe 𝒟 which makes the formula false. Still, there
may exist some other values in 𝒟 that makes φ true. Let us call A the set of all

2Our implementation internally represents TLA+ expressions using De Bruijn indices [ACCL90].
Therefore, substitutions of the form [x ← e ] are not needed, and implementing explicit substitu-
tions [e ] is greatly simplified.
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values that make φ true. We want to show that the type system does not generate
annotations for φ, resulting in φ′, such that those annotations restrict or confine the
domain of evaluation of the variables to the set A which would make φ′ valid.

For example, consider ∀x : x < x + 1. Since the semantics of TLA+ does not define
the meaning of < when x ̸∈ Int , the formula is not known to be true for some
valuations of x , precisely when x ̸∈ Int . However, if we annotate x incorrectly with
an integer type τInt (that is, either Int in 𝒯1, or {x : Int | φ} in 𝒯2, even when φ is
equivalent to false), then ∀x τInt : x < x + 1 would become valid, because x would
be evaluated precisely in those values that make x < x + 1 true. In essence, we need
to prove that type assignments only follow from typing hypotheses.

The following theorem proves that the type system 𝒯1 is sound. The proof for 𝒯2 is
practically the same, since they share the typing rules for Boolean expressions and
typing hypotheses.

Theorem 14 (Soundness). If x : τ is a typing of φ, then ⊢ ∀x : φ iff ⊢ ∀x τ : φ.

Proof. ⇒) If φ is true in all models of the untyped universe, then in a sorted universe
that restricts the domain of interpretation, φ is also trivially true.

⇐) Let φ1
∆
= ∀x τ : φ. Assuming ⊢ φ1, we want to prove ⊢ ∀x : φ.

proof We know that:

⟨1⟩1. x : τ ⊢ φ : Bool is valid (i.e. there is a type derivation), by the hypothesis.

⟨1⟩2. Let φ2
∆
= ℛ(φ1) = ∀x : [[x : τ]]⇒ φ. Then ⊢ φ2 holds, from assumption ⊢ φ1, by

Lemma 12.

We need to show that [[x : τ]], derived from x : τ, does not constrain the domain of
evaluation of x in φ. We proceed by a case analysis on the shape of φ.

⟨1⟩3. case 1. There is no typing hypothesis for the variable x in φ.

proof
⟨2⟩1. The type derivation on φ yields the judgement x : τx ⊢ φ : Bool, by step ⟨1⟩1.
After unification, type τx will be equal to τ. The first applied rule is T-Quant,
the only possible one, since there are no typing hypotheses.

⟨2⟩2. The type τx can only be unified to a safe type τs .
proof The Th (typing hypothesis) rules, where unification of types happens,
do not apply, meaning that τx cannot be unified with any non-safe type such
as Bool, Int or functions. The only applicable rules that may promote τx are the
rules T1,2-Mem, T1,2-SetComp, T1,2-Pair, T1,2-Power or T1,2-Union, but these
result in a safe Set type. For example, rule T1,2-Plus requires establishing
that τx is an integer, which is impossible.

⟨2⟩3. Finally, since τs is safe, it does not compromise the validity of φ2 when x : τs
is relativized to [[x : τs ]], by Lemma 11.
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⟨1⟩4. case 2. If φ is of the form ℋ(x )⇒ φ1, then ⊢ ∀x : ℋ(x )⇒ φ1.

proof
⟨2⟩1. Suffices to prove that ℋ(x )⇒ [[x : τ]].

⟨2⟩2. Suppose that ℋ(x ) is of the form x ∈ s . The first rule applied in the type
derivation is necessarily Th-Mem, yielding

1 ⊢ s : Set τx 2 x : τx ⊢ φ1 : Bool

Here, we see that the fresh type variable τx is the same in both sides of the
derivation, which results in the unification of the types of x and s . The Th rules
are the only ones that share type variables in their different premises.

We apply induction on FV (ℋ(x )). For simplicity, we consider that ℋ(x ) does
not include quantified formulas.
⟨3⟩1. (Base case) There are no free variables, meaning that the type of x does
not depend on the type of any other variable. Therefore, it is trivially a con-
stant type or an atomic type t. For instance, if s is Int , the goal is to show that
x ∈ Int ⇒ [[x : τx ]]. So τx is unified with Int and [[x : Int]] = x ∈ Int = ℋ(x ).
⟨3⟩2. (Inductive step) We proceed by a case analysis on the shape of s , which
has to be necessarily a set, otherwise it would not match with Set τx in 1 .
⟨4⟩1. case s

∆
= subset t . The goal is to show that x ∈ subset t ⇒ [[x : τx ]].

Given that t : αt , then τx is unified with Set αt . Then

[[x : Set αt ]] = ∀z ∈ x : [[z : αt ]],

by the inductive hypothesis z ∈ t ⇒ [[z : αt ]].
⟨4⟩2. The other cases are proved in a similar way.

⟨2⟩3. The case where ℋ(x ) is of the form x = e is similar to the step ⟨2⟩2.

⟨2⟩4. qed, by ⟨2⟩1, ⟨2⟩2 and ⟨2⟩3.

⟨1⟩5. qed, by steps ⟨1⟩2, ⟨1⟩4 and ⟨1⟩5.

5.5. Type synthesis

A type derivation through inference rules exhibits a TLA+ expression with each of
its sub-expressions associated with a type, subject to certain type constraints. In
order to construct a tree derivation, the expected type of an expression and the
types obtained from the premises are forced to match. As it is already standard
for many variants of simple-typed λ-calculus [Pot96, OSW97, PR05], the algorithmic
perspective of such construction is decomposed into a constraint generation phase
followed by a constraint solving phase. It essentially amounts to generate and solve
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a single large constraint that encompasses all atomic type constraints appearing in
the derivation. This constraint, built according to the type inference rules, repro-
duces the structure of the type derivation using extended constraint constructors.
Our algorithm for type synthesis takes as input a TLA+ expression and, in case all
constraints are satisfied, the output is an equivalid annotated version of the original
formula.

The constraint solving phase synthesizes types mainly from constraints derived from
typing hypotheses, by recording them in a type variable mapping. Then, the con-
straints ground by that type assignment have to be proved valid. The type synthesis
algorithm is parameterized by a type system. Constraint solving in 𝒯1 reduces sim-
ply to first-order unification of type equality relationships. Constraint solving in 𝒯2
in addition requires unification of subtype constraints. The atomic constraints for 𝒯2
subsume the atomic constraints for 𝒯1. Therefore, we consider only one constraint
language —and, consequently, one constraint solving algorithm— for both type sys-
tems.

Constraints Typically, constraint languages for type reconstruction in program-
ming languages include constraints for equality and subtyping [KF07, Pot96, PR05],
analogous to our relations ≡ and <:. In our constraint language, we additionally
include non-unifiable relationships between types. The complete definition of the
constraint language is:

𝒞A ::= Γ ⊢ τ ≡ τ | Γ ⊢ τ ∼= τ | Γ ⊢ τ <: τ | Γ ⊢ τ ≺: τ

𝒞 ::= 𝒞A | 𝒞 ∧ 𝒞 | ∃α. 𝒞

In addition to atomic constraints 𝒞A, which includes the equivalence and subtyp-
ing relations, a constraint 𝒞 is either a conjunction of constraints, or the existential
quantification of type variables. The two new constraints allow to replicate the tree-
structure of a type derivation in a single constraint expression. Just for presentational
purposes, sometimes we write ∃αa . (. . . (∃αb . 𝒞)) as ∃αa ,...,b . 𝒞, and a concatenation
of constraint conjunctions 𝒞1 ∧ (𝒞2 ∧ (. . . ∧ 𝒞n)) as a multi-line list of constraints, as
in TLA+.

A constraint 𝒞 is satisfiable, noted σ |= 𝒞, iff there exists a ground assignment σ that
satisfies 𝒞. Non-atomic constraints are interpreted by the following rules:

σ |= 𝒞1 σ |= 𝒞2
𝒞-∧

σ |= 𝒞1 ∧ 𝒞2

σ, α ↦→ γ |= 𝒞
𝒞-∃

σ |= ∃α. 𝒞

where the mapping σ, α ↦→ γ updates σ with a new assignment where α ̸∈ dom(σ)
and γ is a ground type. Atomic constraint judgements are interpreted by the above
rules 𝒞-∼=-*, 𝒞-≡-*, 𝒞-<:-*, and 𝒞-≺:-*, where * stands for β, Set, Arrow, and Ref.
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5.5.1. Constraint generation

We define a constraint generation (CG) operator that, given a typing context Γ, a
TLA+ expression e, and an expected type τ, with FV (e) ⊆ dom(Γ), returns a con-
straint ⟨⟨Γ ⊢ e : τ⟩⟩. The operator is recursively defined over the structure of e.
Initially, e is a proof obligation, the expected type is Bool, and the typing context
maps the free variables of e to fresh type variables. The defining rules are essen-
tially derived from their corresponding type inference rules for each expression.
The resulting constraint has a linear size with respect to the size of the original
formula.

The complete set of CG rules for 𝒯1 and 𝒯2, including the rules for tuples, records
and if-then-else expressions, can be found in the appendix B. We show through an
example how CG rules can be obtained from the inference rules. The CG rule for set
comprehension, named CG2-SetComp, is the following:

⟨⟨Γ ⊢ {x ∈ S : φ} : τ⟩⟩ ∆
= ∃α1α2. ∧ ⟨⟨Γ ⊢ S : Set α1⟩⟩

∧ ⟨⟨Γ, x : α2 ⊢ φ : Bool⟩⟩
∧ Γ ⊢ α2 <: α1
∧ Γ ⊢ τ ≡ Set {x : α1 | φ}

The constraint is the conjunction of the premises of the inference rule T2-SetComp
plus an extra atomic constraint matching the expected type with the prospective type
assembled from the premises. That is, the type τ passed as the third argument is
unified in the last constraint with the type assigned to {x ∈ S : φ} in the conclusion
of the inference rule. Every free type that appears in the typing rule premises (τ1
and τ2) is replaced by a fresh type variable (α1 and α2) and existentially bound.

The following theorem, which is applicable to both type systems, asserts soundness
and completeness of the CG rules with respect to the type inference rules, when
the judgements are ground by a type assignment σ. The correspondence with the
inference system is straightforward since the CG rules are defined in a systematic
way and almost verbatim from the inference rules.

Theorem 15 (CG soundness and completeness). Assuming FV (e) = dom(Γ), then
σ |= ⟨⟨Γ ⊢ e : τ⟩⟩ if and only if σΓ ⊢ e : στ, for some ground assignment σ.

In other words, if the constraint ⟨⟨ Γ ⊢ e : τ ⟩⟩ is satisfied by σ, then the generated
constraint contains only valid equality and subtype relationships, and the expres-
sion e is typable. Specifically, ⟨σΓ, στ⟩ is a typing of e. Conversely, the CG rules
applied to a typable expression, generate a satisfiable constraint.

Proof. By structural induction on e, using in every case the corresponding type in-
ference rules, the CG rules, and constraint satisfiability. We prove a representative
case: when e is {x ∈ S : φ} in the system 𝒯2. All other cases are simpler than this
one.
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proof
⟨1⟩1. (⇒) Assume σΓ ⊢ {x ∈ S : φ} : στ.

⟨2⟩1. We may assume, without lost of generality, that x ̸∈ dom(Γ). Since only
rule the inverse of the rule T2-SetComp is applicable, there must exist τ1, τ2, such
that:

1 σΓ ⊢ S : σ(Set τ1) 2 σΓ, x : τ2 ⊢ φ : Bool
3 σ |= Γ ⊢ τ2 <: τ1 4 σ |= Γ ⊢ τ ≡ Set {x : τ1 | φ}

⟨2⟩2. Let α1, α2 ̸∈ dom(σ) and let σ′
∆
= σ, α1 ↦→ τ1, α2 ↦→ τ2. The following holds:

⟨3⟩1. σ′ |= ⟨⟨Γ ⊢ S : Set α1⟩⟩. This follows from 1 , by inductive hypothesis.

⟨3⟩2. σ′ |= ⟨⟨Γ, x : α2 ⊢ φ : Bool⟩⟩. From 2 , by inductive hypothesis.

⟨3⟩3. σ′ |= Γ ⊢ α2 <: α1. From 3 , by rule Sub.

⟨3⟩4. σ′ |= Γ ⊢ τ ≡ Set {x : α1 | φ}. From 4 , by rule Eq.

⟨2⟩3. The assertions in ⟨2⟩2 can be conjoined by rule 𝒞-∧ into:

σ′ |= ∧ ⟨⟨Γ ⊢ S : Set α1⟩⟩ ∧ ⟨⟨Γ, x : α2 ⊢ φ : Bool⟩⟩
∧ Γ ⊢ α2 <: α1 ∧ Γ ⊢ τ ≡ Set {x : α1 | φ}

⟨2⟩4. From ⟨2⟩3, by the rule 𝒞-∃:

σ |= ∃α1, α2.∧ ⟨⟨Γ ⊢ S : Set α1⟩⟩ ∧ ⟨⟨Γ, x : α2 ⊢ φ : Bool⟩⟩
∧ Γ ⊢ α2 <: α1 ∧ Γ ⊢ τ ≡ Set {x : α1 | φ}

⟨2⟩5. qed. By CG2-SetComp, ⟨2⟩4 is equal to the goal.

⟨1⟩2. (⇐) Assume σ |= ⟨⟨Γ ⊢ {x ∈ S : φ} : τ⟩⟩.

⟨2⟩1. By CG2-SetComp, assuming x ̸∈ dom(Γ), the following is valid:

σ |= ∃α1, α2.∧ ⟨⟨Γ ⊢ S : Set α1⟩⟩ ∧ ⟨⟨Γ, x : α2 ⊢ φ : Bool⟩⟩
∧ Γ ⊢ α2 <: α1 ∧ Γ ⊢ τ ≡ Set {x : α1 | φ}

⟨2⟩2. We may assume, without lost of generality, that α1, α2 ̸∈ dom(σ). By rule
𝒞-∃, there must exists τ1 and τ2, where σ′

∆
= σ, α1 ↦→ τ1, α2 ↦→ τ2, such that:

σ′ |= ∧ ⟨⟨Γ ⊢ S : Set α1⟩⟩ ∧ ⟨⟨Γ, x : α2 ⊢ φ : Bool⟩⟩
∧ Γ ⊢ α2 <: α1 ∧ Γ ⊢ τ ≡ Set {x : α1 | φ}

⟨2⟩3. From ⟨2⟩2, the following judgements are valid, by the rule 𝒞-∧:

1 σ′ |= ⟨⟨Γ ⊢ S : Set α1⟩⟩ 2 σ′ |= ⟨⟨Γ, x : α2 ⊢ φ : Bool⟩⟩
3 σ′ |= Γ ⊢ α2 <: α1 4 σ′ |= Γ ⊢ τ ≡ Set {x : α1 | φ}
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⟨2⟩4. qed. Finally, to show σΓ ⊢ {x ∈ S : φ} : στ, it suffices to prove that the
following four steps are valid. From ⟨2⟩3, by the rule T2-SetComp:

⟨3⟩1. σΓ ⊢ S : σ(Set τ1). This follows from 1 , by the inductive hypothesis
and by simplification of substitutions.

⟨3⟩2. σΓ, x : τ2 ⊢ φ : Bool. From 2 , by the inductive hypothesis and by
simplification of substitutions.

⟨3⟩3. σ |= τ2 <: τ1. From 3 , by rule Sub.

⟨3⟩4. στ ∼= σSet {x : τ1 | φ}. From 4 , by rule Eq.

Running example 1/5 We use the toy formula 5.1 for a running example of the
constraint generation and the constraint solving algorithms. In Figure 5.6, we show
the constraint 𝒞0 that is generated from this formula in the type system 𝒯2. Since
it has no free variables, the typing context passed to the CG procedure is initially
empty. The expected type of any proof obligation is Bool. The empty contexts in
atomic constraints are omitted. For instance, ∅ ⊢ τ1 ≡ τ2 is just written as τ1 ≡ τ2.

5.5.2. Constraint solving

The constraint solving algorithm takes as input the constraint 𝒞 generated in the
previous section and proceeds in four main steps. We outline the algorithm as
follows, with descriptions of the relevant parts given afterwards.

1. Structural type assignment. The first step is to find an assignment for the type
variables by the application of two similar unification algorithms. First, for
≡-equality constraints, and subsequently, for <:-subtyping constraints. Other
than being simple first-order unification algorithms, they unify types up to
refinement predicates between subtype relations. That is, the structural shape
of the types is constructed except for the refinement predicates, which are
deferred to the subsequent step by inserting placeholders formulas in their
place. The result is a pair ⟨σ, 𝒞⟩, where σ is a (partial) type assignment for
the type variables of 𝒞, and 𝒞 is the reduced constraint containing no unifying
relations. Both σ and 𝒞 may contain placeholders.

2. Placeholder solution. Placeholders represent unknown TLA+ formulas in im-
plications resulting from subtype unification. Our approach to find concrete re-
finement predicates is based on the algorithm by Knowles and Flanagan [KF07],
which, in turn, is based on the intuition that implications can be analyzed as
dataflow graphs. Once a solution is found for every introduced placeholder,
the types in σ and 𝒞 can be completed. Obviously, this step is only required
for the system 𝒯2.
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𝒞0
∆
= ⟨⟨∅ ⊢ ∀f : f = [x ∈ {1, 2, 3} ↦→ x * x ]⇒ f [0] < f [0] + 1 : Bool⟩⟩
= ∧ Bool ≡ Bool
∧ ∃α1.∧ ∃α2.∧ α2 ≡ α1

∧ ∃α3,4,8.∧ ∃α5,6,7.∧ α5 ≡ {z : Int | z = 1}
∧ α6 ≡ {z : Int | z = 2}
∧ α7 ≡ {z : Int | z = 3}
∧ Set α4 ≡ Set (α5 ⊎ α6 ⊎ α7)

∧ α4 <: α3
∧ ∃α9,10.∧ α9 ≡ α3

∧ α10 ≡ α3
∧ x : α3 ⊢ α9 ≺: Int
∧ x : α3 ⊢ α10 ≺: Int
∧ x : α3 ⊢ α8 ≡ {z : Int | z = x * x}

∧ α2 ≡ (x : α4)→ α8
∧ Bool ≡ Bool

∧ ∃α11,12.∧ ∃α13,14.∧ f : α1 ⊢ α13 ≡ Γ(f )
∧ f : α1 ⊢ α14 ≡ {z : Int | z = 0}
∧ f : α1 ⊢ α14 ≺: dom(α13)
∧ f : α1 ⊢ α11 ≡ cod(α13 · [x ← 0])

∧ ∃α15,16.∧ ∃α17,18.∧ f : α1 ⊢ α17 ≡ Γ(f )
∧ f : α1 ⊢ α18 ≡ {z : Int | z = 0}
∧ f : α1 ⊢ α18 ≺: dom(α17)
∧ f : α1 ⊢ α15 ≡ cod(α17 · [x ← 0])

∧ f : α1 ⊢ α16 ≡ {z : Int | z = 1}
∧ f : α1 ⊢ α15 ≺: Int
∧ f : α1 ⊢ α16 ≺: Int
∧ f : α1 ⊢ α12 ≡ {z : Int | z = f [0] + 1}

∧ f : α1 ⊢ α11 ≺: Int
∧ f : α1 ⊢ α12 ≺: Int
∧ Bool ≡ Bool

Figure 5.6.: Constraint generation example in 𝒯2
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3. Type-correctness conditions (TCC). The type assignment we were searching for
is in the mapping σ, given that two conditions are met:

a) The unification algorithms apply simplification rules on atomic constraints.
In particular, transformations derived from the rules 𝒞-∼=-Ref and 𝒞-≺:-Ref,
generate TCCs, that have to be discharged to, and proved by, an SMT
solver.

b) The constraint 𝒞 may still contain residual equality and subtyping con-
straints that have to be solved.

4. Solve the residual constraint. The final step is to solve the residual atomic
constraints ∼= and ≺: in 𝒞. We replace ∼= by ≡, ≺: by <:, and the constraint
solving algorithm is again executed from the first step on the resulting con-
straint. The new run may generate new placeholders to solve and new TCCs
to prove. If new the conditions are satisfied and the final constraint is reduced
to the trivially true constraint, then the algorithm finishes successfully, and the
assignment σ, which was recorded in step 3, is correct.

Running example 2/5 At the same time that the constraint 𝒞0 is generated in Fig-
ure 5.6, a typed-TLA+ formula φα is constructed, which is an annotated version of
the formula original example formula:

φα ∆
= ∀f α1 : f = [x ∈ {1, 2, 3} ↦→ x * x ]⇒ f [0] < f [0] + 1

This formula is the same as the original one, except that the variable binder in the
quantifier is decorated with the type variable α1, which functions as a placeholder
for the final type of the variable, if any. The type α1 was generated by the CG rule
for typing hypotheses corresponding to f . After unification, α1 should be equal to
the final type of f , if the other constraints related to f are valid.

Simplification of atomic constraints

The unification algorithms that we describe below traverse the whole constraint
searching non-deterministically for type variables to instantiate. At the same time,
they systematically apply whenever possible all rules and properties that simplify
atomic constraints and the types occurring in them. Simplification rules for atomic
constraints are 𝒞-≡-*, 𝒞-∼=-*, 𝒞-<:-*, and 𝒞-≺:-*, with * standing for β, Set, Arrow,
or Ref. Additionally, we use as rewriting rules the properties for types and type
operators, namely, the Property 13 for refinement types, the equations defining the
modifiers dom, cod, ⊎, delayed substitution, etc. Any relation between incompatible
types would make the algorithm abort with a “type error”.
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Two particular cases are the transformations derived from 𝒞-∼=-Ref and 𝒞-≺:-Ref,
which generate type-correctness conditions. The transformation rules are the fol-
lowing, where τ1 and τ2 are ground types, and the refinement types are in normal
form:

Γ ⊢ {x : τ1 | φ1} ∼= {y : τ2 | φ2} =⇒C Γ ⊢ τ1
∼= τ2

& 𝒯cc := 𝒯cc ∪ {Γ, x : τ1 ⊢ φ1 ⇔ (φ2[y ← x ])}
Γ ⊢ {x : τ1 | φ1} ≺: {y : τ2 | φ2} =⇒C Γ ⊢ τ1

∼= τ2

& 𝒯cc := 𝒯cc ∪ {Γ, x : τ1 ⊢ φ1 ⇒ (φ2[y ← x ])}

These rules reduce to checking that the base types are equal, while the corresponding
type-correctness conditions are recorded in 𝒯cc. The set 𝒯cc, initially empty, collects
all TCCs that have to be verified later by an SMT solver.

Type equivalence unification

We describe the unification algorithm for equality constraints as a rule-based state
transition system =⇒Eq operating on states of the form ⟨σ ; 𝒞⟩, where σ is a type
variable assignment and 𝒞 is a constraint. Initially, σ is the empty assignment �
and 𝒞 is the constraint to solve. By non-deterministically applying =⇒Eq , a final
state ⟨σf ; 𝒞f ⟩ is reached, where the mapping σf is the final type assignment, and 𝒞f
contains no ≡-constraints. Incompatible ≡-constraints make the algorithm to abort
with a type error. Otherwise, when the transformation rules cannot further be ap-
plied, the algorithm terminates successfully.

A single rule (with its symmetric counterpart) instantiates the type variables intro-
duced during constraint generation in the constraints belonging to the variable’s
scope. The transformation rule is:

⟨σ ; ∃α. 𝒞 ∧ Γ ⊢ α · θ ≡ τ⟩ =⇒Eq ⟨σ′ ; (𝒞 ∧ Γ ⊢ α · θ ≡ τ)[α← τ]⟩

where σ′
∆
= if FV (τ) = {} then σ, α ↦→ τ else σ, that is, the assignment is recorded

only if τ is ground.3 Non-ground types correspond to intermediate type variables,
which we can ignore in order to avoid carrying their typing contexts into σ. The
free variables of a type τ, noted FV (τ), are the free variables of its refinement
predicates. By assumption of the CG rules, for a type τ occurring in a context Γ,
FV (τ) ⊆ dom(Γ) holds.

In the constraint 𝒞0 in Figure 5.6, there are two cases of refinement types with free
variables. One is the atomic constraint x : α3 ⊢ α8 ≡ {z : Int | z = x * x}, where x is

3In our TLA+ fragment, recursive operators are not allowed. If that was not the case, the type
variable α may occur in the type τ. Then, we would have to check for those occurrences, in order
to avoid circular substitutions.
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free in refinement type and belongs to the domain of the context. When α8 is re-
placed by {z : Int | z = x * x} in the constraint α2 ≡ (x : α4) → α8, the variable x is
still bound. The second case is the constraint f : α1 ⊢ α12 ≡ {z : Int | z = f [0] + 1},
when α12 is substituted in f : α1 ⊢ α12 ≺: Int.

The explicit substitution θ is not captured in the ground assignment σ, but the con-
straint containing it has to be satisfied by a subsequent constraint simplification.
Consider the case of unification applied to a constraint such as Γ ⊢ α · θ ≡ {x : τ | φ}
where the substitution θ is not empty. After an application of the rule =⇒Eq , this
constraint results in Γ ⊢ {x : τ | φ} · θ ≡ {x : τ | φ}. Assuming τ is ground, by
simplifying ≡ to ∼=, the simplification rules yield a new type-correctness condi-
tion Γ, x : τ ⊢ φθ ⇔ φ.

Running example 3/5 Applying the equality unification procedure to ⟨� ; 𝒞0⟩ re-
sults in the final state ⟨σ1 ; 𝒞1⟩, where the type variable assignment is:

σ1
∆
= α1, α2, α13, α17 ↦→ (x : {z : Int | z = 1∨ z = 2∨ z = 3})→ {z : Int | z = x * x},

α4 ↦→ {z : Int | z = 1∨ z = 2∨ z = 3},
α5, α16 ↦→ {z : Int | z = 1},

α6 ↦→ {z : Int | z = 2},
α7 ↦→ {z : Int | z = 3},

α9, α10 ↦→ α3,
α11, α15 ↦→ {z : Int | z = 0 * 0},
α14, α18 ↦→ {z : Int | z = 0}

and the resulting constraint (ignoring repeated sub-constraints) is:

𝒞1
∆
= ∃α3.∧ ⊢ {z : Int | z = 1∨ z = 2∨ z = 3}<: α3

∧ Γf ,x ⊢ α3≺: {z : Int | true}
∧ Γf ⊢ {z : Int | z = 0}≺: {z : Int | z = 1∨ z = 2∨ z = 3}
∧ Γf ⊢ {z : Int | z = 0 * 0}≺: {z : Int | true}
∧ Γf ⊢ {z : Int | z = 1}≺: {z : Int | true}
∧ Γf ⊢ {z : Int | z = f [0] + 1}≺: {z : Int | true}

where Γf
∆
= f : (x : {z : Int | z = 1 ∨ z = 2 ∨ z = 3}) → {z : Int | z = x * x} and

Γf ,x
∆
= Γf , x : α3. At this point, all unifying equalities containing type variables have

been resolved. Observe that the last three constraints are trivially true because the
refinement types have the same base type and the right-hand side refinement predi-
cates are true. However, the third conjunct of 𝒞1 yields a non-trivial TCC:

𝒯cc = {Γf , z : Int ⊢ z = 0⇒ z = 1∨ z = 2∨ z = 3}

An assignment for α3 is still missing (together with α10 and α11 that belong to
the same equivalence class). The next step is to solve the unifying subtype rela-
tions <:.
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Subtype unification

Consider the unification process applied to a constraint like Γ ⊢ α ≡ {x : Int | φ}.
Finding the shape of the type variable α results in α having τ as a base type and being
refined by the predicate φ. That is not the case for a subtyping constraint between α
and {x : τ | φ}, or between {x : τ | φ} and α. In the first case, α could be trivially
instantiated to {x : τ | false} for the constraint to hold, that is, for the formula
ℱ (x : τ ⊢ false ⇒ φ) to be valid. In the latter case, α could be trivially instantiated
to {x : τ | true}. For the moment, we reconstruct the shape of the variable only with
the base type of the refinement. The reconstruction of the refinement predicate is
deferred by inserting in its place a placeholder symbol, representing a TLA+ formula.
We call PH to the set of placeholder identifiers. A placeholder is of the form i · θ,
with i ∈ PH . It has a (possibly empty) delayed substitution θ, stemming from the
type variable replaced by the refinement type.

Unification in constraints of the form Γ ⊢ τ1 <: τ2 is performed by the transformation
rules =⇒Sub . They operate on states of the form ⟨σ ; 𝒞⟩, in a similar way as the rules
=⇒Eq for equality unification.

⟨σ ; ∃α. 𝒞 ∧ Γ ⊢ α · θ <: {x : τ | φ}⟩ =⇒Sub (fresh i ∈ PH )
⟨σ, α ↦→ {x : τ | i } ; (𝒞 ∧ Γ ⊢ α · θ <: {x : τ | φ})[α← {x : τ | i }]⟩
⟨σ ; ∃α. 𝒞 ∧ Γ ⊢ α · θ <: τ⟩ =⇒Sub if τ is not of the form {x : τ′ | φ′}
⟨σ, α ↦→ τ ; (𝒞 ∧ Γ ⊢ α · θ <: τ)[α← τ]⟩

The second transformation unifies general subtyping relationships between a type
variable and another type, when this type is not a refinement type. It operates
analogously to equality unification. The first case, involving refinement types, has
to be treated differently. Subtype unification of a type variable α · θ with {x : τ | φ}
introduces a placeholder symbol i to defer the reconstruction of the refinement
predicate. A TLA+ formula φi is a solution for i if and only if ℱ (Γ, x : τ ⊢ φiθ ⇒ φ)
is valid.

Suptyping constraints now may include refinement types with placeholders instead
of predicates. Therefore, we add new simplification rules for this kind of atomic
constraints.

Γ ⊢ {x : τ1 | i · θ} ≺: {y : τ2 | φ} =⇒C Γ ⊢ τ1
∼= τ2

& ℐmp := ℐmp ∪ {Γ, x : τ1 ⊢ i · θ ⇒ φ[y ← x ]}
Γ ⊢ {x : τ1 | φ} ≺: {y : τ2 | i · θ} =⇒C Γ ⊢ τ1

∼= τ2

& ℐmp := ℐmp ∪ {Γ, y : τ1 ⊢ φ[x ← y ]⇒ i · θ}
Γ ⊢ {x : τ1 | i · θ1} ≺: {y : τ2 | j · θ2} =⇒C Γ ⊢ τ1

∼= τ2

& ℐmp := ℐmp ∪ {Γ, x : τ1 ⊢ i · θ1 ⇒ j · (θ2, [y ← x ])}

As the above simplification rules, they reduce to check that the types have the same
base type, and in addition they generate type-correctness conditions. We collect
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these verification conditions, which include unsolved placeholders, in the set ℐmp of
placeholder implication formulas.

After subtyping unification, unifying constraints may appear in the constraint 𝒞
only in the form Γ ⊢ α1 ≡ α2 or Γ ⊢ α1 <: α2. The variables α1 and α2 can be set to a
concrete atomic type t, making the equality and subtype relations valid by reflexivity.
At this point, the only atomic constraints remaining in 𝒞 are of the form Γ ⊢ τ1

∼= τ2
and Γ ⊢ τ1 ≺: τ2.

Running example 4/5 Subtype unification on ⟨σ1, 𝒞1⟩ results in ⟨σ2, 𝒞2⟩. The up-
dated type assignment is σ2

∆
= σ1, α3 : {z : Int | 1 }, and the resulting constraint is:

𝒞3
∆
= Γf , x : {z : Int | 1 } ⊢ {z : Int | 1 } ≺: {z : Int | true}

Through the simplification rules, the intermediate constraint

⊢ {z : Int | z = 1∨ z = 2∨ z = 3} ≺: {z : Int | 1 }

yields a placeholder implication: ℐmp = {z : Int ⊢ z = 1∨ z = 2∨ z = 3⇒ 1 }.

Finding placeholder formulas

The next step is to compute solutions for the placeholders. Placeholders can appear
in the implication set ℐmp in the forms Γ ⊢ i · θ ⇒ φ, Γ ⊢ i · θ1 ⇒ j · θ2 and
Γ ⊢ φ⇒ i · θ. Before applying the proper solving procedure, some preprocessing
of the implications is required. Essentially, we need to obtain formulas where the
typing contexts bind only the placeholders’ free variables, and where the placehold-
ers occur only with empty delayed substitutions.

Free variable elimination The placeholders are introduced from constraints such as
Γ ⊢ α · θ <: {x : τ | φ}. Every placeholder i · θ has an associated typing context Γi

defined as Γi ∆
= Γ, x : τ. If a solution for i exists, it has to be valid in its context

Γi . More precisely, i ’s context would be one that binds the free variables of the
placeholder. The set of free variables of a placeholder is defined as:

FV ( i · θ) ∆
= (dom(Γi ) ∖ dom(θ)) ∪ FV (range(θ)).

Through a series of transformations applied to the implication formulas in ℐmp, we
can remove from the contexts the variables not relevant for the placeholder’s solu-
tion. To define the transformations, we prove the following equivalences between
Γ-relativized formulas.
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Lemma 16. Let FVi+j
∆
= FV ( i · θi ) ∪ FV ( j · θj ). The following equivalences hold:

1. ℱ (Γ, x : τ ⊢ φ⇒ j · θ) iff ℱ (Γ ⊢ (∃x : [[x : τ]] ∧ φ)⇒ j · θ) if x ̸∈ FV ( j · θ)
2. ℱ (Γ, x : τ ⊢ i · θ ⇒ φ) iff ℱ (Γ ⊢ i · θ ⇒ (∀x : [[x : τ]]⇒ φ)) if x ̸∈ FV ( i · θ)
3. ℱ (Γ, x : τ ⊢ i · θi ⇒ j · θj ) iff ℱ (Γ ⊢ i · θi ⇒ j · θj ) if x ̸∈ FVi+j

Proof. In the line 1, by the tautology (∀x : φ1 ⇒ φ2) ⇔ ((∃x : φ1) ⇒ φ2), when
x ̸∈ FV (φ2). In line 2, by (∀x : φ1 ⇒ φ2) ⇔ (φ1 ⇒ ∀x : φ2), when x ̸∈ FV (φ1).
Line 3 just handles irrelevant assignments.

After systematically applying these transformations to the formulas in ℐmp, we
know that, if the implication contains a placeholder i · θ, then the context of the
formula is Γi and FV ( i · θ) ⊆ dom(Γi ) holds.

Delayed substitution elimination We require the following auxiliary definitions,
which define the semantic content of a substitution:

eq(�)
∆
= true eq([x τ ← e ], θ)

∆
= x = e ∧ eq(θ) eq([e ], θ)

∆
= eq(θ)

The following lemmas define the transformations that we apply to the implications
in ℐmp in order to eliminate the substitutions:

Lemma 17. The following equivalences hold:

1. ℱ (Γi ⊢ φ⇒ i · θ) iff ℱ (Γi ⊢ eq(θ) ∧ φ⇒ i )

2. ℱ (Γi ⊢ i · θ ⇒ φ) iff ℱ (Γi ⊢ i ⇒ (¬eq(θ) ∨ φ))

3. ℱ (Γj ⊢ i · θ ⇒ j ) iff ∧ ℱ (Γj ⊢ ¬eq(θ)⇒ j )
∧ ℱ (Γj ⊢ i ⇒ j )

4. ℱ (Γj ⊢ i ⇒ j · θ) iff ∧ ℱ (Γj ⊢ eq(θ)⇒ i )
∧ ℱ (Γj ⊢ i ⇒ j )

if dom(θ) ̸⊆ FV ( i )

Proof. In line 1, the substitutions θ are just replaced by equalities in the antecedent.
A solution for i is eq(θ) ∧ φ. Because dom(θ) ̸⊆ FV (φ), then (eq(θ) ∧ φ) · θ =
φ · θ = φ. Thus, the equivalence holds. Similarly, in line 2 we can replace i by
¬eq(θ) ∨ φ. In line 3, replace j by ¬eq(θ) ∨ i . In line 4, replace j by eq(θ) ∨ i .
Note also that in lines 3 and 4, Γi ⊆ Γj , by the assumptions.

After a systematic application of these transformations, the implication formulas in
the set ℐmp are in one of the following forms: Γi ⊢ i ⇒ φ, Γj ⊢ i ⇒ j or
Γi ⊢ φ⇒ i .
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Algorithm for placeholder solution

The algorithm takes the implication formulas in ℐmp and generates a graph, whose
edges represents the implications. Therefore, the graph has two kind of nodes:
fixed TLA+ formulas φ and placeholders i , where i ∈ PH . An edge has one of
these forms: φ −→ i , i −→ j , or i −→ φ, where φ is a TLA+ formula. In
particular, since we do not handle recursive definitions in our TLA+ fragment,4 the
(directed) graph contains no loops and there is at most one path between any two
different nodes, greatly simplifying the procedure. Additionally, each placeholder
node i has a value, noted vi , where a value is either undefined, noted ∙, or a TLA+

formula φ. We define ∙ ∧ φ = φ and ∙ ∨ φ = φ.

We represent the graph as set G of implications. The goal is to find potential so-
lutions for the placeholder’s values, i.e. TLA+ formulas, that may satisfy all impli-
cations in G . At the end of the procedure, we obtain a placeholder solution that
is used to replace the placeholders in the constraint and the type assignment. The
resulting placeholder-free constraint still needs to be proven valid. The procedure
analyzes each edge of the graph to pass information between the two nodes. At the
end, the set G is empty and the solution is in the node’s values. For example, sup-
pose G = {φ1 ⇒ i , i ⇒ φ2} holds. Unless Γi ⊢ φ1 ⇒ φ2 holds, there is no valid
solution for i . Otherwise, vi = φ1 or vi = φ2 are valid solutions, but we choose
the strongest formula of the two, that is φ1. After replacing the placeholder in the
constraints by their solutions, Γi ⊢ φ1 ⇒ φ2 will have to be added to 𝒯cc and proved
as any other type-correctness condition.

Some auxiliary definitions are required. For a given node i , the set i �f denotes
the collection of formula nodes pointing to i . Conversely, the set i � f denotes
those formula nodes to which node i points to. Similarly for the set of placeholder
nodes i �p and i �p .

i �f
∆
= {φ : φ −→ i ∈ G} i �p

∆
= { j : j −→ i ∈ G}

i �f
∆
= {φ : i −→ φ ∈ G} i �p

∆
= { j : i −→ j ∈ G}

Initially, the values of all placeholder nodes are undefined, that is, vi = ∙ for all
identifiers i ∈ PH . The procedure performs four steps. First, it executes repeatedly
all possible instances of step 1, then all possible instances of step 2, until no progress
is possible. Then, it executes steps 3 and 4 repeatedly until no progress is possible.

4Although TLA+ supports the definition of recursive operators, our fragment does not currently
handle them. In the presence of recursive functions, a fixed-point computation would be expected
instead of our rudimentary procedure.
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The steps are the following:

1. Pick i s.t. i �f ̸= {}. Then vi := vi ∧
∧

i �f ; G := G ∖ i �f .

2. Pick i s.t. i �f ̸= {}. Then vi := vi ∨
∨

i �f ; G := G ∖ i �f .

3. Pick i s.t. i �p ̸= {} and i �p = {}. Then vi := vi ∧
∧

i �p ;G := G ∖ i �p .

4. Pick i s.t. i �p ̸= {} and i �p = {}. Then vi := vi ∨
∨

i �p ;G := G ∖ i �p .

The following diagrams represent the execution of each of the four steps. Each
diagram focuses on the node i and its environment, in the more general scenario.
To the right of node i appears its value. Without loss of generality, we simplified
the diagrams to one node of each kind, that is, either a formula or a placeholder,
pointing in or from node i .

i

right:viφ1

φ2

j

k

=⇒1 i

right:vi ∧ φ2
φ1 j

k

i

right:viφ1 j

k

=⇒2 i

right:vi ∨ φ1
j

k

i

right:vi

k

=⇒3 i

right:vi ∧ vk
i

right:vij

=⇒4 i

right:vi ∨ vj

The first two steps take the values from formula nodes, and pass them to a place-
holder node. Every step eliminates from the graph the evaluated edges. Step 1
assigns to node i the conjunction of the formula nodes pointing to it. Step 2 as-
signs to node i the disjunction of the formula nodes that i points to. At this point,
no edges to and from any formula belong to G . Steps 3 and 4 resolve the remain-
ing implications between placeholder nodes in a similar way: they find placeholder
nodes that have only incoming or outgoing placeholder nodes. Because there are no
multiple paths between nodes, the four transformations cover all possible cases to
reach G = {}.

Running example 5/5 In our example, the solution for the placeholder 1 is triv-
ially z = 1∨ z = 2∨ z = 3 in the context z : Int. After replacing the placeholder by its
solution, the type assignment is updated to σ3

∆
= σ1, x : {z : Int | z = 1∨ z = 2∨ z = 3},

and the constraint to

𝒞4
∆
= Γf , Γx ⊢ {z : Int | z = 1∨ z = 2∨ z = 3} ≺: {z : Int | true}

where Γx is x : {z : Int | z = 1 ∨ z = 2 ∨ z = 3}. The assignment σ3 would be final
if all the type-correctness conditions in the set 𝒯cc can be proved and the remaining
constraint 𝒞4 can be reduced to true.
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The only condition to prove in 𝒯cc is invalid. Indeed, it corresponds to checking
the domain condition for the function application f [0]. Therefore, the typing for the
proof obligation of our running example fails, as expected. (Actually, that condition
could have been discharged to the solver before, which would have answered that
was invalid, avoiding the successive steps of constraint solving.)

5.6. Tuples and records

Tuples in 𝒯1 When analyzing an expression such as f [3], it makes sense to think
that the sub-expression f should be a function (in the sense of IsAFcn(f )) for the
whole expression to have the expected meaning, that is, the result of f applied to 3,
if 3 ∈ domain f . It also makes sense to think that the expression f could be a
tuple, because the function application operator [ ] as used for tuple projection,
and the argument is an integer. TLA+ tuples are functions, so it is not accurate to
say that the operator [ ] is “overloaded” for functions and tuples. Distinguishing
between arbitrary functions and those functions used as tuples could give useful
type information for improving the translation. However, it is not possible to discern
just by a syntactic analysis to which of this two kind of expressions the first argument
of [ ] belongs to.

As a consequence, we are forced to assign a functional type to tuples if we want to be
consistent with the TLA+ syntax. (Remember the type inference rule T1-App for the
function application operator.) The type of a tuple has to be necessarily compatible
with the type of a TLA+ function, that is, a functional type τ1 → τ2. If this was not
the case, we could have introduced a dedicated type for tuples as we do below for
records. In order to match the type operators dom and cod, it has to have a domain
and a codomain.

The typing rules for tuples are the presented in Figure 5.7. Since the domain of a
tuple of arity n is the interval 1 .. n, its type is over-approximated to Int. Thus, the
task to check the domain conditions are left to the solvers. Functional types impose
another restriction: the elements of a tuple should be of the same type. The empty
tuple is the only function whose domain is the empty set, and it is treated as a
special case, in a similar way to the empty set.

Records in 𝒯1 TLA+ records are functions whose domain is a set of strings, and
whose return values are of any type. In our typing discipline, functions are con-
strained to have the same type for every element in its codomain. By giving a
functional type to a record, we would be discarding many records that have differ-
ent kind of values in each field. What we do instead is to introduce a new dedicated
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Γ ⊢ ⟨⟩ : α→ α
T1-EmptyTuple

Γ ⊢ ei : τi τ1
∼= . . . ∼= τn i∈1..n

Γ ⊢ ⟨e1, . . . , en⟩ : Int→ τ1
T1-Tuple

Γ ⊢ Si : Set τi τ1
∼= . . . ∼= τn i∈1..n

Γ ⊢ S1 × . . .× Sn : Set (Int→ τi )
T1-Product

Γ ⊢ ei : τi i∈1..n

Γ ⊢ [hi ↦→ ei ]1..n : Map [hi ↦→ τi ]1..n
T1-Rec

Γ ⊢ r : τ

Γ ⊢ r .h : dot(τ, h)
T1-Dot

Γ ⊢ Si : Set τi i∈1..n

Γ ⊢ [hi : Si ]1..n : Set (Map [hi ↦→ τi ]1..n)
T1-RecSet

Figure 5.7.: 𝒯1-typing rules for tuples and records

type Map that mimics records by mapping strings to some other type. The disadvan-
tage in this case is that records appearing in a proof obligation explicitly as functions
will not be captured by this type discipline.

τ ::= . . . | Map [s ↦→ τ, . . . , s ↦→ τ] | dot(τ, s) | Str

The type Map takes as argument a list of pairs of the form h ↦→ τ where the string h
represents a field and τ its associated type. Its typing proposition is derived from
the extensionality property for records (4.21):

[[r :Map [hi ↦→ τi ]i :1 ..n ]]
∆
= ∧ r = [x ∈ domain r ↦→ r [x ]]
∧ domain r = {h1, . . . , hn}
∧ [[r .h1 : τ1]] ∧ . . . ∧ [[r .hn : τn ]]

Additionally, we introduce an atomic type Str in 𝒮 representing strings. As we did
for the encoding of strings, we ignore the fact that strings are actually a sequence of
characters.

We use the following abbreviations for records, record sets, Map types, and enumer-
ation types:

[hi ↦→ ei ]1..n
∆
= [h1 ↦→ e1, . . . , hn ↦→ en ]

[hi : Si ]1..n
∆
= [h1 : S1, . . . , hn : Sn ]

Map [hi ↦→ τi ]1..n
∆
= Map [h1 ↦→ τ1, . . . , hn ↦→ τn ]

{e1, . . . , en}τ
∆
= {x : τ | x = e1 ∨ . . . ∨ x = en}

The Map type enforces the expression r on r .h to have a record type. The record
selection operator r .h has a special type dot(τ, h), representing an explicit record
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Γ ⊢ ⟨⟩ : (i : {x : α | false})→ {x : α | false} T2-EmptyTuple

Γ ⊢ ei : αi i∈1..n

Γ ⊢ ⟨e1, . . . , en⟩ : (i : {1, . . . , n}Int)→ {x : α1 | i = 1∧ x = e1} ⊎ . . .⊎
{x : αn | i = n ∧ x = en}

T2-Tuple

Γ ⊢ Si : Set αi i∈1..n

Γ ⊢ S1 × . . .× Sn : Set ((i : {1, . . . , n}Int)→
{x : α1 | i = 1∧ x = e1} ⊎ . . .⊎
{x : αn | i = n ∧ x = en})

T2-Product

Figure 5.8.: 𝒯2-typing rules for tuples

projection. The reason for introducing this special type is that our constraint lan-
guage cannot express pattern matching on a record type, which has an indefinite
number of arguments. They have the the following properties, which are applied
whenever possible to simplify types:

dot(Map [hi ↦→ τi ]1..n ], h) = τi when hi = h

dom(Map [hi ↦→ τi ]1..n) = Str

cod(Map [hi ↦→ τi ]1..n) = τ1

Two Maps are equal iff if (i) they have the same domain and (ii) for each field hi of the
first map coinciding with a field hj of the second map, the corresponding types τi
and τ′j are equal.

{h1,...,hm}={h ′1,...,h ′n} Γ ⊢ τi ∼= τ′j (if hi=h ′j for i∈1..n ∧ j∈1..m)

Γ ⊢ Map [hi ↦→ τi ]i :1 ..n
∼= Map [h ′i ↦→ τ′i ]i :1 ..m

Eq-Map

Tuples and records in 𝒯2 With the help of dependent and refinement types, we
can precisely represent the domain and codomain of a tuple. The typing rules are
shown in Figure 5.8, and they are basically an upgrade of the rules for 𝒯1.

The typing rules for records in 𝒯2 are the same as in 𝒯1, except that the domain and
codomain properties of a Map have to be updated:

dom(Map [hi ↦→ τi ]i :1 ..n) = {h1, . . . , hn}Str
cod(Map [hi ↦→ τi ]i :1 ..n) = τ1 ⊎ . . . ⊎ τn

134



Chapter 5. Type systems for TLA+

Similarly to the above rule for Map-equality, we define the rule for Map-subtype.

{h1,...,hm}={h ′1,...,h ′n} Γ ⊢ τi ≺: τ′j (if hi=h ′j for i∈1..n ∧ j∈1..m)

Γ ⊢ Map [hi ↦→ τi ]i :1 ..n ≺: Map [h ′i ↦→ τ′i ]i :1 ..m
Sub-Map

5.7. Related work

Type systems and how they are implemented varies a lot from one specification
language to another [Wie06]. In formalisms based in high-order logic or type theory
(e.g. in HOL Light, Isabelle/HOL, PVS, Coq, Nuprl, or Twelf), types are part of the
foundation of the language. Then there are the languages that have “soft” types as
a layer on top of an untyped foundation (e.g. ACL2, B method, Z, or Mizar). We
can see that, in practice, types are ubiquitous for almost all formal languages.5 The
exceptions are set theory-based Isabelle/ZF, Metamath, and TLA+.

Soft type systems In the Z [Spi92] and B [Abr10] formalisms, terms and functions
have monomorphic types that have a natural correspondence to many-sorted logic.
B’s type system is studied by Turner [Tur01] on the MacLane set theory fragment.
Likewise, Mizar [lM93] implements a type system with dependent types on top of its
set-theoretical foundation. Wiedijk [Wie07] describes Mizar’s type system as a col-
lection of type inference rules where types are interpreted by relativizing quantifiers
and encoding other type-features of the language in unsorted first-order logic.

These kind of type systems have type annotations that can be encoded in the lan-
guage’s foundational logic. Wiedijk [Wie07] calls them soft type systems. This term,
in turn, originates from the programming languages community [CF91] as an at-
tempt to combine the advantages of untyped and typed programming languages. In
this context, it means that expressions are statically typed as much as possible and,
for what cannot be statically typed, run-time checks are inserted. Our approach for
TLA+ is similar to the first definition in the sense that we add types annotations on
top of the language, and to the second in that type “errors” are encoded as first-
order dynamic checks in the translation. The difference with Z, B or Mizar is that
types are not part of the language’s syntax; the implementation of our type systems
run under the hood of the ATP/SMT backend.

Refinement types Freeman and Pfenning [FP91] originally defined refinement types
to be applied to object-oriented features of programming languages. They define

5Type systems for untyped programming languages, such as scripting languages, have been stud-
ied [THF10a, THF10b], but we do not cover these cases in this short survey.
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them in the same way as we do, that is, as subsets of pre-existing inductive def-
initions, but allowing base types to be refined by Boolean expressions. Depen-
dent ML [XP99] implements this general form of refinement type, with refinement
predicates restricted so as to make type checking decidable. In programming lan-
guages, refinement types extends the benefits of static type-checking while provid-
ing useful information for compilers. Hybrid type checking [Fla06] reintroduce
the original concept of soft typing [CF91] but for refinement types. In this con-
text, Knowles [KF07] separates type reconstruction for refinement types from type-
checking, making type reconstruction decidable, while deferring (undecidable) type-
checking for a subsequent phase. SMT solvers are employed to check the validity
of refinements but not for subtyping, which is checked by traditional syntactic tech-
niques.

The PVS [ORSSC99] system is a LCF-style interactive theorem prover founded on
high-order logic and augmented with dependent types and predicate subtypes [ROS98],
the name used in PVS for refinement types. Predicates subtypes are part of PVS’s
foundational logic. The term type-correctness condition for subtype constraints origi-
nates in PVS. Unlike our soft-typing-with-SMT-solvers approach, if the type-correctness
conditions cannot be proved by automatic procedures, they need to be proved inter-
actively, while conventional type-checking is performed algorithmically. Refinement
types are known also by subset types in Coq [Soz07].

Lamport and Paulson [LP99] analyze a series of problems for implementing pred-
icate subtypes for specification languages like in PVS. First, they consider type in-
ference over complete specifications, which can be difficult to achieve when sub-
formulas are structured in many definitions. Instead, we apply the type synthesis
algorithm to one formula (proof obligation) at a time. Secondly, they claim that
predicate subtypes would lead the users to encode program invariants inside the re-
finement predicates. In our approach, types are transparent for the user, and if type
construction is not possible, we fall back to the untyped encoding, maintaining the
flexibility of untyped formalisms. Only recently the SMT technology has made pos-
sibly to resolve subtyping constraints efficiently and without user intervention. For
instance, Bierman et al. [BGHL10] study a first-order functional programming lan-
guage that combines refinement types with type-tests (a Boolean expression testing
whether a value belongs to a type), relying on SMT solvers for subtyping.

Constraint solving Many type systems extend the standard Hindley-Milner type
inference system with constraints, e.g. [OSW97, PR05]. Pottier [Pot96] and Odersky
et al. [OSW97] have developed Hindley-Milner systems parameterized by a subtyp-
ing constraint system. Our constraint solving algorithm and parts of the notation
was inspired from Pottier [PR05], as a non-deterministic system of constraint rewrit-
ing rules and first-order unification. Our algorithm for the placeholder solution
was inspired from Knowles and Flanagan [KF07]. Constraint-based inference for
type systems with subtyping is an extensive research topic [JK91] and we do not
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fully review it here. Many optimizations to subtyping constraints can be performed,
see [Pot96].

Other related work The SPASS [Wei99] theorem prover for untyped first-order logic
implements special inference rules in its calculus that infer sort information in order
to detect ill-sorted clauses and to simplify the sort information contained in the
clauses. Sorts are considered monadic predicates without any further structure.

Claessen et al. [CLS11] propose an encoding of unsorted into many-sorted first-order
logic (and vice-versa) using sort-monotonicity. A sort is monotone if its domain for
any model can be made larger without affecting satisfiability. For the unsorted-to-
sorted case, an algorithm computes the maximal typing of each variable by assigning
to every variable a unique sort and putting them in equivalence classes when they
should be equal to each other. If the resulting sorts are monotone, the original
and the sorted formula are equisatisfiable. Otherwise, for non-monotone sorts, the
algorithm constraints the sorted formula by adding an injection from smaller to
bigger sorts.

Power types for programming languages, introduced by Cardelli [Car88], and de-
veloped by Aspinall [Asp00] are comparable to our Set type constructor. The idea
is that Power(τ) is a type whose elements are subtypes of the type τ. Subtyping is
defined as type-inhabitation of power types: τ1 <: τ2

∆
= τ1 :Power(τ2).
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Evaluation

Ce n’est pas une démonstration
proprement dite, [...] c’est une
vérification. [...] La vérification
diffère precisément de la véritable
démonstration, parce qu’elle est
purement analytique et parce qu’elle
est stérile.

Henri Poincaré, 1902, talking about
a proof of 2 + 2 = 4

In this chapter we perform an empirical evaluation of the methods presented in
Chapters 4 and 5. We implemented a new generic back-end in TLAPS for provers
supporting the input formats TPTP/FOF and SMT-LIB/AUFLIA. To validate our
approach, we reproved several test cases that had been proved interactively using the
previously available TLAPS back-end provers, namely Zenon, Isabelle/TLA+ and a
decision procedure for Presburger arithmetic. We will refer to the combination of
those three backends as ZIP for short.

For each benchmark, we compare two dimensions of an interactive proof: size and
time. We define the size of an interactive proof as the number of non-trivial proof
obligations generated by the Proof Manager.1 The proof size then corresponds to the
number of leaf steps that are passed to the back-end provers as proof obligations.
This number is proportional to the number of interactive steps and therefore repre-
sents the user effort for making TLAPS check the proof. The time is the number of
seconds required by the Proof Manager to verify those proofs on a standard laptop.2

1Trivial proof obligations correspond to facts manually added to the proof steps. The Proof Manager
needs to check in the corresponding proof context that those facts are actually given hypotheses.

2The experiments presented here were carried on with a 2.2GHz Intel Core i7, with 8GB RAM.
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TLAPS uses short timeouts for automatic backends, hence running times are not
very significant for comparison.

In the following, we present results for four case studies. In the result tables, each
line corresponds to an interactive proof of a given size. In the columns we show the
running times for the ATP/SMT backend using a given automated prover, where
each prover is executed on all generated proof obligations. For our tests we have
used the state-of-the-art ATP systems E [Sch13] and SPASS [Wei99], and the SMT
solvers CVC4 [BCD+11] and Z3 [dB08].3 In turn, for each prover we present three
different times corresponding to the untyped encoding (the columns labeled u), the
encoding using the type system 𝒯1 (labeled t1), and the encoding using the type sys-
tem 𝒯2 (labeled t2). In the last two cases the time required for type construction is
included in the general time. The backends were executed with a timeout of 300 sec-
onds. In the tables, an entry with the symbol “-” means that the solver has reached
the timeout without finding the proof for at least one of the proof obligations.

Peterson In Chapter 2, we used Peterson’s algorithm [Pet81] as a running exam-
ple. We compare in the following table the times for two interactive proofs that the
algorithm implements mutual exclusion.

ZIP E SPASS CVC4 Z3
size u t1 t2 u t1 t2 u t1 t2 u t1 t2

3 - 63.32 63.87 49.64 7.55 7.59 3.16 0.41 0.45 0.46 0.34 0.38 0.40
10 5.69 4.22 4.16 1.65 44.64 43.99 1.28 0.78 0.91 0.96 0.80 0.91 0.97

The proof of size 10 is the same proof shown in Figure 2.4. The older back-end
provers can check this proof in less than 6 seconds. The inductive step (the step
labeled ⟨1⟩2 in the figure) is the larger one. The new back-ends can prove it in a
single step instead of 8, reducing to total proof size to 3.

The running times for the SMT solvers are very low, as expected. The comparatively
higher times of E and SPASS are caused by one sub-step (⟨2⟩1), whose corresponding
proof obligation does not involve anything more than reasoning about the structure
of the specification at a high level, something that the tableau calculus of Zenon is
good at. When the operator definitions in this step are expanded the proof obligation
becomes a large formula. With some tweaking to the configuration of E and SPASS,
this proof step could probably be discharged much faster.

We observe also that the type system 𝒯2 helps to reduce the verification time in the
ATP cases. Since these proofs do not require any arithmetic reasoning, the type

3We have used the E prover version 1.7 executed with the parameters --tstp-format --auto; SPASS
3.5 with -TPTP -Auto; CVC4 1.3 with --lang=smt2 --pre-skolem-quant; and Z3 4.3.0 with -smt2

AUTO CONFIG=false PULL NESTED QUANTIFIERS=true MBQI=true CNF MODE=1. All versions are
publicly available.
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system 𝒯1 does not improve the performance with respect to the untyped encoding.
The reason is that the type system 𝒯2 causes a simpler encoding of functions by not
including domain checkings.

Bakery The well-known Bakery algorithm [Lam74] again solves the problem of
mutual exclusion. Moreover, the specification of this algorithm is parameterized by
a number of n processes, and data structures are represented by functions ranging
over the processes. In this simplified version of the algorithm called Atomic Bakery,
reading and writing of a process’ number is considered an atomic operation. The
specification of the algorithm uses some simple arithmetic, basically to increment
the “ticket numbers” given at the “bakery”, and to compare those numbers. For
this reason, the ATP systems, which cannot handle all the proof obligations, are not
included in the results.

ZIP CVC4 Z3 CVC4+Z3
size u t1 t2 u t1 t2 u t1 t2

16 - - 9.59 6.57 - 13.09 7.15 - 6.54 5.75
223 52.74

The original proof for mutual exclusion generates 223 non-trivial proof obligations,
taking the older backends almost one minute to prove them. The reduced interactive
proof produces much better running times. In the third column of the table we show
the results for a combination of both SMT solvers, which invokes at each obligation
the faster solver. The untyped encoding does not scale for this example, although
some obligations that do not involve arithmetic can be proved, but it times out for the
complete proof. Again, 𝒯2 is noticeably better than 𝒯1 because of the simplifications
to the domain checkings.

Memoir The Memoir [PLD+11] security architecture is specified at three abstrac-
tion levels, where the level-1 specification refines the higher-level specification. We
consider three test cases: the inductive proof of the type-correctness invariant at the
level-1 specification, the proof that the level-1 initial state refines the high-level initial
state, and the proof that one of the level-1 actions implements the high-level specifi-
cation under a defined refinement.4 Respectively, we call T, I and A the benchmarks
for these proofs.

4Specifically, the theorems are LL1TypeInvariant ∧ [LL1Next ]LL1Vars ⇒ LL1TypeInvariant ′,
LL1Init ∧ LL1Refinement ∧ LL1TypeInvariant ∧ CorrectnessInvariants ⇒ HLInit , and
LL1PerformOperation ⇒ HLAdvanceService.
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ZIP E SPASS CVC4 Z3
size u t1 t2 u t1 t2 u t1 t2 u t1 t2

T 1 - - - - 39.72 42.76 2.03 - - - 1.99 2.34 1.53
T 12 - - - 3.63 9.43 10.32 3.43 3.11 4.53 3.46 3.21 4.49 3.51
T 424 7.31
I 2 - 1.52 2.11 2.14 1.51 2.06 2.13 - - - - - -
I 8 - 3.95 5.54 5.90 4.11 5.53 5.80 3.84 5.65 5.79 9.35 10.68 10.23
I 61 8.20
A 6 - 7.78 11.19 7.93 12.86 16.65 7.80 - - - - - -
A 27 - 9.96 15.15 14.42 9.99 16.27 14.32 11.31 17.64 14.36 11.46 17.78 14.30
A 126 19.10

The type-invariant proof can be reduced from the original 424 proof obligations to
just one, which can be proved in about two seconds with Z3 or with SPASS in the
𝒯2-encoding. For the interactive proof of size 12, all the new backends can discharge
the obligations before the timeout (but E can do so only when 𝒯2 is used).

The Memoir specification does not make any use of arithmetic or any sorted theory.
Therefore, the FOF and SMT-LIB files resulting from the untyped encoding and the
type system 𝒯1 are practically the same. The overhead times of the latter are just due
to proof construction, which affects similarly the type system 𝒯2. However, most
data structures in the specification are represented with records. The type system 𝒯2
allows optimizations in the encoding by removing the domain checking for records,
thus reducing the proof search time in many cases with respect to 𝒯1.

In general, we observed that the ATP systems perform comparatively better than the
SMT solvers, particularly in the two benchmarks for the refinement proofs. A possi-
ble reason is that these proof obligations are large first-order formulas, with variables
and operators ranging over one sort, something that ATP systems excel at.

Finite sets The following table shows results for a collection of theorems about the
cardinality of finite sets. For instance, the benchmark called CardinalityOne corre-
sponds to the proofs shown in Section 1.1. These theorems are straightforward but
include set of sets and many universally and existentially quantified formulas that
make the SMT solvers lag behind. Moreover, they are mixed with some elementary
linear arithmetic. Therefore, the ATP systems cannot participate in these bench-
marks. For each entry, we compare the original proof with a shorter one checked by
a combination of Zenon with CVC4 and Z3.
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ZIP Zenon+SMT
size size u t1 t2

CardinalityZero 11 5.42 5 0.48 0.48 0.48
CardinalityPlusOne 39 5.35 3 0.49 0.48 0.52
CardinalityOne 6 5.36 1 0.35 0.35 0.35
CardinalityOneConverse 9 0.63 2 0.35 0.36 0.36
FiniteSubset 62 7.16 19 - 5.78 5.77
PigeonHole 42 7.07 20 7.01 7.24 7.22
CardinalityMinusOne 11 5.44 5 0.75 0.75 0.73

Zenon is the only prover that can handle some of the proof obligations in one step.
Like in the sub-step ⟨2⟩1 in Peterson’s algorithm proof, the harder steps are about
large, high-level structural formulas that make the SMT solvers get lost in the proof
search generating quantifier instances. On the other side, the SMT solvers permit
to prove non-trivial arithmetic formulas, thus reducing the proof size of many sub-
steps. For example, Z3 is the only one that can prove CardinalityOne in one step.

The shorter interactive proofs are almost instantly checked. Except for FiniteSubset
where the untyped encoding fails for one the proof obligations, we practically do
not observe differences in the Zenon+SMT times. Also, these benchmarks almost do
not involve functions, therefore we do not get much profit from the system 𝒯2 with
respect to 𝒯1, and 𝒯1 does not improve the untyped encoding.

In these benchmarks we clearly see one of the problems of our encoding, which is
how the user-defined operators are declared in SMT-LIB. For instance, Cardinality
is defined axiomatically in a TLA+ standard module, as shown in page 1.1. The
expression Cardinality(S ) denotes an integer value provided that S is a finite set.
Therefore, we cannot simply declare Cardinality with the SMT sort U → Int, even if
this would probably improve the backend performance. At the end of the next chap-
ter we provide two possible solutions for the encoding of user-defined operators.

Discussion

In all our case studies we have observed that the use of the new backend leads to
significant reductions in proof sizes and running times compared to the original
interactive proofs. In particular, the “shallow” proofs of the first three case studies
required only minimal interaction. We have also used the new ATP/SMT backend
with good success on several examples not shown here.

The success of the ATP/SMT backend for these and similar benchmarks are mostly
due to the fact that they can handle obligations that mix set theory, functions, and
arithmetic. The original Isabelle and Zenon backends have very limited support for
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arithmetic reasoning, while SimpleArithmetic handles only pure arithmetic formu-
las, requiring the user to decompose proof obligations until they fall within the re-
spective fragments. Another important aspect of the new backend is that proof obli-
gations are massaged and simplified by the preprocessing techniques before passing
them to the solvers. From our experiments, we believe that this has a significant
impact on the solvers’ success.

We were pleasantly surprised to see that the four automated provers under evalua-
tion offer complementary strengths. Both SMT solvers offer similar results, with Z3
being better at reasoning about arithmetic. In a few cases, CVC4 is faster or even
proves obligations on which Z3 fails. In many proof obligations restricted to the
equational first-order domain, the ATP systems outperform the SMT solvers, Zenon
and Isabelle/TLA+. Even the SMT solvers are in general faster than Zenon for for-
mulas that Zenon could handle, except for the structural proof cases mentioned
above.

The ATP/SMT backend equipped with one of the two type systems clearly benefits
from the obtained type information to improve the encoding. In all the tests, we ob-
served that if the untyped encoding succeeds, the typed encodings succeeds as well.
Type information is necessary for most formulas involving non-trivial arithmetic.
When type information is not needed, the type construction algorithm incurs in a
slightly noticeable time overhead for large formulas. Our prototypical implemen-
tation of this algorithm may surely benefit from optimizations. In all our tests, the
theorems were known a priori to be valid. Type synthesis succeeded for all cases, so
no dynamic domain checkings were needed in the encoding. The generated type-
verification conditions were all discharged as trivial.

Finally, we also observed that, for some proof obligations, the chances of the ATP
systems and SMT solvers for finding a proof highly depends on the order in which
the formulas are presented to the solvers, as it is expected. For instance, we found
that in general it is better in the FOF and SMT-LIB files to place first the standard
axioms, and additionally in the case of SMT-LIB, the conclusion before the hypothe-
ses.
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Conclusions

A proof is a story; a
computer-assisted proof is a story
that’s too long to be told in full, so
you have to settle for the executive
summary and a huge automated
appendix.

Ian Stewart, 2013

What we have presented in the preceding chapters is a sound and effective way of
discharging TLA+ proof obligations to automated theorem provers based on un-
sorted and many-sorted first-order logic. A new implemented ATP/SMT back-end
verifier integrates external automated provers as oracles to the TLA+ Proof System
TLAPS.

The first main component of the backend is a generic translation framework that
allows to plug to TLAPS any ATP system or SMT solver that supports the de facto
standard formats TPTP/FOF or SMT-LIB constrained to the logic AUFLIA.1The sec-
ond component consists of two type systems for TLA+ and a type synthesis algo-
rithm that, given a TLA+ proof obligation, returns a typed-TLA+ formula. The type
information in the second formula is used to improve the encoding. The translation
and the type synthesis algorithm provides the formal basis for implementing the
ATP and SMT-based back-end prover.

1A translation to TPTP-TFF0 [SSCB12], which is very similar to SMT-LIB, could be easily accom-
modated within the same translation framework. Except for the final part of the encoding that
has to take into account how to encode sorted theories, the rest is treated by the same translation
algorithm.
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Translation

Embedding set-theoretic concepts into first-order logic is often unnatural. In order
to encode second-order expressions, such as those related to the axioms of set com-
prehension and replacement, the first part of the translation consists of a preprocess-
ing and optimization phase relying on term-rewriting techniques coupled with an
abstraction method to efficiently handle non-basic expressions. We derive the collec-
tion of rewriting rules from the TLA+ semantics and proved them in Isabelle/TLA+

to ensure their soundness. The rewriting rules, however, introduce many additional
quantified formulas, which are difficult for the solvers to handle.

For non-basic expressions, that is, those expressions that cannot be reduced to first-
order logic through rewriting, the abstraction method replaces them by a fresh
Skolem function, and then adds a new hypothesis defining the new function symbol.
Consequently, this method produces equi-satisfiable formulas but not equivalent for-
mulas. The mechanism that combines term-rewriting with abstraction also enables
the backends to successfully handle choose expressions (Hilbert’s choice) and ex-
plicit TLA+ function expressions corresponding to λ-abstractions. TLA+ functions
are total, but they have a domain on which the function’s arguments are defined.
In our encoding we treat functions as if they were partial functions, with undefined
values encoded through an uninterpreted function.

The second part of the translation is a sound encoding of first-order TLA+ formulas
to unsorted and many-sorted first-order logic. At this point, the proof obligations
were already massaged and reduced to first-order formulas in the previous phase. To
address the problem of embedding an unsorted language such as TLA+ into a sorted
one, we have introduced a method to virtually delegate type inference to the solvers.
When sorted theories are supported by the target language, the translation encodes
sorted expressions such as arithmetic ones through an homomorphic embedding: an
unsorted expression is “lifted” to a sorted counterpart through an injective function.
The Boolification process makes possible the distinction between Boolean and non-
Boolean expressions.

The soundness of the encoding is immediate: all the axioms about sets, functions,
records, tuples, etc. are theorems in the background theory of TLA+ that exist in
the Isabelle encoding. The “lifting” axioms for the encoding of arithmetic assert
that TLA+ arithmetic coincides with SMT arithmetic over integers. Excluding the
standard axiom of set extensionality, the translation is complete, meaning that a valid
TLA+ proof obligation, it produces a valid translation. We include only instances of
extensionality for specific sets, function domains, and functions. In order to reason
about set equality in its most general form, the user would have to manually add the
axiom of extensionality to the proof. We have demonstrated that the intermediate
steps of the preprocessing and the proper encoding of basic formulas are sound and
that they terminate.
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The resulting translation can handle a useful fragment of the TLA+ language, in-
cluding set theory, functions, linear arithmetic expressions, tuples, records, and the
choose operator. Some restrictions apply on the well-formed expressions supported
by the translation. For instance, after Boolification, the translation would reject silly
expressions like x ∧ 42. A set like {x , y} can be translated only when its compo-
nents can be mapped to the same SMT sort. Similarly, functions, including tuples
and records, are constrained to range over a unique sort in the target language. For
instance, a function like [x ∈ Int ↦→ if c then x else false] would be rejected.

Our original goal was to attempt the integration of SMT solvers only. After a success-
ful experimental implementation, we observed that we could additionally integrate
ATP systems practically for free. But for that, sorted theories have to be ignored, that
is, we have to leave the arithmetic operators unspecified in the translation. Being able
to discharge proof obligations to ATP systems represents a convenient alternative to
Zenon, the other purely first-order backend in TLAPS.

Type synthesis

Beyond the recurring debates about using typed versus untyped languages for for-
malizing mathematics or software systems [LP99], we observed that types, regarded
just as a classification of the elements of a language, arise quite naturally in untyped
set theory. Motivated by the integration of automatic provers based on multi-sorted
logic, we defined two type systems for TLA+. One of the advantages of the SMT
approach to automated theorem proving is that the sorts of MS-FOL partition the
universe of discourse, unlike in unsorted FOL. The type systems for TLA+ aim at
synthesizing the missing type information from untyped formulas to better classify
the elements of a proof obligation. In a given proof obligation, types are synthe-
sized from typing hypotheses, which often occur in the form of type-correctness
invariants. When type synthesis succeeds, we obtain type annotations on top of
an untyped specification language, getting the best of both the typed and untyped
approaches.

The first type system for TLA+, called 𝒯1, is based on elementary types, which are
on a par with the sorts of many-sorted first-order logic. Even if this type system
over-approximates the values of TLA+ expressions, it results in a decidable algo-
rithm for constructing types. A second, more sophisticated type system called 𝒯2,
expands the previous one with dependent and refinement types, making possible
to capture with precision the values and semantics of sets and functions. With this
type system, domain checkings are performed during type construction, so they are
no longer needed in the encoding. However, the type synthesis algorithm for this
type system becomes undecidable. Formulas for which type inference fails are still
translated according to the “untyped” encoding, and may thus be proved by the
first-order solvers. We have proved that the type systems are sound, meaning that
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the synthesized type annotations do not change the validity of the original TLA+

expressions.

Introducing types to set theory is like shifting from one foundational paradigm to
the other, in the sense that, inevitably, type systems constrain the fragment of ac-
cepted set-theoretic expressions. Nevertheless, we can profit from that and use the
type systems for the detection of: (i) malformed or inconsistent expressions, that is,
expressions that do not have a defined semantic value, e.g. 3 + true, (ii) occasion-
ally useful expressions that, though semantically correct, cannot be translated to the
target languages, e.g. {3, true}, and (iii) expressions that do not have the expected
meaning, e.g. f [x ] when x ̸∈ domain f (only in 𝒯2).

Empirical results

We consider that our initial goal of improving the automation capabilities of TLAPS
has been successfully achieved. Encouraging results show that ATP systems and
SMT solvers boost the interactive proving performance for the verification of both
“shallow” TLA+ proof obligations, and more involved formulas including, for in-
stance, linear arithmetic expressions in the case of SMT solvers. Both the size of the
interactive proof and the time required to find automatic proofs can be remarkably
reduced with the new back-end prover. We consider the reduction in proof size to
be more important, as it reflects the number of user interactions. Moreover, the au-
tomated provers under evaluation, either in the ATP or SMT flavors, complement
each other very well.

Our experience with the implementation of the type construction algorithm on top
of the ATP/SMT backend has been quite positive: types are successfully inferred for
the vast majority of proof obligations that we have seen in practice. The decidable
type system 𝒯1 can only add benefits to the untyped encoding, except at the expense
of a slight time-overhead required for type construction. But when type synthesis
is applicable, the “untyped” encoding can be greatly simplified by generating fewer
quantifiers and simpler formulas, increasing the number of proof obligations that
both the ATP and SMT-based backend can handle without human interaction. Since
the type system 𝒯2 is a refinement of 𝒯1, 𝒯2 never fails when 𝒯1 succeeded, increasing
even more the number of handled proof obligations. The improvements introduced
by 𝒯2 are particularly noticeable in specifications that contain a significant number
of function applications. These expressions occur frequently in TLA+ specifications
given that functions, tuples, and records are fundamental data structures.
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Future Work

The translation

There are many ways in which the translation can be improved. First, the handled
TLA+ fragment can be extended to support real arithmetic and sequences. Nowa-
days, SMT solvers are providing increasing support for real arithmetic. It should
not be difficult to extend the integer encoding to the domain of the reals. Sequences
are frequently used in specifications of algorithms to represent many different data
structures. They are not built-in expressions in the language, but they are defined
axiomatically as functions in a TLA+ module, just as the Cardinality operator that
we mentioned before is defined for finite sets. Rewriting rules for sequences, or a
more direct embedding, would be tied to the way they are defined in the Sequences
module. The idea of improved typing hypotheses that we develop below may be a
solution for a better encoding of expressions of these characteristics.

Another way to optimize the translation is to simplify the encoding of simple sets in
the style of the Rodin plugins [KV12]: if no set of sets occur in the proof obligation,
sets can be encoded simply through their characteristic predicates. An interesting
theoretical question is whether the encoding techniques we have described for set
theory, or even for full TLA+, such as the rewriting and abstraction mechanism or the
type system with refinements, can be integrated as preprocessing for superposition-
based systems or inside the SMT architecture.

Proof certification

Perhaps the most important work left to be done is to complete the integration by
making it one that we can fully trust. In this work we have taken the faithful ap-
proach to integration by treating the external provers as sound oracles, temporarily
including them as part of TLAPS’s trusted base. But not only the external tools may
contain errors. The translation is complex and includes many transformation steps.
A simple typo in a translation rule or in the implementation code may introduce a
soundness bug. From our experience with the implementation of the backend, we
know that the clockwork mechanisms of the integration are delicate piece of software
which can be easily corrupted.

In future work, we intend to reconstruct the proof objects (along the lines presented
in [AFG+11] and [BBP13]) that many ATP systems and SMT solvers can produce,
within Isabelle/TLA+, the trusted kernel of TLAPS that faithfully encodes TLA+.
This would allow us to check the results of these solvers, as well as of the translation,
in order to further raise our confidence in the ATP/SMT backend, just as currently
TLAPS can direct Isabelle/TLA+ to check proofs produced by Zenon. In order to
reconstruct the ATP and SMT proofs in Isabelle/TLA+ we would have to take into
account not only the proofs generated by the solvers, but also all the steps performed
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during the translation, such as rewriting, abstraction, and any other transformation.
In Isabelle/HOL [BBP13], direct reconstruction of proofs produced by SMT solvers
has been investigated and implemented for Z3. In Coq, proof certification was imple-
mented [AFG+11] for veriT [BDODF09] restricted to the quantifier-free fragment.

Type systems and type synthesis

We believe that refinement types have a lot of potential for future improvements
of the encoding. For instance, some forms of equality can be deduced from the
types of their sub-expressions. It would also be interesting to study the applicability
of this type system to proofs of mathematical theorems in ZF set theory. There
is also a lot of room for improvement and optimizations in the constraint solving
phase of type construction. Some work has been done for simplifying subtyping
constraints [Pot96, TS96, SAN+02].

One advantage of doing type inference with constraints is that it is possible to know
exactly which variables, operators, or any sub-expression cannot be typed in a proof
obligation. Type variables are generated for each sub-expression of a TLA+ formula,
so it is possible to know to which point of the syntactic tree the type variables belong.
We could restrict the use of the untyped encoding only to these parts of the proof
obligation, and at the same time produce useful type checking warnings and error
messages [HHS02, SSW06].

Typing hypotheses

A more sophisticated mechanism to obtain typing hypotheses would make type
construction applicable to more expressions. For instance, the following lemma is
usually required in proofs about the cardinality of finite sets.

lemma CardinalityInNat
∆
= ∀S : IsFiniteSet(S )⇒ Cardinality ∈ Nat

by CardinalityAxiom

The lemma asserts that the unary Cardinality operator presented in page 19 de-
notes a natural number provided that its argument is a finite set. It can be trivially
proved by expanding the definition of CardinalityAxiom. The reason for hiding be-
hind a lemma the fact that Cardinality is a natural number is in order to not expand
CardinalityAxiom in other theorems.

An idea for a possible solution is to obtain better type information about the operator
from a typing hypothesis like the lemma CardinalityInNat . Using refinement types,
we could assign to Cardinality a type like (S : {x : α | IsFiniteSet(x )})→ {x : Int | 0 ≤ x}.
The condition IsFiniteSet(x ) would by applied as part of subtype constraint solving
during the type construction algorithm, and Cardinality would be declared with the
SMT sort U→ Int, instead of U→ U.
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Alternatively, we can declare Cardinality directly with the SMT sort U→ Int, and
assert ∀x : 0 ≤ Cardinality(x ). Then every expression in the proof obligation of
the form P(Cardinality(S )) occurring negatively, where P is a predicate, should be
replaced by IsFiniteSet(S )⇒ P(Cardinality(S )).

These techniques would be also applicable to other user-defined operators, such
as TLA+ sequences. For instance, the standard operator Len represents the length
of a sequence only when its argument is a member of Seq(S ), which is the set of
sequences whose elements belong to the set S .

The type of choose

Assigning a type to the expression choose x : P(x ) is not a trivial task. Depending
on the formula P , the variable x can denote any kind of value, from an arbitrary
integer, a set, or a function to a Boolean expression. Even in the case of a bounded
expression like choose x ∈ S : P(x ), or similarly, if we extract from P some typing
hypothesis for x , the type for x cannot fully be determined from S or from the typing
hypothesis. The semantics of choose say that x denotes a value satisfying P if the
condition ∃x : P(x ) is valid in the context of the choose expression. Therefore, the
type of x is conditioned to proving that the predicate P is inhabited. Moreover, the
expression choose x : false in all its equivalent forms denotes a specific value that
may deserve a specific type.

For all these reasons, the only possible solution in the type system 𝒯1 may be
to assign the most general type to any choose expression, that is, a new type
that is super-type of any other type. In the type system 𝒯2, we may assign to
choose x : P(x ) a type of the form {x : α | P(x )}, while verifying separately that
there is a witness for P , that is, ∃y : P(y) holds. If that is not the case, the type
would be the special type for choose x : false. The problem is that this two cases
cannot be expressed in our constraint language without expanding it. All these
potential solutions have to be further studied.
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Rewriting rules

This appendix lists the collection of rewriting rules applied during the pre-processing
phase of the translation (Section 4.4.1). This list is not comprehensive; some trivial
rules are omitted. The expression [hi ↦→ ei ]i :1 ..n abbreviates [h1 ↦→ e1, . . . , hn ↦→ en ]
and [hi : ei ]i :1 ..n abbreviates [h1 : e1, . . . , hn : en ].

First-order logic

x ∈ boolean x :Bool−→ true
∀x : x ∈ {e1, . . . , en} ⇒ p(x ) −→ p(e1) ∧ . . . ∧ p(en) (x ̸∈ FV1..n)

∃x : x ∈ {e1, . . . , en} ∧ p(x ) −→ p(e1) ∨ . . . ∨ p(en) (x ̸∈ FV1..n)

∀x ∈ {y ∈ S : q(y)} : p(x ) −→ ∀x ∈ S : q(x )⇒ p(x )

∃x ∈ {y ∈ S : q(y)} : p(x ) −→ ∃x ∈ S : q(x ) ∧ p(x )

where FV1..n = FV (e1) ∪ . . . ∪ FV (en)).

Set theory

x ∈ {} −→ false x ̸∈ S −→ ¬(x ∈ S )

x ∈ {e1, . . . , en} −→ x = e1 ∨ . . . ∨ x = en S ⊆ T −→ ∀x : x ∈ S ⇒ x ∈ T

x ∈ {y ∈ S : p(y)} −→ x ∈ S ∧ p(x ) x ∈ e1 ∪ e2 −→ x ∈ e1 ∨ x ∈ e2

S ∈ subset T −→ ∀x : x ∈ S ⇒ x ∈ T x ∈ e1 ∩ e2 −→ x ∈ e1 ∧ x ∈ e2

x ∈ union S −→ ∃T : T ∈ S ∧ x ∈ T x ∈ e1 ∖ e2 −→ x ∈ e1 ∧ ¬(x ∈ e2)
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Instances of extensionality:

S = {} −→ ∀x : ¬(x ∈ S )

S = {e1, . . . , en} −→ ∀x : x ∈ S ⇔ x = e1 ∨ . . . ∨ x = en

S = subset T −→ ∀x : x ∈ S ⇔ (∀y : y ∈ x ⇒ y ∈ T )

S = union T −→ ∀x : x ∈ S ⇔ (∃y : y ∈ T ∧ x ∈ y)

S = {x ∈ T : p(x )} −→ ∀x : x ∈ S ⇔ x ∈ T ∧ p(x )

S = {e(y) : y ∈ T} −→ ∀x : x ∈ S ⇔ (∃y : y ∈ T ∧ x = e(y))

S = T ∪U −→ ∀x : x ∈ S ⇔ x ∈ T ∨ x ∈ U

S = T ∩U −→ ∀x : x ∈ S ⇔ x ∈ T ∧ x ∈ U

S = T ∖ U −→ ∀x : x ∈ S ⇔ x ∈ T ∧ ¬(x ∈ U )

∀x : x ∈ S ⇔ x ∈ T −→ S = T

Functions

[x ∈ S ↦→ e(x )][a ] −→ if a ∈ S
then e(a) else ω([x ∈ S ↦→ e(x )], a)

[f except ![x ] = y ][a ] −→ if a ∈ domain f
then (if x = a then y else α(f , a))
else ω([f except ![x ] = y ], a)

domain [x ∈ S ↦→ e ] −→ S

domain [f except ![x ] = y ] −→ domain f

f ∈ [S → T ] −→ ∧ isAFcn(f )
∧ domain f = S
∧ ∀x ∈ S : α(f , x ) ∈ T

[g except [a ] = b] ∈ [S → T ] −→ ∧ isAFcn(g)
∧ domain g = S
∧ a ∈ S
∧ b ∈ T
∧ ∀x ∈ S ∖ {a} : α(f , x ) ∈ T

[x ∈ S ′ ↦→ e(x )] ∈ [S → T ] −→ ∧ S ′ = S
∧ ∀x ∈ S : e(x ) ∈ T

isAFcn([x ∈ S ↦→ e ]) −→ true
isAFcn([f except ![x ] = y ]) −→ true
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Instances of extensionality:

f = [x ∈ S ↦→ e(x )] −→ ∧ isAFcn(f )
∧ domain f = S
∧ ∀x ∈ S : α(f , x ) = e(x )

f = [x ∈ S ↦→ e(x )]
e(x ):Bool−→ ∧ isAFcn(f )

∧ domain f = S
∧ ∀x ∈ S : α(f , x )b ⇔ e(x )

g = [f except ![a ] = b] −→ ∧ isAFcn(g)
∧ domain f = domain g
∧ a ∈ domain g ⇒ α(g , a) = b
∧ ∀x ∈ domain f ∖ {a} : α(f , x ) = α(g , x )

g = [f except ![a ] = b]
b :Bool−→ ∧ isAFcn(g)

∧ domain f = domain g
∧ a ∈ domain g ⇒ α(g , a)b ⇔ b
∧ ∀x ∈ domain f ∖ {a} : α(g , x ) = α(f , x )

[x ∈ S ↦→ e(x )] = [x ∈ T ↦→ d(x )] −→ S = T ∧ ∀x ∈ S : e(x ) = d(x )

Arithmetic

x ∈ e1 .. e2 −→ x ∈ Int ∧ e1 ≤ x ∧ x ≤ e2 x + 0 x :Int−→ x x < x
x :Int−→ false

x ∈ Int
x :Int−→ true x − 0 x :Int−→ x x ≤ x

x :Int−→ true

IF

if c then t else u
t ,u :Bool−→ c ⇒ t ∧ ¬c ⇒ u

x ⊗ if c then t else f −→ if c then x ⊗ t else x ⊗ f

f [if c then t else u ] −→ if c then f [t ] else f [u ]

O1(if c then t else u) −→ if c then O1(t) else O1(u)

where x is a term, ⊗ is an infix binary TLA+ operator such as =, ∈, ⇒, ∧, ⇔,
+, or <, and O1 is a prefix unary TLA+ operator such as ¬, domain, subset or
union.
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Tuples and records

⟨e1, . . . , en⟩[i ] −→ ei when i ∈ 1 .. n
t ∈ S1 × . . .× Sn −→ ∧ isAFcn(t)

∧ domain t = 1 .. n
∧ α(t , 1) ∈ S1 ∧ . . . ∧ α(t , n) ∈ Sn

[hi ↦→ ei ]i :1..n .hj −→ ej when j ∈ 1 .. n
[r except !.h1 = e ].h2 −→ if “h1” = “h2” then e else r .h2

r .h −→ r [“h”]
r ∈ [hi : Si ]i :1..n −→ ∧ isAFcn(r)

∧ domain r = {“h1”, . . . , “hn”}
∧ α(r , “h1”) ∈ S1 ∧ . . . ∧ α(r , “hn”) ∈ Sn

[hi ↦→ ei ]i :1..n ∈ [fj : Sj ]j :1..m −→ ∧ {“h1”, . . . , “hn”} = {“f1”, . . . , “fm”}
∧ ∧ ei ∈ Sj when hi = fj , i ∈ 1 .. n, j ∈ 1 ..m

domain ⟨⟩ −→ {} domain [hi ↦→ ei ]i :1..n −→ {“h1”, . . . , “hn”}
domain ⟨e1, . . . , en⟩ −→ 1 .. n domain [r except !.h = e ] −→ domain r
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Instances of extensionality:

t = ⟨e1, . . . , en⟩ −→ ∧ isAFcn(t)
∧ domain t = 1..n
∧ ∧ei :Bool α(t , i)b ⇔ ei
∧ ∧ei :U α(t , i) = ei

T = S1 × . . .× Sn −→ ∀x : x ∈ T ⇔ ∧ isAFcn(x )
∧ domain x = 1..n
∧ α(x , 1) ∈ S1 ∧ . . . ∧ α(x , n) ∈ Sn

r = [hi ↦→ ei ]i :1..n −→ ∧ isAFcn(r)
∧ domain r = {“h1”, . . . , “hn”}
∧ “h1” ∈ domain r ∧ . . . ∧ “hn” ∈ domain r
∧ ∧ei :Bool α(r , “hi”)b ⇔ ei
∧ ∧ei :U α(r , “hi”) = ei

x = [y except !.h = e ] −→ ∧ isAFcn(x )
∧ domain x = domain y
∧ “h” ∈ domain y ⇒ α(x , “h”) = e
∧ ∀k ∈ domain y ∖ {“h”} : α(x , k) = α(y , k)

R = [hi : Si ]i :1..n −→ ∀r : r ∈ R ⇔
∧ isAFcn(r)
∧ domain r = {“h1”, . . . , “hn”}
∧ “h1” ∈ domain r ∧ . . . ∧ “hn” ∈ domain r
∧ α(r , “h1”) ∈ S1 ∧ · · · ∧ α(r , “hn”) ∈ Sn
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Types and constraint generation rules

This appendix lists the type grammar, the typing propositions, type properties, and
the constraint generation rules for the systems 𝒯1 and 𝒯2.

Abbreviations

∃α1 ..n . c ∆
= ∃α1, . . . , αn . c

α1
∼= . . . ∼= αn

∆
= α1

∼= α2 ∧ α2
∼= α3 ∧ . . . ∧ αn−1

∼= αn

⟨⟨Γ ⊢ ei : τi ⟩⟩i :1 ..n
∆
= ⟨⟨Γ ⊢ e1 : τ1⟩⟩ ∧ . . . ∧ ⟨⟨Γ ⊢ en : τn⟩⟩

{e1, . . . , en}τ
∆
= {x : τ | x = e1 ∨ . . . ∨ x = en}

[hi ↦→ ei ]i :1 ..n
∆
= [h1 ↦→ e1, . . . , hn ↦→ en ]

[hi : ei ]i :1 ..n
∆
= [h1 : e1, . . . , hn : en ]

Map [hi ↦→ τi ]i :1 ..n
∆
= Map [h1 ↦→ τ1, . . . , hn ↦→ τn ]

Elementary types

Type grammar

τ ::= t1 | t2 | . . . | Bool | Int | Str | Set τ | α
| τ → τ | dom(τ) | cod(τ)
| Map [s ↦→ τ, . . . , s ↦→ τ] | dot(τ, s)
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Typing propositions

[[e : t]] ∆
= t(e)

[[e :Bool]] ∆
= e ∈ boolean

[[e : Int]] ∆
= e ∈ Int

[[e : Set τ]]
∆
= ∀x ∈ e : [[x : τ]]

[[e : τ1 → τ2]]
∆
= ∧ e = [x ∈ domain e ↦→ e [x ]]
∧ ∀x : x ∈ domain e ⇔ [[x : τ1]]
∧ ∀x : [[x : τ1]]⇒ [[e [x ] : τ2]]

[[e :Map [hi ↦→ τi ]i :1 ..n ]]
∆
= ∧ e = [x ∈ domain e ↦→ e [x ]]
∧ domain e = {h1, . . . , hn}
∧ [[r .h1 : τ1]] ∧ . . . ∧ [[r .hn : τn ]]

Type properties

dom(τ1 → τ2) = τ1

cod(τ1 → τ2) = τ2

dom(Map [hi ↦→ τi ]i :1 ..n) = Str

dot(Map [hi ↦→ τi ]i :1 ..n , s) = τi if hi = s

First-order logic

⟨⟨Γ ⊢ x : τ⟩⟩ ∆
= τ ≡ Γ(x )

⟨⟨Γ ⊢ x b : τ⟩⟩ ∆
= τ ≡ Bool

⟨⟨Γ ⊢ w(e1, . . . , en) : τ⟩⟩ ∆
= ∃α1 ..n+1α′1 ..n .∧ Γ(w) ≡ α1 → . . .→ αn → αn+1

∧ ⟨⟨Γ ⊢ ei : α′i ⟩⟩i :1 ..n
∧ α1

∼= α′1 ∧ . . . ∧ αn
∼= α′n

∧ τ ≡ αn+1

⟨⟨Γ ⊢ w(e1, . . . , en)b : τ⟩⟩ ∆
= ∃α1 ..nα′1 ..n .∧ Γ(w) ≡ α1 → . . .→ αn → Bool

∧ ⟨⟨Γ ⊢ ei : α′i ⟩⟩i :1 ..n
∧ α1

∼= α′1 ∧ . . . ∧ αn
∼= α′n

∧ τ ≡ Bool
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⟨⟨Γ ⊢ true : τ⟩⟩ = ⟨⟨Γ ⊢ false : τ⟩⟩
∆
= τ ≡ Bool

⟨⟨Γ ⊢ e1 ∧ e2 : τ⟩⟩ = ⟨⟨Γ ⊢ e1 ∨ e2 : τ⟩⟩ = ⟨⟨Γ ⊢ e1 ⇒ e2 : τ⟩⟩
∆
= τ ≡ Bool∧ ⟨⟨Γ ⊢ e1 : Bool⟩⟩ ∧ ⟨⟨Γ ⊢ e2 : Bool⟩⟩

⟨⟨Γ ⊢ ∀x : φ : τ⟩⟩ ∆
= τ ≡ Bool∧ ∃α. ⟨⟨Γ, x : α ⊢ φ : Bool⟩⟩

⟨⟨Γ ⊢ ∀x : x = e ⇒ φ : τ⟩⟩ ∆
= τ ≡ Bool∧ ∃α. ⟨⟨Γ ⊢ e : α⟩⟩ ∧ ⟨⟨Γ, x : α ⊢ φ : Bool⟩⟩

⟨⟨Γ ⊢ ∀x : x ∈ e ⇒ φ : τ⟩⟩ ∆
= τ ≡ Bool∧ ∃α. ⟨⟨Γ ⊢ e : Set α⟩⟩ ∧ ⟨⟨Γ, x : α ⊢ φ : Bool⟩⟩

⟨⟨Γ ⊢ e1 = e2 : τ⟩⟩ ∆
= τ ≡ Bool∧ ∃α1α2α3.∧ ⟨⟨Γ ⊢ e1 : α1⟩⟩ ∧ ⟨⟨Γ ⊢ e2 : α2⟩⟩

∧ Γ ⊢ α1 ≃ α2

Sets

⟨⟨Γ ⊢ e1 ∈ e2 : τ⟩⟩ ∆
= τ ≡ Bool∧ ∃α1α2.∧ ⟨⟨Γ ⊢ e1 : α1⟩⟩

∧ ⟨⟨Γ ⊢ e2 : Set α2⟩⟩
∧ Γ ⊢ α1 ≃ α2

⟨⟨Γ ⊢ {} : τ⟩⟩ ∆
= ∃α. τ ≡ Set α

⟨⟨Γ ⊢ {e1, . . . , en} : τ⟩⟩ ∆
= ∃α1...αn .∧ ⟨⟨Γ ⊢ ei : αi ⟩⟩i :1 ..n

∧ α1 ≃ . . . ≃ αn

∧ τ ≡ Set α1

⟨⟨Γ ⊢ {x ∈ s : φ} : τ⟩⟩ ∆
= ∃α.∧ ⟨⟨Γ ⊢ s : Set α⟩⟩

∧ ⟨⟨Γ, x : α ⊢ φ : Bool⟩⟩
∧ τ ≡ Set α

⟨⟨Γ ⊢ {e : x ∈ s} : τ⟩⟩ ∆
= ∃α1α2.∧ ⟨⟨Γ ⊢ s : Set α1⟩⟩

∧ ⟨⟨Γ, x : α1 ⊢ e : α2⟩⟩
∧ τ ≡ Set α2

⟨⟨Γ ⊢ subset s : τ⟩⟩ ∆
= ∃α. ⟨⟨Γ ⊢ s : Set α⟩⟩ ∧ τ ≡ Set Set α

⟨⟨Γ ⊢ union s : τ⟩⟩ ∆
= ⟨⟨Γ ⊢ s : Set τ⟩⟩

⟨⟨Γ ⊢ e1 ⊆ e2 : τ⟩⟩ ∆
= τ ≡ Bool∧ ∃α1α2.∧ ⟨⟨Γ ⊢ e1 : Set α1⟩⟩

∧ ⟨⟨Γ ⊢ e2 : Set α2⟩⟩
∧ Γ ⊢ α1

∼= α2

⟨⟨Γ ⊢ e1 ∪ e2 : τ⟩⟩ = ⟨⟨Γ ⊢ e1 ∩ e2 : τ⟩⟩ = ⟨⟨Γ ⊢ e1 ∖ e2 : τ⟩⟩
∆
= ∃α1α2.∧ ⟨⟨Γ ⊢ e1 : Set α1⟩⟩ ∧ ⟨⟨Γ ⊢ e2 : Set α2⟩⟩

∧ Γ ⊢ α1
∼= α2

∧ τ ≡ Set α1
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Functions

⟨⟨Γ ⊢ f [e ] : τ⟩⟩ ∆
= ∃α1α2.∧ ⟨⟨Γ ⊢ f : α1⟩⟩ ∧ ⟨⟨Γ ⊢ e : α2⟩⟩

∧ α2
∼= dom(α1)

∧ τ ≡ cod(α1)

⟨⟨Γ ⊢ [x ∈ s ↦→ e ] : τ⟩⟩ ∆
= ∃α1α2.∧ ⟨⟨Γ ⊢ s : Set α1⟩⟩ ∧ ⟨⟨Γ, x : α1 ⊢ e : α2⟩⟩

∧ τ ≡ α1 → α2

⟨⟨Γ ⊢ domain f : τ⟩⟩ ∆
= ∃α. ⟨⟨Γ ⊢ f : α⟩⟩ ∧ τ ≡ Set (dom(α))

⟨⟨Γ ⊢ [s → t ] : τ⟩⟩ ∆
= ∃α1α2.∧ ⟨⟨Γ ⊢ s : Set α1⟩⟩ ∧ ⟨⟨Γ ⊢ t : Set α2⟩⟩

∧ τ ≡ Set (α1 → α2)

⟨⟨Γ ⊢ [f except ![a ] = b] : τ⟩⟩ ∆
= ∃αf .∧ ⟨⟨Γ ⊢ f : αf ⟩⟩

∧ ∃αaαb .∧ ⟨⟨Γ ⊢ a : αa⟩⟩
∧ ⟨⟨Γ ⊢ b : αb⟩⟩
∧ Γ ⊢ αa → αb

∼= αf

∧ τ ≡ αf

Arithmetic

⟨⟨Γ ⊢ n : τ⟩⟩ ∆
= τ ≡ Int for n ∈ Int

⟨⟨Γ ⊢ Nat : τ⟩⟩ ∆
= τ ≡ Set Int

⟨⟨Γ ⊢ Int : τ⟩⟩ ∆
= τ ≡ Set Int

⟨⟨Γ ⊢ −e : τ⟩⟩ ∆
= τ ≡ Int∧ ∃α. ⟨⟨Γ ⊢ e : α⟩⟩ ∧ α ≃ Int

⟨⟨Γ ⊢ x + y : τ⟩⟩ = ⟨⟨Γ ⊢ x − y : τ⟩⟩ = ⟨⟨Γ ⊢ x * y : τ⟩⟩
∆
= τ ≡ Int∧ ∃α1α2. ∧ ⟨⟨Γ ⊢ x : α1⟩⟩ ∧ α1 ≃ Int

∧ ⟨⟨Γ ⊢ y : α2⟩⟩ ∧ α2 ≃ Int

⟨⟨Γ ⊢ x < y : τ⟩⟩ = ⟨⟨Γ ⊢ x ≤ y : τ⟩⟩ = ⟨⟨Γ ⊢ x > y : τ⟩⟩ = ⟨⟨Γ ⊢ x ≥ y : τ⟩⟩
∆
= τ ≡ Bool∧ ∃α1α2. ∧ ⟨⟨Γ ⊢ x : α1⟩⟩ ∧ α1 ≃ Int

∧ ⟨⟨Γ ⊢ y : α2⟩⟩ ∧ α2 ≃ Int

⟨⟨Γ ⊢ x .. y : τ⟩⟩ ∆
= τ ≡ Set Int∧ ∃α1α2. ∧ ⟨⟨Γ ⊢ x : α1⟩⟩ ∧ α1 ≃ Int

∧ ⟨⟨Γ ⊢ y : α2⟩⟩ ∧ α2 ≃ Int
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Tuples and records

⟨⟨Γ ⊢ ⟨e1, . . . , en⟩ : τ⟩⟩ ∆
= ∃α1..n . ∧ ⟨⟨Γ ⊢ ei : αi ⟩⟩i :1 ..n

∧ α1
∼= . . . ∼= αn

∧ τ ≡ Int→ α1

⟨⟨Γ ⊢ S1 × . . .× Sn : τ⟩⟩ ∆
= ∃α1..n . ∧ ⟨⟨Γ ⊢ Si : Set αi ⟩⟩i :1 ..n

∧ α1
∼= . . . ∼= αn

∧ τ ≡ Set (Int→ αi )

⟨⟨Γ ⊢ [hi ↦→ ei ]i :1 ..n : τ⟩⟩ ∆
= ∃α1..n . ⟨⟨Γ ⊢ ei : αi ⟩⟩i :1 ..n ∧ τ ≡ Map [hi ↦→ αi ]i :1 ..n

⟨⟨Γ ⊢ r .h : τ⟩⟩1
∆
= ∃α. ⟨⟨Γ ⊢ r : α⟩⟩ ∧ τ ≡ dot(α, h)

⟨⟨Γ ⊢ [hi : Si ]i :1 ..n : τ⟩⟩ ∆
= ∃α1..n . ∧ ⟨⟨Γ ⊢ Si : Set αi ⟩⟩i :1 ..n

∧ τ ≡ Set (Map [hi ↦→ αi ]i :1 ..n)

Miscellaneous constructs

⟨⟨Γ ⊢ “abc” : τ⟩⟩ ∆
= τ ≡ Str

⟨⟨Γ ⊢ if c then t else u : τ⟩⟩ ∆
= ∃α1α2α3α4.∧ ⟨⟨Γ ⊢ c : α1⟩⟩ ∧ α1

∼= Bool
∧ ⟨⟨Γ ⊢ t : α2⟩⟩
∧ ⟨⟨Γ ⊢ u : α3⟩⟩
∧ α2

∼= α3
∧ τ ≡ α3

⟨⟨Γ ⊢ case c1 → e1
� . . .
� cn → en

: τ⟩⟩ ∆
= ∃α1 ..n , α′1 ..n .∧ ⟨⟨Γ ⊢ ci : αi ⟩⟩i :1 ..n

∧ α1
∼= Bool∧ . . . ∧ αn

∼= Bool
∧ ⟨⟨Γ ⊢ ei : α′i ⟩⟩i :1 ..n
∧ α′1

∼= . . . ∼= α′n
∧ τ ≡ α′1

⟨⟨Γ ⊢ case c1 → e1
� . . .
� cn → en
� other → en+1

: τ⟩⟩ ∆
= ∃α1 ..n , α′1 ..n+1.∧ ⟨⟨Γ ⊢ ci : αi ⟩⟩i :1 ..n

∧ α1
∼= Bool∧ . . . ∧ αn

∼= Bool
∧ ⟨⟨Γ ⊢ ei : α′i ⟩⟩i :1 ..n+1
∧ α′1

∼= . . . ∼= α′n+1
∧ τ ≡ α′1
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Dependent and refinement types

Type grammar
τ ::= β | Bool | Int | Str | α · θ | Set τ

| (x : τ)→ τ | dom(τ) | cod(τ)
| Map [s ↦→ τ, . . . , s ↦→ τ] | dot(τ, s)
| {x : τ | φ} | base(τ) | τ ⊎ τ | τ

⊎
τ

θ ::= � | [e ], θ | [x ← e ], θ

Additional typing propositions

[[e : {x : τ | φ}]] ∆
= [[e : τ]] ∧ φ[x ← e ]

[[e : (x : τ1)→ τ2]]
∆
= ∧ f = [x ∈ domain e ↦→ e [x ]]
∧ ∀z : z ∈ domain e ⇔ [[z : τ1]]
∧ ∀z : [[z : τ1]]⇒ (∀x : [[x : τ1]]⇒ [[e [z ] : τ2]]

Type properties

{x : {y : τ | φ1} | φ2} = {x : τ | φ1[y ← x ] ∧ φ2}
{x : τ | true} = τ

dom((x : τ1)→ τ2) = τ1

dom(Map [hi ↦→ τi ]i :1 ..n) = {h1, . . . , hn}Str
cod((x : τ1)→ τ2) = τ2

base({x : τ | φ}) = τ

base(τ) = τ if τ ∈ {ti ,Bool, Int}
base(Set (τ)) = Set (base(τ))

base((x : τ1)→ τ2) = (x : base(τ1))→ base(τ2)

base(Map [hi ↦→ τi ]i :1 ..n) = Map [hi ↦→ base(τi )]i :1 ..n

base(θ · τ) = θ · (base(τ))

{x : τ1 | φ1} ⊎ {x : τ2 | φ2} = {x : τ1 | φ1 ∨ φ2} if τ1 = τ2

Set τ1 ⊎ Set τ2 = Set (τ1 ⊎ τ2)

((x : τ1)→ τ2) ⊎ ((x : τ′1)→ τ′2) = (x : τ1)→ (τ2 ⊎ τ′2) if τ1 = τ′1
τ1 ⊎ τ2 = τ1 if τ1 = τ2

(Map [hi ↦→ τi ]i :1 ..n) ⊎ (Map [h ′i ↦→ τ′i ]i :1 ..m) = Map [hi ↦→ τi ⊎ τ′i ]i :1 ..n if n = m and
{hi , . . .} = {h ′i , . . .}
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{x : τ1 | φ1}
⊎ {x : τ2 | φ2} = {x : τ1 | φ1 ∧ φ2} if τ1 = τ2

Set τ1
⊎
Set τ2 = Set (τ1

⊎
τ2)

((x : τ1)→ τ2)
⊎
((x : τ′1)→ τ′2) = (x : τ1)→ (τ2

⊎
τ′2) if τ1 = τ′1

τ1
⊎

τ2 = τ1 if τ1 = τ2

(Map [hi ↦→ τi ]i :1 ..n)
⊎
(Map [h ′i ↦→ τ′i ]i :1 ..m) = Map [hi ↦→ τi

⊎
τ′i ]i :1 ..n if n = m and

{hi , . . .} = {h ′i , . . .}

{x ′ : τ | φ} · [x ← e ], θ
∆
= {x ′ : τ | φ[x ← e ]} · θ if x ̸= x ′

((x : τ1)→ τ2) · [e ], θ
∆
= (x : τ1 · [e ], θ)→ (τ2 · [x ← e ], θ) if x ̸∈ dom(θ)

(Set τ) · θ ∆
= Set (τ · θ)

β · θ ∆
= β

(Map [hi ↦→ τi ]i :1 ..n) · θ
∆
= Map [hi ↦→ τi · θ]i :1 ..n

τ ·� ∆
= τ

(τ · θ1) · θ2
∆
= τ · (θ1, θ2)

First-order logic

⟨⟨Γ ⊢ x : τ⟩⟩ ∆
= ∅ ⊢ τ ≡ Γ(x )

⟨⟨Γ ⊢ x b : τ⟩⟩ ∆
= ∅ ⊢ τ ≡ Bool

⟨⟨Γ ⊢ w(e1, . . . , en) : τ⟩⟩ ∆
= ∃α1 .. (n+1)α

′
1 ..n .

∧ ∅ ⊢ Γ(w) ≡ α1 → . . .→ αn → αn+1
∧ ⟨⟨Γ ⊢ ei : α′i ⟩⟩i :1 ..n
∧ Γ ⊢ α′1 ≺: α1 ∧ . . . ∧ Γ ⊢ α′n ≺: αn

∧ ∅ ⊢ τ ≡ αn+1

⟨⟨Γ ⊢ w(e1, . . . , en)b : τ⟩⟩ ∆
= ∃α1 ..nα′1 ..n .

∧ ∅ ⊢ Γ(w) ≡ α1 → . . .→ αn → Bool
∧ ⟨⟨Γ ⊢ ei : α′i ⟩⟩i :1 ..n
∧ Γ ⊢ α′1 ≺: α1 ∧ . . . ∧ Γ ⊢ α′n ≺: αn

∧ ∅ ⊢ τ ≡ Bool
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⟨⟨Γ ⊢ true : τ⟩⟩ = ⟨⟨Γ ⊢ false : τ⟩⟩
∆
= ∅ ⊢ τ ≡ Bool

⟨⟨Γ ⊢ e1 ∧ e2 : τ⟩⟩ = ⟨⟨Γ ⊢ e1 ∨ e2 : τ⟩⟩ = ⟨⟨Γ ⊢ e1 ⇒ e2 : τ⟩⟩
∆
= ∅ ⊢ τ ≡ Bool∧ ⟨⟨Γ ⊢ e1 : Bool⟩⟩ ∧ ⟨⟨Γ ⊢ e2 : Bool⟩⟩

⟨⟨Γ ⊢ ∀x : φ : τ⟩⟩ ∆
= ∅ ⊢ τ ≡ Bool∧ ∃α. ⟨⟨Γ, x : α ⊢ φ : Bool⟩⟩

⟨⟨Γ ⊢ ∀x : x = e ⇒ φ : τ⟩⟩ ∆
= ∅ ⊢ τ ≡ Bool∧ ∃α.∧ ⟨⟨Γ ⊢ e : α⟩⟩

∧ ⟨⟨Γ, x : α ⊢ φ : Bool⟩⟩
⟨⟨Γ ⊢ ∀x : x ∈ e ⇒ φ : τ⟩⟩ ∆

= ∅ ⊢ τ ≡ Bool∧ ∃α1α2.∧ ⟨⟨Γ ⊢ e : Set α1⟩⟩
∧ ⟨⟨Γ, x : α2 ⊢ φ : Bool⟩⟩
∧ Γ ⊢ α2 <: α1

⟨⟨Γ ⊢ e1 = e2 : τ⟩⟩ ∆
= ∅ ⊢ τ ≡ Bool∧ ∃α1α2.∧ ⟨⟨Γ ⊢ e1 : α1⟩⟩

∧ ⟨⟨Γ ⊢ e2 : α2⟩⟩
∧ Γ ⊢ α1 ≺: α1 ⊎ α2
∧ Γ ⊢ α2 ≺: α1 ⊎ α2

Sets

⟨⟨Γ ⊢ e1 ∈ e2 : τ⟩⟩ ∆
= ∃α1α2.∧ ⟨⟨Γ ⊢ e1 : α1⟩⟩

∧ ⟨⟨Γ ⊢ e2 : Set α2⟩⟩
∧ Γ ⊢ α1 ≺: α2
∧ ∅ ⊢ τ ≡ Bool

⟨⟨Γ ⊢ {} : τ⟩⟩ ∆
= ∃α. ∅ ⊢ τ ≡ Set {x : α | false}

⟨⟨Γ ⊢ {e1, . . . , en} : τ⟩⟩ ∆
= ∃α1 ..n .∧ ⟨⟨Γ ⊢ ei : αi ⟩⟩i :1 ..n

∧ Γ ⊢ τ ≡ Set (α1 ⊎ . . . ⊎ αn)

⟨⟨Γ ⊢ {x ∈ s : φ} : τ⟩⟩ ∆
= ∃α1α2.∧ ⟨⟨Γ ⊢ s : Set α2⟩⟩

∧ ⟨⟨Γ, x : α1 ⊢ φ : Bool⟩⟩
∧ Γ ⊢ α1 <: α2
∧ Γ ⊢ τ ≡ Set {x : α1 | φ}

⟨⟨Γ ⊢ {e : x ∈ s} : τ⟩⟩ ∆
= ∃α1α2α3.∧ ⟨⟨Γ ⊢ s : Set α2⟩⟩

∧ ⟨⟨Γ, x : α1 ⊢ φ : α3⟩⟩
∧ Γ ⊢ α1 <: α2
∧ Γ ⊢ τ ≡ Set α3

⟨⟨Γ ⊢ subset s : τ⟩⟩ ∆
= ∃α.∧ ⟨⟨Γ ⊢ s : Set α⟩⟩

∧ Γ ⊢ τ ≡ Set Set α

⟨⟨Γ ⊢ union s : τ⟩⟩ ∆
= ⟨⟨Γ ⊢ s : Set τ⟩⟩
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⟨⟨Γ ⊢ e1 ⊆ e2 : τ⟩⟩ ∆
= ∃α1α2α3.∧ ⟨⟨Γ ⊢ e1 : Set α1⟩⟩ ∧ ⟨⟨Γ ⊢ e2 : Set α2⟩⟩

∧ Γ ⊢ α1 ≺: α1 ⊎ α2
∧ Γ ⊢ α2 ≺: α1 ⊎ α2
∧ ∅ ⊢ τ ≡ Bool

⟨⟨Γ ⊢ e1 ∪ e2 : τ⟩⟩ ∆
= ∃α1α2α3.∧ ⟨⟨Γ ⊢ e1 : Set α1⟩⟩ ∧ ⟨⟨Γ ⊢ e2 : Set α2⟩⟩

∧ Γ ⊢ τ ≡ Set (α1 ⊎ α2)

⟨⟨Γ ⊢ e1 ∩ e2 : τ⟩⟩ ∆
= ∃α1α2α3.∧ ⟨⟨Γ ⊢ e1 : Set α1⟩⟩ ∧ ⟨⟨Γ ⊢ e2 : Set α2⟩⟩

∧ Γ ⊢ τ ≡ Set (α1
⊎

α2)

⟨⟨Γ ⊢ e1 ∖ e2 : τ⟩⟩ = ⟨⟨Γ ⊢ {x ∈ e1 ∪ e2 : x /∈ e2} : τ⟩⟩
∆
= ∃α1α2.∧ ⟨⟨Γ ⊢ e1 : Set α1⟩⟩ ∧ ⟨⟨Γ ⊢ e2 : Set α2⟩⟩

∧ Γ ⊢ τ ≡ Set {x : α1 ⊎ α2 | x ̸∈ e2}

Functions

⟨⟨Γ ⊢ f [e ] : τ⟩⟩ ∆
= ∃α1α2.∧ ⟨⟨Γ ⊢ f : α1⟩⟩ ∧ ⟨⟨Γ ⊢ e : α2⟩⟩

∧ Γ ⊢ α2 ≺: dom(α1)
∧ Γ ⊢ τ ≡ cod(α1 · [e ])

⟨⟨Γ ⊢ [x ∈ s ↦→ e ] : τ⟩⟩ ∆
= ∃α1α2α3.∧ ⟨⟨Γ ⊢ s : Set α1⟩⟩ ∧ ⟨⟨Γ, x : α2 ⊢ e : α3⟩⟩

∧ Γ ⊢ α2 <: α1
∧ Γ ⊢ τ ≡ (x : α2)→ α3

⟨⟨Γ ⊢ domain f : τ⟩⟩ ∆
= ∃α. ⟨⟨Γ ⊢ f : α⟩⟩ ∧ Γ ⊢ τ ≡ Set (dom(α))

⟨⟨Γ ⊢ [s → t ] : τ⟩⟩ ∆
= ∃α1α2.∧ ⟨⟨Γ ⊢ s : Set α1⟩⟩ ∧ ⟨⟨Γ ⊢ t : Set α2⟩⟩

∧ Γ ⊢ τ ≡ Set (( : α1)→ base(α2))
⟨⟨Γ ⊢ [f except ![a ] = b] : τ⟩⟩ ∆

=
∃αf .∧ ⟨⟨Γ ⊢ f : αf ⟩⟩
∧ ∃αaαb .∧ ⟨⟨Γ ⊢ a : αa⟩⟩

∧ ⟨⟨Γ ⊢ b : αb⟩⟩
∧ Γ ⊢ (x : αa)→ αb ≺: αf

∧ Γ ⊢ τ ≡ (x : dom(αf ))→ {z : cod(αf ) | x ̸= a} ⊎
{z : base(cod(αf )) | x = a ∧ z = b}
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Arithmetic

⟨⟨Γ ⊢ n : τ⟩⟩ ∆
= ∅ ⊢ τ ≡ {x : Int | x = n} for n ∈ Int

⟨⟨Γ ⊢ Nat : τ⟩⟩ ∆
= ∅ ⊢ τ ≡ Set {x : Int | 0 ≤ x}

⟨⟨Γ ⊢ Int : τ⟩⟩ ∆
= ∅ ⊢ τ ≡ Set {x : Int | true}

⟨⟨Γ ⊢ −e : τ⟩⟩ ∆
= ∃α.∧ ⟨⟨Γ ⊢ e : α⟩⟩ ∧ Γ ⊢ α ≺: Int

∧ Γ ⊢ τ ≡ {x : Int | x = −e}
⟨⟨Γ ⊢ x + y : τ⟩⟩ ∆

= ∃α1α2.∧ ⟨⟨Γ ⊢ x : α1⟩⟩ ∧ Γ ⊢ α1 ≺: Int
∧ ⟨⟨Γ ⊢ y : α2⟩⟩ ∧ Γ ⊢ α2 ≺: Int
∧ Γ ⊢ τ ≡ {z : Int | z = x + y}

⟨⟨Γ ⊢ x < y : τ⟩⟩ = ⟨⟨Γ ⊢ x ≤ y : τ⟩⟩ = ⟨⟨Γ ⊢ x > y : τ⟩⟩ = ⟨⟨Γ ⊢ x ≥ y : τ⟩⟩
∆
= ∃α1α2.∧ ⟨⟨Γ ⊢ x : α1⟩⟩ ∧ Γ ⊢ α1 ≺: Int

∧ ⟨⟨Γ ⊢ y : α2⟩⟩ ∧ Γ ⊢ α2 ≺: Int
∧ ∅ ⊢ τ ≡ Bool

⟨⟨Γ ⊢ x .. y : τ⟩⟩ ∆
= ∃α1α2.∧ ⟨⟨Γ ⊢ x : α1⟩⟩ ∧ Γ ⊢ α1 ≺: Int

∧ ⟨⟨Γ ⊢ y : α2⟩⟩ ∧ Γ ⊢ α2 ≺: Int
∧ Γ ⊢ τ ≡ Set {z : Int | x ≤ z ∧ z ≤ y}

Tuples and records

⟨⟨Γ ⊢ ⟨⟩ : τ⟩⟩ ∆
= ∃α. τ ≡ (i : {x : α | false})→ {x : α | false}

⟨⟨Γ ⊢ ⟨e1, . . . , en⟩ : τ⟩⟩ ∆
= ∃α1 ..n . ∧ ⟨⟨Γ ⊢ ei : αi ⟩⟩i :1 ..n

∧ τ ≡ (i : {1, . . . , n}Int)→
{x : α1 | i = 1∧ x = e1}
⊎ . . .
⊎ {x : αn | i = n ∧ x = en}

⟨⟨Γ ⊢ S1 × . . .× Sn : τ⟩⟩ ∆
= ∃α1 ..n . ∧ ⟨⟨Γ ⊢ Si : Set αi ⟩⟩i :1 ..n

∧ τ ≡ Set ((i : {1, . . . , n}Int)→
{x : α1 | i = 1∧ x = e1}
⊎ . . .
⊎ {x : αn | i = n ∧ x = en})

⟨⟨Γ ⊢ [hi ↦→ ei ]i :1 ..n : τ⟩⟩ ∆
= ∃α1..n . ⟨⟨Γ ⊢ ei : αi ⟩⟩i :1 ..n ∧ τ ≡ Map [hi ↦→ αi ]i :1 ..n

⟨⟨Γ ⊢ r .h : τ⟩⟩ ∆
= ∃α. ⟨⟨Γ ⊢ r : α⟩⟩ ∧ τ ≡ dot(α, h)

⟨⟨Γ ⊢ [hi : Si ]i :1 ..n : τ⟩⟩ ∆
= ∃α1..n . ∧ ⟨⟨Γ ⊢ Si : Set αi ⟩⟩i :1 ..n

∧ τ ≡ Set (Map [hi ↦→ αi ]i :1 ..n)
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Appendix B. Types and constraint generation rules

Miscellaneous constructs

⟨⟨Γ ⊢ “abc” : τ⟩⟩ ∆
= ∅ ⊢ τ ≡ {x : Str | x = “abc”}

⟨⟨Γ ⊢ if c then t else u : τ⟩⟩ ∆
= ∃α1α2α3.∧ ⟨⟨Γ ⊢ c : α1⟩⟩ ∧ α1

∼= Bool
∧ ⟨⟨Γ ⊢ t : α2⟩⟩ ∧ ⟨⟨Γ ⊢ u : α3⟩⟩
∧ Γ ⊢ τ ≡ {x : α2 | c} ⊎ {x : α3 | ¬c}

⟨⟨Γ ⊢ case c1 → e1
� . . .
� cn → en

: τ⟩⟩ ∆
= ∃α1 ..n , α′1 ..n .∧ ⟨⟨Γ ⊢ ci : αi ⟩⟩i :1 ..n

∧ α1
∼= Bool∧ . . . ∧ αn

∼= Bool
∧ ⟨⟨Γ ⊢ ei : α′i ⟩⟩i :1 ..n
∧ τ ≡ {x : α′1 | c1} ⊎ . . . ⊎ {x : α′n | cn}

⟨⟨Γ ⊢ case c1 → e1
� . . .
� cn → en
� other → en+1

: τ⟩⟩ ∆
= ∃α1 ..n , α′1 ..n .∧ ⟨⟨Γ ⊢ ci : αi ⟩⟩i :1 ..n

∧ α1
∼= Bool∧ . . . ∧ αn

∼= Bool
∧ ⟨⟨Γ ⊢ ei : α′i ⟩⟩i :1 ..n
∧ Γ ⊢ τ ≡ {x : α′1 | c1} ⊎ . . . ⊎ {x : α′n | cn}

⊎{x : α′n+1 | ¬c1 ∧ . . . ∧ ¬cn}
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Extending Sledgehammer with SMT solvers. Journal of automated reason-
ing, 51(1):109–128, 2013.

[BCCZ99] Armin Biere, Alessandro Cimatti, Edmund M. Clarke, and Yunshan
Zhu. Symbolic model checking without BDDs. In Proceedings of the
5th International Conference on Tools and Algorithms for Construction and
Analysis of Systems, TACAS ’99, pages 193–207, London, UK, UK, 1999.
Springer-Verlag.

[BCD+11] Clark Barrett, Christopher L. Conway, Morgan Deters, Liana Hadarean,
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Langworthy. Semantic subtyping with an SMT solver. In Proceedings
of the 15th ACM SIGPLAN international conference on Functional program-
ming, ICFP ’10, pages 105–116, New York, NY, USA, 2010. ACM.
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Abstract
This thesis presents effective techniques for discharging TLA+ proof obligations to automated
theorem provers based on unsorted and many-sorted first-order logic. TLA+ is a formal lan-
guage for specifying and verifying concurrent and distributed systems. Its non-temporal frag-
ment is based on a variant of Zermelo-Fraenkel set theory for specifying the data structures. The
TLA+ Proof System TLAPS is an interactive proof environment in which users can deductively
verify safety properties of TLA+ specifications. While TLAPS is a proof assistant that relies on
users for guiding the proof effort, it generates proof obligations and passes them to backend
verifiers to achieve a satisfactory level of automation.

We developed a new back-end prover that soundly integrates into TLAPS external automated
provers, specifically, ATP systems and SMT solvers. Two main components provide the formal
basis for implementing this new backend. The first is a generic translation framework that allows
to plug to TLAPS any automated prover supporting the standard input formats TPTP/FOF or
SMT-LIB/AUFLIA. In order to encode higher-order expressions, such as sets by comprehension
or total functions with domains, the translation to first-order logic relies on term-rewriting tech-
niques coupled with an abstraction method. Sorted theories such as linear integer arithmetic are
homomorphically embedded into many-sorted logic. The second component is a type synthesis
algorithm for (untyped) TLA+ formulas. The algorithm, which is based on constraint solving,
implements one type system for elementary types, similar to those of many-sorted logic, and
an expansion with dependent and refinement types. The obtained type information is then im-
plicitly exploited to improve the translation. Empirical evaluation validates our approach: the
ATP/SMT backend significantly boosts the proof development in TLAPS.
Keywords: formal verification, theorem proving, set theory, type systems

Resumé
Cette thèse présente des techniques efficaces pour déleguer des obligations de preuves TLA+

dans des démonstrateurs automatiques basées sur la logique du premier ordre non-sortée et
multi-sortée. TLA+ est un langage formel pour la spécification et vérification des systèmes
concurrents et distribués. Sa partie non-temporelle basée sur une variante de la théorie des en-
sembles Zermelo-Fraenkel permet de définir des structures de données. Le système de preuves
TLAPS pour TLA+ est un environnement de preuve interactif dans lequel les utilisateurs peu-
vent vérifier de manière deductive des propriétés de sûreté sur des spécifications TLA+. TLAPS
est un assistant de preuve qui repose sur les utilisateurs pour guider l’effort de preuve, il per-
met de génèrer des obligations de preuve puis les transmet aux vérificateurs d’arrière-plan pour
atteindre un niveau satisfaisant d’automatisation.

Nous avons développé un nouveau démonstrateur d’arrière-plan qui intègre correctement dans
TLAPS des vérificateurs externes automatisés, en particulier, des systèmes ATP et solveurs SMT.
Deux principales composantes constituent ainsi la base formelle pour la mise en oeuvre de
ce nouveau vérificateur. Le premier est un cadre de traduction générique qui permet de rac-
corder à TLAPS tout démonstrateur automatisé supportant les formats standards TPTP/ FOF
ou SMT-LIB/AUFLIA. Afin de coder les expressions d’ordre supérieur, tels que les ensembles
par compréhension ou des fonctions totales avec des domaines, la traduction de la logique du
premier ordre repose sur des techniques de réécriture couplées à une méthode par abstraction.
Les théories sortées telles que l’arithmétique linéaire sont intégrés par injection dans la logique
multi-sortée. La deuxième composante est un algorithme pour la synthèse des types dans les
formules (non-typées) TLA+. L’algorithme, qui est basé sur la résolution des contraintes, met
en oeuvre un système de type avec types élémentaires, similaires à ceux de la logique multi-
sortée, et une extension avec des types dépendants et par raffinement. Les informations de type
obtenues sont ensuite implicitement exploitées afin d’améliorer la traduction. Cette approche
a pu être validé empiriquement permettant de démontrer que les vérificateurs ATP/SMT aug-
mentent de manière significative le développement des preuves dans TLAPS.
Mots-clés: verification formelle, démonstration automatique des théorèmes, théorie des en-
sembles, systèmes de types.
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