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Résumé

L’appariement d’images est un sujet de recherche central en vision par ordinateur. Il

consiste à trouver des correspondances dans un ensemble d’images. Ces correspon-

dances sont un ingrédient essentiel pour de nombreuses applications. Ces applica-

tions touchent à des disciplines variées couvrant l’estimation de mouvement dans la

conduite assistée, le suivi automatique de la caméra dans l’industrie du cinéma, la

télédétection dans l’arpentage géographique et la numérisation des sites du patrimoine

culturel.

La recherche sur la problématique d’appariement d’images s’est longuement con-

centrée sur les aspects optiques. Mais, les aspects géométriques ont reçu beaucoup

moins d’attention. L’objectif du travail entrepris dans cette thèse est l’introduction

de ces aspects géométriques directement dans le problème d’appariement d’image, et

ce pour les méthodes locales et globales.

Les techniques existantes pour l’appariement d’images peuvent être classées en

globales et locales. Dans cette thèse, nous nous concentrons dans une première partie

sur les méthodes globales basées sur le calcul des variations. Ces méthodes varia-

tionnelles peuvent fournir des résultats précis dans le cadre de la reconstruction 3D.

Néanmoins les occultations visuelles et les arêtes vives, couramment rencontrés dans

la pratique, posent des difficultés pour ces méthodes. En effet, dans de tels scénarios,

le comportement de la solution dans ces régions dépend seulement de la contribution

du régularisateur. Cela induit souvent de fausses correspondances qui ont tendance à

déborder et, plus important encore, à affecter négativement les régions avoisinantes.

A l’aide d’une caractérisation géométrique de ce comportement, nous formulons

une méthode d’appariement variationnelle qui dirige les lignes de la grille loin des

régions problématiques, réduisant ainsi les la taille des zones affectées négativement

de façon efficace et peu couteuse.
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Par exemple, dans la figure ci-dessous, nous illustrons la qualité des triangles

obtenus pour deux vues de la scène de la fontaine (en haut) [117]. Dans la deuxième

rangée, nous montrons la qualité des triangles résultant en utilisant la méthode de

correspondance variationnelle présentée dans [18] (à gauche), et en utilisant notre

méthode (à droite). La couleur rouge représente triangles de bonne qualité tandis

que le bleu foncé représente mauvais qualité.

Observez l’amélioration notable, en particulier, près du rebord du bassin. Sur la

rangée du bas, nous montrons un gros plan du bassin de la fontaine en utilisant les

mêmes méthodes. Notez que, pour notre méthode, les lignes de la grille s’éloignent

des régions problématiques.
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En utilisant l’approche d’appariement variationnel proposée, nous effectuons un

appariement par paires d’images et ultérieurement une fusion des résultats pour

obtenir une représentation complète de la scène. Cette démarche est couramment

adoptée et fait souvent appel à des techniques de découpage de graphes ainsi que des

tests de visibilité. Ces techniques peuvent être très gourmandes en ressources de cal-

cul, en particulier dans les cas où des images en haute-résolution et/ou plusieurs vues

sont disponibles. Par ailleurs, de petites erreurs dans l’appariement peuvent conduire

à des couches superposées de surface qui ne peuvent pas être facilement traitées par

des techniques standard d’élimination des données aberrantes.

Pour résoudre ces problèmes, nous gardons les appariements qui représentent le

moins de distorsion entre points de vue, en profitant de la loi du cosinus de Lambert

pour favoriser les contributions des zones de l’image où l’angle entre la normale à la

surface et la ligne de visée est minimal (voir la figure ci-dessous). Ceci est réalisé en

évaluant d’abord la mise en correspondance des cartes en 2D et en gardant les points

appariés dans la plupart des points de vue, puis en donnant la préférence aux régions

qui souffrent le moins de distorsion.

Dans la figure suivante, nous illustrons les changement de visibilité entre deux

points de vue différents dans le cas d’une surface plane (à gauche). Cet effet est plus

prononcé pour les surfaces lisses avec changement visible de courbure (au milieu), et

les surfaces non lisses (à droite).
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Dans les figures ci-dessous, nous illustrons des résultats typiques de notre méthode

sur plusieurs types des données: Sam-Face (en haut), Fontaine-P11 [117] (en bas à

gauche) et Herz-Jesu-P8 [117] (en bas à droite).
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La figure suivante montre un histogramme de l’erreur accumulée (pour tous les

points de vue) en utilisant notre méthode, [34] et [48]. Les résultats pour Herz-Jesu-P8

sont présentés en haut, et pour Fontaine-P11 en bas.
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Bien que les méthodes variationnelles fournissent des résultats qui se compor-

tent bien en général, grâce à l’équipartition des erreurs, les méthodes locales basées

sur la propagation de correspondances fournissent des résultats qui s’adaptent plus

étroitement à diverses structures 3D car elles n’utilisent pas de termes de régularisation.

Cela peut être un avantage lors de l’appariement de régions à différentes échelles et

quand des pixels voisins correspondent à des positions spatiales très différentes; ce

dernier cas est souvent rencontré lorsqu’il y a de grandes discontinuités de profondeur.

D’autre part, les méthodes basées sur la propagation d’appariements ont un in-

convénient important que nous illustrons dans cette thèse: des discontinuités artifi-

cielles dans les résultats obtenus du fait de la seule utilisation de l’information optique

pour effectuer des estimations d’ appariement.

Pour surmonter ce problème, nous présentons une nouvelle façon de propager les

correspondances en utilisant des informations locales sur la régularité des surfaces. De

façon plus détaillée, nous commençons par la propagation des correspondances avec

caractéristiques covariantes affines, et construisons au passage le nuage de points

résultant. Ce faisant, nous proposons d’utiliser, pendant cette propagation, des re-

constructions locales de surface pour corriger les positions des points du nuage. Cette

correction en 3D modifie implicitement les correspondances et la surface, et fournit les

moyens d’améliorer les estimations de transformation affines qui permettent le calcul

de meilleurs appariements 2D.
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Dans la figue suivante, nous montrons un exemple typique des améliorations

obtenues en utilisant nos méthodes (marqué en vert). Tout d’abord, dans la scène

Herz-Jesu [117] (en haut). Observez que les escaliers sont correctement reconstruit

avec notre méthode (à gauche). Dans la scène de la fontaine (en bas), la qualité des

résultats est nettement améliorée avect notre méthode (à droite).

Nos résultats — Résultats avec [54]

Résultats avec [54] — Nos résultats

viii



Dans les figures ci-dessous, les graphes illustrent l’erreur de depth vs occupancy

de notre méthode, [54], [19], [124] (rectifié) et [54] avec MLS comme post-traitement.

Les résultats pour la scène Herz-Jesu-P8 sont affichées en premier et les résultats pour

la Fontaine-P11 en deuxième.
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Nous évaluons notre procedure variationnelle en deux étapes (appariement et

la fusion) et notre correspondance par propagation sur un banc d’essai standard

ainsi que sur nos propres données. Nous montrons que la nouvelle régularisation

pour l’appariement variationnel avec notre technique de fusion multi-vue, fournit des

résultats plus précis que l’état de l’art.

Les gains en précision atteints grâce aux méthodes proposées, sont mesurés par

des évaluations numériques par comparaison aux données réelles et sont aussi rendues

probantes par une simple inspection visuelle.
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Abstract

Image matching is a central research topic in computer vision. It consists in finding

correspondences across a set of images. These correspondences are a key ingredient for

a variety of applications. These applications touch upon varying disciplines covering

motion estimation in assisted driving, automatic camera tracking in the feature film

industry, remote sensing in geographic surveying and digitization of cultural heritage

sites.

Optical aspects of the matching problem have been the focus of research effort on

the subject. On the other hand geometric aspects received far less attention. The aim

of the work presented herein consists in the direct use of geometry in 2D matching

affecting local and global methods.

The existing body of work on matching can be categorized into global and local

methods. Global methods formulate the problem as a global minimization of the

variation of a certain measure across images (e.g. intensities difference). In this

thesis we focus on global methods based on the calculus of variations, henceforth

variational matching. These methods can provide overall accurate and well-behaved

results within the context of 3D reconstruction. Nevertheless, issues such as occlusions

and sharp features commonly encountered in practice, raise difficult challenges for

these methods. In fact, in such scenarios only the contribution of the smoothing

regularizer accounts for results in those regions. This often induces wrong matches

which tend to bleed into neighboring areas and, more importantly, distort nearby

features. Based on a geometric characterization of this behaviour, we formulate a

variational matching method that steers grid lines away from problematic regions,

effectively minimizing the areas negatively affected.

Using the proposed variational matching approach we perform pairwise matching

and later merging of the results to obtain a full scene representation. This is the

commonly adopted approach in the literature, which is often solved using graph-cut

techniques along with visibility tests. We argue that the aforesaid approach can be



highly demanding on resources, particularly in cases where high-resolution-images

and/or several views are available. Moreover, small errors in matching can lead

to overlapping surface layers which cannot be easily addressed by standard outlier

removal techniques. To address these problems, we keep matches that represent the

least amount of distortion across views, effectively taking advantage of Lambert’s

cosine law to favor contributions from image areas where the cosine angle between

the surface normal and the line of sight is maximal. This is achieved by first evaluating

the matching in 2D maps, keeping points matched in most views and giving preference

to regions that suffer the least amount of distortion.

While variational methods provide well behaved results with equidistributed er-

rors, local methods based on match propagation provide results that adapt closely to

varying 3D structures since they do not use regularizers. This can represent an ad-

vantage when matching regions of different scales and when neighboring pixels match

to very different locations; the latter being the case at large depth discontinuities. On

the other hand, existing propagation based methods incorporate an important draw-

back that we illustrate in this thesis: a choppy nature in the obtained results due to

the use of only optical information to perform matching estimations. To overcome this

problem we present a new way to propagate matches using local information about

surface regularity. In more detail, we start by propagating matches from affine covari-

ant features, and constructing the resulting point-cloud along the way. While doing

this, we propose to perform recurring local surface fittings to correct the positions of

the resulting 3D points. This correction in 3D implicitly modifies the corresponding

2D matchings and, the fitted 3D surface patch provides the means to compute affine

transformation estimations that allow to correspond patches in 2D.

We evaluate our variational two-step pipeline (matching and merging) and our

propagation-based matching on a test-bed of standard benchmarks as well as our

own datasets. We show that the new regularizer for variational matching along with

our multi-view merging technique, provides more accurate results than state of the

xii



art variational methods.

In our propagation-based matching, the corrections and new estimations based on

surface fitting lead to more accurate and complete propagations.

In both settings, the gains in accuracy achieved through our methods are substan-

tiated by numerical evaluations against ground truth data and are distinguishable by

visual inspection.
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Chapter 1

Introduction

Computer vision aims to provide methods for obtaining relevant information from

images. Since its inception it has been inspired by research on human perception.

In general, computer vision attempts to emulate or augment human perception. For

example, it emulates certain human tasks such as scene and object classification or

face recognition. It augments it by performing accurate scene reconstructions or

visual odometry. Nowadays, these computer vision methods affect of our every day

life, for example, through visual surveillance, medical imaging, industrial inspection

and human-computer interaction.

An important vision-related task that we humans perform constantly and natu-

rally is that of perceiving depth. This task is called stereopsis and it works by combin-

ing the information provided by our two eyes (binocular vision) and prior knowledge

about scenes, objects and lightning. The stereopsis process, and its importance, have

been well understood for quite some time now. Going back in history, during World

War II an Anglo-American campaign named Crossbow (originally Bodyline) aimed to

find German long range weapons, mostly by obtaining images from planes sweeping

German-controlled regions [56]. The photographs obtained were vast, making the

task of (manual) inspection a tedious one. To overcome this problem, they developed
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a technique to visualize the images in 3D using special glasses. This was accom-

plished by taking overlapping pictures of the fields and visualizing them in pairs with

3D glasses similar to the ones used in movie theaters nowadays.

Since then, computer vision solutions to the stereopsis problem have evolved to

great extent, making use of direct visual input and further priors. A prior commonly

used is surface smoothness, where objects in the scene are assumed to be piecewise

smooth. In general, results can be greatly improved by using the right priors at

right locations. In this thesis, we will propose to use local geometry information to

improve on results obtained mainly from visual input. We start by observing, in the

next section, the key elements of matching for 3D reconstruction.

1.1 Multi-view stereo for 3D reconstruction

Using common (pinhole) cameras the image acquisition process consists in projecting

3D points towards the center of the cameras. The points at which these projection

lines intersect the image planes construct images as we know them. In this thesis,

we are interested in the inverse problem, which essentially aims to find correspond-

ing points in multiple 2D images to triangulate the position of the 3D point. For

example in figure 1-1, once correspondences are found (left), the 3D positions can be

triangulated (right).

The pinhole camera [46] can be decomposed in the following manner:

P = K[R|t] (1.1)

with P the [3 × 4] camera matrix that represents the relationship between a 3D

point and it’s projection into a 2D image plane following a pinhole camera model.

K the intrinsic camera parameters, R a rotation matrix, t a translation vector that

corresponds to t = −RC where C is the center of the camera.
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v1 v2

Figure 1-1: Triangulation for 3D reconstruction. Once correspondences are found
(left figure) and having all the information about the cameras (V1 and V2), the 3D
structure of the scene can be triangulated (right figure)

The intrinsic matrix K consists of the following parameters:

K =


αx s x0

αy y0

1

 (1.2)

with αx = fmx and αy = fmy stand for the focal length of the camera in terms of

pixel dimensions in the x and y directions. s stands for the skew (usually zero) and

[x0, y0] represents the principal point in pixel dimensions.

The camera parameters can be obtained in an automatic manner following one of

several proposed methods (e.g. [73]). In general, such methods start by matching a

sparse set of features or patterns in several views and solving a non-linear multivari-

ate system of equations. In this process, RANSAC fitting is used to remove wrong

matches [73]. If the calibration is done using an object for which real dimensions are

known (e.g. [115]) or if some of the parameters are known in advance (like translation

e.g. [123]), one can recover a metric camera projection. In other cases, one can only
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recover camera projections that allow scene representation up to a scale factor.

1.1.1 Classification of Image-based 3D reconstruction meth-

ods

Roughly four classes of methods exist for the task of multi-view image-based 3D

reconstruction [111]. These methods are attached to five different ways of scene

representation: point-clouds, meshes, depth-maps, level-sets or voxels.

The first class of reconstruction methods aims to obtain a set of 3D points (point-

cloud) to which a surface can be fitted to represent the final result (e.g. [88, 34]).

For example, a widely used surface fitting method is the Poisson Surface Reconstruc-

tion [55] that receives a point-cloud and returns a polygonal mesh. The surface fitting

step can be done simply to provide a final representation of the scene that can be eas-

ily visualized. It can also be done as an intermediate step needed to further optimize

the 3D results using the notions of surface and connectivity (e.g. [35]). In this class

of methods, two main scene representations are used: point-clouds and polygonal

meshes. A point-clouds consists of a set of points defined by their coordinates (X,Y,Z

in 3D). These set of points can be accompanied by further information such as color

and normal. Polygonal meshes represent the objects in the scene by a set of (con-

nected) planar facets; where triangles are one of the most used elements. Arguably,

this is the most used representation since it is efficient regarding storage space and it

can directly profit from a vast set of available geometric tools.

The second class of reconstruction methods aim to compute the observable depth

for each point (pixel) in an image, essentially computing depth maps. This methods

either solve independently for several views and then merge the results as last step

(e.g. [91]), or solve ensuring multi-view consistency at all times [119, 37]. Depth-maps

store the depth value for every pixel in an image but, in general several depth maps

are needed to represent a whole scene. This representation is useful for tasks such as

autonomous vehicles navigation (e.g. [63]).
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Another way to attack the problem in hand is to obtain an initial estimation of

the scene and evolve it until a fair result is obtained. This can be done, for example,

by representing the scene using voxels and use space carving techniques (e.g. [62]).

Other methods include the use of level-sets and mesh-based methods, that move the

vertices of the mesh to minimize an energy function [101]. Level-sets and voxels are

representations based on a 3D grid. For level-sets, each cell encodes its closest distance

to the surface; usually represented by a negative value for the cells inside the object

and positive value for the cells outside the object. For the voxel representation, each

grid cell is marked as occupied or not (by the object). These two representations

(voxels and level-sets) need to manage a tradeoff between accuracy and memory

efficiency, which is defined by the size of the cells used in the 3D grid. This is not

always a straightforward problem since the resolution needed is dependent on the

(unknown) objects in the scene. Nevertheless, this shortcoming can be minimized by

using tree-like representations (e.g. [28]).

The fourth class of reconstruction methods, works by formulating the problem as

a 3D cost. The resulting volume can be represented by a polygonal mesh.

From the five forms of scene representation mainly three are used in most of the

literature: point-clouds, polygonal meshes and depth-maps. Voxels and level-sets can

be problematic regarding memory efficiency and accuracy since the volume of the

scene needs to be discretized and the optimal resolution of this discretization is not

known beforehand. In theory, it is preferred to use small voxels for small details,

larger voxels for larger objects and empty spaces but, choosing this resolutions while

recovering the scene structure is not a simple task.

Depth-maps have the advantage that they discretize the problem according to the

number of pixels in each image and they only reconstruct what is seen on an image.

The problem with depth maps is that they introduce the new task of having to merge

many of them to fully represent a 3D scene [122].

Polygonal meshes on the other hand, are an efficient representation that introduces
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simpler problems, in particular regarding the maintenance of data structures and

geometric coherence. Furthermore, using this representation one can easily tap into

an extensive pool of geometry processing tools.

Point-clouds are suitable for some applications, such as robotic navigation, but

they are usually converted to polygonal meshes for solid-like visualizations and geo-

metric computations.

This thesis works in the direction of the first class of reconstruction methods, where

a point-cloud is sought. The obtained point-clouds can then be meshed, using for

example [94]. Using this class of methods allows to obtain the shape and appearance

of scenes, maintaining a direct relation between the 2D in-image points and the

resulting 3D point-cloud. Such relation is not maintained with all methods. For

example, space-carving techniques can work very fast reconstructing (mostly small)

objects but the mentioned 2D-3D association is lost in the process. This relation

is important because it allows the direct estimation of objects’ appearances and it

also enables time-related evolution of 3D models. For example, one can compute an

initial 3D object and model its evolution using optical tracking techniques along with

numerical simulations [113].

1.2 Main contributions and thesis outline

1.2.1 Main contributions

In this thesis we address the problem of 3D reconstruction using information about

local geometry to complement optical matching. We do this in the context of global

variational 3D reconstruction and in the context of local propagation-based 3D re-

construction.

Specifically, we propose two methods for matching and 3D reconstruction. These

methods are motivated with the analysis of local deformations and regularity and,

substantiated with examples and benchmarks. Starting from three main assumptions:
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i) camera calibration is known, ii) the images are corrected for radial distortion and

iii) the scene is static, we propose:

• To use local 3D deformation characterization to adapt and improve variational

matching so large jumps in scene depth are respected and not destroyed by

smoothness assumptions. A variational matching technique is formulated along

with a multi-view stereo merging algorithm, to provide a complete multi-view

3D reconstruction method.

• A propagation-based 3D reconstruction algorithm that introduces spacial smooth-

ness during propagation.

1.2.2 Thesis outline

This thesis is organized as follows. First, we discuss the two main families of image

matching techniques: global and local. We follow by outlining these two families of

methods in chapter 2. This outline comes in hand to prepare the reader for the follow-

ing chapters. Next, we present feature detection and matching techniques (Chapter 3)

since they represent an important subject in Multi-View stereo and general 3D recon-

struction. We then present variational matching techniques (Chapter 4) along with

evaluations which demonstrate the advantages of including features and scene geom-

etry as constraints. Improving on these methods, we proposed a variational matching

technique that takes into account local measurements of spatial deformation to im-

prove matching along and around large depth jumps in the scenes (chapter 5). This

matching method is coupled with a multi-stereo merging technique that prioritizes

matches obtained with pairs of views with less viewing distortion. We continue by

presenting a special breed of local matching methods, namely, propagation-based

methods (Chapter 6). These methods are presented and evaluated in the context of

3D reconstruction and we identify regularity and completeness shortcomings. There-

fore, we propose a method that overcomes these problems by taking into account the
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fact that there is a surface being built, which we can assume to be smooth (Chap-

ter 7). To this end, we propose to fit a local surface patch while propagating and

project the points to the fitted surface. By doing this, we manage to preserve the

versatility of this family of methods. We evaluate this proposed method, showing that

it provides smooth results that are more complete and more accurate than related

work. Finally, we present our general conclusion and future work in Chapter 8.1.
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Chapter 2

Image matching for 3D

reconstruction

In order to perform 3D reconstruction using multiple images one needs to find cor-

respondences across the set of images being used. Hereon, we focus on a more basic

but key problem in 3D reconstruction: finding matches across an image pair. In

general, two families of image matching methods exist: local and global. The local

methods work by matching local information and are known for their versatility and

simplicity. Global methods formulate the matching problem as an optimization and

solve for all the image pixels. They are characterized by overall smoothness and error

equidistribution.

2.1 Introduction

Finding correspondences across multiple images is a general and essential task in

computer vision. It is a fundamental stage in the acquisition of 3D scene models from

multiple photographs and its solutions are closely related to those of optical flow. In

this chapter we lay down the main ideas of local and global image matching methods.
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Global methods pose the problem as a global optimization of the difference of some

property (e.g. image intensities) along with a smoothness condition (e.g. Laplacian).

The local methods solve the problem by matching small, local neighbourhoods in

both images.

Matching estimation of relative displacements across images is closely related to

the optical flow problem, which is represented as a vector field that describes the

motion between two images. This vector field is obtained by finding the matchings

between two images, posing the displacements per-pixel as unknowns. These dis-

placements represent apparent motion of objects captured in the images; where the

apparent motion can be the result of real objects displacements, real point of view

(camera) displacement or both (see figure 2-1).

v1 v2

t1 t2

v1

t1 t2

Figure 2-1: On the left: apparent object motion caused by point of view motion. On
the right: apparent motion caused by actual motion of the observed object

The estimation of optical flow is analogous to the matching problem and related

to more general problems such as 3D reconstruction, tracking, video stabilization,

video compression and even segmentation.

In general, the objective of the optical flow estimation for two images, I1 and I2,
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can be formulated as finding the displacements u and v such that:

I1(x, y) = I2(x+ u, y + v) (2.1)

where I1 and I2 represent to different images that share information and (x, y)

are image coordinates. In this case it is assumed that the image intensities (for

corresponding points) do not change from image 1 to image 2. This is not always the

case but it is a reasonable approximation that enables a simple formulation of the

problem. In the continuing chapters, we will detail cases where this approximation

fails and how to improve it. Furthermore, both local and global families of methods

will be outlined in the next sub-sections.

2.2 Local methods

Local image matching methods aim to find correspondences across images by indepen-

dently matching small image regions. These methods assume that local information

surrounding a point in an image will also be present around the corresponding point in

another image. This assumption is violated in various cases. For example, for corners

of objects and partial occlusions in certain images. Nevertheless it is a reasonable

assumption for flat and regular object areas.

In more detail, local methods for the computation of correspondences assume cer-

tain local rigidity and find correspondences using window-based image matching. For

example, Lucas-Kanade [76] proposed that the optical flow is constant in a small

neighborhood around a pixel and, therefore, it can be directly computed from equa-

tion 2.2; where G represents a weighting window (usually Gaussian), ρ represents the

size of the window and the location of the central pixel is denoted by [x, y].

E(u, v) = Gρ ∗ ((Ixu+ Iyv + It)
2) (2.2)
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The minimization of 2.2 is directly computed using 2.3

Gρ ∗ I2
xu+Gρ ∗ IxIyv = −Gρ ∗ IxIt

Gρ ∗ IyIxu+Gρ ∗ I2
yv = −Gρ ∗ IyIt

(2.3)

This differential approach was proposed for the computation of small displace-

ments but several extensions (e.g. [13, 5]) have been proposed to overcome this limi-

tation. Mainly, the idea is to embed this computations in a multi-scale approach that

would start the by obtaining a rough approximation at a coarse level and successively

improve the accuracy of the results and the number of matches by using finer and

finer resolutions [5]. The model proposed in [76] assumes an intensity constancy that

it does not hold in practice. To overcome this limitation, [93, 47, 13, 53] proposed

an extension to gain robustness towards multiplicative and additive changes in illu-

mination. Finally, the local rigidity assumed in equation 2.2 can also be replaced by

an affine motion assumption [112] in order to adapt more closely to piecewise flat

regions being matched.

Another breed of local matching algorithms perform correlation-based window

sweeping to find the best correspondence of a window (in I1) in a second image I2. A

complete search of this type is highly time consuming (in the order O(n2)) and can

produce several mismatches due to the presence of repetitive patterns or untextured

regions. Therefore, the correspondence search is often limited to small neighbour-

hoods and/or further conditioned (e.g. using epipolar constraints). The matching

is commonly performed using the sum of absolute differences (SAD), sum of square

differences (SSD) or, more robustly, with normalize cross correlation (NC). Recent

window based algorithms reduce the search space by propagating from initial affine

invariant features (e.g. [81, 143], see chapter 3). In [54] and [30] a set of features

are computed along with their corresponding affine transformations (assuming local

planarity). Afterwards, matching information is propagated near the known features
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(seeds) using their estimated affine transformation. Once the best match is found

their affine transformation is updated. In [30] further strong sidedness and minimum

propagations filters are applied which increase the confidence in the propagation while

reducing considerably the number of matches. The propagation step can then con-

tinue using the next best seed. These, and related methods are detailed in chapter 6.

2.3 Global methods

Global methods formulate the matching problem as an optimization of a global en-

ergy. Commonly, this energy measures the cost of matching points across two or more

images. Such cost can be, for example, the difference between corresponding inten-

sities [50] or the distance between local descriptors [72]. This cost can be computed

per pixel, or for a local set of pixels.

The problem of matching points individually is often an ill-posed one. For exam-

ple, if we want to match a black pixel in an image and there are several black pixels,

how do we know who to match to? In global methods, we solve this ambiguity by

maintaining coherence and regularity regarding neighboring results. For example, if

a pixel pi1 in I1 matches a pixel pi2 in I2, another pixel pj1, neighbor of pi1 will probably

match a pixel neighboring pi2. Therefore, it is common to add a term that introduces a

prior to the formulation so it can be solved in cases where the difference of intensities

(data term) is not enough. We then obtain an energy formulation denoted by:

E = Edata + Eprior (2.4)

where the first term measures the cost of matching while the second term, usually

a measure of smoothness, helps the matching by maintaining local regularity.
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2.3.1 Variational techniques for global methods

Variational matching methods stem directly from the literature on the optical flow

estimation problem. Several of the state of the art methods for dense matching and

3D reconstruction use the variational technique since it produces well behaved results

through error equidistribution [120, 6, 111].

Horn and Schunck [50] introduced the variational matching technique for optical

flow. This technique aims to reduce the difference in intensities between corresponding

pixels in two images by optimizing the displacement vector [u, v] (see equation 2.5)

using computations on variations.

Following the model for global matching (equations 2.1 and 2.4) the key idea is

to use a linearized version of the squared intensities differences as a data term and

the gradient of the displacement field as a regularization term. This formulation is

expressed in equation 2.6; where α represents a weight for the smoothness term.

E(u, v) =

∫ ∫
|I1(x, y)− I2(x+ u, y + v)|2

+α(|∇u(x, y)|2 + |∇v(x, y)|2)dxdy

(2.5)

E(u, v) ≈
∫ ∫

|Ix(x, y)u(x, y) + Iy(x, y)v(x, y) + It(x, y)|2

+α(|∇u(x, y)|2 + |∇v(x, y)|2)dxdy

(2.6)

We will not develop the subject of variational methods here since they are pre-

sented and discussed into detail in chapter 4. Furthermore, our own variational

matching method for 3D reconstruction will be presented in chapter 5. However, it is

important to mention that during the past decades variational methods have gained

increasing attention from the research community. Although, the main techniques
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in variational methods were developed several decades ago, recent hardware develop-

ments have enabled the efficient use of such techniques in the matching problem [6].

2.3.2 Discrete techniques for global methods

Another direction that can be taken to solve for global matching methods is to search

for the solution in a quantized space. Namely, the problem is solved by assigning

corresponding labels to each pixel. Common solving methods following this direction

include graph cuts, belief propagation and linear programming. The notion behind

them is to approximate the continuous problems with discrete ones, loosing accuracy

but gaining in efficiency and robustness.

Several methods in this category merge a set of candidate solutions pre-computed

with other method(s) and/or with different setups. For example [103] proposes the

fusion of a set of continuous solutions computing minimum graph cuts. [127] proposes

to solve a set of binarized continuous subproblems solving for minimum graph cuts

using MRF. The motivation in this paper is to overcome the slow convergence speeds

that some iterative methods yield by not restricting the flow at each step to local

displacements.

Taking advantage of the developments in feature descriptor, the authors of [72]

proposed a method that characterizes each pixel using SIFT [74]. The problem is

modeled as a minimization of features distances plus a smoothness term. An L1

norm is used for the data term and a thresholded L1 norm is used for the smoothness

term. The problem is then solved using belief propagation. The overall computation

is fast but with a loss of precision that manifests itself as a staircasing effect in 3D

reconstructions.
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2.3.3 Evaluation data-sets

This work is focused on analyzing and developing matching techniques which work

under normal and common conditions. This means that it is important to evaluate

the methods in wide-baseline setups, under uncontrolled illumination and using high

resolution images. To this end, we have chosen to use the data-sets provided by

Stretcha et al. [120] to perform this evaluations because they present such conditions

and because, two of the scenes in this data-set present ground truth data obtained

using a laser scan. Furthermore, an evaluation methodology is proposed in the same

article, which makes it easier to compare to other existing methods that have already

published their results.

I some particular cases, we will introduce our own data-sets to present examples

of specific situations. For example, in chapter 6 we will discuss different propagation-

based methods and we will use many of our own images in varying conditions to

exemplify how these methods perform.

In the next chapter we will present the subjects of feature detection and match-

ing. Although these methods provide (mostly) sparse matches which do not allow

a full scene representation, they play an important role in the image matching task.

Furthermore, they will be used in all the remaining chapters of this thesis.
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Chapter 3

Feature detection and matching

Stemming from early work on human perception, feature detection and matching has

gained great importance in the computer vision community. It is currently applied in

tasks such as image retrieval, object recognition, 3D reconstruction, robot localiza-

tion, image registration, image matching and others. This chapter outlines the body

of work on image features, including the tasks of detection, description and matching.

3.1 What are local features?

One of the first publications related to features in the field of human perception [4],

studies the importance of visual cues, specifically of corners and junctions, for the

task of visual recognition. As a computer vision task, first applications of feature

detection can be found in robotics, where the author of [86] proposes an obstacle

avoidance system for autonomous vehicles.

But, what are local features? Local features can be defined as small portions of

images that present distinctive information when compared to that of neighboring

areas. They can appear as single points, edges or small blobs and can be used for

various applications.
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The precise definition of what a feature is varies from application to application.

Instead, we can characterize what is looked for when designing and evaluating local

features according to five main aspects:

1. Repeatability: The feature detection algorithm should return the same feature

locations for the same objects or scenes under varying conditions. In particular,

under varying illumination and viewing point.

2. Distinctiveness: A detected feature should be easy to distinguish and therefore

easy to match with a corresponding feature.

3. Accuracy: Same features should return similar locations under different condi-

tions.

4. Locality: The feature should be local to reduce the effects of deformations and

partial occlusion.

5. Quantity: A large number of features is preferred but prioritizing the distinc-

tiveness. Although this can be argued for the case of object recognition and

image retrieval, in the context of this thesis, larger quantities are preferred.

In the next sections we will describe the tasks of detection, description and match-

ing local features.

3.2 Feature detection

Feature detection consists in finding image points, lines and regions that present a

particular characteristic, commonly defined as a variation or a combination of varia-

tions in image properties. These variations can be, for example, an intensity change

with a corner-like chape (e.g. [45, 114]) or a constant intensity change along a straight

line. Because of the type of information analyzed, feature detectors can be classified

in curvature, intensity, color, model and segmentation based detectors.
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3.2.1 Curvature based feature detectors

In 2D space, curvature is the amount by which a line deviates from being straight.

Curvature based detectors aim to find features that present corner-like structures

(high curvature). Such feature detectors are known to perform particularly well de-

tecting important points in man-made environments [128].

One of the earliest corner detectors was developed by Moravec [86], where the

method searches for the local maximum of minimum intensity changes within a win-

dow that shifts along and across the image. A corner will be detected if there is a large

intensity variation in every direction around a pixel. This approach was proven to

return results with a high level of noise due to the simple use of a sliding rectangular

window and due to the effect of rotations not multiple to 45◦ [86].

Harris

The Harris corner detector [45], one of the most used corner detectors, improves

on Moravec’s work by computing a corner score directly, instead of using shifting

windows. The idea is to analyze the (per-pixel) eigenvalues λ1 and λ2 of the 2 × 2

matrix Ha defined in 3.1. If both eigenvalues are found to be large, the location is

identified as a corner, if only one is large and the other is close to zero, the location is

defined as an edge. In practice, to avoid the computation of eigenvalues, the corner

score is approximated by m = det(A) − κtr2(A), with κ a sensitivity parameter. A

location will be defined as corner if m > 0 and an edge if m < 0. This approximation

is of less relevance nowadays since eigenvalues can be computed very fast.

Ha = σ2G(s) ∗

[
I2
x(x, y, σ) IxIy(x, y, σ)

Iy(x, y, σ)Ix(x, y, σ) I2
y (x, y, σ)

]
(3.1)

with Ix and Iy image derivatives obtained using the differentiation scale σ follow-

ing 3.2 and G(s) the gaussian kernel defined in 3.3.
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Ix(x, y, σ) =
∂

∂x
G(σ) ∗ I(x, y)

Iy(x, y, σ) =
∂

∂y
G(σ) ∗ I(x, y)

(3.2)

G(s) =
1

2πs2
e−

x2+y2

2s2 (3.3)

An example of using this detector can be seen in figures 3-1 and 3-2. From top to

bottom results are presented for increasing values of κ.

Harris-Laplace

The Harris corner detector described before presents high levels of repeatability for

translating and rotating cases but fails under varying scaling conditions. The Harris-

Laplace feature detector proposed in [81] overcomes this limitation by using an au-

tomatic scale selection proposed by T. Lindeberg [67, 70]. The idea behind the scale

selection is to find the scale at which the feature detector in use finds a maximum

over all sampled scales. Specifically, a gaussian scale space representation is used for

the sampling and the Harris detector defined in 3.1 is modified to the Harris-Laplace

detector defined in 3.4

M = σ2G(s) ∗

[
L2
x(x, y, σ) Lx(x, y, σ)Ly(x, y, σ)

Ly(x, y, σ)Lx(x, y, σ) L2
y(x, y, σ)

]
(3.4)

where L(x, y, s) = G(s)∗I(x, y), with G(s) the circular Gaussian kernel defined in 3.3.

The Harris-Laplace corner detector returns a set of locations [x, y] with a scale

factor σ which basically describes a circular region which that detected as a feature.
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Figure 3-1: Example of the Harris [45] corner detector for increasing sensitivity values.
From top to bottom, values taken by κ are 0.001, 0.1 and 0.2. This example shows
that for low values of κ even small curvatures are detected as corners.
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Figure 3-2: Example of the Harris [45] corner detector for increasing sensitivity values.
From top to bottom, values taken by κ are 0.3, 0.7 and 0.9. This example shows that
as we increase the value of κ only sharp corners are detected.
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Harris-Affine

The Harris-Laplace detector makes the original Harris detector work under varying

scaling conditions. A further extension to this detector, proposed in [80], aims to

estimate the local affine transformation by using the iterative affine region estima-

tion developed by T. Lindeberg [69, 71]. With this method, the detected regions are

represented by ellipses that can be transformed to circular regions to obtain affine

invariant features (normalization). The Harris-Affine starts by obtaining features us-

ing the Harris-Laplace detector previously described and continues with the following

iterative steps:

1. Estimate affine shape using normalized second moment matrix

2. Transform ellipsoid region to a circular one (normalization)

3. Re-estimate location of the Harris-Laplace feature

4. If the eigenvalues of the second moment matrix are not equal, go back to step 1

Where the second moment matrix M2 is equal to the matrix Ha defined in 3.1. The

normalization step is performed using the root square of the second moment matrix

(M1/2). Using this detector, the normalized regions of two corresponding points will

still relate by an unknown rotation.

3.2.2 Intensity based feature detectors

Smallest Univalue Segment Assimilating Nucleus: SUSAN

Smith and Brady [114] introduced a corner detector based on a morphological oper-

ator. The basic idea is to consider a circular region around a pixel. All the intensity

values of the pixels inside this regions are compared to the value of the region’s cen-

tral pixel and classified as Similar or Different. In this way, homogeneous regions will

contain almost all of the pixels inside the circular region, as Similar. Near edges, the
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Similar pixels should represent around 50%; close to corners they will represent about

25%. Following this observation and giving higher importance to pixels closer to the

center, candidate corners are detected where local minimums occur.

Hessian-Affine

The Hessian-Affine feature detector works in a very similar way to the Harris-Affine

detector and it was proposed by the same authors in [80]. This detector also works

in a multi-scale fashion and follows the same steps, but it uses the Hessian matrix

to detect feature points at each scale (see equation 3.5). Features are detected when

simultaneous local extremas of the trace and determinant of this matrix are found.

The determinant of He reaches a maximum for regions of the images whit blob-like

structures.

He = σ2G(s) ∗

[
Lxx(x, y, σ) Lxy(x, y, σ)

Lxy(x, y, σ) Lyy(x, y, σ)

]
(3.5)

with Lxx, Lxy, Lyy second partial derivatives obtained in a similarly to 3.2.

Difference of Gaussians: DoG

Feature detectors based on DoG detect space-scale extremals of the difference of two

gaussian functions (see 3.3) convolved with the target image I. This difference can

efficiently be computed from the difference of two images (La and Lb) obtained by

convolving image I with two gaussian kernels that differ by a small scaling factor

(see equation 3.6). This technique was proposed by Lowe [75] based on studies on

Gaussian kernels for scale-space computations(e.g. [58, 67, 68]).

D(x, y, σ) = (G(x, y, kσ)−G(x, y, σ)) ∗ I(x, y) = L(x, y, kσ)− L(x, y, σ) (3.6)
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with L(x, y, σ) = G(x, y, σ)∗I(x, y) and G(x, y, σ) the circular Gaussian kernel defined

in 3.3.

Scale Invariant Feature Transform: SIFT

The SIFT algorithm [74] starts by detecting extremas using the multi-scale DoG

method previously described. It proceeds by removing poor features and refining the

interesting ones. This filtering and sub-pixel refinement works by fitting a second-

order Taylor expansion of the 3D quadratic surface (in x,y and σ). Namely, equa-

tion 3.6 is approximated by 3.7 using z0 = [x0, y0, σ0]T and z = λ[x, y, σ]; and the

extremum is located by setting the derivative of 3.7 with respect to z equal to zero.

D(z + z0) = D(z0) +

(
∂D

∂z
|(z0)

)T
+

1

2
zT
(
∂2D

∂z2
|(z0)

)
z (3.7)

This process is repeated since areas under consideration change with every move-

ment. Points that do not converge quickly are filtered out.

Affine SIFT: ASIFT

ASIFT [87, 143] aims to to add fully affine invariance to the, already rotation and scale

invariant, SIFT algorithm. It assumes that when two pictures of a solid piecewise

smooth object are taken by cameras in different positions, the resulting images follow

apparent smooth deformations. These smooth deformations can be closely approxi-

mated by local affine transformations. Similar assumptions are made in the cases of

Harris-Affine and Hessian-Affine, but ASIFT proceeds in a different manner. Instead

of working simply with image information to gain invariance, ASIFT simulates a set

of possible image views obtained by exploring the two orientation parameters of the

camera. This is, in nature, the same procedure taken by most feature detectors to

behave in a scale covariant manner: simulate variations. In the case of ASIFT, the
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local image deformations are modeled by: I1(x, y) = I2(ax+ by + e, cx+ dy + f) and

the local transformation matrix A can be defined and decomposed as:

A =

[
a b

c d

]
= λ

[
cosψ − sinψ

sinψ cosψ

][
t o

0 1

][
cos θ − sin θ

sin θ cos θ

]
(3.8)

with θ the longitude angle between the optical axis and a fixed vertical plane,

arccos(1/t) = φ the latitude angle between the optical axis and the image plane

normal, t > 1 the tilt, φ the camera rotation angle around the optical axis, λ a

zoom parameter. See figure 3-3 for a graphic representation of the model. ASIFT,

densely simulates different transformations by varying the zoom, latitude and longi-

tude and computes a SIFT descriptor for every simulated view and pairwise matches

are obtained.

I

ψ

θ

φ

λ

Figure 3-3: Geometric representation of equation 3.8.

Speed Up Robust Features: SURF

The Speed Up Robust Features (SURF) proposed in [10, 9] are an scale-invariant

feature detector based on the Hessian matrix. The main idea is to approximate the
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Hessian matrix using box-type filters employing integral images [134]. The deter-

minant of the Hessian is then used to determine the location of the feature as well

as the characteristic scale. The approximation consists in replacing the Gaussian

second-order partial derivative by the response to approximated filters which can be

computed extremely fast. An illustration of the filters used is shown in figure 3-4.

As with other Hessian-based feature detectors, the SURF feature detects blob-like

structures in the images.

Figure 3-4: SURF filter approximations. Top row, discretized Gaussian second order
partial derivatives (Gyy,Gxx and Gxy). Bottom row, corresponding SURF box filter
approximations.

Intensity-based regions: IBR

An affine invariant feature detector based on image-intensities was proposed by Tuyte-

laars and Van Gool [130, 129]. Their method starts by obtaining multi-scale intensity

extremas and continues by exploring the image around them. This exploration is
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done by evaluation the function 3.9 over rays emanating from the extremas (see fig-

ure 3-5). A maximum is reached over each ray when sudden changes occur and all

the maximums are linked to the center (feature) point to create a (feature) region.

Finally, an ellipse is fitted to this region to represent it by a 2×2 affine transformation

(see figure 3-5).

f(t) =
|I(t)− I0|

max
(∫ t

0 |I(t)−I0|dt
t

, ε
) (3.9)

with ε a small number to avoid division by zero.

I0

t

Figure 3-5: Intensity-based region detection. Rays emanating from I0 find a maximum
at the boundaries of the region (green dots). The dotted (red) ellipsoid represents
the affine transformation used for later normalization.

3.2.3 Segmentation based features

Maximally stable extremal regions: MSER

The MSER proposed by Matas et al. [79] aims to detect blobs in images. An MSER

region is a set of connected elements that have either higher or lower intensity that all

the pixels in the outer boundary of the region. To find this regions, all the pixels in an
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image are first sorted by intensity and merged using the union-find algorithm [110].

The intensity value at the location of the minimum rate of change of intensity inside a

region is used to threshold the image and produce the final (connected) set of MSER.

Evidently, the MSER region detector works best in structured images while it was

found to have problems coping with blurred edges [83].

3.2.4 Model based feature detectors

Model based descriptors aim to provide a formal representation of corner points in

an image. One example of such representation is presented in [41], where the author

models a corner as a blurred wedge, parameterized by its angle, amplitude and blur.

Features were detected by fitting this model into local images. Other models proposed

include junctions [102] that are also detected by fitting a parametric model that

comprises several homogeneous regions with blurred junctions. Other methods, for

example, aim to characterize the scale response of common feature detectors [27]. In

general, this breed of methods suffer from an important drawback: high complexity,

which makes difficult the design of rich feature detectors, and makes for high running

times.

3.2.5 Color based feature detectors

In the previously outlined methods, feature detection was performed based only on

image intensities, either by differentiation or by directly analyzing the intensities.

Color based detectors build-up on the previous ideas, combining them with color

distinctiveness. Examples include the CSIFT method [1], which presents an extension

to the SIFT detector and descriptor based on a color invariance model [38].
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3.3 Feature descriptors and matching

Ideally, feature descriptors should be distinctive and invariant to geometric and pho-

tometric transformations. The simplest descriptor of a region around a feature point

or inside a feature region is an array of pixels. Arrays of intensity valued pixels can

be used to perform matchings across images using some correlation score.

3.3.1 Feature descriptors based on distribution

SIFT

The SIFT descriptor proposed by D. Lowe [74] basically consists of a normalized

vector with 128 values. This vector represents a histogram of orientations of image

gradients, normalized by the magnitude of the same gradients. A grid of size 4× 4 is

constructed around a detected feature point and inside each grid, the image gradients

are classified in eight different bins ( 4×4×8 = 128), see figure 3-6. The contribution

of each gradient to the histogram will depend on its magnitude and a weight given

by a Gaussian function around the feature point. The overall extension of the 4× 4

grid will depend on the scale at which the feature was detected.

Since the obtained descriptor is of only 128 (constant) dimensions, in [74] is pro-

posed to use nearest neighbor to perform feature matching. This will return matches

for all the features detected, including those that do not actually have a correspon-

dence. Therefore, matches are only preserved if the distance to the second nearest

neighbor is significantly larger.

Gradient location-orientation histogram: GLOH

The GLOH [82] descriptor aims to extend SIFT by performing principal component

analysis (PCA) [52] to reduce the dimensions of the feature vectors. It works by

computing SIFT descriptors for a log-polar location grid with 8 bins in the angular

direction and 3 bins in the radial direction, which results in 17 location bins (central
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Figure 3-6: Illustration of the grid used to compute the SIFT descriptor. The green
dot represents the location of the feature detected. The cell with the arrows represents
a histogram with the eight bins. In the lower right cell is exemplified a case for 6× 6
pixels.

bin is not divided in different angular directions). Furthermore, gradient orientations

are divided in 16 bins, giving a total of 272 bins. This number of dimensions is

reduced using PCA by keeping the 128 (or 64) largest eigenvectors.

3.3.2 Feature descriptors based on filters

Filter based descriptors are based on the response of three main filters: Gabor fil-

ters [26], Steerable filters [32] and complex filters [108]. For example, from a cog-

nitive point of view [78], Gabor filters based on image decomposition are suggested

to be relevant to human image understanding. The Gabor filters consist of a set

of local bandpass functions, which react to orientation and frequency. In the con-

text of complex filters, [108] proposes a filter that can have 16 different responses,

similar to the derivatives of a gaussian function. The filter used is formulated as:
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Kmn = (x + iy)m(x− iy)nG(x, y), with G(x, y) is the Gaussian function, m + n ≤ 6

and m ≥ n.

3.3.3 LDAHash

The SIFT descriptor described previously describes features using a vectors of 128

dimension. Matching feature points using such descriptors works reasonably for a few

hundreds of points or less, but it becomes a problem for thousands or millions. The

LDAHash feature matching method proposed by Strecha et al. [20] minimizes that

problem by mapping the descriptors into the Hamming space. Once in this space,

the Hamming metric is used to compare the resulting descriptors.

The Hamming space [43] is the set of 2N binary strings of length N . The Hamming

distance between two strings is the number of positions at which they differ.

The LDAHash method first finds an affine mapping function that minimizes in-

class covariance and maximizes across-class covariance. Then, it computes a threshold

to binarize the mapped descriptors.

3.3.4 Feature descriptors based on spin images

Spin images [51] represent the distribution of intensities around a central point in

a normalized histogram. Each histogram is obtained for 5 to 10 rings around the

central point. They are usually used in conjunction with normalized regions from

Harris-Affine or Hessian-Affine feature detectors.

3.3.5 Feature descriptors based on color

Color based image feature descriptors aim to use information from color images in-

stead of simply grayscale versions. For example, [133] present distribution-based color

descriptors. Normalized RGB, hue, opponent angle and spherical angle are used to
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create histograms. In general, combinations of color and shape-based descriptors can

provide richer information to perform matching and recognition [133].

3.4 3D reconstruction using image features

Sparse sets of features can provide important information for tasks such as object

obstacle avoidance and scene calibration. They are also used in the process of au-

tomatic scene calibration (e.g. [73, 10, 123]). However, they are often not envi-

sioned for full scene reconstruction. Dense feature descriptors and matching methods

(e.g. [124, 20, 72]) propose a way to overcome this limitation by computing per-pixel

feature descriptors that are matched across images.

3.4.1 DAISY

Tola et al. [124] proposed a local descriptor that can be efficiently computed and

matched in a dense manner. Motivated by SIFT, the DAISY algorithm computes

descriptors based on orientations. It starts by computing quantized orientation maps

for several predefined directions. Each map represents a direction θ and it stores the

gradient norms for the locations where gradients are positive in the direction of θ.

Each map is convolved with Gaussian kernels of different scales. Once these maps

are obtained, they can be efficiently used to obtain histograms of orientations for

different area sizes, with different number of sub-areas and and different numbers

of bins. An important speedup over the computation of SIFT descriptors is that

histograms of neighboring points are mostly similar and therefore can be reused with

minimum amount of work. The matching process is formulated as an expectation

maximization algorithm following [14] and [59].
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3.4.2 SIFT Flow

The SIFT Flow method [72] works by matching pixel-wise SIFT [74] descriptors across

two images. The problem is formulated as an energy minimization that optimizes for

the integer displacement vectors u(x, y) and v(x, y). Initially, the sift-images S1 and

S2 are computed by obtaining the per-pixel SIFT descriptors over two images I1 and

I2. Then, the energy function 3.10 is minimized using belief propagation [89] in a

coarse to fine scheme.

E(u(x, y), v(x, y)) =
∑
x

∑
y

min(‖S1(x, y)− S2(x+ u(x, y), y + v(x, y))‖1, ε)+∑
x

∑
y

∑
m

∑
n

min(β|u(x, y)− u(m,n)|) +min(β|v(x, y)− v(m,n)|)+∑
x

∑
y

α(|u(x, y)|+ |v(x, y)|, γ)

(3.10)

with [m,n] neighboring positions of [x, y] in a four connected scheme, α and β

weighting function and, ε and γ thresholding values. The first term in the function is

used to minimize distance between descriptors, the second term works as a regularizer

and the last term constraints the displacement vectors to be as small as possible.

3.5 Experiments

In this section we illustrate the performance of several feature detecting and match-

ing techniques that include Harris-Affine, Hessian-Affine, SIFT, SURF, ASIFT and

LDAHASH. Benchmarks on the Fountain-P11 scene [120] are shown in figures 3-7

to 3-9. The pairs of views evaluated in this scene are: 0 − 1, 0 − 2, 0 − 4, which

approximately correspond to baselines of angles 10.5, 21, and 43 degrees. The charts
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display the true and false matches per method. For the current tests, a matching is

considered correct if the distance to the ground truth is less than one pixel.

We present similar evaluations performed on our painting dataset in figures 3-10

to 3-12. The three pairs present three important matching scenarios: i) scaling, ii)

rotation and iii) slanted view that includes rotation and scaling. The two scenes are

different in nature, the fountain scene presents highly textured images with small

structures and several orientation changes. The second dataset presents more struc-

tured images that include only one surface which can be estimated by a plane. Notice

the general superiority of the LDAHASH feature matching and detection technique,

which reliably returns a high number of positive matches accompanied of a low num-

ber of false matches. ASIFT, on the other hand, presents a high number of false

matches, which in many times (4 out of 6 experiments) surpasses the number of pos-

itive matches. Further actions can be taken to filter out these false matches (e.g.

RANSAC) but there is a high probability of accepting a false match.

3.6 Conclusion

In this chapter we have presented several feature detectors and several feature match-

ing techniques. Although it certainly does not cover all the material related to fea-

tures, it provides the main concepts that will be referred and used in the next chapters.

In the next chapter, we will show how sparse feature matchings can be introduced as

anchor points in order to guide the variational matching. In chapter 6, Harris corner

detectors will be used to automatically start a propagation based matching. Later

in the same chapter we will show, how affine invariant feature detectors (e.g. Harris

affine/Hessia affine), provide important additional information that enables better

performing match propagations.
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Figure 3-7: Fountain scene, views 0−1 (top). In the chart (bottom), correct matches
are illustrated in blue, wrong matches in red

36



0

200

400

600

800

1000

1200

1400

1600

1800

M
a
tc
h
e
s

Detector

Correct

Incorrect

Figure 3-8: Fountain scene, views 0−2 (top). In the chart (bottom), correct matches
are illustrated in blue, wrong matches in red
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Figure 3-9: Fountain scene, wide-baseline pair of views 0 − 4 (top). In the chart
(bottom), correct matches are illustrated in blue, wrong matches in red
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Figure 3-10: Zoom out example for the painting dataset, views 0 − 1 (top). In the
chart (bottom), correct matches are illustrated in blue, wrong matches in red
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Figure 3-11: Rotation example for the painting dataset, views 0 − 2 (top). In the
chart (bottom), correct matches are illustrated in blue, wrong matches in red
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Figure 3-12: Slanting, rotation and scaling for the painting dataset, views 0−3 (top).
In the chart (bottom), correct matches are illustrated in blue, wrong matches in red
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Chapter 4

Variational Image Matching for 3D

reconstruction

This chapter reviews variational methods as a way to find image matches. The

techniques described herein are mainly targeted to the estimation of matches across

two images which belong to a set of multiple images of the same scene. Following

the basic concepts of variational matching, several methods have been developed

and evolved to a great extent. We start with the seed work of Horn and Schunck

proposed in the context of optical flow [50], which works well for simple problems.

We continue reviewing advances that build on this formulation and improve on its

speed, robustness and its ability to capture sharp discontinuities,

We present basic notions of variational matching along with two extensions that

use further constraints to improve resulting 3D reconstructions. These two extensions

take advantage of scene geometry by using pre-computed sparse feature matching and

epipolar constraints. First, the use of a sparse set of features can bring improvements

to the results in certain conditions such as large displacements of small objects. These

features are filtered using knowledge about the scene’s geometry, namely, the projec-

tion matrices or at least the fundamental matrix. Second, epipolar information as a
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constraint can also guide the variational matching process without the need for image

rectification and subsequent interpolation errors.

4.1 Classical formulation

The work of Horn and Schunck [50] introduced a matching method along with a

variational technique to solve its application (see sub-section 2.3.1). The key idea

is to formulate the problem as an energy minimization that includes two terms, one

that quantifies intensities’ similarities and another that quantifies local smoothness.

Namely, the squared intensities differences is used as a data term and the squared sum

of the gradients of the displacement field is used as a regularization term. This for-

mulation is expressed in equation 4.1; where α represents a weight for the smoothness

term.

E(u, v) =

∫ ∫
|I1(x, y)− I2(x+ u, y + v)|2 + α(|∇u(x, y)|2 + |∇v(x, y)|2)dxdy

(4.1)

The data term in this equation is non-linear in u and v but can be linearly ap-

proximated by a first order Taylor expansion:

E(u, v) ≈
∫ ∫

|Ixu+ Iyv + It|2 + α(|∇u|2 + |∇v|2)dxdy (4.2)

with Ix = (I2x + I1x)/2 , Iy = (I2y + I1y)/2 , It = I2 − I1 and subscripts x and y

denoting partial derivatives.
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In the calculus of variations, Euler-Lagrange characterizes the optimization pro-

cess for the energy above, as finding u and v such that:

(Ixu+ Iyv + It)Ix − α4u = 0

(Ixu+ Iyv + It)Iy − α4v = 0
(4.3)

with reflecting boundary conditions.

4.2 Data term

The data term in the variational matching formulation represents the driving force

during the optimization process. Horn and Schunck proposed a linearized version of

the squared difference in image intensities (see equation 4.2). This approximation is

practical and the quadratic function can be easily optimized. However, it presents

important drawbacks. First, the brightness constancy assumption used in this model,

most often does not hold since it assumes that the illumination is constant, that the

surface reflectance is lambertian and that the acquisition method is perfect (noise

free). Furthermore, the squared nature of the data term penalizer is too sensitive to

noise, outliers and occlusions and does not closely represent the problem that we are

trying to solve. In more detail, quadratic penalizers give a strong influence to points

that are far from the assumptions. Since each difference is squared, the solution is

adapted to fit the points with larger errors, simply not accepting the existence of

outliers [16].

4.2.1 Data term penalizers

Several ways to improve on the square penalizer have been studied. In general, we seek

to accept outliers by using a robust penalizer [121, 12, 18]. For example, a penalizer

of the form Ψ(s2) =
√
s2 + ε2 is proposed in [18]. In this function ε represents a
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very small value that makes the function continuously differentiable in first degree.

This robust Ψ(s2) function will be used in all our following methods unless stated

otherwise. The same follows for all the evaluations and experiments that make use

of variational matching.

In the left chart of figure 4-1 we illustrate the shape of the penalizing functions.

We can observe that the robust function presents a sharp discontinuity. In the same

figure, to the right, we can observe the effect of the penalizer in the equations being

solved. This effect is given by the first derivative of the function. We can perceive that

the robust penalizer varies sharply and saturates at both ends, effectively allowing

us to capture sharp discontinuities. On the other hand, the square penalizer varies

linearly and continues increasing at both ends.

Figure 4-1: To the left, shape of the penalizers f(s2) = s2 (in blue) and f(s2) =√
s2 + ε2 (in red) for s = [−2, 2]. To the right, influence of the square penalizer

given by f ′(s2) = s (in blue) and influence of the robust penalizer given by f ′(s2) =
s/
√
s2 + ε2 (in red)
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4.2.2 What to measure

The intensities constancy assumption can be complemented or even replaced by other

measures in order to provide methods more robust to illumination changes and other

optical variations. In the next paragraphs we discuss the use of gradient constancy,

structure-texture decomposition, affine covariant intensity model, invariant features

and color as a way to improve the data term.

Gradient constancy

One way to reduce the effect of illumination changes is to use the difference between

image gradients as the primary energy term [18]. This approach is expressed in

equation 4.4, where only the data term is presented using the robust penalizer just

explained. In this equation Ix and Iy represent partial derivatives in x and y. In

particular, this approach gains robustness against additive illumination changes.

E(u, v) =

∫ ∫
Ψ(|I1(x, y)− I2(x+ u, y + v)|2)+

α(Ψ(|I1x(x, y)− I2x(x+ u, y + v)|2) + Ψ(|I1y(x, y)− I2y(x+ u, y + v)|2))

(4.4)

Structure texture decomposition

Another approach, presented in [104, 136], performs a Structure-Texture decompo-

sition to pre-process the input images and reduce brightness changes. Each pre-

processed input image is decomposed in structure and texture and, ideally, these two

terms can be re-combined to create an (illumination) invariant version of the image.

For example the structure-texture combination can be in the proportion 1 : 20 [121].

Following [137], the structure-texture is obtained by decomposing I = Is + It, and

minimizing equation 4.5.
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E(Is) =

∫
ω

(
|∇Is|+

1

2θ
(Is − I)2

)
(4.5)

where θ is a small constant.

This structure-texture pre-processing of the images improves results obtained with

the classical Horn and Schunck method. However, similar results can be obtained with

the simple gradient constancy assumption previously presented [121].

Affine covariant intensity model

We can also gain robustness to illumination changes by considering bias and gain

parameters, as suggested in [76, 106]. Specifically, the data term can be formulated

as:

E(u, v) =

∫ ∫
Ψ(|g(x, y)I1(x, y) + b(x, y)− I2(x+ u, y + v)|2)

+φΨ(|∇b(x, y)|2) + µΨ(|∇g(x, y)|2)dxdy

(4.6)

where b(x, y) represents a bias parameter and g(x, y) represents a gain (offset)

parameter. In the second line of the function, a regularization term is used to make

this parameters vary smoothly across the image, where φ and µ are weights. b and g

can be initialized as 1 and 0 everywhere and, they are continuously adjusted inside

an iterative solving procedure, which alternates between solving for [u, v] and solving

for [b, g].

Invariant features

Descriptors and non-parametric transformations as wavelets [139, 92], census trans-

form [116] and HOG [19] can also be used to gain even greater robustness and speed
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while reducing accuracy. For example, [19] proposes to use a local descriptor matching

to augment a data term similar to 4.4. The used feature descriptors are Histograms

of Oriented Gradients (HOG) [25] (see chapter 3) combined with the mean color and

the feature matching is performed in advance for every point. Such data term can

formulated as:

E(u, v) =

∫ ∫
Ψ(|I1(x, y)− I2(x+ u, y + v)|2)+

α(Ψ(|I1x(x, y)− I2x(x+ u, y + v)|2) + Ψ(|I1y(x, y)− I2y(x+ u, y + v)|2))+

κΨ(|u(x, y)− u′(x, y)|2 + |v(x, y)− v′(x, y)|2)

(4.7)

where [u′, v′] represent the pre-computed displacement vectors. The term is added

to 4.4 to stay close to what is proposed in [19].

Color based terms

Nowadays, grayscale images are mostly used for artistic reasons while mainstream

pictures contain color representation. Typical digital color representation consists

in combining three base channels: red, green and blue (RGB). Therefore, a direct

extension to the classical variational optical flow method is to simply use one data

term for every channel (e.g. [90, 8]).

More involved color-based optical flow methods have been proposed based on the

HSV color space and treating the three resulting bands (hue, saturation and value)

differently by using independent penalizers (e.g. [147]). The HSV color space presents

higher invariance to photometric changes. The Hue channel is invariant to multiplica-

tive illumination changes (e.g. shadows, shading, highlights and specularities). The

saturation channel is only invariant to shadow and shading while the value channel is

not invariant to any of these changes since it encodes the actual brightness. The HSV

color space represents RGB in a cone setup. Another way to represent RGB is to use a
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spherical transform as it is done, for example in [84]. In their method, three channels

are obtained using the spherical transformation, which represent magnitude, longi-

tude and latitude. The two angles (magnitude and latitude) can be used to compute

the optical flow since they are invariant with respect to shadow and shading.

4.3 Regularization

The use of a quadratic regularization term in equation 4.2 is very convenient since

it leads to a linear optimization problem. However, it does not fairly represent the

model that we are trying to formulate since it gives too much influence to outliers

and does not allow to closely follow discontinuities [16].

To overcome this problem many authors (e.g. [18, 12]) have proposed the use of

functions from robust statistics, similarly to what is done with the data term in sub-

section 4.2.1. The commonly used function is also of the form Ψ(s2) =
√
s2 + ε2. This

function approaches an L1 norm (see subsection 4.2.1). Other functions can be used,

for example the Lorentzian [12] function, that has the form Ψ(s2) = log (1 + 1
2
(s/ρ)2),

where ρ is an scale parameter.

Using a robust penalizer, the regularization term in equation 4.2 is replaced by

αΨ(|∇u|2 + |∇v|2), and the complete Euler-Lagrange equations can be denoted as:

Ψ′((Ixu+ Iyv + It)
2)(Ixu+ Iyv + It)Ix − αdiv(Ψ′(|∇u|2 + |∇v|2))∇u) = 0

Ψ′((Ixu+ Iyv + It)
2)(Ixu+ Iyv + It)Iy − αdiv(Ψ′(|∇u|2 + |∇v|2))∇v) = 0

(4.8)

Note that the term Ψ′(|∇u|2 + |∇v|2)), which multiplies the gradient of u, can

be interpreted as a diffusion term and, as shown in [99], it does not need to be

mathematically exact to quickly converge to the best results. What remains important

is that through this term we can introduce a strong weight to enforce the smoothness

of results or a low weight to respect sharp features. Moreover, a matrix can be used
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to obtain anisotropy in the smoothness process, smoothing in one direction while

allowing sharp discontinuities in the other.

In the previous case the smoothness weight is determined by information obtained

from the displacement vector fields, where a high variation in the displacement will

give a low importance weight and a low variation will return a high importance weight.

Following this basic principle, other cues can be introduced through this term for the

purpose of a having a more sensitive regularizer or even for guiding the matching pro-

cess. For example, the method proposed in [100] uses a regularization term weighted

by motion segmentation that is obtained from previous computations. Besides infor-

mation related to the motion field, image information has been used in this term. For

example, [138] uses image edges to reduce the effect of the regularization term across

them, effectively formulating the regularizer as:

Ψ((∇u)TD∇u) (4.9)

with D1/2 = (exp(−α|∇I|β)~n~nT + ~n⊥~n⊥
T
)2 and ~n = ∇I

|∇I| .

However, this is known to result in an over-segmentation of the displacement field

produced by image intensity changes that are not related to real motion discontinu-

ities.

4.4 Data term linearization

The data term in the formulation of the variational matching problem contains non-

linearities in terms of u and v. These non-linearities present important obstacles to

minimize the formulated energies. Therefore, we approximate them through a first

order Taylor expansion. These linearizations can be done before formulating the

problem in the Euler-Lagrange form or after.
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4.4.1 Early data term linearization

An early linearization of the data term of the function 4.1 is presented in equation 4.2.

How was it obtained? If we drop the previous notation and replace I1(x, y) = I(x, y, t)

and I2(x, y) = I(x + u, y + v, t + 1), following the brightness constancy assumption

we search for u and v such that I(x, y, t) = I(x + u, y + v, t + 1). This term can be

linearized through a first-order Taylor expansion that yields:

I(x, y, t+ 1) = I(x, y, t) + u
∂I

∂x
+ v

∂I

∂y
(4.10)

which can be simplified to:

∂I

∂t
+ u

∂I

∂x
+ v

∂I

∂y
= 0 (4.11)

This initial linearization provides the means for an straight forward energy opti-

mization. In the next sub-section we discuss what happens if this is done in a different

way.

4.4.2 Late data term linearization

It can be argued that the data term linearization needs not to be done in an initial

stage and some benefit can be drawn in doing so as a last step. Following [18], equa-

tion 4.12 can be directly formulated according to the corresponding Euler-Lagrange

equations to obtain the equations 4.13 (with variable replacements formulated in 4.14).

The problem with equations 4.13 being that they are still non linear in the robust

functions Ψ(s2) used in the data and regularization terms. Furthermore, they are non

linear for u and v in the data term. To overcome the first non-linearity, the terms

Ψ′ are assumed constant at each step and treated as a delayed non-linearity [18]. To

overcome the second non-linearity in the data term, a first order Taylor expansion is
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performed and 4.15 is obtained. This approach has been proven to give better results

for large displacements when compared to those of early linearization methods [18, 17].

E(u, v) =

∫ ∫
Ψ(|I1(x, y)− I2(x+ u, y + v)|2) + Ψ(|∇I1(x, y)−∇I2(x+ u, y + v)|2)

+αΨ(|∇u(x, y)|2 + |∇v(x, y)|2)dxdy

(4.12)

Note that in the equation above the same penalizer functions Ψ are used for all

three terms but in practice different ones can be used.

Ψ′(I2
t )ItIx + βΨ′(I2

xt + I2
yt)(IxxIxt + IxyIyt)− αdiv(Ψ′(|∇u|2 + |∇v|2))∇u) = 0

Ψ′(I2
t )ItIy + βΨ′(I2

xt + I2
yt)(IxyIxt + IyyIyt)− αdiv(Ψ′(|∇u|2 + |∇v|2))∇v) = 0

(4.13)

with the abbreviations:

Ix := ∂xI2(x+ u, y + v)

Iy := ∂yI2(x+ u, y + v)

It := I2(x+ u, y + v)− I1(x+ u, y + v)

Ixx := ∂xxI2(x+ u, y + v)

Ixy := ∂xyI2(x+ u, y + v)

Ixt := ∂xI2(x+ u, y + v)− ∂xI1(x+ u, y + v)

Iyx := ∂yxI2(x+ u, y + v)

Iyy := ∂yyI2(x+ u, y + v)

Iyt := ∂yI2(x+ u, y + v)− ∂yI1(x+ u, y + v)

(4.14)
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Ψ′DIx(It + Ixu+ Iyv) + βΨ′GIxx(Ixt + Ixxu+ Ixyv) + βΨ′GIyx(Iyt + Iyxu+ Iyyv)

−αdiv(Ψ′S∇u) = 0

Ψ′DIy(It + Ixu+ Iyv) + βΨ′GIxy(Ixt + Ixxu+ Ixyv) + βΨ′GIyy(Iyt + Iyxu+ Iyyv)

−αdiv(Ψ′S∇v) = 0

(4.15)

with the abbreviations:

Ψ′D := Ψ′(|It + Ixu+ Iyv|2)

Ψ′G := Ψ′(|Ixt + Ixxu+ Ixyv|2 + |Iyt + Iyxu+ Iyyv|2)

Ψ′S := Ψ′(|∇u|2 + |∇v|2))

(4.16)

The data and regularization terms can be formulated in several manners and

calibrated for specific tasks. In the next sub-section and without modifying the latter

terms, we present two ways to improve the variational matching formulation in the

context of 3D reconstruction.

4.5 Additional cues from scene geometry

In order to improve classical variational matching methods using information about

the scene’s geometry, additional conditions can be introduced in the formulation of the

problem. In the remainder of this chapter we focus on the use epipolar (e.g. [132]) and

feature based constraints (e.g. [19]), which will be detailed in the next sub-sections.

4.5.1 Epipolar geometry

Analyzing the matching problem problem in 3D space we can obtain additional con-

strains that will help us solve our system. If we observe figure 4-2 we can perceive
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Figure 4-2: Epipolar geometry

that the point X in space is projected into I1 and I2 at position x1 = x and x2 = x+w

respectively. These positions are conditioned by the following equation:

(x+ w(x))TFx = 0 (4.17)

where F represents the fundamental matrix which could be obtained from a set

of correspondences [46]. In practice, F does not relate the points x1 and x2 exactly

but it should give a close approximation. This constraint is then accounted for as

the distance of the point x2 to the line directed by Fx1 and hence the relation in

equation 4.17 can be formulated as a line equation [132]:

au+ bv + c = 0 (4.18)

with [a, b, c]T = F [x, y, 1]T and [u, v] = w. The objective is then to minimize the

distance of the matching points to the epipolar lines.

55



Eeu, v =

∫ ∫
|a(x, y)u(x, y) + a(x, y)v(x, y) + c(x, y)|2

a2 + b2
dxdy (4.19)

4.5.2 Sparse feature matches

Few papers, including [109, 19], have introduced the use of descriptors in the varia-

tional formulation of the dense matching problem. For example, [19] proposes to ob-

tain dense feature descriptors, match them and include these pre-computed matches

as driving points. Here we illustrate the introduction of sparse feature detection and

matching as a constraint using the SIFT [74] or LDAHASH [20] features but any other

could be used. The features are computed and filtered using RANSAC [46, 31] to use

only the highly reliable matches that comply with scene geometry. If the parameters

of the cameras are known, one can directly use that information filter incorrect fea-

ture matches in a more reliable and fast way. This filtering allows introducing the

feature matches with a strong weight in the variational formulation, contrary to [19]

where points are only matched using optical information and, are obtained densely,

introducing possible mismatches.

We denote the introduced features term as:

Ef (u, v) =
∑
i

|ui − ufi |2 + |vi − vfi |2 (4.20)

where i spans the range of matching feature points and wfi represents the pre-

scribed displacement.
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4.6 Solving the variational matching problem

If we take equation 4.15 and add the terms 4.19 and 4.20 we obtain a variational

matching formulation that takes advantage of scene geometry. These two terms have

to be added following the euler-lagrange form:

S(E[u, v]) =

∫
E(x, y, u, v, ux, uy, vx, vy)dx (4.21)

to find the stationary points [u, v] using the following two equations:

∂E

∂u
−
(
∂

∂x

∂E

∂ux
+

∂

∂y

∂E

∂uy

)
= 0 (4.22)

∂E

∂v
−
(
∂

∂x

∂E

∂vx
+

∂

∂y

∂E

∂vy

)
= 0 (4.23)

The epipolar and feature terms formulated according to the equations above are

given by:

γΨ′e
a(au+ bv + c)

a2 + b2
+ φ(u(x, y)− uf (x, y)) = 0

γΨ′e
b(au+ bv + c)

a2 + b2
+ φ(v(x, y)− vf (x, y)) = 0

(4.24)

with Ψ′e = Ψ′((au + bv + c)/(a2 + b2)) and φ taking the value of zero for the

locations where features are not available.

Note that all Ψ′ terms in 4.24 and 4.15 come from the robust penalizers used. They

still result in a non-linear term for which [18] proposes to treat them as a delayed

57



non-linearity that is estimated and fixed iteratively. A slightly different solution is

given in [12] where gradual non-convexity is used to solve for this term. Once the

linearization is performed, we can move on to minimize the energy.

A variety of options are available to solve for the equations formulated above. For

example, one can use the Jacobi, Gauss-Seidel, Conjugate Gradient or, more prefer-

ably, Successive Over Relaxation (SOR) methods. They are based on an iterative

process that updates [u, v] by small increments [du, dv]. Therefore, the problem can

be formulated as an optimization of E(u + du, v + dv), where du and dv are treated

as unknowns.

4.6.1 Successive over relaxation: SOR

If we formulate the optical flow problem as a system of the form Ax = b, we can

use the Gauss-Seidel method. In this method, one can write an iterative procedure

that updates x as xk+1 = (D − L)−1(b + Uxk), with D the diagonal part of the of

the matrix A, L the lower triangular part of A and U the upper triangular part of A.

By doing this, we can take advantage of the triangular form of L and xk + 1 can be

obtained sequentially following:

xk+1
i =

1

aii

(
bi −

∑
j<i

aijx
(k+1)
j −

∑
j>i

aijx
k
j

)
(4.25)

Successive over relaxation presents a variant of Gauss-Seidel that achieves faster

convergence rates by performing point-wise extrapolation. The SOR formulation

works by also decomposing A = D+L+U as for Gauss-Seidel, but it formulates the

iterative process as: xk+1 = (D − ωL)−1(ωb − [ωU + (ω − 1)D]xk). Next, using the

triangular form of D + ωL we can write the iterations as in equation 4.26.
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xk+1
i = (1− ω)xki

ω

aii

(
bi −

∑
j<i

aijx
(k+1)
j −

∑
j>i

aijx
k
j

)
(4.26)

The parameter ω represents a relaxation factor that is usually obtained through by

performing a parameter exploration. It is dependent on the properties of the matrix

A. Also, if A is a symmetric and positive-definite matrix, convergence is guaranteed

for 0 < ω < 2 [95]. Using SOR for the computation of the optical flow can result in

an acceleration in the convergence rate of one to two orders of magnitude. Common

values for ω used in classical optical flow formulations vary between 1.6 and 1.9. Note

that SOR is equivalent to Gauss-Seidel when ω = 1.

The SOR technique has been widely used to solve variational matching problems

(e.g. [18, 121]) because of it’s simplicity and performance. Nevertheless, in the next

sub-section we outline Alternating Direction Implicit; an alternative technique that

presents similar performance.

4.6.2 Alternating direction implicit: ADI

ADI methods are commonly used to solve for heat conduction problems and diffusion

equations. They represent a simple example of operator splitting methods and where

introduced by Peaceman and Rachford [98] to solve time-dependant heat equation in

two dimensions. It works by solving the problem in the 2D grid line by line, first in

one direction for all lines and then in the other direction; hence the name alternating

direction. Starting from the same problem form as before Ax = b, the first step in

ADI is to decompose A = H+V +S. H represents the x-derivative term, V represents

the y-derivative term and S represents the zero order term so:

(H + S + V )x = b (4.27)
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From the previous equation we can formulate an iterative scheme expressed as:

(I +H + θS)x = (I − V − (1− θ)S)x+ b (4.28)

Setting θ = 1/2 and introducing an iterator factor r that multiplies I in 4.28 we

obtain the horizontal and vertical iterators:

(rI +H +
S

2
)x′ = (rI − V − S

2
)xk + b (4.29)

(rI + V +
S

2
)xk+1 = (rI −H − S

2
)x′ + b (4.30)

with x′ introduced as an intermediate result. The value of r can be difficult to

estimate but it should be greater than zero to converge.

What is important in this method is that each line computed using equations 4.29

and 4.30, is independent to each other. Therefore the Thomas tri-diagonal method [24]

can be used to solve each step.

4.6.3 Coarse to fine

The first-order approximation of the data term in the energy E(u+du, v+dv) allows

only for matches to be found if the solution falls in one of the surrounding pixels.

One important approach to overcome this limitation is to solve the problem in a

coarse to fine manner. In this way, large displacements in the full scale problem,

will be seen as very small displacements in the coarser scales. This approach starts

by building image pyramids with increasing blurring and downsampling [76, 12, 18].

In this approach, displacement vectors are initialized to zero and we first compute

[du0, dv0] for the top level of the pyramid (coarsest representation). Then [u0, v0]

are updated, [u0, v0] = [u0, v0] + [du0, dv0] and up-sampled to obtain [u1, v1]. This
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up-sampled version is used to warp the moving image in the next level of the pyramid

(I1
2 ) so that the current estimation is closer to the result [11]. This process continues

until the finest level of the pyramid is resolved.

In essence, this procedure makes large strides towards the final result at the top

levels of the pyramid. This represent an important speedup since top levels of the

pyramid have few unknowns and, therefore, iterations are cheaper to perform. More-

over, and directly related to the first order linearization of the data term, the top

levels of the pyramid hold images with lower frequency components, which make the

optimization procedure less susceptible to stuck in local minimums. More elaborated

multi-scale approaches are presented in the next subsection.

4.6.4 Multi-grid

The coarse-to-fine technique outlined above slow down its convergence after a few

iterations. Muti-grid methods [15] aim to speedup the convergence rate by obtaining

large updates from coarse grids. The image pyramid previously presented (in 4.6.3)

formulates a simple way of multi-grid with a coarse to fine approach, also called

cascadic multi-grid. More sophisticated multi-grid methods propose to go up and

down in scales, following V and W shaped patterns. This is approach is taken since

few iterations on higher resolutions can bring important information earlier in the

problem.

For example, representing by f a fine scale and by c a coarser level, a V shaped

linear multi-grid solver can follow the next steps:

1. Solve for high frequency errors (smooth)

(a) Apply Gauss-Seidel solver to Afxf = bf

(b) Compute residual rf = bf − Af x̂f

(c) Obtain the error equation Afef = rf
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(d) Perform pixel averaging over ef to obtain xc

(e) Rediscretize euler-lagrange equations of Af to obtain Ac

(f) Now we can transfer Afef = rf → Acxc = rc

2. Solve for low frequency errors (restrict)

(a) Solve Acxc = rc using SOR

(b) Perform pixel interpolation over xc to obtain new ef

3. Correct fine grid with coarse grid results

(a) Correct approximation xf = x̂f + ef

4. Smooth again

(a) Apply Gauss-Seidel solver to Afxf = bf

4.7 Experiments

We evaluate the performance of several established variational matching (optical flow)

algorithms in the context of wide-baseline setups. The selected scenes present com-

mon cases that include untextured regions, sharp features, occlusions, small details

and large distortions. The evaluation is performed to the algorithms presented in:

Brox & Malik (Brox11 ) [19], Sun et al.(Sun) [121], Wedel et al.(Wedel) [136], Brox

et al.(Brox04 ) [18]. Additionally, we compare the variational results with a global

discrete algorithm Liu et al.(Liu) [72], a quasidense propagation matching algorithm:

Kannala & Brandt (Kannala) [54], and one state of the art algorithm for 3D model

acquisition: Furukawa & Ponce (Furukawa) [35]. These last two methods will be

explained in detail in Chapter 6. In all cases implementation provided by the authors

was used.
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4.7.1 Datasets

In this evaluation, we use pictures of four scenes in non controlled environments.

Each scene is computed in five different setups that present an increase of angle

with respect to a reference frame. First, we evaluate on the frames two to seven

of the Fountain dataset [120]. This scene includes ground truth and it presents a

widebaseline problem with large distortions, sharp features and occluded regions.

Next, the Dino dataset [111], frames 26 to 31 (no ground-truth). This scene presents

untextured regions. The third evaluation is performed on our own Face dataset,

which comprises a set of face images with no ground-truth. Speckle was added to the

face to provide more descriptive texture. The last evaluation is performed on our own

dataset of a Box with repetitive patterns (no ground-truth). See figures 4-3 to 4-6.

Figure 4-3: Fountain scene. Views 2 and 7
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Figure 4-4: Dino scene. Views 26 and 31

Figure 4-5: Face scene. Views 1 and 6

Figure 4-6: Box 1 with repetitive pattern . Views 1 and 6
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4.7.2 Methods and criteria

We evaluate the results on the Fountain scene based on the average end-point error

(AEP) commonly used in optical flow. For this case the 2D matching ground-truth

is computed by projecting the 3D structure onto each image.

For all the scenes, the method’s results are evaluated based on their average dis-

tance to the epipolar line (ADE) and the distance of several precomputed and vali-

dated sparse matches (ADF). The matches are computed using the LDAHASH 3.3.3

detector and filtered with RANSAC. In addition, we include the standard deviations

(SD) of each error.

For the computation of the endpoint error and epipolar error in the fountain scene

a mask is used to evaluate only for the regions projected inside the used views. For

the Face, Box and Dino scenes masks are used to evaluate only for the objects without

the background.

We define the average endpoint error (equation 4.31) as in [96, 6]

AEP =
1

n

n∑
i=1

√
([u0

i − ui]2 + [v0
i − vi]2) (4.31)

The average distance to the epipolar line (ADE) is defined by 4.32

ADE =
1

n

n∑
i=1

|aix′i + biy
′
i + ci|√

a2
i + b2

i

(4.32)

where [a, b, c] = F ×X is the equation of the epipolar line defined for each point

X = [x, y, 1] in I1 and n is the number of pixels in I1

We define the average distance to the features (ADF) in equation 4.32

ADF =
1

m

m∑
i=1

√
([ufi − ui]2 + [vfi − vi]2) (4.33)
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where m represents the number of features, ufi and vfi represent respectively the

x and y displacement estimated for the ith pre-computed feature. In the following

results sub-section the setups of the experiments (angles in degrees) and the number

of features used for each evaluation are presented along with their respective results.

The following evaluations include a modified version of Brox et al. [18] that aims

to achieve better results in the case of the wide-baseline setups. The modifications

consist on the inclusion of an epipolar constraint (see subsection 4.5.1) and feature

constraints (see subsection 4.5.2). We will call this method Brox+EF. The features

used are LDAHASH, which are filtered using RANSAC. The features are included

in the optimization with a high weight since they are already geometrically filtered,

which is not the case for [19]. The epipolar term is introduced as a distance to the

epipolar line defined for each pixel (see 4.5.1).

Evaluation results

Tables 4.1 to 4.9 present the results obtained with different variational matching

methods at increasingly wider baseline setups. A result of flow equal to zero is

included in the figures (0 flow) to work as a reference of performance and validate the

increasing baseline setups. First, we evaluated the methods on the Fountain scene

which includes ground truth to compare to. Tables 4.1 and 4.3 and, more clearly,

figures 4-9 and 4-10 confirm the correlation between the average endpoint error and

the average distance to features, which is important for the validity of our tests. We

can also infer a lower correlation between average distance to the epipolar line and

the average endpoint error for the global models.

The method Brox+EF achieves the best result for the global methods tested al-

though, it presents a higher average endpoint error than Kannala & Brandt. With

the wider-baseline setups the errors increase noticeably. In particular, the methods

of Wedel et al. and Sun et al., perform well for the narrow baseline cases and dra-

matically decrease their performance as the setup turns wider. In a similar way, the
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performance of Brox04 reduces for the cases of wider baselines but the method of

Liu et al. proves more robust; which displays the importance of descriptor matching

for wide baselines. In figure 4-8 we present the percentage of points in the visible

surface that have an endpoint error of one pixel or less. In this figure we observe that

the method Brox+EF obtains more accurate results than any other of the variational

methods tested. It also returns more accurate points for the wide-baseline compared

to that of the global and region-based methods. Note that despite being clear in fig-

ure 4-8 that our method Brox+EF obtains more accurate points in the wide-baseline

case, the average of the endpoint error (and it’s standard deviation) is close to that of

the region based models. It is clear that the advantage of the region based methods

is the ability to reject bad matches. For a better visualization, we present in figure

4-7 the distribution of the endpoint error in the scene, taking frame 2 as a reference.

The methods that include descriptors, namely Liu et al. and Brox & Malik

(Brox11 ), present the lower performance in the face scene. In fact, the texture added

into a non-planar object presents a more difficult problem for the descriptor matching

method. In more detail, in figure 4-14 we can observe that these two methods yield a

large distance to the epipolar line when compared to the rest of the methods. On the

other hand, for the box scene with flat surfaces, the feature based algorithms perform

better than the rest of the global methods.

Overall, in our experiments all methods considerably reduce its performance be-

yond the 30 degrees separation angle between cameras. Note that for the method

of Kannala & Brandt and Furukawa & Ponce, the average distance to the features

is not included in the results since the features can be used as initial seeds in the

algorithms.
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Figure 4-7: Endpoint error results for the fountain scene, view 2-5. From left to
right and top to bottom; Brox04, Brox11, Sun, Liu, Wedel, Brox04+EF, Kannala,
Furukawa. On the bottom, the error color map with dark red representing distances
of one hundred pixels or more

Cam Angle Brox11 Sun Wedel Liu Brox04 Brox04+E+F Kannala Furuk.
2-3 10.66 9.462 8.214 9.813 7.526 7.996 5.101 2.875 2.143
2-4 21.12 45.877 29.511 33.287 37.006 29.851 13.833 4.827 3.215
2-5 32.4 74.382 55.559 60.914 69.404 61.461 40.082 11.629 4.870
2-6 42.32 120.97 108.81 159.06 101.86 125.94 47.558 18.662 5.165
2-7 53.52 150.49 211.42 186.17 135.17 155.81 51.778 57.269 21.346

Table 4.1: Average end point error in the fountain scene
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Figure 4-8: Percentage of endpoint error less or equal to 1 pixel in the fountain scene

Figure 4-9: Average endpoint error in the fountain scene
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Figure 4-10: Average distance to features in the fountain scene

Figure 4-11: Average distance to the epipolar line in the fountain scene
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Cam Angle Brox11 Sun Wedel Liu Brox04 Kannala Furuk

2-3 10.66 1.723 0.817 1.943 2.456 1.153 0.340 0.441
2-4 21.12 11.406 3.820 7.513 9.069 4.368 0.419 0.470
2-5 32.4 18.178 10.178 12.987 14.672 15.233 0.507 0.496
2-6 42.32 33.977 29.175 26.639 24.046 33.093 0.508 0.501
2-7 53.52 46.432 82.276 43.797 29.057 42.896 0.583 0.508

Table 4.2: Average distance to the epipolar line in the fountain scene

Cam Angle Brox11 Sun Wedel Liu Brox04

2-3 10.66 2.912 3.584 4.334 1.409 3.565
2-4 21.12 19.840 6.756 9.049 13.775 6.980
2-5 32.4 24.477 9.686 15.135 28.010 19.453
2-6 42.32 131.69 133.48 214.31 94.75 141.07
2-7 53.52 204.29 311.02 291.96 203.72 218.61

Table 4.3: Average distance to features in the fountain scene

Figure 4-12: Average distance to features in the dino scene
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Figure 4-13: Average distance to the epipolar line in the dino scene

Cam Angle Brox11 Sun Wedel Liu Brox04 Kannala Furuk.

26-27 7.53 0.092 0.083 0.104 0.167 0.093 0.426 0.271
26-28 15.05 0.193 0.186 0.444 0.309 0.239 0.533 0.318
26-29 22.57 0.464 0.425 0.781 0.601 0.514 0.578 0.352
26-30 30.09 0.734 0.555 1.298 0.909 1.550 0.624 0.469
26-31 37.58 1.559 1.009 2.279 1.508 3.518 0.646 0.546

Table 4.4: Average distance to the epipolar line for the dino scene

Cam Angle Brox11 Sun Wedel Liu Brox04

26-27 7.53 0.590 0.641 0.660 0.725 0.613
26-28 15.05 0.827 1.136 2.410 1.416 0.909
26-29 22.57 1.511 3.503 4.076 4.120 2.085
26-30 30.09 2.350 5.544 6.539 6.089 6.604
26-31 37.58 6.139 10.854 12.948 12.378 14.252

Table 4.5: Average distance to features for the dino scene
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Figure 4-14: Distance to the epipolar line results for the face scene, views 1-2. From
left to right and top to bottom: Brox04, Brox11, Sun, Liu, Wedel, Brox+E+F,
Kannala, Furukawa. On the bottom, the error color map with dark red representing
distances of three pixels or more

Cam Angle Brox11 Sun Wedel Liu Brox04 Kannala Furuk

1-2 9.22 6.453 1.405 0.366 2.453 0.593 0.555 0.761
1-3 20.40 7.713 5.098 4.007 10.041 5.551 0.600 0.750
1-4 28.30 11.970 11.179 11.183 12.197 8.718 0.602 0.753
1-5 39.78 17.489 22.158 10.424 16.140 20.326 0.654 0.942
1-6 48.53 18.402 25.403 24.623 19.219 22.368 0.730

Table 4.6: Average distance to the epipolar line for the face scene
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Figure 4-15: ADF in the face scene

Figure 4-16: ADE in the face scene

Cam Angle Brox11 Sun Wedel Liu Brox04

1-2 9.22 132.190 1.350 1.346 21.149 2.596
1-3 20.40 190.51 5.852 23.906 185.27 92.73
1-4 28.30 302.61 141.89 116.35 282.83 230.00
1-5 39.78 398.45 200.29 110.07 423.33 505.06
1-6 48.53 532.92 331.95 300.99 568.34 594.51

Table 4.7: Average distance to features for the face scene
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Figure 4-17: Average distance to features in the box scene

Figure 4-18: Average distance to the epipolar line in the box scene
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Cam Angle Brox11 Sun Wedel Liu Brox04 Kannala Furuk.

1-2 8.28 0.433 0.201 0.202 0.388 0.218 0.590 0.610
1-3 17.93 1.588 5.802 10.501 0.606 0.596 0.646 0.613
1-4 25.40 4.012 5.771 12.892 0.943 2.035 0.673 0.648
1-5 35.33 7.143 8.084 13.130 5.799 14.548 0.760 0.721
1-6 43.77 9.185 5.806 7.901 7.999 12.231 0.802 0.763

Table 4.8: Average distance to the epipolar line for the box scene

Cam Angle Brox11 Sun Wedel Liu Brox04

1-2 8.28 1.555 1.327 1.321 1.575 1.361
1-3 17.93 8.241 38.602 69.467 2.985 2.481
1-4 25.40 24.346 40.962 82.50 7.403 6.583
1-5 35.33 62.707 45.290 95.978 58.574 93.892
1-6 43.77 74.753 51.495 70.325 86.093 106.96

Table 4.9: Average distance to features for the box scene
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Chapter 5

Distortion driven variational

multi-view reconstruction

The methods covered in the previous chapter achieve, in general, relatively accurate

and complete results. However two important issues are identified, pertaining to

matching and view merging: i) regions with low visibility and relatively high depth

variation are only resolved by the sole regularizer contribution. This often induces

wrong matches which tend to bleed into neighboring regions, and more importantly

distort nearby features. ii) small matching errors can lead to overlapping surface

layers which cannot be easily addressed by standard outlier removal techniques. In

both scenarios, we rely on the analysis of the distortion of 3D and 2D maps in order

to improve the quality of the reconstruction. At the matching level, an anisotropic

diffusion driven by the 3D grid distortion is proposed to steer grid lines away from

those problematic regions. At the merging level, advantage is taken of Lambert’s

cosine law to favor contributions from image areas where the cosine angle between

the surface normal and the line of sight is maximal. Tests on standard benchmarks

suggest a good blend between computational efficiency, ease of implementation, and

reconstruction quality.
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5.1 Introduction

The classical variational matching, e.g. [3, 146, 119, 118] provides a simple and

straightforward mean for multi-view reconstruction. However, the global nature of

the solution raises several challenges at the data exploitation and post processing. It is

therefore not surprising that on benchmarks such as [120], none of the top performing

methods, e.g. [34, 48, 39, 131, 125, 49] is purely variational.

The contributions of this paper to the classical variational setting are twofold.

First, a modification of the variational objective function to account for weakly re-

solved regions is proposed. Second, a filtering approach which allows selecting the

best relative contribution of image pairs and triplets is proposed, thus reducing data

redundancy and noise effects without sacrificing completeness. The proposed methods

are motivated by two observations:

i) At the matching level, we observe that the quality of the results deteriorates

near large discontinuities where images do not provide enough information. Typical

examples are shown in figure 5-1. In fact, the classical variational formulation com-

prises a data term and a robust smoothing regularizer. So when there is little image

information only the smoothing term accounts for the results, as for instance, the

basin of the fountain (figure 5-1). While such data points can be filtered out in a

post-processing step, the global nature of the solution causes these wrong matches to

bleed into neighboring areas, e.g. the rim of the fountain in figure 5-1.

It can be argued that one could possibly tweak the parameters for individual cases

to improve the results around the mentioned regions or, use a total variation formula-

tion with an L1 norm (e.g. [144]), in which case the results in other regions would be

negatively affected by the staircaising effect commonly present in results that use this

method [107]. Alternatively, occlusion detection (e.g. [2, 140]) and confidence mea-

sures(e.g. [60, 77]) can be included in the variational matching. These approaches

have shown improvements for scenes with small discontinuities (e.g. [2, 140, 60]) and

complete occlusions, as in [77]. In the later work, occluded regions are excluded from
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further computations as soon as they are detected. As a general remark, most of

these methods rely only on 2D information without accounting for the resulting 3D

configuration. Furthermore, we are not aware of any special treatments for fixing mis-

matches located next to largely sheared or occluded regions. The method proposed

herein targets the more general problem of resolving regions with highly crammed

correspondences regardless if they stem from occlusions or slanted surfaces.

ii) At the merging level, we note that due to the dense nature of the solution,

the size of the data can become very large, encompassing tens or hundreds of millions

of points. The processing of such large 3D data is generally a daunting task and raises

many challenges. Furthermore, the variational nature of the approach leads to over-

and inter-layered data and none of the available methods are specifically tailored to

take advantage of its nature.

A typical example of over and interlaying data is shown in figure 5-2.

Certainly, ideas outlined in local matching approaches e.g. [34, 125] and the more

general [48, 135] can help filter out the resulting point cloud by means of 3D visibility

constraints. In particular [135], formulates the problem as quasi-dense matching

followed by a global optimization where the number of intersections of the line of

sight with the surface is minimized. Other multi-view approaches, which work on

the fusion of depth maps to provide an effective multi-view solution (e.g. [145]), have

proven successful when used in a small number of images and/or at low resolutions

(e.g. [111]); but do not scale well due to the multiple volumetric data structures needed

at all times. As a general remark methods which operate globally e.g. [48, 145] have

a significant memory footprint which can be challenging when dealing with large

datasets or high-resolution images.

In order to address the issues raised at both levels, we rely on the analysis of

the distortion of 3D and planar maps. We characterize the distortion induced by

these maps in order to guide the variational matching and the merging of the results.
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At the matching stage, we observe that regions with large discontinuities present

important shearing in the resulting 3D grid. In section (5.2), we show how this

shearing information can be used to identify problematic regions and how it can be

injected into the variational formulation to drive the optimization process adaptively.

At the merging stage, described in section (5.3), we regard the matching as a mapping

of a regular grid from one view to another and we study the evolution of certain local

geometric measures. While we are well aware that thresholds on triangle quality have

been commonly used in removing possible outliers, e.g. [48], we emphasize that a naive

thresholding indiscriminately removes data and can negatively affect completeness.

Moreover, it does not necessarily reduce the over- and inter-laying in the data shown,

e.g. figure 5-2.

Most closely related to our work is the method presented in [36] which maintains

a constant error while merging multiple views; however, our goal is to define what is

best viewed in an image triplet or in an image pair relative to their neighboring views.

By recalling that the amount of a viewed area decreases as it is tilted with respect to

the view point (see section 5.3), our approach favors matches from regions where the

cosine of the surface normal and line of sight is large. Certainly, our merging method

does not aim to provide a globally optimal solution, rather, it aims to locally and

adaptively select the best contributions from pairs and triplets of views in order to

avoid the layering problem without sacrificing completeness or modifying the data.

5.2 Geometry driven variational matching

5.2.1 Classical variational matching

The variational stereo pair matching formalism emerged from the related optical

flow problem which has received extensive attention in the literature [3, 146, 18].

Within this formalism several issues can be addressed including large displacements,
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Figure 5-1: A zoom on the reconstruction results of classical variational matching
(bottom) across a pair of views from the Fountain-P11 [120] and our face1 data sets
(top). Please note, the deterioration along the rim of the fountain and the tip of the
nose.

Figure 5-2: Two slices through the fountain back-wall using the classical formulation
of variational multi-view reconstruction. Besides from the overwhelming data size,
slight matching errors can lead to over- (left) and inter- (right) laying data.

illumination variations, and strong and large discontinuities. It aims to minimize the

following objective function:

E(u, v) =

∫
Γ

Ψd(|I1 − Iw0 |2) + αΨd(|∇I1 −∇Iw0 |2) + βΨs(|∇u|2 + |∇v|2) (5.1)

The first two terms in equation (5.1) are commonly referred to as the data terms.

They quantify the change in intensities and gradients between the warped source

image Iw0 and the target image I1, with Iw0 = I0(x + u, y + v). The differences in

image gradients are a reliable way to match when changes in illumination occur. The
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warping helps reduce the displacement within the coarse-to-fine (pyramidal) formula-

tion. The smoothness of the resulting mapping is controlled through the 3D gradient.

The robust functions Ψd and Ψs are introduced to alleviate problems related to out-

liers, noise and occlusions in the data term and, sharpness in the smoothness term.

For both cases we use Ψ(r2) =
√

(r2 + ε2), where ε is a small (in our experiments

ε = 10−4) term for stabilizing the function when r gets close to zero.

5.2.2 Distortion driven variational matching

Commonly, the robust regularizer is used to avoid smoothing across discontinuities

which can range from small details to large surface jumps. While it definitely helps

curb down smoothing effects at discontinuities, it falls short in many cases, e.g. the

bleeding problem in figure (5-3). To address this shortcoming, we introduce 3D ge-

ometric information to steer grid lines away from largely sheared locations towards

more meaningful regions. In this manner, the bleeding problem is addressed indi-

rectly by means of a simple geometric characterization, without requiring any intri-

cate problem reformulation. The idea is to sequentially measure the distortion of

the 3D reconstructed grid cells and then re-inject these measurements to drive the

matching computation. The aforementioned grid is inherited from the image itself,

where a cell is given for each pixel in the image. Such grid can be directly projected

to 3D space since each 2D vertex will have an estimated 3D location.

3

1 2

3

1 2

Ka

Kb
Kc

Kd
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For this purpose, we need first to define a geometric characterization of the dis-

tortion of each quadrilateral cell. Since triangles represent the simplest element for

describing a map distortion, we decompose the quadrilateral cell into two triangles

as shown the opposite illustration. We found in our experiments that the condition

number c of the jacobian matrix J of the transform which maps the planar triangle

to its 3D counterpart works well in general. Figure (5-3) illustrates how this measure

clearly captures the regions of interest, in this case, regions with low visibility and

relatively high depth variation (shown in blue). In the current setting, the condition

number of the jacobian of the transformation can be explicitly expressed according

to [57] as c = c(J) = (l212 + l213)/2A, where l12 and l13 are the lengths of the recon-

structed edges {1, 2} and {1, 3} resp. and A is the reconstructed triangle area (see

figure above). We define the distortion measure k for a cell as the sum of the dis-

tortion of its two sub-triangles weighted by their respective inverse areas. That is

k = c1
A1

+ c2
A2

.

In order to drive the optimization process, we propose to replace the standard

Laplacian operator div(grad) within the robust function in the smoothing term by an

anisotropic operator, namely the more general quasi-harmonic operator div(k grad).

The discretization of the new operator remains similar to the discretization of the

smoothing term in equation (5.1), but with small modifications. For instance, for the

central vertex in the figure above, the discrete contribution of u in the regularization

term becomes −β(rSuyS − rNuyN + rEuxE − rWuxW ); where the weights rN , rS, rE, rW

are associated to the derivatives at each side of the vertices in the classical way,

see e.g.,[107]. In detail, rS is given by rS = (ka + kb)Ψ
′
S, with Ψ′S = Ψ′S(x, y) =

(Ψ′(x, y) + Ψ′(x, y+ 1))/2. The terms rN , rE and rW are defined in a similar manner.

The contribution of v for the same term can be derived in the same way as for u. In

order to maintain a close check on problematic regions the modified flow formulation

needs to intervene at each level of the coarse to fine optimization. So at each level of

the pyramid we compute the classical solution, measure the induced 3D distortion and
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then re-inject it into the modified anisotropic formulation. The resulting solution is

then transferred to the next level. This leads to the variational matching algorithm 1.

/* Start at the coarsest level of the pyramid with wg ← 0 */

while finest level of the pyramid is not yet solved do
1. Using wg as initial state, find a solution wo using equation 5.1;
2. Compute the 3D positions for the current solution;
3. Obtain the values of k;
4. Obtain wg using the variational matching with the distortion driven
smoothing operator (using wo as initial state);
5. Move to a finer level in the pyramid;

end
Algorithm 1: Coarse to fine variational matching of images I1 and I2 using their
corresponding projection matrices.

5.2.3 Results using distortion driven variational matching

A typical result using the proposed algorithm is shown in figure (5-3-right). The effect

of the bleeding problem is clearly reduced to a thin area around the surface jump as

substantiated by the projected quality of the triangles (figure 5-3-top-right), and the

crisper fountain rim (figure 5-3-bottom-right).

If we observe closeups to same results (see figure 5-4) we notice that points which

appear in the rim of the fountain in 2D, remain in the rim of the fountain in 3D

when reconstructed using our method. On the other hand, corresponding points will

result smeared across the depth jump for the case reconstructed using the method

of [18] (see 5-4 to the right). This result exemplifies the correlation between regular

triangles and correct 3D reconstructions. Further results and evaluations will be

shown in section 5.4.
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Figure 5-3: Color coded visualization of the quality of reconstructed triangles (pro-
jected into the image plane), using the classical formulation (top-left), and our pro-
posed method (top-right). Red and blue represent best and worst quality resp. Close-
ups to reconstructions of the fountain’s base are shown at the bottom. Please note
the crisper rim to the right.

Figure 5-4: Highlighted region on the rim of the fountain (left) and closeups on the
results using our method (center) and using Brox et al. [18](right). Our results show
a correctly reconstructed rim which displays regular triangles.
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5.3 Distortion driven multiple-view merging

Our goal, when merging the matches from multiple views, is to select what is best

viewed in a given subset of images (triplets and pairs). For this purpose, we rely on

Lambert’s cosine law which indicates that the image area of a captured scene region

increases when the line of sight is closer to a perpendicular configuration. This is

illustrated in figure 5-5 above for the cases of flat surfaces (left), smooth surfaces

with visible curvature change (middle), and for non-smooth surfaces (right). For the

last two cases this area variation becomes more pronounced.

Figure 5-5: Illustration of the area change across two different views in the case of
a flat surface (left). This effect becomes more pronounced for smooth surfaces with
visible curvature change (middle), and non-smooth surfaces (right).

In practice, we look at the induced distortion when mapping across different views.

A simple measure is the local change of the signed triangle area (a negative area tells

when the mapping exhibits triangle flips). While this can be a sufficient measure in

many cases, it fails to capture deformations which do not affect triangle areas (authalic

maps). In general, a planar transformation S(p(x, y)) = q which maps a triangle

{p1,p2,p3} onto {q1,q2,q3} can be characterized by its Jacobian J =
(
∂S
∂x
, ∂S
∂y

)
,

where the partial derivatives are obtained by means of the divergence theorem:

∂S

∂x
=

1

A

∫
A

(
∂S

∂x
)dA ' q1(y3 − y2) + q2(y1 − y3) + q3(y2 − y1)

A
; (5.2)

where A is the triangle area and ∂S
∂y

can be obtained similarly.

One way to characterize the deformation of the triangle is by looking at the square
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roots of the eigenvalues λ1 and λ2 of T = JTJ , which describe the well known

elongation along the principal axis when mapping a unit circle onto an ellipse, see

illustration in figure 5-6. This eigen-ratio (
√
λ1/λ2) indicates the amount of induced

shearing. Combining this measurement with the signed area, we can characterize the

overall distortion of the triangles.

Figure 5-6: Mapping of a (triangulated) regular grid (left) into a deformed config-
uration. Visualization of the deformation by means of its action on a circle (right).
The elongation along the principal axis represents the square roots of the eigenvalues
of the transformation.

Using the characterization just described and standard tools from multi-view ge-

ometry [46], our merging approach proceeds in two stages. In a first stage, we extract

matches which are best viewed in triplets of neighboring views. In a second stage we

use best viewed matches in pairs of views to recover regions which were not reliably

captured by triplets. For the sake of clarity, let us consider the following scenario,

where cameras are ordered in a daisy chain fashion, see figure (5-7). This setting is

not a restrictive as it can always be arranged for by measuring the angle between the

cameras’ principal directions [125].

5.3.1 Triplet contributions

Without loss of generality, let us consider an image triplet {Ib, Ic, Id} and its direct

neighbors Ia and Ie, see figure (5-7-top). First, we compute the dense variational
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matching from Ic to Ib and from Ic to Id. In both computations, the grid corre-

sponding the middle image Ic remains fixed. This comes in handy as it yields a

direct correspondence between the the three images. Next, the matches {Ic, Ib} are

transferred to Id using the trifocal tensor [46] and then the distances between the

transferred points and the ones obtained directly from the matching {Ic, Id} are mea-

sured. As the computation is not symmetric, we perform the same operation in the

other direction as shown in figure (5-7-top). Only matches with an error below a

threshold εtrif are kept. In all our experiments this parameter was set to 1. We

perform this operation on all triplets (defined by neighboring views) in the image set.

This validation can yield very large data sets. For instance the fountain data

set [120] results in more than 60M points. To obtain reliable information out of such

large number of points, we observe that errors in the matching manifest themselves

as overlaying and interlaying surface sheets, as shown in figure (5-2). The offset

between surface sheets can be very tight at places and disturbingly large at others.

In order to address this problem, we take advantage of the distortion measure we

described previously. We mark a triangle as best viewed in an image triplet if its area

decreases and its eigen-ratio deteriorates in neighboring views. To do so, we transfer

the matches {Ic, Ib} and {Ic, Id} to neighboring images Ia and Ie resp. as shown in

figure (5-7-bottom). By inspecting triangles whose areas decay, we can identify which

triangles are better viewed in the triplet {Ib, Ic, Id}.

Additionally, triangles which pass the area test, need also to satisfy the low dis-

tortion measure. We impose
√
λ1/λ2 > 1/reig and

√
λ1/λ2 < reig as indicators

for acceptable distortion and proceed similarly to the signed area case. In all our

experiments, reig was set to 2 (the optimal eigenvalue ratio is 1).

Lastly, we need to account for points which disappear outside of the triplet as we

move to neighboring views. This can be done by simply checking for points which get

out the image range when transferred to Ia and Ie or triangles whose areas get close

to zero. Such regions are marked in yellow figure (5-9).

88



It could be argued that the trifocal constraints can be directly incorporated within

the matching formulation, e.g. [105]. Although this can improve the results in some

regions, it turns out to be more problematic for regions seen only by two views.

Because of this, a lot of information is not recovered at particularly interesting regions

and, this shortcoming becomes stronger as the baseline increases.

a b c d e

a b c d e

Variational correspondences
Trifocal transfers

Figure 5-7: Triplet matches are validated based on trifocal transfer within the triplet
(top). The selection of best viewed regions in a triplet is performed by transferring
the grid to neighboring views and analyzing its distortion (bottom).

5.3.2 Pair contribution

Certainly, all points are not necessarily visible in triplets or do not score high enough

during triplet validation. Therefore, we still need to account for points visible mainly

in pairs of views so as not to miss some important features. In a similar manner

to triplets, we need to validate the matches. We have two measures at hand. The

first is the distance to the epipolar lines, and the second is by means of the forward

backward map [3].

In order to handle visibility for a pair of images, we keep only triangles which
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exhibit an area decrease and satisfy the eigen-ratio criteria when transfered to neigh-

boring views. Furthermore, we include points which disappear and triangles whose

areas get close to zero. Despite these checks, some outlier triangles can pass all the

filters. A simple but reliable way for sorting out these cases, is to transfer the trian-

gles to a slightly faraway view and then measure their distortion, e.g., the pair Ia, Ib

can be transferred to Ie.

b c d e

Forward-backward variational correspondences
Trifocal transfers

Figure 5-8: Pair matches are validated by epipolar distance and a forward-backward
map. The selection of best viewed regions in a pair is performed by transferring the
grid to neighboring views and analyzing its distortion (bottom). Only regions which
where not covered by triplets are considered.

5.4 Results and discussion

We tested our method on several data sets comprising standard benchmarks as well

as in-house acquired data. For the reconstruction, either the original pointclouds are

shown or the textured reconstructions using [55]. Typical results of our approach are

shown for the full sized Fountain-P11 (figure 5-10), and for the Herz-Jesu-P8 data

sets (figure 5-11). Both data sets are available from [120]. We benchmarked our

results following the method detailed in [120]. In figures (5-10) and (5-11) we show

our results obtained and their corresponding error distribution histograms. In the

following table we compare the level of completeness and relative errors of our results

with those of Furukawa and Ponce [34] and Keriven et al [48].
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Figure 5-9: Processing best viewed regions in the Fountain data set [120]. Each
view represents the central image of a triplet (other two images not shown). The red-
colored regions represent areas best viewed in the triplet. Yellow regions represent
regions that are only visible in the triplet and therefore are included even if they do
not comply with the best view requirement.

Fountain Herz-Jesu

Ours [34] [48] Ours [34] [48]

Relative error 1.76 2.04 NA 2.11 2.98 NA

Completeness (%) 85.0 79.6 90.8 81.8 80.4 91.1

For the Fountain-P11 the variational matching computation requires about 10

minutes for a pair. For the same example, which contains eleven 3, 072x2, 048 images,

the merging of the correspondences required only 215s in a Matlab implementation.

We also tested our approach on our own datasets. Results on a face dataset

composed of six 1.3 mega-pixels images are shown in figure (5-12). Our approach

clearly fares better than the classical formulation, especially at problematic regions

such as the hair, ears, chin and neck. Figure (5-13) shows our results on a different

face dataset comprising nine 8 mega-pixels images. On this example, our method

does a particularly better job reconstructing important features such as the nose and

the ears. Lastly, in figure (5-14) we show results for the reconstruction of a boot.

This dataset consists of five 4 mega-pixels images. We can observe the chipped boot

collar when our distortion driven matching method is not used.

91



As our approach operates on local neighboring views, its memory requirements

are low. In fact, we do not require loading all the 3D data at once for processing as

it’s generally done in related work [34, 48]. In all our experiments, we observed that

our merging strategy allows reducing the raw variational matching data by up to a

75%.

We are aware that the proposed merging method is sub-optimal, however we do

not see this as a limitation. The locality and low computational requirements of this

approach allows reducing the data at hand significantly at a fraction of the compu-

tational cost of methods based on global optimization (e.g. [48, 144]). In particular,

the results of our approach can be directly used in [48].

Figure 5-10: Top row, result of our approach on the Fountain-P11 data set [120] and
a histogram of the error accumulated for all the views obtained with our method, [34]
and [48]. Bottom, distance error for the depth of view five: ours, [34] and [48]. The
red color represents no result or result farther than 30σ, green represents the regions
where no result can be obtained, dark gray represents larger error (smaller than 30σ).
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Figure 5-11: Top row, result of our approach on the Herz-Jesu-P8 data set [120] and
a histogram of the error accumulated for all the views obtained with our method, [34]
and [48]. Bottom, distance error for the depth results of view five: ours, [34] and [48].
The red color represents no result or result farther than 30σ, green represents the
regions where no result can be obtained, dark gray represents larger error (smaller
than 30σ).

5.5 Conclusion

In this chapter, we proposed two systematic enhancements to the classical variational

scene reconstruction. For the variational matching, an adaptive approach allows re-

capturing lost details by means of an anisotropic diffusion driven by geometric distor-

tion. At the merging level, a selective technique for obtaining the best contributions

across neighboring views allows reducing data redundancy. Unlike most of related

work, the approach resolves a large number of outliers cases prior to estimating the

final 3D point cloud.

All of our contributions are achieved by means of a simple, yet principled, charac-

terization of geometric deformations and, can be easily reused in other methods within

the variational context. Our approach is fairly straightforward, simple to implement,
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and our results can be easily reproduced.

In future work we can explore the idea of having adaptive thresholding values for

the merging stage described in section 5.3 since they are currently defined globally.
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Figure 5-12: Two images from face2 dataset-6 × 1.3 MP- (top) reconstructed using
our approach (middle) and using variational matching code provided by the authors
of [18].
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Figure 5-13: Two images from face1 dataset-9× 8 MP- (top) reconstructed using our
approach (middle) and without the use of our distortion driven matching.
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Figure 5-14: Two images from our boot dataset-5× 4 MP- (left) reconstructed using
our approach (middle) and without the use of our distortion driven matching (right).
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Chapter 6

Propagation-based matching for

3D reconstruction

This chapter describes the evolution of propagation-based-matching for 3D recon-

struction algorithms. Starting from early work that developed the concept to be used

with satellite images finishing with the state of the art methods developed in the last

decade, which provide the means to find matches in wide baseline conditions. This

chapter intents to depict the evolution of the concept but it is not meant to represent

a full literature review on it.

6.1 Introduction

The propagation and region growing techniques mainly stem from classical segmen-

tation approaches [44, 85]. In the segmentation context, the idea consists in merging

neighbors that share common properties, into larger and homogeneous regions. In the

case of 2D intensity-based image segmentation (e.g. common pictures), the neighbors

can consist of adjacent pixels that can be merged if, for example, they present a sim-

ilar intensity value. In the context of matching, propagation works by first inheriting
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information that can be of help in the correspondence search. Once a correspondence

is found, local information is updated to produce more accurate matching and more

relevant information to propagate locally.

Match propagation consists in obtaining new matching points around already

matched locations. In this manner a reliable sparse set of matches can be propagated

to a quasi-dense map between two views (I1, I2). This approach starts by finding

initial matchings S = {s(x1,x2),x1 ∈ I1, x2 ∈ I2}, called seeds, which are com-

monly obtained by feature detection and matching techniques (see Chapter 3). The

propagation follows by cyclicly expanding the correspondences in the neighborhood

of the seeds . Each correspondence found during the propagation steps is considered

a new seed that can be, at some point, propagated. Ideally, at least one initial seed

should be found for each isolated image region. An isolated region is defined as a

region that cannot propagate into any other region, either because it is surrounded

by an un-textured belt or because it represents a spacial surface patch disconnected

from its surroundings.

Matching propagation and region growing algorithms come a long way in the liter-

ature and find its roots in the work of Otto and Chau [97], where the authors propose

a matching algorithm for the 3D reconstruction from images taken from satellites. In

their method the initial seeds are determined by hand and each neighbourhood is de-

fined by deforming and matching a patch around the seeds following the least squares

correlation approach by Gruen [40]. This approach aims to approximate the local

deformation by an affine transformation. The six parameters of the affine transfor-

mation are estimated by minimizing the sum of the squares of the differences between

a patch in T1 and a transformed patch from I2. For this minimization to converge,

the corresponding pixels inside the patches cannot be farther away than 1-2 pixels for

the minimization to converge. After each optimization is done, and if it converges,

the resulting correspondences are marked as matches and used as new seeds.
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There are several shortcomings to this method, including the fact that this opti-

mization process is time consuming. It is also important to note that in this approach

there is no matching validation, which can lead to severe mismatches. Despite of these

drawbacks, the work presented in [97] laid down the main ideas for the matching prop-

agation methods that followed.

The improved propagation algorithm presented in [64, 65] starts by automatically

obtaining a set of sparse matches [112, 45], and propagates neighboring pixels that

belong to image patches that have a correlation score larger than a threshold. The

correlation score used is the zero-mean normalized cross-correlation (ZNCC) denoted

in equation 6.1. This correlation score is used to match the initial set of sparse features

detected and to match corresponding neighbors. The scores obtained are not only

important to determine correspondences but also to determine which pair of matches

will propagate first, taking locations that cannot be taken again by other matches.

ZNCC(I1(x), I2(i)) =

∑
d (I1(x+ d)− Ī1(x))(I2(i+ d)− Ī2(i))

(
∑

d (I1(x+ d)− Ī1(x))2
∑

d (I2(i+ d)− Ī2(i))2)
1
2

(6.1)

where Ī1(x) and Ī2(i) are the mean pixel intensities for windows centered around the

locations x and i in images I1 and I2 respectively.

6.2 Match propagation for wide-baseline configu-

rations

While the method of [64, 65] (described above), can work well for narrow baselines it

becomes more and more inaccurate as the baseline between the images under consid-

eration increases, up to a point that regions cannot longer be matched. The reason is

that the windows used for cross correlation no longer correspond to the same shape,

size and/or orientation in both images. For example, in figure 6-1, approximately
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corresponding windows for narrow to wider baselines are illustrated (increasing to-

wards the right and bottom). The use of the rectangular (green) windows centered

around corresponding points introduce increasing error to the region matching as the

baseline becomes wider. The blue windows adapt to the local transformation so they

approximately represent corresponding regions.

To deal with this region matching problem, Ferrari et al. [29, 30] propose not

only to allow certain local deformations but to actually account for them as local

affine transformations. In [29, 30], the affine invariant interest point detector [80]

is used to obtain seed candidates that are matched using the Mahalanobis distance.

Their subsequent propagation does not follow a winner takes all principle. Instead, it

promotes the competition for propagation among nearby matches. Each propagation

step is followed by a topological filter step that removes points based on a sidedness

constraint. This filter aims to remove points that switched sides from one image to

the other (see figure 6-2).

The matching score (sim) is obtained using a combination of normalized cross

correlation and an averaged Euclidean distance in RGB color space over the affine-

transformed image patches:

sim(A(I1), B(I2)) = NCC(A(I1), B(I2)) + (1− dRGB(A(I1), B(I2))

100
) (6.2)

where dRGB represent the average per-pixel Euclidean distance after independent

normalization in the three channels (done to gain photometric invariance); A(I1)

represent affine-transformed image patches of I1 and similar the same goes for B(I2).

The normalized cross correlation (NCC) is computed over grey-scaled versions of the

affine-transformed image patches.

After a new matching point is found [30] proposes to refine the affine transforma-

tion by searching in a bounded affine space, searching for the six parameters (transla-

tion (u, v), rotation θ, shear (dx, dy) and scale s) that produce the highest correlation
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Figure 6-1: Window correspondences from narrow to wide baselines (going from left to
right and top to bottom). This figure illustrates how rectangular windows (in green)
around corresponding points, do not faithfully represent corresponding regions. On
the other hand, windows adapted through an affine transformation (in blue) clearly
approximate better the surface at hand.
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Figure 6-2: Illustration of the sidedness verification across two views. Regions
R1, R2, R3 pass the verification since, in both images, R2 belongs to the left side
of the vector that connects R3 to R1. For the case of the regions R4, R5, R6 the sid-
edness check fails since R5 changes sides across the vector that connects R6 to R4.

between corresponding patches in two images.

The method proposed in [30] does not aim to produce a number of matches that

can be triangulated to represent scenes or objects; its purpose is to simply provide

enough region matches, across multiple views, to perform object recognition. Never-

theless, it lays down five important ideas in the context of image matching. i) The

seed region extraction and matching can be efficiently performed in an automatic

manner, without the need for human interaction. ii) Correlation scores that include

normalization are important to confirm matches in images obtained in uncontrolled

illumination conditions. iii) Local affine transformation estimations are of great im-

portance to achieve accurate and more complete matching for cases of wide-baseline.

iv) Local affine transformation estimations can be passed on to candidate matching

neighbors. This works particularly well for neighboring regions that belong to the

same plane in the scene but it also provides a good initial estimate for regions that

belong to smoothly varying surfaces. v). Finally, the inherited local affine transfor-

mations should be updated to increase matching accuracy and to extend the life of
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the propagation line.

In the next section we outline the method of Kannala and Brandt [54], which uses

local affine estimations to obtain quasi-dense matches in wide-baseline setups.

6.3 Quasi-dense match propagation for wide-baseline

configurations

In this section, we briefly summarize the key ideas in the quasi-dense propagation

work presented in [54]. The main steps presented here are similar to those already

presented in this chapter: affine feature matching followed by an affine match prop-

agation which updates the transformation estimations. In more detail, the region

detection used is [81] and the descriptors for matching is the one in [74]. Once the

initial feature matches (seeds) are obtained and stored in a priority queue (along with

their corresponding affine transformation estimations A), the propagation proceeds

by repeating the following steps:

1. remove the seed s with best score from queue

2. search new candidates in a neighborhood of s based on local affine transform A

3. compute correlation scores for all candidates

4. append candidates to the matches and seeds if they have high correlation score,

satisfy the epipolar constraint and are not yet filled

5. update the candidate’s affine transform based on optical information A← AO

6. mark the corresponding pixels as filled

The correlation score is measured using the zero-mean normalized correlation

(ZNCC) of geometrically normalized image patches along with the minimum intensity

variance of the two patches.
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When dealing with wide-baseline views, it is useful to have the fundamental matrix

between the views as well as the local affine transforms associated with the individual

seeds [54]. The fundamental matrix can be used to filter candidate matching neigh-

bors using a small threshold (usually less than two pixels) to gain flexibility against

calibration errors and distortion due to image acquisition equipment. The local affine

transformation estimation is used, as in previous works [97, 29] to normalize regions

so they closely correspond to matching areas. On top of the common latter consid-

eration and in order to reduce geometric distortions, the reference view is defined for

each seed so as the transformation between the two views is always magnifying. This

means that for some cases the transformed patch will be in I1 and in other cases will

be in I2. This simple idea can bring an increment in the accuracy of the matching

as shown in figure 6-3, where the ZNCC matching score increases for the case of

magnifying affine transformation (patches on the right column) with respect to the

case of reducing affine transformation (middle column) from 0.69 to 0.83 (1 being the

highest correlation score).

A key contribution of the work presented in [54] is the inexpensive manner in which

the affine transformations are updated. This is done through the use of the second

order intensity moments and epipolar geometry. Using their affine transformation

update, more complete propagations are achieved, covering regions where the local

transformations vary significantly from that of the initial seed(s). The main idea,

similar to [71, 81], follows the notion that corresponding patches can be represented

as f1(x) = f2(Ax), where f1 and f2 are patches in I1 and I2, and A is a 2× 2 (local)

affine transformation matrix that does not take into account translation. To simplify

computations, the inherited scale estimation can be assumed to be close to correct

so the local affine transformation can be obtained estimated as A = S
′−(1/2)
1 RS

(1/2)
2 ,

where R is a rotation matrix obtained using epipolar information [23] and S1 and S2

are the windowed second order intensity moment matrices of f1 and f2.
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Figure 6-3: Illustration of the effect of choosing a magnifying affine transformation
instead of a reducing one. Left column, two views of a scene with matching points
denoted by a connecting red line. In the middle column, corresponding windows
(around matching points) using a reducing transformation that achieves a correlation
score of 0.69. On the right column, corresponding windows (around same matching
points as in the previous example) using a magnifying transformation that achieves
a correlation score of 0.83

The method just outlined here allows obtaining accurate and quasi-dense matching

results at a low computational cost, which directly enables a direct computation of

3D models from images. Examples are shown and discussed in 6.3.3.

6.3.1 Quasi-Dense Wide Baseline Matching for Three-Views

An extension of Quasi-Dense Wide Baseline Matching previously presented, was pro-

posed in [61], where a third view is included to improve matching results. The im-

provements using this extension come as an increased matching accuracy but, most
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of all, they are noticeable in the reduction of outliers due to the best-first matching

approach used in the presence of repetitive patterns or lowly textured regions. The

use of a third view is directly possible by transferring candidate pair-wise matches to

a third view using trifocal tensor transfer [46]. In order to obtain the trifocal tensor

one needs to either have the projection matrices or compute a (small) set of matches

between the tree views and obtain the tensor using an existing method (e.g. the

robust six point correspondence method proposed in [126]).

6.3.2 Multi-view quasi-dense matching for wide-baseline con-

figurations

The method proposed in [54] and even its extension proposed in [61] remain somehow

oblivious to the 3D nature of the scenes (when used in such context). Therefore, [142]

proposes to use the latter method in a multi-view context, using a prioritized matching

to first expand the most promising correspondences in a scene taking into account

multiple views at the same time. It starts by acquiring pairwise affine invariant feature

matches [83] and reconstructing their 3D positions (calibrated scene is assumed). The

feature matches are stored along with a reference to their corresponding views and

a ZNCC score. During each propagation step, the best seed is used to propagate

to in the immediate neighbourhood by computing correlation scores and keeping

a set of propagation candidates that pass a minimum correlation threshold. The

propagation candidates are then triangulated and projected to other views to compute

their correlation scores. New matching scores are obtained by combining pairwise

correlation scores and minimum intensity variances. Candidates with the best scores

are kept and are used as seeds to propagate further. In equation 6.3 we formulate the

exact definition of the combined matching scores, where k is the number of views, zk

the pairwise correlation score and, t a threshold value.
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mvs =
∑
k

max

(
0, 1− (zk − 1)2

(t− 1)2

)
(6.3)

This simple and direct application of image-based match propagation to multiple

views achieves high quality results that are comparable to those of other state of

the art methods (e.g. [34]). The reader can refer to [142] for examples of using

this method in the 3D reconstruction of real scenes, along with benchmarks and a

comparison to [35].

6.3.3 Results and discussion

We compare results obtained using the methods proposed in [54] and [64] in the

Fountain and Herz-Jesu scenes proposed in [117]. The results are shown in figures 6-

4, 6-5 and 6-6. The performance of the results are computed by measuring the

depth error estimations compared to the ground truth. The charts shown in the

figures represent the cumulative error compared to the occupancy percentage of the

results. Note the higher accuracy and completeness obtained using method by [54],

compared to the non-adaptive method of [64]. This higher performance becomes more

evident for wider baselines, as seen in figure 6-5, where not only higher accuracy and

completeness is obtained, but also, the method by Kannala and Brandt is less affected

by the increase in baseline.

Note that the depth error charts presented in figures 6-4 and 6-6 also illustrate

results for the method of [34], presented int he next section. This method, despite

using multiple views to perform match propagation and reconstruction along with

several filters, it does not achieve significantly higher accuracy or completeness of the

results. In fact, when we measure the error and occupancy for just two views( 6-

4), the method of Kannala and Brandt attains a higher score that of Furukawa and

Ponce. It can be argued that Furukawa and Ponce bring other, highly significant,
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benefits to the reconstruction problem, such as robustness and the embedded use of

multiple images, making these two methods difficult to compare. What we would like

to convey here is that, in most cases, more information can be obtained from matching

step alone. This last idea is the initial motivation for our propagation based stereo

reconstruction method that we will present in chapter 7.
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Figure 6-4: Depth error comparison for the Fountain-P11 scene. In the top row, the
views two and three used to reconstruct the scene (left) and a cumulative depth error
chart for the current views using methods [64], [54] and [34]. In the bottom row,
color coded depth error results using methods [64] (left) and [54] (right). Color code
bar (center), where dark blue represents errors close to zero and dark red represents
errors equal or greater to 0.15.
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Figure 6-5: Depth error comparison for the Fountain-P11 scene for a case of a wider
baseline. In the top row, the views two and four used to reconstruct the scene (left)
and a cumulative depth error chart for the current views using methods [64], [54]
and [34]. In the bottom row, color coded depth error results using methods [64] (left)
and [54] (right). Color code bar (center), where dark blue represents errors close to
zero and dark red represents errors equal or greater to 0.15.

6.4 Accurate, Dense, and Robust Multiview Stere-

opsis

In the context of 3D reconstruction from images, [35] presents a technique based

on match propagation that uses multiple views. This technique aims first to obtain
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Figure 6-6: Depth error comparison for the Herz-Jesu-P8 scene. In the top row, the
views three and four used to reconstruct the scene (left) and a cumulative depth error
chart for the current views using methods [64], [54] and [34]. In the bottom row, color
coded depth error results using methods [64] (left) and [54] (right). Color code bar
(center), where dark blue represents errors close to zero and dark red represents errors
equal or greater to 0.15.

spatial oriented points (patches) that are defined by its centers and unit normals and

are linked to the views with which they were obtained. It then obtains a polygonal

mesh model, initialized using [55] and, refined via an energy minimization that takes

into account per vertex photometric discrepancy and geometric smoothness. This

mesh refinement will not be explained here since it is not of direct interest in this
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chapter, but it is important to note that their match propagation algorithm follows

three steps: feature (detection and) matching, propagation and filtering. With the

last two (propagation and filtering) repeated a few times (around 3).

For the feature detection Difference-of-Gaussian (DoG) and Harris [45] operators

are used to detect blobs and corners. The detected features are matched, pairwise,

all against all and filtered. The first filter keeps candidate correspondences that lay

close to their corresponding epipolar lines (the value of two pixels is used). Next,

the pairs are triangulated and are only kept if the angle formed between the rays

that pass through the spatial points and the corresponding optical centers is higher

than a threshold. After these two filters are applied, correlation scored for the pairs

are computed and kept only if they lay above a threshold. At this stage, chains of

matching features that reference at least two views were obtained and are later refined

in 3D to achieve better 2D correlation scores.

During the propagation stage, features are attempted to propagate to neighboring

cells. A cell represents an area of n × n pixels and the aim of the algorithm is to

obtain one match per cell but, in practice, several matches could live in a single cell.

Propagation is done by selecting a chain of correspondences not already propagated,

setting neighboring cells as candidate correspondences and refining their positions in

the same manner as done for the features. Visibility of the candidates is updated

using a depth map computed using cell-wise information. Candidate correspondence

chains are validated if they are at least visible in a minimum number of views (3 is

the recommended).

Three filters are used to remove erroneous matches obtained in the previous prop-

agation stage. First, two matches that live in the same cell but are not neighbors

are detected as problematic and the matches that produce more 3D points are kept

(see figure 6-7-left). Next, a point is removed if it is determined to be visible in less

than a minimum number of views; with visibility is obtained using a depth map test

(see figure 6-7-right). As a last filter, for each point p, a set of points N laying in the
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same or neighboring cells are obtained and a the point p is kept only if its neighbors

represent at least 25% of N .

v1 v4v2 v3

Correct oriented 3D point
represented by a patch
Incorrect oriented 3D point
represented by a patch

v

Depth obtained for point p

Initial (incorrect) depth estimation
for point p

p

Figure 6-7: Two of the three filters used in [35]. On the left, first filter that verifies
neighboring matches and keeps points closer to the cameras. On the right, a com-
mon visibility computation using a depth map test. In this case, the point p marked
by a red cross does not pass a visibility test.

6.4.1 Results and discussion

The method partially presented in this section has gained great recognition in the

subject of 3D reconstruction and it is almost always used for comparisons. It uses

main ideas from the propagation based methods previously presented in this chapter,

but it recognizes the need for certain regularization that takes into account immediate

neighborhood. Although the nature of the propagation has already embedded certain

relation or regularity within the neighborhood, it is clear that it is not enough [35]. To
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attend this need the author proposes a series of propagation stages that do not make

use of neighboring information, followed by fixing stages that partially incorporate

neighborhood information into the process. The obtained pointcloud after this stages

is still not precise enough, and contains noise and outliers. Therefore, the authors

initialize their mesh, using a global optimization solution [55] that does not necessarily

pass through the obtained 3D points, loosing much of the information and precision

of the data obtained, but solving for the sparseness and outliers problems.
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Figure 6-8: Example of a reconstruction using [34]. Top row, four 1, 944×1, 296 pixels
images used for reconstruction. Second row, two views of a point cloud obtained
using [34]. Bottom row, two views of a meshed version of the upper pointcloud
using [55]
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Figure 6-9: Example of a reconstruction using [34] for the Fountain-P11 dataset. Top
row, two views of a point cloud obtained using [34]. Bottom row, two views of a
meshed version of the upper pointclouds using [55]
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Chapter 7

Complementary geometric and

optical information for match

propagation based 3D

reconstruction

While in general, propagation based methods capture well the scene structure, the

recovered geometry often presents a choppy nature which can be attributed to match-

ing errors and variations in the estimated local affine transformations. In this chapter

we propose to control the reconstructed geometry by means of a local patch fitting

which corrects both the matching locations and affine transformations throughout the

propagation process. In this manner, matchings that propagate from geometrically

consolidated locations bring coherence to both positions and affine transformations.

Results of our approach are not only more visually appealing but also more accurate

and complete as substantiated by results on standard benchmarks.
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7.1 Introduction

This chapter revisits the problem of match propagation across a pair of views in the

context of quasi-dense matching [65], and its extension to wide-baseline views which

accounts for affine distortion [54] (presented in the previous chapter). We focus on

these approaches due to their inherent simplicity and minimal requirements, however

the proposed solutions can be applied to other propagation approaches. Alternative

approaches such as [22, 21] which require image rectification and further problem

reformulations will not be addressed here.

Propagation-based matching is the workhorse of many surface reconstruction ap-

proaches e.g. [66, 141, 34, 61]. In practice, it comes in different flavors, e.g. [65, 97, 30],

but they all require corrective steps and/or postprocessing techniques to filter out

mismatches. Furthermore, the resulting geometry exhibits a choppy nature which is

often not addressed directly and is left to mesh reconstruction algorithms, e.g. [55].

Figures 7-1 and 7-2 show typical chaps and clefts observed when performing scene

reconstruction using a state of the art propagation approach, in this case [54]. We

are aware that the use of additional images can help reduce such effects relatively,

e.g. [142, 34], however, addressing the challenges of the fundamental problem on a

pair of images remains necessary to take full advantage of the available data and can

also be beneficial when additional views are accessible.

In this chapter, we argue that such problems can be resolved during the prop-

agation process by including geometric cues which help consolidate the geometric

reconstruction and the estimation of the local affine transformations, thus avoiding

tedious post processing operations in the first place. The use of geometric informa-

tion in propagation based methods is not new, for instance [42], proposes a splatting

inspired approach based on local plane fitting. However, this approach is limited to

narrow baselines and requires a relatively large number of images. Our approach, on

the other hand, proceeds by fitting small surface patches on which initial 3D points

are projected to adjust the matches and the local affine transformations. By operating
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Figure 7-1: Reconstruction from views 3-4 of the Herz-Jesu P8 dataset using [54]
(right). Geometric artifacts are clearly visible in the closeups (middle). Whereas, the
geometry of the scene is better captured with our approach (left).

in such way, the propagated information is confirmed by both optical and geometrical

cues throughout the whole matching process.

7.2 Geometry based image match propagation

7.2.1 Overview

The central idea of our approach is to couple geometric and optical information in a

complementary fashion, in the sense that they correct and confirm each other. In this

regard, when a sufficient number of data points are available in a localized region,

a surface fitting can be performed and subsequently the matches and their affine

transformation will be updated geometrically.

In practice, three main recurrent stages take place in our method after the initial

seeds are found using [80]: propagation, region querying, and update by surface
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Figure 7-2: Reconstruction from views 2-3 of the Fountain P11 dataset using [54]
(left). Geometric artifacts are clearly visible in the closeups (middle). Whereas, the
geometry of the scene is better captured with our approach (right).

fitting. In the next paragraphs we briefly describe these stages and we later explain

them in greater algorithmic detail in the next sub-sections.

i) Propagation: In a propagation step the best seed (s) from the queue is selected

and new candidates within a neighborhood of s are obtained using its corresponding

affine transform.

Candidates with correlation scores which pass a minimum threshold and comply

with map occupancy and epipolar constraints are added to the queue (see figure 7-3)

and are marked as unconfirmed matches.

ii) Best candidate region querying: When new matches are found in the prop-

agation step, the search for a suitable region for local surface fitting is initiated. This
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search is performed by sliding corresponding windows in the two image planes (de-

picted by the windows in figure 7-5). Candidate regions where the data points provide

enough support for surface fitting are validated and sorted giving preference to the

ones with the most confirmed points.

iii) Local fitting and re-projection: When a suitable region is found in the

previous step a local surface patch fitting is performed. A sub-set of the points

representing the core of the region (see figure 7-5), are then projected onto the local

surface patch. These new positions are re-projected to the image planes to update

the correspondences.

Points that re-project too far in the image planes or yield a large change in their

affine transformation remain marked as unconfirmed. Matches which improve their

correlation scores are updated and marked as confirmed. This update serves the

purpose of correcting point locations as well as steering subsequent propagation (see

figure 7-4).

(a) Propagation step n (b) Propagation step n+1 (c) Propagation step n+2

Figure 7-3: Illustration of a few propagation steps before performing any geometric
updates.

7.2.2 Propagation

In principle, the propagation stage proceeds similarly to the wide baseline matching

proposed in [54] but presents three important differences. First, newly propagated

matches are not defined as final matches; instead, they are stored as unconfirmed

123



(a) Candidate region selected (b) Local surface fitting
(c) New propagation replaces
initial points

Figure 7-4: Illustration of the geometric fitting steps. First, the candidate region
is selected (a), the support and the core are colored in green and blue respectively.
Second, local surface fitting is performed (b). Third, the core points are projected
onto the surface (c).

matches. Second, the seeds sorting operation gives preference to geometrically con-

firmed seeds and checks for correlation score in a secondary sorting step. Third,

new matches stemming from a geometrically confirmed seed can replace previous un-

confirmed matches if their correlation score is higher. Note that this second set of

conditions do not come into play from the beginning since it takes several propaga-

tion steps to obtain a set of geometrically confirmed matches. This categorization of

points is depicted in figure 7-5 where blue indicates confirmed points and red indicates

unconfirmed (replaceable) ones. In order to fix the ideas, we describe the steps of our

propagation stage in algorithms 2 and 3. Note that the 3D positions originating from

each pair of matches are obtained at this stage since they are needed for the later

region search and surface fitting.
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Input: Set of seeds with local affine transforms, projection matrices P ,P ′

Output: Matches, Seeds, 3D point Cloud

while Seeds 6= ∅ do
Sort(Seeds);
foreach seed (x, x′) do

Local = ∅ ;
/* Local stores new candidates */

foreach (u, u′) in N(x, x′) do
if SampsonDistance(u, u′) < sd and ((map1(u) and map2(u′) are
not filled) or (s is confirmed and correspondence occupying map1(u)
and map2(u′) is unconfirmed)) then

Compute z = ZNCC(u, u′) and standard deviations d, d′;
if z > min correlation and d > t and d′ > t then

store (u,u′,z) in Local;
end

end

end
sort(Local);
foreach Pair (u, u′) in Local do

if map1(u) and map2(u′) are not taken then
X ← Compute3D(u, u′, P, P ′);
AO ← UpdateAffineEstimationOptical(u,u′);
mark map1(u) and map2(u′) as taken by an unconfirmed point;
store (u,u′,AO) in Seeds;
store (u,u′,AO) in Matches;
store (X) in Cloud;

end

end
while R←
BestCandidateRegionQuerying(map1,map2,Cloud,Matches) exists do

FitSurfacePatch(R,Cloud,Seeds,Matches);
end

end

end
Algorithm 2: Main match propagation. Parameter values used in all our experi-
ments: min correlation = 0.75, t = 2, sd = 1. The FitSurfacePatch is summarized
in algorithm 3. The SampsonDistance is defined as in [46] and the Sort function
follows the conditions set in 7.2.1
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7.2.3 Candidate region querying

The goal at this stage is to identify regions with adequate point distribution and

density to support a local patch fitting. The region querying is initiated once a set of

new unconfirmed points are obtained. In order to steer clear from problematic regions

during this search we avoid: i) areas which present large jumps, ii) points which do not

remain within their respective patch perimeter when projected on the corresponding

images planes. These requirements help prevent fitting and consequentially smoothing

sharp features, e.g. the stairs in figure 7-9. On the other hand, we favor regions that

present the most confirmed points so that the large bodies of confirmed points expand

first instead of creating several isolated clusters of confirmed points. A typical scenario

is shown in figure 7-5 where a set of confirmed matches (in blue) is surrounded by a

set of unconfirmed points (in red). The green windows represent the support region

(outer square) and the core window (inner square). Only unconfirmed points inside

the core window will be fit in the next stage. In the same figure, the points inside

the orange region represent newly matched points that enable a surface to be fit at

the depicted location.

The conditions that define wether surface fitting can be performed are:

• points inside the support and core regions defined on the first image should also

lay inside the corresponding support and core regions defined on the second

image

• there should be at least one point in the core that was not yet confirmed

• regions inside the support window but to the north, south, east and west of the

core window should be sufficiently populated (at least 50%)

• points inside the core window should be dense enough, any 2x2 window should

contain at least one match(pixels)
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The sizes of the windows in all of our experiments are 15 × 15 for the support

and 5× 5 for the core. These windows are defined in the view that presents the most

fronto-parallel surface with respect to the image plane and are transformed to the

other view using the affine transformation estimation of the point at the center of the

window.

Figure 7-5: Searching for best region to fit a surface patch. Confirmed points are
depicted in blue, unconfirmed ones in red. Points in the orange region were obtained in
the preceding propagation step. In green, support (outer) and core (inner) windows.

7.2.4 Fit surface and update

In this stage, we perform a surface fitting to the points inside the region obtained

in the previous stage. For this purpose we use a least squares quadratic polynomial

fitting of the form ax2 + by2 + cxy + dx + ey + f [7]. Although it is possible to

perform higher order fitting, we found in our experiments that quadratic fitting is

fairly satisfactory for our purpose. The selected points used in this fitting stage are

either part of the core region or of the support region. The core region encompasses

a small set of points that are surrounded by a set of support points; this is because

points should be fit and projected only when there is enough information to describe

the local surface.
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During the fitting process, the impact of each point in the least squares formulation

can be controlled through a set of weights [7]. We formulate the weights as the

product of three values: the correlation score of the corresponding matching points,

the inverse 3D distance of the reconstructed point to the center of the region, and

the nature of the point (confirmed or unconfirmed). More specifically, w = z3(1 +

is confirmed)/distance(X,Xc), where z is elevated to the third power in order to

stretch the range. Xc is obtained by first finding the central point in 2D and then

obtaining its corresponding 3D location. Once the surface is fit, each 3D point p is

projected (orthogonally) to a point p′ that lies on the fitted surface.

Each newly obtained point p′ can then be reprojected to the image planes I and

I ′, obtaining the respective matching image positions ur and u′r. Furthermore, an

estimation of the associated affine transformation is recovered. This affine transfor-

mation estimation (AG) is obtained by sampling two additional points around p′,

projecting them to the image planes and computing the affine transformation that

describes their local motion using the re-projection of p′ as center of coordinates.

Once these new estimations are obtained, we first require that the new 2D matching

points induce only a small adjustment of the initial matching positions. Namely,

distance(ur, u) < γ and distance(u, u′r) < γ (with γ = 1.5 pixels used in all our

experiments). In this manner we ensure that points near surface edges do not drift

away from their original location. Next, we verify if AG does not represent a large

change in transformation estimation with respect to the current estimation A. At

the same time we need to verify that AG does not yield a large shear. Specifically,

we verify if θ ≤ det(A)/det(AG) ≤ 1/θ, with θ = 0.5 for all of our cases. We then

define the eigen-values rations eigratiog = eig1(AG)
eig2(AG)

and eigratio = eig1(A)
eig2(A)

and verify

if θ ≤ eigratiog ≤ 1/θ and if θ ≤ eigratiog/eigratio1/ ≤ θ. A point will remain as

unconfirmed if it does not fulfill all of these requirements. Note that the common use

of θ for all the previous tests is not required. Independent values can be used for the

three verifications but in all of our experiments the same value was used.
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The steps described above are summarized in algorithm 3.

Input: region R, list of Matches, point Cloud, list of Seeds
Output: Updated: Cloud, Matches and Seeds
w ← (z3 × 1/distance(X,Xc)× (1 + is confirmed));
perform least squares surface fitting to obtain surface Q;
foreach 3D point p inside the core of region R do

obtain p′ by projecting p to surface Q;
if distance(p′, p) < ε then

p′1 ← re-project p′ to I;
p′2 ← re-project p′ to I ′;
AG ← compute affine transformation using Q and p′;
if AG does not represent a large change from A and does not represent
too much distortion then

Obtain normalized windows using AG;
z new ← ZNCC(p′1, p

′
2);

if z new > z old then
UpdateCloud(p′);
UpdateMatches(p′1, p

′
2, AG);

UpdateSeeds(p′1, p
′
2, AG);

mark map1(p′1) and map2(p′2) as taken by a confirmed point;

end

end

end

end
Algorithm 3: FitSurfacePatch algorithm that performs matching correction by
surface fitting and re-projection
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7.3 Results

We tested our algorithm on various data sets comprising standard benchmarks as

well as in-house acquired data. Typical results of our approach compared to those

of Kannala and Brandt [54], Brox and Malik [19] and Tola et al. [124] are shown for

the views 2-3 of the Fountain-P11 dataset (figures 7-6 and 7-7), and for the views

3-4 of the Herz-Jesu-P8 dataset (figures 7-8 and 7-9). Both datasets are provided

in [120]. We benchmarked our results measuring depth estimation error with respect

to the ground truth, in a similar way as in [142]. The benchmarked results are

presented in figures 7-6 and 7-8 as error vs occupancy histogram graphs and as

color coded depth estimation errors. We use the code provided by the authors of [54]

to perform comparisons and we used similar values for the common parameters of

the algorithms. We also use the code provided by the author of the variational

matching method [19]. For the case of [124], we use the code provided by the author

to compute the DAISY dense descriptor in combination with our own implementation

of a descriptor matching method that searches for matches within rectified images.

Since such approach does not accurately represents what is proposed in [124], we

also compare our results to those presented in the later paper, following their own

evaluation metrics (see figure 7-12). Notice that in both quantitative evaluations our

method achieves better results. The running time for our propagation approach is 17

minutes for the case of two images of the Fountain scene and the Herz-Jesu scene,

which contain 6MPx.

In all cases our approach performs better than the state of the art pairwise propa-

gation approach [54] and the other methods here tested. The depth error benchmarks

presented in figures 7-6 and 7-8 clearly show that our method presents more accurate

and more complete results.

In figure (7-6-top-right) it can be observed that our method attains 74.2% of the

viewed Fountain scene with an error of less than 0.1; while the method of Kannala

and Brandt achieves only 68.3%. In the same error vs occupancy graph we oppose
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our results to the combination of [54] with an MLS [7] in post-processing. This

combination leads only to a small improvement for errors in the lower range but an

overall decay in the quality of the results is observed.

In figure (7-8-top-right) our method’s score for errors lower than 0.1 in the viewed

Herz-Jesu scene is 63.6%. The method of [54] as well as its combination with MLS

post-processing yield only 58.4% and 50.9% of occupancy respectively.

The closeups to the fountain result presented in figure 7-7 illustrate the improve-

ments gained by using our method. Our results do not exhibit the choppy character-

istic of previous work and present a clearer and more accurate structure of the scene.

The closeups to the Herz-Jesu result presented in figure 7-9 not only show that the

quality is improved but also the total coverage. In this example the main stairs in

the scene are accurately reconstructed thanks to the continuous interpretation and

improvement of the matching results that lead to better propagations.

We also performed a comparison using two views of our own face data-set that

comprises 1.3 mega-pixels images and two views (7 and 15) of the warrior data-set

from [33]. Results are presented in figures 7-10 and 7-11 were uncolored closeups

are presented next to the full views of the results. In both cases the results are

significantly better when our approach is used.

Finally, in figure 7-13 we show a quantitative comparison of our distortion driven

variational method 5 against the propagation based matching technique proposed in

this chapter.

7.4 Conclusion and discussion

We have presented a propagation approach which congruently uses optical and geo-

metric information to steer the propagation process. Although, many of underlying

ideas are fairly simple, they lead to significant improvements both in the accuracy

and completeness. Furthermore, as it could be argued that performing an equivalent
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Figure 7-6: Results of our approach on the Fountain P11 views 2-3 (top-left). On
the top-right, a chart illustrating the depth error vs occupancy of our algorithm,
[54], [19], [124] (rectified) and [54] with MLS as post-processing.On the bottom color
coded depth error using our algorithm (left) and using [54] (right).

MLS fitting as post processing would yield equivalent results, our comparisons to

such a scenario, suggest that actually the results get worse. The reason being that

in our case the subsequent matches depend on the fitting, whereas the use of fitting

in post processing cannot alter how the matches are propagated. Finally, we have

compared the use of variational matching against the use of the propagation based

reconstruction proposed in this chapter. In both scenes the propagation-based meth-

ods outperform variational techniques, with our method providing the results in the

upper curve.
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Figure 7-7: Closeups on portions of the wall and fountain-top for the Fountain P11
views 2-3 using [54] (top) and using our method (bottom)
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Figure 7-8: Result of our approach on the Herz-Jesu P8 views 3-4 (top-left). On
the top-right, a chart illustrating the depth error vs occupancy of our algorithm,
[54], [19], [124] (rectified) and [54] with MLS as post-processing. On the bottom,
color coded depth error using our algorithm (left) and using [54] (right).
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Figure 7-9: Closeups on to results on Herz-Jesu P8 views 3-4 using [54] (top) and
using our method (bottom). A closeup to a portion of the main stairs (left) and to
the left-most stairs in the scene (right)
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Figure 7-10: Results on two views of our face dataset. The two views used (top),
our result with a closeup to the cheek (middle), results using [54] (bottom)
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Figure 7-11: Results on views 7 and 15 of the warrior dataset from [33]. The two
views used are showed at the top row along with the 7 features matched. On the
bottom row, our result (left) and results using [54] (right). Notice that our method
returns less holes and it is able to reconstruct the warrior’s hammer.
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Figure 7-12: Comparisons of our results to those of DAISY [124]. Results on the
Fountain scene (top) and the Herz-Jesu scene (bottom) for pairs of images with
increasing baselines. The charts present the percentage of correct depth estimations
for each pair of views. A depth estimation is considered correct if it presents and
error of less than 1% of the scene’s depth range [124] when compared to the laser
scanned data.
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of Kannala and Brandt [54], our variational method proposed in chapter 5 and the
method of Brox and Malik [19]
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Chapter 8

Conclusion and perspective

8.1 Conclusion

Throughout this work we have shown that information about local geometry can be

used to obtain more accurate 3D matching.

We have first explored variational matching methods and observed that well-

behaved results can be obtained due to error equi-distribution. Nevertheless, we have

shown, through quantitative evaluations, that results can be improved further if the

formulation includes information about scene geometry (e.g. epipolar constraints).

This improvement, however, is limited and not locally adaptive to important changes

in scene depth. We have closely analyzed the effects of abrupt changes in scene

depth and determined that classical variational matching techniques not only fail to

accurately recover these changes but they also destroy surrounding areas through an

error bleeding effect of the regularizer. In our analysis, we observed that these areas

present a large distortion in the resulting 3D grid that we obtain by projecting the

2D grid given in the image plane. The local 3D grid distortions can be accurately

characterized and introduced to modify the regularizer in an anisotropic manner,

effectively pushing grid lines away from problematic regions and reducing the bleeding
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effect. We have shown, through experiments, that this proposed technique yields

improved results with respect to classical variational matching techniques.

Continuing in the context of variational methods, we proposed to obtain multi-

view reconstructions by merging pairwise variational results. We merge these results

using information about the 2D grid deformation to select the best contributions

across neighboring views allowing to reduce data redundancy before dealing with

all the 3D data. Unlike most of related work, which seek to merge pairwise results

considering all the 3D data at hand, we proposed to resolve a large number of outliers

and redundancies prior to estimating the final spatial point cloud.

All of our contributions, in the context of variational matching for 3D reconstruc-

tion, are systematic since they are achieved by means of simple, yet principled, char-

acterizations of geometric deformations which can be easily reused in other related

methods.

While variational methods provide well behaved results with equi-distributed er-

rors, we have observed that local methods based on match propagation provide results

that adapt closely to varying 3D structures since they operate locally. We have seen

that the matching approach presented in [54], allows accurate 3D reconstructions.

The problem with this method, and with local methods in general, is that they can

present several outliers and a noisy nature. Methods such as [34, 35] rely on post

processing to reduce the mentioned shortcomings but they require a large number of

images and we have shown that they provide less complete results. We have then

argued that there is much more that can be used when matching a pair of images and

even before considering a multi-view strategy. To this end, we formulated a propaga-

tion approach which congruently performs matching while assuming that the surface

at hand is locally smooth. We have used this assumption by performing local surface

fittings and projections to correct point locations. Although, many of the underlying

ideas of this propagation method are fairly simple, we have shown that they lead to

significant and quantifiable improvements in terms of accuracy and completeness of
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the results.

In section 7.3 we have compared variational and propagation-based matching tech-

niques and shown that our propagation-based reconstruction provides the best results.

Nevertheless, there could be scene setups where variational matching could be rec-

ommended. For example, in the case of high scene overlap in the images or in the

presence of very smooth objects. In the following table we list some of pros and cons

of using one of the two methods proposed in this thesis.

Method Pros Cons
-Formulated globally -Parameter tuning required

Variational matching -Easy to parallelize (e.g. [144]) -Matches searched everywhere
-Hard to scale

-Recovers discontinuities -Edges not well defined
Propagation automatically

-Computes results only -Hard to parallelize
where meaningful

Table 8.1: Pros and cons of variational and propagation based 3D reconstruction

8.2 Perspective

In section 7.3 we have shown how propagation based matching can outperform varia-

tional matching techniques in the case of wide baseline setups. However, in the same

section, we have pointed out that the current solution is slow compared to other

propagation based techniques (approximately three times that of our C++ imple-

mentation of [54]) and compared to variational matching techniques (approximately

five times that of our variational technique in chapter 5). This is related to the

several checks and operations at each propagation step. There is also the fact that

propagation based matching uses a priority queue that is difficult to parallelize and,

therefore, all operations work in a sequential manner. Furthermore, the current fea-

ture matching technique [81] used in our propagation based matching provides only

a few initial matches (seeds), making it difficult to propagate from multiple fronts in
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the scene. Therefore, we are currently working on a solution that uses the feature

matching technique proposed in [20]; which provides many more matching points (see

sections 3.3.3 and 3.5). Using this feature matching technique, we would like to se-

lect multiple, non-adjacent seeds and propagate them in parallel. Additionally, we

believe that the accuracy of the results can be further improved by allowing seeds

to only propagate to relevant regions. For example, in figure 8-1 (first shown in sec-

tion 7.3) we observe that our results for the floor close to the bottom of the stairs

present a larger error when compared to the results from [54]. This occurs because

the stairs are properly matched in our results and propagation can then occur from

these stairs to the floor; effectively starting with less accurate approximations for the

affine transformation. Therefore, we would like to favor propagations that start with

closer initial estimations.

Figure 8-1: Color coded depth error using our algorithm (left) and using [54] (right).

In figure 8-2, we show an example of using the LDAHASH feature matches. In

this figure, the complete propagation that starts from a feature is illustrated with

one color; so each colored region represents an independent propagation. In the left

figure, we observe a lower number of regions. We can also see that propagations

can jump from a wall to a floor (e.g. from the base of the fountain to the floor).

While this could be useful in cases where there are only a few seeds, we would like to

limit this behaviour to cases where it is absolutely needed. In the same figure, in the
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Figure 8-2: Color coded propagation for the fountain scene where each color represent
matches propagated from a seed. To the left, propagation results using the method
proposed in Chapter 7. To the right, sample propagation of our envisioned method
outlined in this section.

image to the right we observe that there are many more seeds and that propagations

from different surfaces are limited (e.g. matches on the base of the fountain do not

propagate to the floor). Finally, preliminary results show that this match propagation

works better in a multi-view setup. Not by merging pairwise results but by matching

multiple views at the same time. In this way, mismatches and outliers due to repetitive

patterns, low textured regions and image noise can be reduced. Furthermore, the

prioritized propagation can take into account that matches which include multiple

views convey information with higher confidence.
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Abstract

Image matching is a central research topic in computer vision which has been mainly

focused on optical aspects. The aim of the work presented herein consists in the

direct use of geometry to complement optical information in the tasks of 2D match-

ing. First, we focus on global methods based on the calculus of variations. In such

methods occlusions and sharp features raise difficult challenges. In these scenarios

only the contribution of the regularizer accounts for results. Based on a geometric

characterization of this behaviour, we formulate a variational matching method that

steers grid lines away from problematic regions. While variational methods provide

well behaved results, local methods based on match propagation provide results that

adapt closely to varying 3D structures although choppy in nature. Therefore, we

present a novel method to propagate matches using local information about surface

regularity correcting 3D positions along with corresponding 2D matchings.

Résumé

L’appariement d’images est un sujet central de recherche en vision par ordinateur.

La recherche sur cette problématique s’est longuement concentrée sur ses aspects op-

tiques, mais ses aspects géométriques ont reçu beaucoup moins d’attention. Cette

thèse promeut l’utilisation de la géométrie pour compléter les informations optique

dans les tâches de mise en correspondance d’images. Tout d’abord, nous nous pen-

chons sur les méthodes globales pour lesquelles les occlusions et arêtes vives posent

des défis. Dans ces scenarios, le résultat est fortement dépendant de la contribu-

tion du terme de régularisation. À l’aide d’une caractérisation géométrique de ce

comportement, nous formulons une méthode d’appariement qui dirige les lignes de

la grille loin des régions problématiques. Bien que les méthodes variationnelles four-

nissent des résultats qui se comportent bien en général, les méthodes locales basées

sur la propagation de correspondances fournissent des résultats qui s’adaptent mieux

à divers structures 3D mais au détriment de la cohérence globale de la surface re-

construite. Par conséquent, nous présentons une nouvelle méthode de propagation

guidée par des reconstructions locales de surface.
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