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���‘�•�‡�•�…�Ž�ƒ�–�—�”�‡ 
Constants and Mathematical Symbols 

�ä�4 Permeability of free space constant  �v�N���š���s�r�?�;�����ä �•�?�5 
g Acceleration due to gravity constant  �{�ä�z�s���•�ä �•�?�6 
�Ý�4 Permittivity in vacuum (electric constant) = �s �J�4�…�6�¤  �z�ä�z�w���š���s�r�?�5�6���	�ä �•�?�5 
�Œ Pi - 

Greek symbols 
�Ù Indicator function distinguishing mixture phases - 
�Ù�ß Liquid metal volume fraction - 
�Ù�ã Particle volume fraction - 

�Ù�Ù�å�Ô�Ú Fragmentation efficiency �• �7 
�Ú�Ü�Ý

�Ô�Ú�Ú Aggregation kernel between two particles of sizes �@�ã�á�Ü and �@�ã�á�Ý �• �7�ä �•�?�5 

�Ú�Ü
�Ù�å�Ô�Ú Fragmentation kernel for a particle of size���E �• �7�ä �•�?�5 

�Ú �Ü�Ý
�ß�Ô�à Laminar aggregation kernel �• �7�ä �•�?�5 

�Ú�Ü�Ý
�æ�Ø�× Differential sedimentation collision kernel �• �7�ä �•�?�5 

�Ú �Ü�Ý
�ç Turbulent collision kernel  �• �7�ä �•�?�5 

�Û�Ù Liquid metal surface tension coefficient ���ä �•�?�5 
�Û�6 Shear rate �•�?�5 

�Ü�¾�Æ Electromagnetic skin depth �•  
�¿�î�:�T�á �U�; Luminous intensity phase shift rad 
�¿�V�:�T�á �U�; Vertical displacement of a pixel �•  

�Ý Turbulence dissipation rate �• �6�ä �•�?�7 
�ß�Þ Kolmogorov length scale �•  

�ã�Ü
G�:�T�; Distribution function used in Cell Average technique - 
�ä�Ø�Ù�Ù Effective dynamic viscosity �•�‰�ä �•�?�5�ä �•�?�5  
�ä�Ù Dynamic viscosity �•�‰�ä �•�?�5�ä �•�?�5  

�ä�ì�â�Þ�Ø Magnetic permeability of yokes ���ä �•�?�5 
�å�Ù Kinematic viscosity of the flow �• �6�ä �•�?�5 
��i Internal property of an inclusion with an index i  - 

�L�6(�����[�� t) Evolution rate of the internal coordinates - 
�é���K�N���é�Ù Liquid metal density �•�‰�ä �•�?�7 

�é�ã Particle density �•�‰�ä �•�?�7 
�é�ä Charge density ���ä �•�?�7 

�ê�Ø�ß�á�Ù Electrical conductivity of the flow �: �?�5�ä �•�?�5 
�ê�Ø�ß�á�ã Particle electrical conductivity �: �?�5�ä �•�?�5 
�ì�Ø�à Characteristic removal time due to EM migration �• 
�ì�Ô�Ú�Ú Characteristic removal time due to aggregation �• 
�ì�æ�Ø�× Characteristic removal time due to sedimentation �• 
�ì�ã Particle response time �• 
�ì��  Kolmogorov time scale �• 

�Î�â�ë�Ü�×�Ø Tangential shear stress due to the oxide layer ���ä �•�?�6 
�ì�ê�Ô�ß�ß Wall shear stress ���ä �•�?�6 
�î �Ü Number density for a class i �S���‘� �̂��‹�•�…�Ž�—�•�‹�‘�•�•���ä�•�‰�?�5���‘� �̂��•�‡�Ž�– 

�Ô�æ�Ø�×�á�Ü Total flux due to sedimentation for class i across crucible bottom �•�‰���‘� �̂��‹�•�…�Ž�—�•�‹�‘�•�•���ä �•�?�5 
�Ô�Ø�à�á�Ü Total flux due to EM migration for class i cross all boundaries �•�‰���‘� �̂��‹�•�…�Ž�—�•�‹�‘�•�•���ä �•�?�5 
�ï�Ã�â�è�ß�Ø Joule heating  �����ä �•�?�7 
�V�6(�����[���W�� Evolution rate of the external coordinates - 
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�Ö�Ø�à�á�Ü 
Removal frequency for the EM migration effect (all interfaces) for a 
class i 

�S���‘� �̂��‹�•�…�Ž�—�•�‹�‘�•�•���ä �•�?�5 

�Ö�Ô�Ú�Ú�á�Ü 
Removal frequency for the aggregation phenomenon averaged over 
the entire bath for a class i 

�S���‘� �̂��‹�•�…�Ž�—�•�‹�‘�•�•���ä �•�?�5 

�Ö�æ�Ø�×�á�Ü 
Removal frequency for the sedimentation effect at the crucible 
bottom wall for a class i 

�S���‘� �̂��‹�•�…�Ž�—�•�‹�‘�•�•���ä �•�?�5 

�ñ Specific dissipation rate of �• �•�?�5 
� �� Internal coordinate domain - 
� x External coordinate domain with a physical space of xi - 

Latin alphabets 
�m Magnetic vector potential ���ä �• 
�#��  Azimuthal component of the magnetic vector potential ���ä �• 

���#�Ü�á�ç Interfacial area density �• �?�5 
�n Magnetic induction  ��  
�$�4 Magnetic induction amplitude ��  

�$�:�V�; Magnetic induction z component ��  
�$�Ü Net flux of particle birth in class i �S���‘� �̂��‹�•�…�Ž�—�•�‹�‘�•�•���ä �•�?�7���‘� �̂��•�‡�Ž�–���ä �•�?�5 
�$�Ü

�Ô Total birth due to aggregation in class i �S���‘� �̂��‹�•�…�Ž�—�•�‹�‘�•�•���ä �•�?�7���‘� �̂��•�‡�Ž�–���ä �•�?�5 
�$�Ü

�Ô�Ú�Ú Birth contribution due to aggregation assigned to the nearby pivots �S���‘� �̂��‹�•�…�Ž�—�•�‹�‘�•�•���ä �•�?�7���‘� �̂��•�‡�Ž�–���ä �•�?�5 

�$�Ü
�Ù Total birth due to fragmentation in class i �S���‘� �̂��‹�•�…�Ž�—�•�‹�‘�•�•���ä �•�?�7���‘� �̂��•�‡�Ž�–���ä �•�?�5 

�$�Ü
�Ù�å�Ô�Ú Birth contribution due to fragmentation assigned to the nearby pivots �S���‘� �̂��‹�•�…�Ž�—�•�‹�‘�•�•���ä �•�?�7���‘� �̂��•�‡�Ž�–���ä �•�?�5 

�%�½ Drag force coefficient - 
�%�Ù Friction force coefficient �•�‰�ä �•�?�6�ä �•�?�5 
�@�ã Particle diameter (with indices i,j,k for different classes) �•  

�@�ã�á�4 Diameter of a primary particle constituting an aggregate �•  
�@�ã�á�Ö Threshold diameter for fragmentation �•  
�@�ã�á�Ü�Ý Collision diameter between two particles of sizes �@�ã�á�Ü and �@�ã�á�Ý �•  

�@�§ Average diameter �•  
�@�7�6
$$$$$ Average Sauter diameter �•  
�@�5 Surface of a cell face �• �6 
�&�Ü Net flux of particle death in class i �S���‘� �̂��‹�•�…�Ž�—�•�‹�‘�•�•���ä �•�?�7���‘� �̂��•�‡�Ž�–���ä �•�?�5 
�&�Ü

�Ô Total death due to aggregation in class i �S���‘� �̂��‹�•�…�Ž�—�•�‹�‘�•�•���ä �•�?�7���‘� �̂��•�‡�Ž�–���ä �•�?�5 

�&�Ü
�Ù Total death due to fragmentation in class i �S���‘� �̂��‹�•�…�Ž�—�•�‹�‘�•�•���ä �•�?�7���‘� �̂��•�‡�Ž�–���ä �•�?�5 

�q Electric field  ���ä �•�?�5 
�q�™ Electrostatic field  ���ä �•�?�5 
�q�u Induced electric field  ���ä �•�?�5 
�B Inductor coil current frequency ���œ 

�Œ�â�ë�Ü�×�Ø Friction force due to oxide layer ���ä �•�?�7 
�r�x�•�˜�‹�”�š�  Lorentz force due to magnetic induction ��  or ���ä �•�?�7 (volumetric force) 

�r�–
�n Buoyancy force felt by a particle ��  

�r�–
�‹�“  Force acting on a particle due to surrounding EM effect ��  

�r�–
�p Drag force felt by a particle ��  

�D�à  Dome height �•  
�*�Ü Net new population of particles �S���‘� �̂��‹�•�…�Ž�—�•�‹�‘�•�•���ä �•�?�7���‘� �̂��•�‡�Ž�–���ä �•�?�5 

�*�Ü
�Ô�Ú�Ú Net new population of particles due to aggregation in class i �S���‘� �̂��‹�•�…�Ž�—�•�‹�‘�•�•���ä �•�?�7���‘� �̂��•�‡�Ž�–���ä �•�?�5 

�*�Ü
�Ù�å�Ô�Ú Net new population of particles due to fragmentation in class i �S���‘� �̂��‹�•�…�Ž�—�•�‹�‘�•�•���ä �•�?�7���‘� �̂��•�‡�Ž�–���ä �•�?�5 

�* �:�T�; Heaviside step function - 
�+�ç�è�å�Õ Turbulence intensity - 
�+�ë�ì Luminous intensity of a pixel positioned at���:�š�á �›�; lm 
�• Induced current density ���ä �•�?�6 
�F�Ø External or coil current density ���ä �•�?�6 
�G Turbulence kinetic energy �• �6�ä �•�?�6 
�H�Û Characteristic length scale at the wall �•  



 
13 

 
 

L Characteristic length of a geometry  �•  
�” Normal vector to a surface - 

�Q�������[���W�� Number density with ����properties, located at x and at instant t - 
�J�:�R�ã�; Number density with only particle volume as the internal coordinate �S���‘� �̂��‹�•�…�Ž�—�•�‹�‘�•�•���ä �•�?�7���‘� �̂��•�‡�Ž�–���ä �•�?�7���‘� �̂��‹�•�…�Ž�—�•�‹�‘�•�• 

�0�Ü Number density for a class i �S���‘� �̂��‹�•�…�Ž�—�•�‹�‘�•�•���ä �•�?�7���‘� �̂��•�‡�Ž�– 
�0�Ü�á�Õ�Ô�ç�Û Number density averaged over the bath for a class i �S���‘� �̂��‹�•�…�Ž�—�•�‹�‘�•�•���ä �•�?�7���‘� �̂��•�‡�Ž�– 

NI Number of coil turns (N) multiplied by current in each turn (I) ���ä�–�” 
�2�Ú�Ø�á Generator power ��  

�M Electric charge C 
�N�Ù�è�å�á�Ô�Ö�Ø Furnace radius �•  

�4�  Shield parameter - 
�4�A�à  Magnetic Reynolds number - 
�4�A�ã Reynolds number for a particle - 
�5�P�ã Stokes number for a particle - 
�š Tangential vector to a surface - 

�6�à  Melting temperature of a metal K 
�› Velocity  �•�ä �•�?�5 
�Q�Û Wall friction velocity  �•�ä �•�?�5 

�› �‹�“ �á�• EM migration velocity of particle in class i �•�ä �•�?�5 
�› �Œ Velocity vector of the flow �•�ä �•�?�5 
�› �Œ$$$ Mean velocity vector of the flow �•�ä �•�?�5 
�Q�Ù

�ñ Fluctuating velocity  �•�ä �•�?�5 
�Q�Ü Velocity component along i direction �•�ä �•�?�5 
�› �– Particle velocity  �•�ä �•�?�5 
�›%�– Mean particle velocity  �•�ä �•�?�5 
���Q�ã�ñ Fluctuating particle velocity �•�ä �•�?�5 
�Q��  �.�R�O�P�R�J�R�U�R�Y�¶�V���I�U�H�H���V�X�U�I�D�F�H���Y�H�O�R�F�L�W�\ �•�ä �•�?�5 
�Q�D RMS of the fluctuations of the normal velocity to the wall �•�ä �•�?�5 

�› �™�‹�Š�á�• Sedimentation velocity of particle in class i �•�ä �•�?�5 
�R�× Turbulent deposit velocity of particles �•�ä �•�?�5 
�R�ã Particle volume �• �7 
�8 Scalar electric potential ��  

�8�Õ�Ô�ç�Û Bath volume �• �7 
�8�Ö�Ø�ß�ß Cell volume �• �7 

�R�Ü�á �R�Ü�>�5 Volume intervals of a class i �• �7 
�R�§�Ü Average volume of all newborn particles due to aggregation in class i �• �7���‘� �̂��‹�•�…�Ž�—�•�‹�‘�•�• 

�R�§�Ü
�Ù�å�Ô�Ú 

Average volume of all newborn particles due to fragmentation in 
class i 

�• �7���‘� �̂��‹�•�…�Ž�—�•�‹�‘�•�• 

 �8�Ü�Ý
�ç Total turbulent collision rate between two particles �E and �F �•�ä �•�?�5 

�8�Ü
�Ô�Ú�Ú Total aggregate volume feeding class i due to aggregation �• �7���‘� �̂��‹�•�…�Ž�—�•�‹�‘�•�•���ä �•�?�7���‘� �̂��•�‡�Ž�–���ä �•�?�5 

�8�Ü
�Ù�å�Ô�Ú Total aggregate volume feeding class i due to fragmentation �• �7���‘� �̂��‹�•�…�Ž�—�•�‹�‘�•�•���ä �•�?�7���‘� �̂��•�‡�Ž�–���ä �•�?�5 

�‚ �à�á�Ü�á�ç Near interface melt velocity �•�ä �•�?�5 
�‚ �â�ë�Ü�×�Ø Oxide layer velocity �•�ä �•�?�5 

�T�Ü Fixed pivot defining a class i �• �7 
�U�> Dimensionless wall distance �•  

Abbreviations 
CFD Computational Fluid Dynamics PBE  Population Balance Equation 
DCM Drift Concentration Method PBM Populatin Balance Methodd 
IMF Induction Melting Furnace  VOF Volume Of Fluid 
MHD Magneto Hydro Dynamics   
    
    



 
14 

 
 

  



 
15 

 
 

 
 
 
 
 
 
 
 
 

���•�–�”�‘�†�—�…�–�‹�‘�• 

This doctoral research is anchored in the National Research Agency of France (ANR France) 
sponsored project PRINCIPIA (PRocédés INdustriels de Coulée Innovants Pour l'Industrie 
Aéronautique), with the aim of improving development and processing of high performance 
aerospace aluminum alloys.  

In the current dissertation, we present various experimental and numerical tools developed in order 
to analyze the behavior of small particles, otherwise called inclusions, in a molten aluminum bath 
stirred in an induction furnace.  

In this part, a brief introduction to the context of this project is followed by some details concerning 
the aluminum alloy processing, providing the necessary background for our research work. We 
then discuss the thesis objectives followed by the dissertation outline.  
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i. Porosities and inclusions in aerospace alloys  

The aeronautical industry uses different aluminum alloys for various structural elements of an 
airplane such as the fuselage, the internal body and the wings, thus making it an important market 
(worldwide ~ 200 000 tons per year) for the high performance aluminum alloys. However, the 
recent advent of the composites and related materials has mounted a stiff challenge to the aluminum 
industry, primarily in reducing the total weight of the structure.  

As a general rule, the continuous quest for superior alloy quality and performance is the driving 
force behind innovation in the aerospace aluminum industry. The focus turns towards ensuring an 
improved property to weight ratio as well as better recyclability of the alloys. This need has given 
rise to a number of aerospace aluminum alloys, with the latest focus on the Al -Li alloy family, 
which has been instrumental in attaining these goals. Notwithstanding, the processing of Al-Li 
alloys comes with its set of issues. Aluminum and Lithium oxidize easily and may lead to the 
presence of oxide type inclusions in the bath. Moreover, Lithium increases the solubility of 
Hydrogen in the bath. The performance of those alloys is also dependent on the number as well as 
the size of porosities (Figure 1), which adversely affect the properties of the final product. These 
porosities mainly germinate during the solidification phase of the alloy processing, whereby the 
inclusions (Figure 2) may become the hosting sites for the dissolved hydrogen. Besides being 
involved in the formation of porosities, the presence of inclusion populations also affects the 
physico-chemical properties of the alloy, where an increase in the number density of inclusions 
may lead to a reduced fatigue resistance, thermo-electrical conductivity as well as ductility [1]. The 
inclusion type, size, morphology and concentration directly depend on the type of alloy, the process 
operating parameters and the geometry of the installation.  

  
Figure 1: Porosities in an aluminum alloy 

rolled sheet  
Figure 2: An example of inclusions of type 

MgAl 2O4 with average particle size of 50 µm 
© Constellium Technology Center 

In order to tackle the porosity issue, aerospace alloys such Al-Zn (7xxx) and Al-Cu-Li (2xxx) 
require an improvement of the existing processes as well as development of new innovative 
processes in the casthouse.  
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ii. An overview of aluminum processing  

As seen in Figure 3, aluminum alloy processing in the casthouse consists of several elements, each 
with specific tasks. The cycle starts with obtaining liquid metal either through smelting in an 
electrolytic cell or through recycling in a melting furnace. The melting furnace primarily uses two 
kinds of technologies �± Induction Melting Furnace (IMF) or a gas (or oil) fired furnace, with a 
maximum capacity reaching several tens of tons of metal. Addition of alloying elements takes place 
at this stage. Due to the presence of water vapor in the gas fired furnace, the oxidation of the liquid 
metal leads to a severe mass loss whereas an IMF does not suffer with such limitations. The largest 
melting furnaces available on the market are gas fired furnaces and channel induction furnaces [2].  

The liquid metal is then transferred to a holding furnace for further elaboration and attaining 
necessary physical parameters (primarily the temperature and the composition) before moving on 
to the purification part of the cycle. This stage is of particular interest as it also acts as a settling 
mode where capture of some inclusions may be performed. Almost all the holding furnaces are gas 
fired, but in some circumstances, the relatively less known induction technology is used. The 
purification step usually consists of a degasser and a filter. The degasser is based on the principle 
of flotation using the rotor technology for stirring and gas injection. The degasser helps eliminate 
the dissolved hydrogen and capture some of the suspended inclusions remaining in the metal [3]. 
The filtration process uses different types of filters to capture the inclusions present in the metal [4]. 
This is followed by the terminal step of casting, where the liquid metal is cast into ingots using 
semi-continuous casting or into rolled sheets using continuous casting. In the present research, we 
focus on the induction melting and stirring process during the holding step. 

 
Figure 3: A layout of aluminum alloy processing in a casthouse 

© Constellium Technology Center 
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iii. Dissertation objectives  

As previously discussed, the induction melting furnace is an important casthouse installation which 
allows melting and processing of alloys. Since porosities in aluminum alloy products lead to a 
severe loss in the overall performance, it is a must to control any porosity generation. While 
processing the alloys, different varieties of inclusions are generated due to the phenomena 
involved, which may become a germination site of these porosities. This leads to the major 
objective of the dissertation, which is to study and provide efficient measures to control the 
inclusion population in an induction melting furnace.  

The phenomena to be considered may be conveniently separated into two interlinked themes �± (i) 
Magnetohydrodynamics (MHD) stirring of the molten aluminum bath, and (ii) Inclusion 
population behavior in the bath, both of which require a proper scientific description. In order to 
predict the inclusion dynamics and capture in induction melting and stirring furnaces, the above 
phenomena must be numerically modeled. Furthermore, the performance of the developed 
numerical tools must be verified by comparing the model calculated results with experimental 
measurements at both laboratory and industrial scale.  

The objectives of the thesis are summarized as follows:  

�ƒ Describing the phenomena and developing a numerical tool capable of: 
�ƒ Predicting magnetohydrodynamics in an IMF 
�ƒ Predicting inclusion behavior in an IMF 
�ƒ Assessing the inclusion capture at various interfaces (crucible walls and free surface) 

�ƒ Validating the model using experiments 

iv. Dissertation outline 
After a brief introduction of the project, its context and the dissertation objectives, we move on to 
the main body of this document, which is organized into three parts �± Part A, Part B and Part C. 
The first two put an emphasis on the theoretical concepts and the numerical tools developed over 
the course of the project, while the third part describes the application of these tools. Each part is 
further distributed into chapters, sections and sub sections. A detailed literature survey 
concerning each task is presented when required. 

Part A describes the underlying concepts of the magnetohydrodynamic phenomena in an IMF. The 
corresponding experimental tools and the numerical model are presented.  

Part B focuses on the phenomena influencing the inclusion behavior in an IMF and presents the 
numerical model developed to describe those phenomena.  
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Part C presents the application of the tools introduced in Parts A & B. We first focus on the 
application of the tools on a laboratory scale IMF (IJL Nancy) and analyze the obtained results. 
Further, we examine and discuss the numerical results of the simulations of an industrial scale IMF 
at a Constellium facility.  

Finally, an overall conclusion of this research work along with the prospective future work is 
presented followed by several annexes providing other information pertaining to each part.  
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In this part, we introduce the MHD phenomena followed by a brief literature survey on induction 
melting furnace, from both experimental and numerical point of view. Later we describe the 
experimental tools used in our project, primarily to study the bath free surface deformation. We 
conclude this part of the dissertation with a chapter on numerical modeling of an induction melting 
furnace which encompasses the electromagnetic model as well as the hydrodynamic model.  
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1. �)�X�Q�G�D�P�H�Q�W�D�O�V���R�I���0�D�J�Q�H�W�R�K�\�G�U�R�G�\�Q�D�P�L�F�V 

After a brief introduction to MagnetoHydroDynamics (MHD) and Electromagnetic Processing of 
Materials (EPM) in section A.1.1, we focus on EPM in an IMF in section A.1.2. In this section, the 
general working of an IMF is enunciated, followed by a theoretical background on electromagnetic 
fields and hydrodynamics. Later, in section A.1.3, we provide a literature survey on experimental 
and numerical studies performed in relation to IMFs. We also take up a literature survey on the 
influence of an oxide layer covering the liquid metal free surface.  

1.1 Introduction  

The interdisciplinary field of Magneto Hydro Dynamics (MHD) is a relatively new domain. Only 
in the mid 20th century did the scientists and engineers show any real interest in MHD.  

�³�0�+�'���F�D�Q���E�H���G�H�V�F�U�L�E�H�G���D�V���W�K�H���V�W�X�G�\���R�I���P�X�W�X�D�O���L�Q�W�H�U�D�F�W�L�R�Q���R�I���I�O�X�L�G���I�O�R�Z���D�Q�G���P�D�J�Q�H�W�L�F���I�L�H�O�G�V���´��
Davidson [5] 

Examples of fluids which are electrically conducting can be liquid metals, plasmas, electrolytes 
etc. Handbooks on MHD such as Davidson [5] and Tillack and Morley [6] provide an excellent 
stepping stone into the realm of MHD. The principles of MHD are applied at numerous scales, 
from the interstellar space to a laboratory scale EM levitation furnace. Some examples of 
application of MHD are as follows: 

�ƒ �7�H�U�U�H�V�W�U�L�D�O���P�D�J�Q�H�W�L�F���I�L�H�O�G���P�D�L�Q�W�D�L�Q�H�G���E�\���W�K�H���I�O�X�L�G���P�R�W�L�R�Q���L�Q���W�K�H���H�D�U�W�K�¶�V���F�R�U�H 
�ƒ Solar magnetic fields which generate solar flares 
�ƒ Magnetic confinement of high temperature plasmas to sustain fusion reactors 
�ƒ MHD pumps & seawater propulsion using MHD 
�ƒ Control of turbulent boundary layers to reduce drag 
�ƒ Heat & mass transfer in liquid metal processing 

It can be clearly seen that MHD has been applied across the board, but in the context of the present 
project, the author shall lay stress on Electromagnetic Processing of Materials �± EPM and more 
particularly on induction melting and stirring.  

The 1982 IUTAM symposium [7] held at Cambridge University, UK, led to a significant change 
in the way MHD was applied to EPM. Ever since considerable advances have been made in this 
field and several conferences and research projects have been dedicated solely to EPM. Asai [8], 
Moffatt [9], Bojarevics and Pericleous [10] and Mühlbauer [11] review several EPM and induction 
furnace related topics.  
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Simultaneously, an increase in the demand of very high quality materials was seen coming from 
the aerospace industry and other high precision industries. This augured well with the developing 
EPM field which enabled a better control of processing and casting of liquid metals, thereby 
ensuring higher alloy quality and efficiency of the processes. Heating, pumping, stirring, holding, 
repelling and levitating of liquid metals are just some of the examples of such processes. Figure 4 
represents an impressive �V�S�U�H�D�G���R�I���(�3�0�¶�V���D�S�S�O�L�F�D�W�L�R�Q�V���D�V���Z�H�O�O���U�H�O�D�W�H�G���S�K�\�V�L�F�D�O���S�K�H�Q�R�P�H�Q�D�� 

 
Figure 4: EPM and its varied applications [8] 

1.2 EPM in an induction melting furnace  

During liquid metal processing, an IMF may be used during the adding, mixing and melting of 
matter as well as for holding the mixture at its liquid state. The process, frequently used at the 
industrial scale, allows treatment of materials in a non-intrusive manner, without any use of 
mechanical stirrers or melters. While the overall quality and efficiency are improved, the liquid 
metal processing in an IMF has its own set of problems. Entrapment of inclusions, varying response 
of alloying elements to operating parameters and wearing down of the crucible walls due to 
turbulent stirring, are some of the issues encountered in an IMF.  
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1.2.1 General working of an induction melting furnace 

In the late 19th century, Ferranti first designed an induction furnace to heat and melt steel [11]. 
�(�D�U�O�\�� �����W�K�� �F�H�Q�W�X�U�\�� �V�D�Z�� �V�H�Y�H�U�D�O�� �D�S�S�O�L�F�D�W�L�R�Q�V�� �D�Q�G�� �G�H�V�L�J�Q�V�� �R�I�� �L�Q�G�X�F�W�L�R�Q�� �P�H�O�W�L�Q�J���� �,�Q�� �W�K�H�� ���������¶�V����
�P�R�G�H�U�Q���L�Q�G�X�V�W�U�L�D�O���V�F�D�O�H���I�X�U�Q�D�F�H�V���O�L�N�H���2�W�W�R���-�X�Q�N�H�U�¶�V���G�H�V�L�J�Q��[12], seen in Figure 5, were capable of 
melt�L�Q�J�����V�W�L�U�U�L�Q�J���D�Q�G���K�R�O�G�L�Q�J���V�H�Y�H�U�D�O���W�R�Q�V���R�I���P�H�W�D�O�����1�R�W�Z�L�W�K�V�W�D�Q�G�L�Q�J�����L�W���Z�D�V���R�Q�O�\���L�Q���W�K�H�����������¶�V���W�K�D�W��
researchers started detailed experiments and numerical studies on phenomena encountered in an 
IMF and related processes. 

Figure 5�����2�W�W�R���-�X�Q�N�H�U�¶�V���G�H�V�L�J�Q���R�I���D�Q���L�Q�G�X�V�W�U�L�D�O���V�F�D�O�H���,�0�)���± section and top views [12] 

In an IMF (Figure 5), a refractory vessel (n° 12) filled with a charge of metal is surrounded by an 
induction coil in the form of a solenoid (n° 26). The time-varying magnetic field produced by the 
induction coil acts on the metal thereby leading to induced currents and hence volumetric Lorentz 
forces inside the conducting metal. The induced currents have both thermal and mechanical effects 
[5]. The thermal effects, which originate from Joule heating, lead to energy dissipation as heat into 
the metal which may allow melting of the metal. The amount of heat produced by Joule heating 
can be expressed as: �V�Ã�â�è�ß�ØL �F�~ �ê�Ø�ß�á�ÙW , where j  and �ê�Ø�ß�á�Ù represent respectively, the induced current 

density in the metal and the electrical conductivity of the metal. Mechanical forces result in the 
electromagnetic stirring of the metal, governed by the Lorentz forces. Often the stirring mechanism 
is very turbulent, leading to temperature homogenization of the liquid metal bath.  
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Induction processes are heavily influenced by the electromagnetic skin effect [5]. The skin effect 
concentrates the induced current and therefore the electromagnetic forces in a layer adjacent to the 
surface of the conductor, with a maximum induced current density at the surface and a gradual 
decrease towards the interior of the conductor. Figure 6 shows this effect near the conductor 
surface. 

 

Figure 6: Skin effect in electromagnetic induction [5] 

The skin depth���Ü�¾�Æ (Eq. 1) is the order of magnitude of the penetration depth of the electromagnetic 
field into the conductor. f  and 0�P  represent respectively the inductor current frequency and the 

magnetic permeability in free space.  

�Ü�¾�ÆL
�s

¥�è�ä�4�ê�Ø�ß�á�Ù�B
 (1) 

Figure 7 presents the evolution of skin depth as a function of current frequency for some materials: 
Mercury, Gallium, Aluminum and Iron. Table 1 reports their respective electrical conductivity �ê�Ø�ß�á�Ù 

and density �é�Ù. 

Table 1: Material properties of Hg, Ga, Al, Fe  

 
Electrical conductivity 

�ê�Ø�ß�á�Ù(�:
-1.m-1) 

Density  
�é�Ù (kg.m-3) 

Mercury 1.1x106 13600 
Gallium 3.8x106 6095 

Aluminum 4.1x106 2385 
Iron 9.0x105 7870 
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Across all the studied materials, these curves illustrate a general trend of the skin depth decreasing 
with an increasing frequency. The effect of the electrical conductivity is quite remarkable as we 
see that the skin depth for Iron is almost double the skin depth noted for Aluminum for the entire 
frequency range (from 50 Hz to 5 kHz).  

 
Figure 7: Skin depth as a function of current frequency for Hg, Ga, Al, Fe 

In some specialized literature [13] [14], the dimensionless shield parameter �4�  is frequently 
utilized. As expressed in Eq. 2, this parameter is the square of the ratio of a characteristic dimension 
of the geometry L and the skin depth���Ü�¾�Æ. The driving Lorentz forces are mainly confined within 
the skin depth for �4� �( �s�:�Ü�¾�Æ�' �.�; , while a more uniform distribution of the driving forces in 
the bath is expected when �4� �1�s�:�Ü�¾�Æ�1�.).  

�4� L �t l
�.

�Ü�¾�Æ
p

�6

L �ä�4�ê�Ø�ß�á�Ù�ñ�.�6 (2) 

In Eq. 3, the Hartmann number �*�= compares the electromagnetic forces to the viscous forces. The 
number is strongly dependent on the magnetic induction value, which varies as a function of the 
electromagnetic penetration within the bath.���$�4�á �.��and �ä�Ù��respectively represent the maximum 

amplitude of the magnetic induction, the characteristic length and dynamic viscosity of the fluid. 
Meanwhile, the Stuart number (or the interaction parameter) in Eq. 4 confronts the electromagnetic 
forces with the inertial forces and is expressed as a ratio of the Hartmann number and the Reynolds 
number.  
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�*�= L �$�4�.¨
�ê�Ø�ß�á�Ù

�ä�Ù
 (3) 

�0 L
�*�=�6

�4�A
L ��

�$�4
�6�.�ê�Ø�ß�á�Ù

�é�Ù�Q
 (4) 

IMFs often exhibit liquid metal free surface as a dome (or a meniscus). This dome shape is achieved 
as a result of an equilibrium between the electromagnetic force, the hydrodynamic pressure, the 
gravitational force and the surface tension force. The dome height �D�à��under a magneto-static 
hypothesis, where the magnetic pressure is in equilibrium with the gravitational forces, is defined 
in Eq. 5 [15].  

�D�à L
�$�4

�6

�t�ä�4�é�Ù�C
 (5) 

Figure 8 presents the evolution of the dome height as a function of the magnetic induction���$�4��for 
the above mentioned materials. The general trend of the dome height increasing with the magnetic 
induction follows from Eq. 5. Aluminum, being the least dense among these materials, attains the 
largest dome height, while Mercury, almost 5 times denser, attains the lowest dome height. The 
dome height reduces the total contact surface between the liquid metal and the crucible, and could 
lead to higher energy efficiency as well as a lower maintenance of the crucible walls. 

 
Figure 8: Dome height as a function of magnetic induction for Hg, Ga, Al, Fe  
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The liquid metal free surface found within the crucible may not be axisymmetric [16] as its nature 
primarily depends on the induction coil configuration, the crucible geometry, the screening 
elements as well as the operating parameters.  

1.2.2 Theoretical background  

1.2.2.1 Electromagnetic Phenomena 

A particle moving with a velocity �› and carrying a charge q in the presence of an electric field �ó 
and a magnetic induction �n is subjected to a force expressed as:���Œ�—L �M�:�q E �› H �n�;. The first and 

the second terms on the right hand side of the equation respectively signify the electrostatic force 
and the Lorentz force. Furthermore, the total electric field is the sum of the electrostatic and induced 
electric fields:���ó L �ó�• E �ó�u. The divergence and the curl of each component along with those of 
the total electric field are presented in Figure 9 [17].  

 
Figure 9: Governing equations of the static and induced electric fields 

�$�F�F�R�U�G�L�Q�J���W�R���2�K�P�¶�V���O�D�Z�����D�V���V�W�D�W�H�G���L�Q��Eq. 6, the current density �• is a function of the electric field���q, 
the velocity �› and the magnetic induction �n.  

�• L �ê�Ø�ß�á�Ù�:�q E �› H �n�; (6) 

¸ H �ð L �ä�4�• (7) 

Subst�L�W�L�W�X�W�L�R�Q���R�I���$�P�S�H�U�H�¶�V���O�D�Z�����(�T�����������L�Q���(�T������, followed by the curl, provides us with Eq. 8.  


¸ H �:
¸ H �ð�; L �ä�4�ê�Ø�ß�á�Ù�:
¸ H �q E 
¸ H �:�› H �n�;�; (8) 

Using the vector calculus identity: 
¸ H�:
¸ H �ð�; L �Ï�:�Ï �® �n�; F �Ï�~�n and susbtituting �:
¸ H �q�;, 
thanks to �)�D�U�D�G�D�\�¶�V���O�D�Z�����(�T�������������Z�H���R�E�W�D�L�Q���(�T��������. Furthermore, due to the solenoidal nature of the 
magnetic induction, its divergence is null:���Ï �® �n L �r, which when substituted in Eq. 10, provides 
us with the induction equation Eq. 11. 

�Ï �® �ó L
�é�ä
�Ý�4

 

 


¸ H �ó L F
�ò�n
�ò�P

 

 

�*�D�X�V�V�¶�V���O�D�Z���Ï �® �ó�• L
�� �Ü

���,
 

Zero divergence : �Ï �® �ó�uL �r 
 

Irrotational:��
¸ H �ó�• L �r 

�)�D�U�D�G�D�\�¶�V���O�D�Z����
¸ H �ó�uL F
�!�n

�!�ç
 

 

�q�™ �q�u �q



 
29 

 
 


¸ H �q L F
�ò�n
�ò�P

 (9) 

�Ï�:�Ï �® �n�; F �Ï�~�n L �ä�4�ê�Ø�ß�á�Ù�:F
�ò�n
�ò�P

E 
¸ H �:�› H �n�;�; (10) 

�ò�n
�ò�P

L 
¸ H�:�› H �n�; E
�s

�ä�4�ê�Ø�ß�á�Ù
�Ï�~�n (11) 

The first term on the right hand side of the induction equation represents the electromotive force 
generated due to the conducti�Q�J���I�O�X�L�G�¶�V���H�I�I�H�F�W���R�Q���W�K�H���P�D�J�Q�H�W�L�F���L�Q�G�X�F�W�L�R�Q�����,�Q���P�R�V�W���R�I���W�K�H���L�Q�G�X�V�W�U�L�D�O��
processes, these forces are deemed negligible as the fluid velocity has very little influence on the 
magnetic induction, thereby reducing the induction equation to the form of a diffusion equation. 
Magnetic Reynolds number (�4�A�à ) defined in Eq. 12 is introduced to distinguish such cases 
(�4�A�à �' �s ). Classically, for laboratory scale furnaces with a characteristic length scale of 0.1 m 
and considering a metal bath with an electrical conductivity of �s�r�:  �: -1.m-1 and a characteristic 
velocity of �r�ä�w���•�ä �•�?�5, �4�A�à is indeed found to be much smaller than unity (�4�A�à N �r�ä�r�x).  

�4�A�à L �ä�4�ê�Ø�ß�á�Ù�Q�. (12) 

Another form of the induction equation can also be obtained by replacing the magnetic induction 
by the vector potential �ï .  


¸ H �ï L �ð (13) 

Table 2 summarises the important laws in the domain of electomagnetics and their corresponding 
mathematical expressions [5] [17]. 

Table 2: Governing equations of Electrodynamics 
�$�P�S�H�U�H�¶�V���O�D�Z 
¸ H �ð L �ä�4�• 

�)�D�U�D�G�D�\�¶�V���O�D�Z 
¸ H �ó L F
�ò�n
�ò�P

 

Solenoidal nature of magnetic induction �Ï �® �n L �r 
�2�K�P�¶s law �• L �ê�Ø�ß�á�Ù�:�q E �› H �n�; 

Conservation of charge �Ï �® �• L �r 

Induction equation 
�ò�n
�ò�P

L 
¸ H�:�› H �n�; E
�s

�ä�4�ê�Ø�ß�á�Ù
�Ï�~�n 

The Lorentz force due to the magnetic induction follows from Eq. 14 which will act as a source 
term in the hydrodynamics governing equations. The Lorentz force creates a magnetic pressure as 
well as acts as a driving force in the conducting fluid.  

�r �x�•�˜�‹�”�š� L �• H �n (14) 
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1.2.2.2 Hydrodynamics 

Navier-Stokes equations are the cornerstone of any fluid dynamics topic. These equations arise 
from Newton's second law applied to fluid motion [18] in the specific situation where the fluid is 
assumed to be newtonian and incompressible. Once the velocity field is resolved, other quantities 
of interest such as flow and shear rates may be calculated. The non-linearity and the coupling 
between the continuity and the momentum equations make the set of NS equations quite attractive 
for various numerical methods: 

Continuity 
�ò�é
�ò�P

E �Ï �® �:�é�›�Œ�; L �r (15) 

Momentum conservation �ò�:�é�›�;
�ò�P

E �› �® �Ï�:�é�›�; L F�Ï�L E �Ï �® �:�ä�Ø�Ù�Ù�Ï�›�; E �r (16) 

�� ��,���O,���J�c�d�d,p,���ô respectively being the velocity vector, the density, the effective dynamic viscosity, 
the pressure and the external forces. The first and second terms on the left hand side of the 
momentum conservation equation respectively correspond to the unsteady term and the convective 
transport term. The first, the second and the third terms on the right hand side of the equation 
describe the pressure gradient, the viscous forces and the external body forces respectively.  
Table 2 along with the NS equations (Eq. 15 and 16) provide the governing equations for describing 
the stirring phenomena in the induction furnace. It must be noted that the Lorentz forces acting on 
the metal are taken into account by means of the external body force term in the momentum 
conservation equation (Eq. 16).  

Turbulence can be defined as a flow regime where the internal mechanisms of the energy transfer 
maintain various structures at different spatial scales [5]. Although at the onset, it seems that the 
turbulent flow is fully random, instead it is an overlapping of patterns. These patterns which are 
organized in an energy spectrum are marked by an energy transition or cascading from the larger 
scales (integral scales) to the smaller or Kolmogorov scale. The Reynolds number is the ratio of 
the inertial and the viscous forces and indicates the different turbulence regimes in a flow. Some 
elements of the turbulence modeling are later discussed in section A.3.  

�4�AL
�Q�.
�å�Ù

 (17) 

Any flow consisting of two or more distinct phases, flowing simultaneously in mixture with some 
level of phase separation at a scale well above the molecular level, can be termed as a multiphase 
flow [19]. In our project, the hydrodynamics inside the crucible is a two phase flow comprising the 
separate phases of liquid metal and air. The interface between the two phases is termed as a free 
surface, provided that the gas phase (air) exerts negligible tangential shear stress upon the interface.  
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1.3 Literature survey 

1.3.1 Experimental investigation in an IMF 

Several authors have performed experimental analyses in the IMF or similar installations (EM 
casting, channel induction furnaces etc.). These studies have primarily focused on studying the 
fluid flow or the free surface and provide valuable insight into the induction stirring process as well 
as the orders of magnitude of velocities and free surface deformations for various furnace 
configurations. 

1.3.1.1 Velocimetry  

The velocimetry can be further categorized into bath surface velocity measurements and bulk flow 
measurements. Certain techniques also allow measurement of the velocity fluctuations and thus 
give a clearer idea about bath turbulence.  

The measurement of bath surface velocity was performed by Tarapore et al. [20] [21], who used a 
simple optical system to capture images of an immersed moving glass bead, lit under stroboscopic 
lighting. This was performed for mercury and steel baths in a laboratory scale and an industrial 
scale IMF respectively, and the results were found to be reasonably reproducible. Taberlet and 
Fautrelle [22] and El-Kaddah et al. [23] on the other hand used an intrusive hot wire anemometry 
technique inside a mercury bath in an IMF to measure the melt velocity, its fluctuations and thus 
the turbulent spectra. Their analysis showed that the average velocity as well as the turbulence 
increased with an increase in the coil current intensity. However, it was also shown that the 
velocity, the fluctuations and the flow structures varied as a function of the current frequency and 
were thus controlled by the electromagnetic skin depth. Vives and Ricou [24] [25] used an electrical 
probe to measure the instantaneous velocity for a higher temperature (~700 °C) aluminum bath 
during continuous casting using electromagnetic forces or while stirring in an IMF. The established 
experimental protocol was put to good use to ascertain melt velocity and its variance as a function 
of operating or design parameters of the installation.  

More recently, Umbrashko et al. [26] and Bojarevics et al. [27] both measured the melt velocity 
�X�V�L�Q�J���D�Q���H�O�H�F�W�U�L�F���S�R�W�H�Q�W�L�D�O���S�U�R�E�H�����I�R�U���D���:�R�R�G�¶�V���P�H�W�D�O���D�Q�G���D���J�D�O�O�L�X�P���E�D�W�K���U�H�V�S�H�F�W�L�Y�H�O�\�����&�U�D�P�H�U���H�W���D�O����
[28] provide an example of application of the Ultrasound Doppler Velocimetry (UDV), which was 
recently used to spatially map the liquid metal flow with quite a high resolution (0.1 �•�• �ä �•�?�5). The 
state of the art non-contact technique of Lorentz Force Velocimetry (LFV) developed at 
TU Ilmenau [29] provides a novel way of measuring the melt velocity in liquid metal flow. The 
technique has been satisfactorily compared with numerical modeling [30] and ongoing research 
shows numerous applications [31], even at the industrial scale. Argyropoulos [32] also reviews 
several techniques used to measure velocity in such liquid metals, with some applicable to an IMF. 
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1.3.1.2 The free surface 

The free surface measurements can also be distinguished into two categories: the free surface 
deformation or meniscus shape measurements and the free surface oscillation or its instability 
measurements. In 2007, Fautrelle et al. [16] reviewed most of the free surface related issues in 
EPM and IMFs.  

The free surface deformation or its shape was measured by Li et al. [33], Etay et al. [34] and Perrier 
et al. [35]���� �Z�K�R���V�W�X�G�L�H�G���:�R�R�G�¶�V���P�H�W�D�O�����7m = 70 °C), mercury (Tm = -39 °C) and gallium (Tm = 
30 °C) baths respectively, using a contact probe. While Li et al. worked with an electromagnetic 
casting installation, Etay et al. and Perrier et al. primarily worked with induction furnaces. Based 
on the coupling of the electrical resistance with the vertical displacement, their probe (Figure 10) 
measured with a precision of ±0.5 mm and was adapted to a bath temperature range of 20 °C to 70 
°C. Kageyama and Evans [36] also talk about free surface deformation measurements performed 
by Fukumoto (reference not found) for a tin bath, presumably by using a contact probe. More 
recently, Kirpo [37] also used a contact probe to measure the free surface deformation of a W�R�R�G�¶�V��
metal bath in an IMF.  

 
Figure 10: Electric contact probe [34]  

Debray and Fautrelle [38] measured the free surface deformation instabilities of a mercury bath in 
an induction coil with very low current frequency (2-10 Hz), using a carbon fiber electrical resistive 
probe. The bath free surface oscillations and instabilities as a function of magnetic induction and 
current frequency were also experimentally studied by Etay and Fautrelle [15] and Perrier et al. 
[35]. It was observed [15] that for very low frequencies (1-20 Hz), the magnetic field agitates the 
free surface vigorously, while for higher frequencies, the surface waves perpendicular to the 
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magnetic field become calmer. An interesting example of unsymmetrical liquid metal free surfaces 
was also observed by Fautrelle et al. [39], where the main impacting factors were the coil geometry 
as well as the magnetic induction by the inductor coils. The dynamics of a galinstan (gallium alloy) 
free surface was also investigated by Mohring et al. [40], subjected to high frequency (20-50 kHz) 
magnetic field. It was found that with increasing inductor current, the free surface transitioned from 
an oscillating capillary surface wave to a static surface deformation wave until an electromagnetic 
pinch effect appears at a critical current value, while confirming the �V�X�U�I�D�F�H�� �Z�D�Y�H�O�H�Q�J�W�K�¶�V��
correlation with the current frequency. 

1.3.2 Numerical modeling of an IMF 

Numerical modeling is an efficient tool which helps analyze and predict the coupled phenomena 
involved in induction processes. Bojarevics and Pericleous [10] reviewed in 2007 some modeling 
techniques for the induction melting and stirring processes. Along with velocity measurements, 
Tarapore et al. [20] [21] �S�U�R�Y�L�G�H�G���L�Q���W�K�H���P�L�G�������¶�V�����D���S�U�H�G�L�F�W�L�Y�H���L�Q-house numerical tool (based on 
the finite difference method) for fluid flow in an IMF as a function of the operating and design 
parameters and found the two set of experimental and numerical results, comparable. Nevertheless, 
with several assumptions such as no calculation of the free surface curvature and a steady state 
calculation, the numerical model was still at a nascent stage. More recently, similar comparisons 
between numerical modeling results and velocity measurements were performed by El-Kaddah et 
al. [23], Li et al. [33], Kageyama and Evans [36] [41] and Umbrashko et al. [26]. Of course, with 
time, the various links between each phenomenon reached better understanding, resulting in an 
increased complexity and performance of the numerical model. Some of the improvements include 
the modeling of the turbulence, the description of the transient free surface deformation and finally 
the coupling between electromagnetic and hydrodynamic phenomena. 

The stirring of the liquid metal in an induction furnace, which is often turbulent in nature, was 
modeled with a RANS (Reynolds Average NS equations) approach by El Kaddah et al. [23] who 
applied the k-�0���P�R�G�H�O�����%�D�D�N�H���H�W���D�O�� [42] and Courtessole and Etay [43] used the k-�0���5�1�*���P�R�G�H�O����
in order to improve upon k- �0���P�R�G�H�O���D�F�F�X�U�D�F�\���L�Q���U�R�W�D�W�L�Q�J���F�D�Y�L�W�L�H�V�����2�Q���W�K�H���R�W�K�H�U��hand, Umbrashko 
et al. [26] performed Large Eddy Simulations (LES) to simulate the large turbulent scales and 
advised its use to correctly estimate the heat and mass transfer between various recirculation zones 
inside a metal bath. More recently, Spitans et al. [44] and Scepanskis et al. [45] used the k-�&���6�6�7��
turbulence model to simulate a laboratory scale as well as an industrial scale furnace.  

A key aspect of the induction process simulation is the numerical prediction of the liquid metal 
free surface deformation. It was discussed by Nakata and Etay [13], Fugate and Hoburg [46], as 
well as by Zhu et al. [47], who used the magneto-hydrostatic approximation, where only the 
gravitational force, the electromagnetic force and the surface tension force are assumed to be in 
equilibrium at the free surface. Pesteanu and Baake [48] on the other hand considered the 
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hydrodynamic pressure contribution while treating the free surface deformation and used a variant 
of the Volume Of Fluid (VOF) method to predict the deformation. It must be noted that a weak 
coupling between the electromagnetic and the hydrodynamics was considered in the numerical 
models described by the above authors, whereby the Lorentz forces generated by the inductor in 
the metal bath were calculated separately and subsequently transferred to the fluid flow simulation. 
Delannoy and Garnier [49] proposed a stronger coupling in which the Lorentz forces were 
calculated at the same time as the hydrodynamics. Likewise, Courtessole and Etay [43] applied this 
strong coupling strategy to model the interactions between two non-miscible liquid zones in an 
induction furnace. The modeling approach in the present work is similar to the above, where the 
Lorentz forces are calculated while taking into account an updated free surface deformation at each 
time step. 

1.3.3 Oxide layer covering the free surface 

A very small oxygen partial pressure (~ 10-50 atm) [50] is sufficient to oxidize partially if not 
completely an aluminum bath surface. Since the induction melting often takes place under 
atmospheric conditions, the surface is instantaneously covered by an oxide layer. The layer may 
have different impacts on the hydrodynamics of the bath, namely it may modify the physical 
properties (surface tension) or affect the bath hydrodynamics (bulk or even the free surface).  

The main question studied in the literature is the influence of the oxide layer on the surface tension 
of the metal. Several techniques (reviewed by Egry et al. [51]), such as the sessile drop method 
(Eustathopoulos et al. [52], Bainbridge and Taylor [53]) or the maximum bubble pressure method 
(Goumiri et al. [54], Garcia-Cordovilla et al. [55]), were used to measure the surface tension of a 
liquid aluminum bath sample. It was found that the surface tension for 99.99 % pure aluminum 
decreases from 1.1 N/m to 0.86 N/m [55] as the surface oxidation increases. This would be due to 
the continuous formation of oxide islands up until the saturation of the liquid surface (homogenous 
layer).  

Goumiri and Joud [56] also studied the aluminum oxide layer, its formation and dependence on 
temperature while using the Auger electron spectroscopy. Furthermore, Frisvold [57] provided an 
extensive theoretical analysis of the surface tension constant using Gibbs free energy formulation, 
for various binary aluminum alloys. Schoutens [58] built a similar theoretical model, but focused 
on the theoretical calculation of the surface tension with and without the oxide layer and found it 
to be similar to the above results [55]. Kahl and Fromm [59] and more recently Syvertsen [60] [61] 
performed measurements of the oxide layer strength using a rotating disc method. It was proposed 
that the oxide layer strength is a sum of the interfacial tension between the melt and the oxide, the 
tensile strength of the oxide layer and the surface tension of the oxide (with air). 
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1.3.4 Conclusions of literature survey  

The measurement of liquid metal velocities is an important tool for understanding and controlling 
IMF phenomena as well as for validating numerical modeling results. However, in the present 
project we directed our focus on the experimental study of the bath free surface deformation, as it 
is much faster, accessible and easier to put in place. It is noteworthy that all the free surface 
measurements were limited to low liquid metal bath temperature, carried out solely by the intrusive 
contact probe technique. With temperatures rising to 700 °C (such as in the case of an aluminum 
bath), the contact probe technique is difficult to adapt. Furthermore, these experiments provide non 
instantaneous discrete measurements (up to 20 points) of the free surface which are inadequate for 
a complete free surface description. Thus a more comprehensive technique is required to measure 
the entire free surface deformation and its fluctuations, at high temperatures.  

Up until recently, most of the numerical models made strong assumptions when addressing the 
bath free surface modeling by employing a magneto-hydrostatic formulation when treating the free 
surface. However, a much larger use of a two-way free surface �± hydrodynamics coupling can be 
noticed in recent works. This fully coupled strategy is employed in our study.  

Much of the literature concerning oxide layers of liquid aluminum has dealt with the experimental 
or the theoretical analysis of its effect on the surface tension of the metal. Some research was also 
focused on the oxide layer strength. However, the impact of the oxide layer on the deformation of 
the free surface and on the hydrodynamics of the metal bath is a subject which has received little 
attention in the literature. 

2. �(�[�S�H�U�L�P�H�Q�W�D�O���D�Q�D�O�\�V�L�V���R�I���D���O�D�E���V�F�D�O�H���,�0�) 

�,�Q���W�K�L�V���V�H�F�W�L�R�Q�����Z�H���E�H�J�L�Q���E�\���L�Q�W�U�R�G�X�F�L�Q�J���,�-�/�¶�V���O�D�E�R�U�D�W�R�U�\���V�F�D�O�H���L�Q�G�X�F�W�L�R�Q���P�H�O�W�L�Q�J���I�X�U�Q�D�F�H���D�O�R�Q�J���Z�L�W�K��
its schematics and geometrical dimensions. The investigated alloys and some of their physical 
properties are then presented. We then move on to the operating parameters of the installation and 
highlight the techniques used to measure them. Finally, we present the two techniques used for the 
free surface deformation measurement.  

2.1 �,�Q�W�U�R�G�X�F�W�L�R�Q���W�R���,�-�/�¶�V���,�0�)�� 

A laboratory scale IMF with a nominal power of 50 kW, capable of melting up to 4 kg of aluminum, 
is currently installed at the Institut Jean Lamour. Figure 11 presents the exterior vessel of the 
furnace with its lid (open position in the figure). The inner chamber can be placed under a vacuum, 
but in our case, the aluminum processing was carried out under atmospheric conditions. The IMF 
installation has an alternating current generator, characterized by an AC frequency �B and a 
generator power���2�Ú�Ø�á. Figure 12 presents a view of the inductor and the crucible settled inside the 
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vessel. The crucible is the control volume where the metal is melted and stirred thanks to the 
electromagnetic phenomena. A water cooling circuit controls any possible overheating in the vessel 
walls, the inductor coils as well as in the generator.  

 

 

Figure 11: IJL�¶�V IMF installation 
Figure 12: Zoom of the inductor and the crucible 

inside the vessel (top view) 

2.1.1 IJL IMF schematics 

Figure 13 presents the IMF schematics, in which the inductor consists of an eight turn coil. The 
interior diameters of the alumina crucible and the inductor are 106 mm and 200 mm respectively, 
while their corresponding heights are 200 mm and 250 mm. The crucible rim is offset by 5 mm 
with respect to the inductor top. There are no elements around the crucible which can act as shields. 

 

 Figure 13�����,�-�/�¶�V���,�0�)���V�F�K�H�P�D�W�L�F�V  
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The geometrical dimensions of the inductor and crucible are summarized in Table 3. The space 
between the inductor and the crucible is filled up with ramming material, which is made up of 
alumina or mullite and silicon compounds. It acts as a safety feature in case of any rupture of the 
alumina crucible as well as insulates the region between the crucible and the inductor. 

Table 3: Details of IJL inductor and crucible 
 Inductor Crucible 

N° of coil turns 8 - 
Exterior diameter (mm) 216 121 
Interior diameter (mm) 200 106 
Exterior height (mm) 250 225 
Interior height (mm) - 200 
Material Copper alloy Alumina 

2.1.2 Investigated aluminum alloys 

�'�X�U�L�Q�J���W�K�H���H�[�S�H�U�L�P�H�Q�W�D�O���D�Q�D�O�\�V�L�V���R�I���,�-�/�¶�V���,�0�)�����Z�H���S�U�L�P�D�U�L�O�\���X�V�H�G���D�O�X�P�L�Q�X�P���D�O�O�R�\���$�O-1050 which 
is composed of at least 99.5 % of aluminum. Table 4 summarizes some thermo-physical properties 
of the alloy Al-1050 along with the temperature dependence laws valid for a temperature ranging 
from 660 °C to 1200 °C. 

Table 4: Al-1050 properties at Tm with temperature dependence laws [62]  [63]  
  Value at Tm 

(660 °C) 
Temperature dependence law 

Density (kg.m-3) 2390 �é�Ù�:�6�; L �é�Ù�:�6�à �; F 0.15(�6 F �6�à )  
Dynamic viscosity (mPa.s) 1.28 - 
Surface tension (N.m-1) 0.868 �Û�Ù�:�6�; L �Û�Ù�:�6�à �; F 0.25x10-3(�6 F �6�à ) 
Electrical conductivity (�: -1.m-1) 4.04.106 �ê�Ø�ß�á�Ù�:�6�; L��5.91x106��F��2.03x103T 

Some experiments were also performed with the alloys Al-5182 (Al-Mg) and Al-7050 (Al-Zn). 
The thermo-physical properties of these alloys are quite similar with respect to Al-1050 and are 
available in Annex 1. Nevertheless, as it will be discussed in Part C, in its liquid form, alloy Al-
5182 with a strong magnesium content can be very reactive with air at the free surface and would 
thus oxidize much more than Al -1050.   

2.1.3 Operating parameters 

�ƒ The liquid metal filling inside the crucible 

The relative positioning of the free surface at rest with respect to the inductor is an important 
parameter and plays a crucial role in the free surface deformation. The crucible can hold a 
maximum of 4 kg of Al-1050.  
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�ƒ The electrical parameters of the setup 
The generator power and the frequency of the alternating current are the primary electrical 
parameters of the setup (as indicated on the generator display board). The power was varied from 
0 kW to a maximum of 20 kW and the frequency from 3.4 kHz to 3.8 kHz. For the remainder of 
the experiments, the frequency was fixed at 3.5 kHz. Other important electrical conditions of 
particular interest in our study were the current intensity circulating inside the inductor coil and the 
magnetic induction generated by the coil current in the internal volume of the crucible. 

2.1.4 Measurement of operating parameters 

Measurements of the coil current intensity (which is also an input parameter of the numerical model 
that will be presented later in this chapter) and of the generated magnetic induction were performed. 
These measurements, on one hand, allowed us to better characterize the experimental setup and on 
the other hand, provided data to perform an intermediate validation of the numerical model.  

2.1.4.1 Measuring the current intensity  

Current intensity was measured using a variant of the current transformer technique [64]. In 
accordance with Ampere's law, any conductor carrying a given current intensity will generate a 
proportional magnetic induction. Thanks to a current transformer, this magnetic induction may be 
converted to a secondary current which acts as an output. Due to its simple yet efficient use, we 
have selected a variant of the current transformer technique �± �5�R�J�R�Z�V�N�L�¶�V���F�R�L�O���I�R�U���W�K�H���U�H�V�W���R�I���R�X�U��
study (Figure 14).  

 
Figure 14: Rogowski coil and its position 

A Chauvin Arnoux �5�R�J�R�Z�V�N�L�¶�V���F�R�L�O�± AMPFLEX A100 300-3000/3, was placed at the entry point 
of the inductor, where the RMS of current intensity was measured every 0.5 second. The 
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measurement range of the coil is 0.5 A to 3000 A AC, with a precision of 1%. The coil works 
within a frequency bandwidth of 10 Hz to 20 kHz. The current intensity was measured 
simultaneously while measuring the magnetic induction and also during the free surface 
deformation experiments. 

2.1.4.2 Measuring the magnetic induction  

�$�� �+�D�O�O�¶�V�� �H�I�I�H�F�W�� �*�D�X�V�V�P�H�W�H�U�� �Z�D�V��used to measure the magnetic induction [65]. Hall's effect was 
discovered by Edwin H. Hall in late 19th century and is derived from the Lorentz force relationship, 
which established that the force experienced by a moving charge subjected to a magnetic induction 
is described as �r L �M�:�q E �› H �n�;. �$���+�D�O�O�¶�V���H�I�I�H�F�W���*�D�X�V�V�P�H�W�H�U���L�V���D���G�H�Y�L�F�H���F�R�Q�V�L�V�W�L�Q�J���R�I���D���I�O�D�W���W�K�L�Q��
rectangular conductor or semi-conductor with two pairs of electrodes perpendicular to each other. 
When an electric field���'�ë is applied along the x axis, and a magnetic induction �$�í perpendicular to 
the electric field, the free charge flowing along the x axis will be deflected towards the y axis, 
which will ultimately lead to a generation of an electric field in this direction: �' �ì L �R�ë�$�í (Figure 
15), which further leads to an output electrical voltage duly measured by the Gaussmeter. A F.W. 
Bell-5180 Gaussmeter with an axial probe SAD18-1904 (Figure 16) was used to measure the 
magnetic induction along the axis of the inductor. This Gaussmeter functions in a large range, from 
0.01 mT to 3 T with a precision of 100 nT and for a working bandwidth of up to 25 kHz. The probe 
position inside the crucible is illustrated in Figure 17. 

 
  

Figure 15�����+�D�O�O�¶�V���H�I�I�H�F�W 
Figure 16: Gaussmeter with 

axial probe 
Figure 17: Probe position inside 

the crucible 

2.2 Experimental techniques for measurement of free surface deformation  

The free surface deformation measuring techniques must work under the following constraints 
which were observed during the preliminary experiments. 

�ƒ A mirror like reflective surface 

�$�í  

�' �ë 

�' �ì  
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The liquid metal bath free surface which attains the shape of a dome is spontaneously covered by 
an oxide layer. The oxide layer for Al-1050 for example was observed to have a mirror like 
reflective surface, meaning that at least in the range of visible wavelengths the optical reflection 
coefficient must be close to 1 whereas the emissivity must be close to zero. 

�ƒ High temperature range 

The bath temperature may reach a range of 700 °C to 1000 °C. Such high temperatures 
automatically lead to a thermal radiation in the vicinity of the free surface and the crucible rim, 
thereby imposing an important constraint on the choice of the technique.  

A brief survey on techniques capable of measuring free surface deformation was performed. Table 
5 presents these techniques, which can be broadly classified as contact or contactless techniques. 
Obviously each technique has its strengths as well as limitations, subject to the mode of application 
(see Annex 2).  

Table 5: Experimental techniques for measuring free surface deformation 
Contact techniques Contactless techniques 

�ƒ Electrical probe 
�ƒ Thermocouple probe 

�ƒ Laser telemetry 
�ƒ Interferometry 
�ƒ Laser triangulation 
�ƒ Structured light 
�ƒ Photogrammetry & Stereoscopy 

The electric probe contact technique [34] [35], as discussed earlier in section A.1.3.1.2, was used 
for very low bath temperatures, rendering it unsuitable for the current project. A common feature 
for contactless techniques is their application to fragile or deformable objects, for real time 
measurements or when working in hostile environments. Also, with increased efficiency of image 
processing algorithms, certain image based contactless techniques could help reconstruct a viable 
3D image of the free surface deformation. In the following sections, we briefly discuss two 
contactless optical techniques �± laser telemetry and structured light, which were found to satisfy 
the requisites of the project. 

2.2.1 Laser telemetry  

Laser telemetry is a contactless technique based on the measurement of the time interval �¿t lapsed 
for the light to complete a journey between the sensor and the object under study (based on the 
principle of time of flight) [66]. Figure 18 clearly illustrates the working principle of the laser 
telemetry. A combination of telemeters can scan surface deformation. Also the coaxial transmitter-
receiver system provides a maneuverability advantage over other optical techniques. Limitations 



 
41 

 
 

of this technique include the fact that the temperature at the sensor should remain between 0 °C 
and 50 °C. 

 

Figure 18: Laser telemetry principle 

Additionally, laser orientation should be perpen�G�L�F�X�O�D�U���W�R���W�K�H���R�E�M�H�F�W�¶�V���V�X�U�I�D�F�H��in order to have a 
reliable measurement which usually has a precision of ±1 mm. Laser telemetry finds applications 
in various domains like construction, mechanical engineering etc. Some examples of surface 
profiling using laser telemetry were found in the literature, such as Maatta and Kostamovaara [67], 
who used it to profile the thickness of hot (~1000 °C) refractory linings.  

2.2.2 Structured Light  

A structured light, as seen in Figure 19, is a band of patterns comprising of an alternating color or 
texture stripes, which is projected onto the surface under study. Any deformation on the surface 
will consequently deform the projected fringe pattern which is then captured as an image by a video 
camera. Geng [68] can be consulted for a review on the structured light technique. This technique 
has found widespread applications such as in medical imaging, vehicle frame modeling, profiling 
and architecture, but no application in the liquid metal domain was found in the literature. 

Each pixel of coordinates (x,y) on the structured light pattern (see Figure 19) has a luminous 
intensity associated to it ���+�ë�ì���� �7�K�H�� �N�H�\�� �D�V�S�H�F�W�� �R�I�� �U�H�F�U�H�D�W�L�Q�J�� �W�K�H�� �F�R�P�S�O�H�W�H�� �V�X�U�I�D�F�H�� �V�K�D�S�H�� �O�L�H�V�� �L�Q��

�G�L�I�I�H�U�H�Q�W�L�D�W�L�Q�J���H�D�F�K���S�L�[�H�O���F�R�R�U�G�L�Q�D�W�H�����[���\�����D�Q�G���L�W�V���F�R�U�U�H�V�S�R�Q�G�L�Q�J���O�X�P�L�Q�R�X�V���L�Q�W�H�Q�V�L�W�\�����+�ë�ì�� The 3D 
profile of the surface may then be determined by processing the captured image using the principle 
of triangulation. 
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Figure 19: Structured light pattern projection along with triangulation principle 

The principle of triangulation has been used for a few centuries while calculating the distances of 
a point by measuring the angles it makes with the reference points. For any point on the surface, 
the relative distance (point �± sensor) is calculated using the principle [69], thanks to which a 
complete extraction of a three-dimensional surface shape is possible.  

�4 L �&
�•�‹�• �à

�•�‹�•�: �à E �Ù�;
 (18) 

In Figure 19, triangulation is employed to find distance R using the geometric parameters of the 
system (distance projector-camera �± D �± calibrated and known), and the angles made by the 
projector and the camera with the point in question (�Ä���D�Q�G���.�������L�Q���(�T�������������6�H�Y�H�U�D�O���W�H�F�K�Q�L�T�X�H�V���I�R�U��
�L�G�H�Q�W�L�I�\�L�Q�J���H�D�F�K���S�L�[�H�O���D�U�H���D�Y�D�L�O�D�E�O�H���D�Q�G�� �F�D�Q���E�H���F�D�W�H�J�R�U�L�]�H�G���D�V���V�H�T�X�H�Q�W�L�D�O�� �R�U���V�L�Q�J�O�H���V�K�R�W���P�H�W�K�R�G�V 

�>�����@����Among them, the sequential hybrid multiple shot and the single shot methods were used in 
our study and are presented below.  

2.2.2.1 Sequential hybrid method 

The sequential hybrid method involves projecting a sequence of carefully designed variable fringe 
patterns. This is a two-step method. The first step consists of considering a black and white binary 
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pattern (Figure 20) with a given step size (p) as a base image. During the second step, several 
sinusoidal fringe patterns with an imposed phase shift���D�U�H�� �E�X�L�O�W�� �I�U�R�P�� �W�K�H�� �E�D�V�H�� �L�P�D�J�H�� �D�Q�G��are 
projected onto the surface. The two steps are then repeated for the next pattern with a refined step 
size.  

 

Figure 20: Step variation for sequential hybrid method 

At a given pixel, the luminous intensities recorded for each imposed phase shift of the projected 
patterns allow the calculation of a phase shift���¿�T�:�š�á �›�;, associated to the deformation of the surface. 
�8�V�L�Q�J�� �W�K�H��principle of triangulation (Figure 19), it is then possible to calculate the vertical 
displacement of that pixel���¿�œ�:�š�á �›�;�� 

�¿�V�:�T�á �U�; L ��
�L

�•�‹�•���: �à E �Ù�;
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�¿�î�:�T�á �U�;
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 �������� 

�,�Q�� �(�T���� ���������à�� �D�Q�G���Ù�� �D�U�H�� �U�H�V�S�H�F�W�L�Y�H�O�\�� �W�K�H�� �D�Q�J�O�H�� �I�R�U�P�H�G�� �E�H�W�Z�H�H�Q�� �W�K�H�� �S�U�R�M�H�F�W�R�U�� �D�Q�G�� �D�� �S�L�[�H�O�� �R�Q�� �W�K�H��
�V�X�U�I�D�F�H�����3�R�L�Q�W���$�� �±���3�U�R�M�H�F�W�R�U���±���&�D�P�H�U�D���� �D�Q�G���W�K�H�� �D�Q�J�O�H���I�R�U�P�H�G���E�H�W�Z�H�H�Q���W�K�H���S�L�[�H�O���D�Q�G���W�K�H�� �F�D�P�H�U�D��
���3�R�L�Q�W���$���±���&�D�P�H�U�D���±���3�U�R�M�H�F�W�R�U������ 

This technique provides an accurate evaluation (±0.1 mm) of the deformation of the free surface 
but averages out any high frequency fluctuations while performing the step variation along with 
the phase shifting.  

In our study, shadowed zones on the free surface resulting from the curvature of the surface were 
reduced by combining images from two video cameras instead of only one. The sequential hybrid 
method also allowed a temporal study of the free surface, albeit with a low frequency (0.03 Hz) of 
measurements due to the two-step method. The measurements were repeated for 180 seconds, 
where each measurement lasted 30 seconds, during which the sequential hybrid projections were 
performed during the first 4 seconds, followed up by 26 seconds of image processing. 

2.2.2.2 Single shot method 

This method is based on the projection of a single black and white stripe pattern. The projected 
pattern is distorted according to the observed surface geometry (Figure 21). The image of the 
deformed pattern captured by only one video camera is then processed by analyzing (using a Fast 
Fourier Transformation algorithm) the variation of the step size (d1, d2) along the pattern. Once 
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the phase shift for each pixel is found, the principle of triangulation is used to calculate the vertical 
displacement of each pixel, from which the 3D profile of the surface may be reconstructed.  

 
Figure 21: Single shot technique �± deformed pattern captured by a camera 

The main advantage of the single shot method over the sequential hybrid method is the possibility 
to study the temporal fluctuation of the surface at a higher frequency of 1 Hz. Though this makes 
it suitable for dynamic assessment of the surface, the measurement precision suffers and decreases 
to ±1 mm. 

A company specialized in optical metrology Holo3 [70] participated in the experimental campaign 
by supplying the optical system (Figure 22) along with its measurement and post processing 
software.  

 

Figure 22: Optical System �± Holo3 

Some details of the optical system are as follows:  

�ƒ High resolution projector (1280x800 pixels) with a maximum luminosity of 2500 lm  
�ƒ Cameras (SONY-XCD-U 100) with a resolution of 1600x1200 pixels 
�ƒ Modulator (M) which helped perform the intensity phase shift of the fringe as well as 

synchronized the images captured by the two cameras. 
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3. �1�X�P�H�U�L�F�D�O���P�R�G�H�O���R�I���,�0�)�� 

In this section, we first describe the electromagnetic model and then move on to the numerical 
model of the turbulent bath, the free surface model and the numerical treatment of the oxide layer 
which covers the free surface. Lastly we express the boundary conditions applied on each boundary 
of the computational domains, along with some generalities on the numerical model 
implementation.  

The developed model uses ANSYS Fluent software 13.0 to calculate the hydrodynamics of the 
liquid metal bath while separate User Defined Functions (UDF) are hooked in to solve the induction 
equation and to simulate the effects of the oxide layer covering the free surface. 

Figure 23 represents the two main elements of the setup considered in the numerical model, namely 
the crucible containing the metal bath and the inductor. The inductor which has a helicoidal coil 
design was simplified and modeled as an axisymmetric continuous sheet of current (considering 
that the inductor is formed of tightly wrapped coils). This assumption might suppress any 
asymmetries of the generated magnetic induction and thereby 3D features of the bath free surface 
deformation, but it eases up on the calculation load. However, the experimental results which will 
be presented in section C.1.1.2, show that for the conditions considered in our study the free surface 
is almost symmetric with respect to the inductor axis. This justifies the 2D axisymmetric approach 
retained here for the modeling of the induction furnace. 

 
Figure 23: Modeling of the induction furnace 

Since the physical properties of the liquid metal are temperature-dependent, the value of the 
temperature of the bath is an indirect input of the simulation. Also, it was considered that the 
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temperature in the stirred metal bath was homogenous and thus the heat transfer equation was not 
solved.  

However, for the sake of confirmation, let us posit that the bath temperature is not homogenous 
and a significant temperature difference exists (�Â�6~10 °C) which may lead to convective forces. 
The buoyancy force due to natural thermal convection would be in the vicinity of 10 N.m-3, which 
is negligible when compared to the Lorentz forces acting on the liquid metal (~ 106 N.m-3).  

Moreover, the buoyancy forces can also be contrasted against the viscous forces and represented 
by the Grashof number in Eq. 20.���Ú��and���Â�6��respectively represent the thermal expansion 
coefficient and the temperature difference. Furthermore, the ratio of the buoyancy and the inertial 
forces may also be computed in Eq. 21 with the help of the Reynolds number.   

�)�N L
�C�Ú�Â�6�.�7

�å�Ù�6  (20) 

�)�N
�4�A�6

L
�C�Ú�Â�6�.

�Q�6  (21) 

Finally, the Marangoni number in Eq. 22 can also be used to show the importance of the thermo-

capillary forces acting at the liquid surface.��
�×�


�×�Í
 and �Ù respectively represent the rate of change of 

the surface tension constant with respect to temperature and the thermal diffusivity of the liquid 
metal. A comparison between the surface and the inertial forces is obtained in eq. 23. We will 
discuss the hydrodynamics results using these dimensionless numbers in Part C.  

�/�= L
�@�Û
�@�6

�Û
�.�Â�6
�ä�Ù�Ù

 (22) 

�: �ÛL
�/�=

�4�A�~�2�N
 (23) 

In the following sections, we present each phenomenon considered in our numerical model: 

�ƒ The electromagnetic induction 
�ƒ The turbulent flow of the metal bath inside the crucible 
�ƒ The deformation of the free surface of the metal bath 
�ƒ The presence of an oxide layer covering the metal bath free surface 
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3.1 Electromagnetic model 

As previously enunciated in section A.1.2.2, the induction equation which governs the 
electromagnetic phenomena involved in the furnace reads as: 

�ò�n
�ò�P

L
�s

�ä�4�ê�Ø�ß�á�Ù
�Ï�~�n (24) 

In the above equation, the effect of the liquid metal velocity on the magnetic induction lines is 
neglected, as justified in section A.1.2.2.1. A set of UDF �± Induc 14.0.0, provided by SIMaP 
laboratory in Grenoble [49] [71] was used to solve the induction equation. This set of UDF solves 
the induction equation under the quasi-steady hypothesis of electromagnetism by using the vector 
potential�±scalar electric potential (�ï F �� ) formulation. The quasi-steady approximation means that 
all electrostatic phenomena are neglected and the propagation of electromagnetic waves is 
supposed to be instantaneous. As already seen in section A.1.2.2, the rotational of the vector 
potential is linked to the magnetic induction vector���:
¸ H �ï L �ð�;. The �ï F ����formulation implicitly 
contains the Coulomb gauge���Ï �® �ï L �r, which is necessary to ensure the uniqueness of the solution. 
In our problem, the induction equation may be rewritten in terms of the vector potential.  

�ò�m
�ò�P
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�ä�4�ê�Ø�ß�á�Ù
�Ï�~�m E

�s
�ê�Ø�ß�á�Ù

�F�Ø (25) 

�F�Ø represents the external current density circulating in the inductor coils. In a harmonic regime, 
the use of phasors allows us to write the vector potential in a complex exponential form with 
separate factors of space and time dependence. 

�mL �m
Ù�A�Ü�©�r  (26) 

�m
Ù and �X are respectively the complex amplitude and the angular frequency. By substituting  
Eq. 26 in Eq. 25, we obtain the complex differential form of the induction equation for the magnetic 
vector potential A. 

�¿�mF �E�ä�4�ê�Ø�ß�á�Ù�ñ�mE �ä�4�F�ØL �r (27) 

Due to the 2D axisymmetric approach, only the azimuthal component �#����is solved since the other 
components �:�#�å�á �#�í�; are null. The calculation of the equation in �#����is then further separated into 
calculation of two equations corresponding to the real and the imaginary parts:  
�#���� L �#���á�å�Ø�Ô�ß��E �E�#���á�Ü�à�Ô�Ú.  
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From the distribution of the magnetic vector potential, it is possible to explicitly calculate  
(Table 6) the distributions of the magnetic induction���n, the inducted current density���• and the 
Lorentz force acting on the liquid metal bath���r. 

Table 6: Variables calculated from the vector potential distribution 
Magnetic induction �ð L 
¸ H �ï 

Current density �� L �:
¸ H ���ð�; �J�4�¤  
Lorentz force �ô�ú����������" L �� H �ð 

3.2 Hydrodynamics model  

3.2.1 Liquid metal bath modeling 

The momentum conservation equation and the continuity equation which are the basis for 
describing the hydrodynamics of the liquid metal bath subjected to the electromagnetic Lorentz 
forces have been taken up in section A.1.2.2.2.  

3.2.1.1 Flow modeling  

Each velocity component �Q�Ü may be decomposed into a sum of a time averaged value���Q$�Ü and a 
random fluctuation ���Q�Ü�ñ, as expressed in Eq. 28. Similarly, other physical variables (�L�á �B�Ü) can also 
be written as a sum of an average part and a fluctuating part. The root mean square (RMS) of the 
velocity fluctuations �Q�Ù

�ñ (assuming an isotropic fluctuating velocity) may then be expressed as a 

function of the turbulence kinetic energy �G in Eq. 29. 

�Q�ÜL �Q$�ÜE ���Q�Ü�ñ (28) 

�4�/�5�:�Q�Ù
�ñ�; L ¨

�s
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�:�Q�5
�ñ�6$$$$E �Q�6

�ñ�6$$$$E �Q�7
�ñ�6$$$$�; L ¨

�t
�u

�G (29) 

Furthermore, we can define the turbulence intensity �+�ç�è�å�Õ as the ratio of the RMS of the velocity 
fluctuations to the mean velocity:���+�ç�è�å�ÕL �4�/�5�:�Q�Ù

�ñ�; ���Q�Ù$$$�¤ . Typically for metallurgical processes, the 

turbulence intensity may range from 0.01 (very low intensity) to 0.4 (highly turbulent) [22].  

Navier-Stokes Equations (Eq. 15 and Eq. 16) can be transformed using these time averaged 
quantities into the Reynolds Average Navier-Stokes equations (RANS) which form the base of our 
flow modeling strategy.  

�ò�é
�ò�P

E
�ò�:�é�Q�Ü�;

�ò�T�Ü
L �r (30) 



 
49 

 
 

�ò�:�é�Q�Ü�;

�ò�P
E �Q�Ý

�ò�:�é�Q�Ü�;

�ò�T�Ý
L F

�ò�L
�ò�T�Ü

E �ä�Ù
�ò�6�Q�Ü

�ò�T�Ý�ò�T�Ý
F

�ò�é���Q�Ü�ñ���Q�Ý�ñ

�ò�T�Ý
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Compared to Eq. 16, Eq. 31 contains an additional term �é�Q�Ü�ñ���Q�Ý�ñ, signifiying stress due to the 

fluctuation velocity field, otherwise termed as the Reynolds stress. This nonlinear term requires 
additional modeling (the Boussinesq assumption relating the turbulence stresses to the mean flow 
with the introduction of the turbulent viscosity �Pt to close the system of equations), which gives 
rise to different turbulence models such as �G F �Ý and �G F �ñ models.  

The turbulence kinetic energy �G, as defined in Eq. 29, describes the mean kinetic energy (per unit 
mass) due to the fluctuating velocity.The rate at which this kinetic energy is dissipated due to the 
fluctuating viscous stress is called the turbulence dissipation rate �Ý. The specific dissipation rate of 
the turbulence kinetic energy is simply the turbulence dissipation rate per turbulence kinetic 
energy:���ñ L �Ý���G. In the present work, we have selected the �G F �ñ Shear Stress Transport (SST) 
turbulence model proposed by Menter [72], which is an improvement of the standard �G F �ñ model. 
This model involves solution of two transport equations, one each for���G and �ñ.  
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Table 7 presents the terms, specific to this model, expressed in the above equations:  

Table 7: Definition of some of the �• F �X turbulence model terms [73] 

�)�Þê , �)�  
Generation of �G due to mean velocity 
gradients and generation of �ñ �;�Þ�á �;�  

Dissipation due to 
turbulence 

�’ �Þ�á �’�  Effective diffusivity of �G and �ñ �&�  Cross diffusion term 

The SST formulation of the �G F �ñ turbulence model brings together the best features of the 
common turbulence models: �G F �ñ��and���G F �Ý. The low Reynolds turbulence in the inner region of 
the boundary layer is modeled by the ���G F �ñ model, while the SST model switches to �G F �Ý model 
in the higher Reynolds region of the flow. These features make SST model a lot more attractive in 
terms of accuracy and reliability when compared to the standard �G F �ñ model. In free surface 
flows, high turbulence generation can be observed at the interface due to a high velocity gradient. 
This requires turbulence damping in the interfacial region in order to conserve accuracy for the 
model. For this purpose, a turbulence damping term is added as a source term �5�×�Ô�à�ã�á�ç in the specific 
dissipation rate conservation equation following the methodology proposed in the ANSYS Fluent. 
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���5�×�Ô�à�ã�á�çL �#�Ü�á�ç�¿�J�Ú�é�Ül
�$�x�ä�Ü

�Ú�é�Ü�¿�J�6
p

�6

 (34) 

�é�Ü, �ä�Ü,���#�Ü�á�ç and �¿�J are respectively the density for phase i, its dynamic viscosity, the interfacial 
area density and the typical grid size across the interface. �Ú L �r�ä�r�y�w��is a constant, whereas the 
damping factor �$ was kept �H�T�X�D�O���W�R���������I�R�O�O�R�Z�L�Q�J���W�K�H���U�H�F�R�P�P�H�Q�G�D�W�L�R�Q�V���L�Q���(�J�R�U�R�Y�¶�V���Z�R�U�N��[74]. 

3.2.1.2 Free surface modeling 

A correct computation of the hydrodynamics of the metal bath requires an accurate representation 
of the shape of its free surface. The method selected in the present work for describing the evolution 
of the shape of the free surface is the Volume Of Fluid (VOF) method, first proposed by Hirt and 
Nichols [75]�����Z�K�H�U�H���D���V�F�D�O�D�U���L�Q�G�L�F�D�W�R�U���E�L�Q�D�U�\���I�X�Q�F�W�L�R�Q���.���L�V���X�V�H�G���W�R���G�L�V�W�L�Q�J�X�L�V�K���E�H�W�Z�H�H�Q���W�K�H���P�H�W�D�O��
and air regions. The volume fraction of metal within a control volume is used to define the indicator 
function (Figure 24).  

 

Control volume filled only by phase 1 (metal) 1� �D  
Control volume filled only by phase 2 (air) 0� �D  

Interface is present 10 ���� �D  

Figure 24: Indicator function in a control volume 

The time evolution of the volume fraction inside a control volume is calculated by solving the 
transport equation Eq. 35. 

�ò�Ù
�ò�P

E �Q�Ü
�ò�Ù
�ò�T�Ü

L �r (35) 

Once the volume fraction equation has been solved, the mixture properties �T�à  (density, viscosity 
and electrical conductivity) in the computational cells containing the free surface are obtained using 
the following mixture law. 

�T�à L �:�s F �Ù�;�T�6 E �Ù�T�5  (36) 

The VOF method is sensible to any interface topology variation and easily captures any 
coalescence, break-up or any other deformation. Moreover, it naturally ensures the conservation of 
the mass of the traced fluid. One of the critical issues with the VOF method is the discretization of 
the advection term in the abovementioned volume fraction transport equation. Lower order 
schemes like the first order upwind method are likely to smear the interface due to numerical 

 
 

�î 

�í 



 
51 

 
 

diffusion and higher order schemes are unstable and mostly result in numerical oscillations. 
Therefore, it is necessary to employ specific advection schemes that can keep the interface sharp 
and calculate correct volume fractions. These schemes are described in Annex 3. The 
GeoReconstruct technique based on the PLIC method [73] was selected for the present study as 
this scheme provides the best compromise for calculation of a sharp interface while limiting 
computing resources.  

3.2.2 Oxide layer friction force model 

In section A.1.3.3, we discussed the presence of an oxide layer on the aluminum bath free surface. 
A mathematical description of its possible impacts on the bath hydrodynamics and on the bath free 
surface deformation is presented in this section.  

We consider the oxide layer as an immobile and homogenous thin layer, which covers the entire 
free surface (refer Annex 7). This assumption may become questionable for certain grades of 
aluminum alloys, under certain processing operating parameters. This was indeed the case during 
some experiments held at the industrial scale, where it was observed that the surface oxide broke 
apart and renewed itself at regular time intervals. In our model, the oxide layer is treated as a 
pseudo-wall, which produces a friction force on the metal underneath the free surface, resulting in 
the development of a boundary layer near the oxide layer.  

A force balance at the free surface in an infinitesimal control volume (Figure 25) gives the 
relationship in Eq. 37. 

�6�ß( �ä �” L �6�Ú( �ä �” E �Û�G�” F �º�š�Û (37) 

 
Figure 25: Representation of an oxide layer in an interfacial cell 
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�6�ß(  represents the stress tensor applied by the liquid metal on the gas phase while �6�Ú( ���U�H�S�U�H�V�H�Q�W�V���W�K�H��

�V�W�U�H�V�V���W�H�Q�V�R�U��applied by the gas on the liquid metal. �Û�á �G�á �” represent respectively the surface tension 
coefficient, the curvature and the normal vector. Each stress tensor can be further written as a 

function of the pressure and a shear stress tensor: �6' L F�2�+�ÖE �ì�Ö����We consider that the surface 
tension is homogenous (i.e. no Marangoni effect), hence the gradient of the surface tension is 

neglected (�Ø�,�&�ç�Û L �r��. The projection of Eq. 37 along the normal direction to the interface gives us 
the following relationship: 

F�2�ßE �ì�á�á�á�ßL F�2�ÚE �ì�á�á�á�ÚE �Û�• (38) 

The normal stress term �ì�á�á�á�ß relative to the liquid is classically neglected as it is deemed very small 
compared to the pressure forces. The normal stress term���ì�á�á�á�Ú relative to the gas is also neglected, 
which leads to the well-�N�Q�R�Z�Q���/�D�S�O�D�F�H�¶�V���H�T�X�D�W�L�R�Q���� 

�2�Ú L �2�ßE �Û �• (39) 

As discussed in section A.1.3.3, the presence of the oxide layer reduces the surface tension of the 
metal from 1.1 N/m to 0.86 N/m. In our model, the effective surface tension force occurring at the 
free surface between the air and the oxide layer covering the liquid metal is taken into account by 
adding an equivalent volumetric source term in the Navier-Stokes equations. This is performed by 
using the Continuum Surface Force (CSF) model available in ANSYS Fluent.  

The projection of Eq. 37 along the tangential direction to the interface is written in Eq. 40. In the 
�F�D�V�H���R�I���D���³�W�U�X�H�´���I�U�H�H���V�X�U�I�D�F�H�����Z�L�W�K�R�X�W���R�[�L�G�H���O�D�\�H�U�������W�K�H���W�D�Q�J�H�Q�W�L�D�O���V�K�H�D�U���V�W�U�H�V�V���L�Q���W�K�H���O�L�T�X�L�G���D�W���W�K�H��
interface (�ì�á�ç�á�ßL �r) would be negligible and we would have applied a slip condition. However, in 
the present case, it is considered that the oxide layer is responsible for friction effects, thus exerting 
a tangential shear stress on the metal �ì�â�ë�Ü�×�Ø. The shear stress due to the oxide layer is therefore 
expressed in Eq. 41, where the oxide layer is considered as immobile (�‚ �â�ë�Ü�×�Ø��L �r�;. 

�ì�á�ç�á�ßL �ì�â�ë�Ü�×�Ø (40) 

�ì�â�ë�Ü�×�Ø�š L F�%�Ùk�‚�à�á�Ü�á�ç�® �š F �‚�â�ë�Ü�×�Ø��o�š L F�%�Ùk�‚�à�á�Ü�á�ç�® �šo�š (41) 

The friction coefficient �%�Ù is an adjustable coefficient which is discussed in the coming sections, 

while���‚�à�á�Ü�á�ç is the melt velocity near the interface (which is assimilated to the mixture (metal + air) 
velocity in the interfacial cell). In our model, this shear stress is translated into a volumetric force 
source term as described in Eq. 42, which is added to the N-S equations.���#�Ü�á�ç represents the 
interfacial area density in the interfacial cell. Of course this force is only activated for the interface 
cells which satisfies the criterion: 0O �Ù�ßO �s. 
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�Œ�â�ë�Ü�×�ØL �ì�â�ë�Ü�×�Ø�š���#�Ü�á�çL F�%�Ù�#�Ü�á�çk�‚�à�á�Ü�á�ç�® �šo�š (42) 

 
Friction force projection 

In this section, the friction force �Œ�â�ë�Ü�×�Ø defined above is projected on to �:�N�á �V�; coordinate system, 
as represented in Figure 25. The tangential and the normal vectors at the interface and the mixture 
velocity vector at the interfacial cell center can be expressed as:  

�š L �P�í�  E �P�å�  ̃; �” L �J�í�  E �J�å�  ̃
�‚ �à�á�Ü�á�çL �8�à�á�Ü�á�ç�á�í�  E �8�à�á�Ü�á�ç�á�å�  ̃

(43) 

In VOF, the interface normal vector may be expressed as a function of the gradient of the volume 
fraction as well as its modulus (Eq. 44), while the zero scalar product of orthogonal vectors  
(�” and �š��) gives Eq. 45.  
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Moreover, thanks to the modulus of vector���š, the following expression provides the missing link: 
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Using the above expressions, the projection of the friction force in the���:�N�á �V�; coordinate system can 
be calculated and presented as:  
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Fr iction force model development  

In this sub-section, we discuss the choice of the best approximation method to calculate the 
interfacial area density in each interfacial cell and the selection of an appropriate friction coefficient 
value.  

�ƒ Selecting an interfacial area density approximation method 

The interfacial area density can be approximated by the following expressions in Table 8, found in 
the works carried out by Egorov et al. [74].  

Table 8: Interfacial area density approximations���# 
A B C 

���Ø�Ù�ß�� �t�Ù�ß���Ø�Ù�ß�� �x�Ù�ß�:�s F �Ù�ß�;���Ø�Ù�ß�� 

�7�K�H�V�H���H�[�S�U�H�V�V�L�R�Q�V���Z�H�U�H���S�U�R�J�U�D�P�P�H�G���Z�L�W�K�L�Q���W�K�H���I�U�D�P�H�Z�R�U�N���R�I���D���8�'�)�����Z�K�H�U�H���W�K�H���J�U�D�G�L�H�Q�W���R�I���W�K�H��
�Y�R�O�X�P�H���I�U�D�F�W�L�R�Q���L�Q���H�D�F�K���F�H�O�O���Z�D�V���R�E�W�D�L�Q�H�G���E�\�� �D�Q���L�Q�E�X�L�O�W���$�1�6�<�6���)�O�X�H�Q�W���P�D�F�U�R���&�B�9�2�)�B�*�����$fter 
comparing the accuracy of the various approximation methods (Annex 4), approximation C was 
deemed the most suitable choice for calculation of the interfacial area density.  

�ƒ Selecting coefficient �%�Ù 

An important parameter of the model is the coefficient���%�Ù���Z�K�L�F�K���L�V���D�G�M�X�V�W�D�E�O�H���D�Q�G���V�X�E�M�H�F�W���W�R���F�D�V�H��

�X�Q�G�H�U���V�W�X�G�\�����$���S�U�L�P�D�U�\���V�W�X�G�\���Z�D�V���S�H�U�I�R�U�P�H�G���W�R���J�D�L�Q���D�Q���L�G�H�D���R�I���L�W�V���O�L�N�H�O�\���U�D�Q�J�H���R�I���Y�D�O�X�H�����)�R�U���W�K�L�V��
�S�X�U�S�R�V�H�����D�Q���D�Q�D�O�R�J�\���Z�L�W�K���D���I�O�D�W���S�O�D�W�H���E�R�X�Q�G�D�U�\���O�D�\�H�U���Z�D�V���F�R�Q�V�L�G�H�U�H�G����Figure 26������ 

 

Figure 26: Boundary layer at a flat-plate 

�)�R�U�� �V�X�F�K�� �D�� �I�O�R�Z���� �O�L�W�H�U�D�W�X�U�H�� �>�����@ �V�K�R�Z�V�� �W�K�D�W�� �W�K�H�� �V�K�H�D�U���V�W�U�H�V�V�� �D�W�� �W�K�H�� �V�X�U�I�D�F�H�� �R�I�� �W�K�H�� �S�O�D�W�H�� �F�D�Q�� �E�H��
�F�D�O�F�X�O�D�W�H�G�� �X�V�L�Q�J�� �(�T�� �������� �Z�K�H�U�H�����B�Ö��,���8�¶  and S�� �D�U�H�� �U�H�V�S�H�F�W�L�Y�H�O�\�� �W�K�H�� �I�U�L�F�W�L�R�Q�� �F�R�H�I�I�L�F�L�H�Q�W�� t�K�H�� �O�L�T�X�L�G��
�Y�H�O�R�F�L�W�\���I�D�U���I�U�R�P���W�K�H���Z�D�O�O���D�Q�G���W�K�H���V�X�U�I�D�F�H���D�U�H�D�����0�R�U�H�R�Y�H�U�����W�K�H���I�U�L�F�W�L�R�Q���F�R�H�I�I�L�F�L�H�Q�W���L�V���U�H�O�D�W�H�G���W�R���W�K�H��
�5�H�\�Q�R�O�G�V���Q�X�P�E�H�U���I�R�U���W�X�U�E�X�O�H�Q�W���I�O�R�Z���D�V���L�Q�G�L�F�D�W�H�G���L�Q���W�K�H���F�R�U�U�H�O�D�W�L�R�Q�����(�T�� �������� 
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�ä�Ù
 (50) 

As described earlier in Eq. 42, the friction force due to the oxide layer is: �B�â�ë�Ü�×�ØL �%�B�5�8�I�á�E�J�P. An 

analogy with Eq. 49, provides the following relation between the coefficients �%�Ù and 
���Ù�Î
�6

 in Eq. 51. 

Using Eq. 50 and Table 9, the friction coefficient 
���Ù�Î
�6

 is calculated to be equal to 0.0044. This in turn 

provides us with a value of �1�s�y�r�r���G�C���I�?�6�O�?�5��for the coefficient���%�Ù���I�U�R�P���(�T���������� 

�%�ÙL
���B�Ö
�t

�é�Ù�8�¶
�6

�8�à�á�Ü�á�ç
 (51) 

Table 9�����,�-�/�¶�V���L�Q�G�X�F�W�L�R�Q���I�X�U�Q�D�F�H���F�K�D�U�D�F�W�H�U�L�V�W�L�F���S�D�U�D�P�H�W�H�U�V 

Characteristic length L (�• ) 0.05 
Aluminum alloy density���é�Ù (�•�‰�ä �•�?�7) 2379 

Dynamic viscosity �ä�Ù (�• ���ƒ�ä �•) 1.15 
Liquid metal velocity �8�¶  (�•�ä �•�?�5) 0.4 

Interface liquid velocity �8�à�á�Ü�á�ç (�•�ä �•�?�5) 0.001 

With an idea of expected coefficient values, tests were carried out using a range of these values. 
Figure 27 shows velocity vectors near the interface for two coefficient values.  

���%�ÙL �s�r�r���G�C���I �?�6�O�?�5�� �•�ä �•�?�5 ���%�ÙL �t�r�r�r���G�C���I�?�6�O�?�5�� 

 
  

Figure 27: Velocity profiles near interface as a function of friction coefficient 

The velocity at the interface expectedly tends towards zero for the higher coefficient and leads to 
the formation of a boundary layer near the interface. This confirms that the free surface covered by 
an oxide layer behaves as a pseudo deformable wall. As shown in Figure 28, for friction coefficient 
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values starting around 1200���•�‰�ä �•�?�6�ä �•�?�5��, an asymptotic behavior (dotted red line) of the shear 
stress at the interface is observed. The asymptotic behavior allows the selection of a suitable value 
of the friction coefficient as 1500 �•�‰���ä �•�?�6�ä �•�?�5��for all future use. 

 
Figure 28: Oxide layer tangential shear stress as a function of the friction coefficient 

3.3 Boundary conditions 

An overall computational domain ten times the size of the coil encloses the crucible and the coil 
(Figure 29), which is big enough for the magnetic lines to close without any constraints.  

 
Figure 29: Representation of the induction furnace in the numerical model 

A zero value of the vector potential���#��  on exterior boundaries of the computational domain was 
imposed as a boundary condition. Obviously a Neumann boundary condition on the axis of the 



 
57 

 
 

crucible was imposed for all the electromagnetic and hydrodynamic variables. At the crucible 
walls, a no slip boundary condition was used resulting in a zero liquid metal velocity and the mesh 
has been refined to reach z+ value of the first cell close to 1. 

An initial value of zero bath velocity, zero turbulent kinetic energy and a very small initial 
dissipation rate equal to 0.002 s-1 were applied. Moreover, any presence of additional supports, 
shields or yokes warrant careful consideration. Later in section C.2.2.2.1, we will describe an 
example of such an additional geometrical element in our model. 

3.4 Numerical model implementation  

Besides the geometric description of the setup, the necessary input parameters for the numerical 
model are: (i) the liquid metal filling in the crucible, (ii) the intensity and the frequency of the 
current circulating in the inductor coils, and, (iii) the density, dynamic viscosity and electrical 
conductivity of the liquid metal at the operating temperature. 

A transient calculation is performed until a steady state hydrodynamic regime is achieved. We use 
a 2nd order upwind numerical scheme for the resolution of the momentum and the turbulence 
equations and a 1st order upwind scheme for the magnetic vector potential equations.  

The numerical model (ANSYS Fluent and UDFs) resides in one single framework (Figure 30). At 
each time step of the calculation, the Lorentz force distribution calculated by Induc 14.0.0 is 
supplied to the metal bath calculation. The oxide layer friction force UDF calculates the additional 
external force term. The updated free surface deformation is then provided back to Induc 14.0.0 to 
continue the next time step of the strongly coupled modeling. The final simulation results are in 
the form of fields of velocity, turbulence, Lorentz force etc. along with the free surface profile.  
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Figure 30: Summary of MHD model  
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���ƒ�”�–�����ã�����•�…�Ž�—�•�‹�‘�•�����‡�Š�ƒ�˜�‹�‘�”�� 
In this part, to start with, we present an overview and a literature survey of the phenomena which 
govern the inclusion behavior in an induction stirred bath. The modeling technique employed is 
then described with an emphasis on the Population Balance Method (PBM).  
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1. �)�X�Q�G�D�P�H�Q�W�D�O�V�� 

This chapter first introduces inclusions, their types and distribution, frequently encountered in 
liquid aluminum processing. Literature survey on experimental and numerical studies of inclusion 
behavior is then discussed. Later we discuss some important parameters and mechanisms which 
apply to inclusion (or particle) hydrodynamics in the bulk and near the interfaces. We also discuss 
interactions between inclusions leading to aggregation or break-up. 

1.1 Description of inclusion population in aluminum alloys 

The inclusions are microscale particles of a different phase with respect to the metallic phase, which 
remain solid in the liquid aluminum bath. After mechanical treatments and solidification, these 
particles are dispersed in the metal and may damage the quality of the end product. Figure 31 
presents the size and the frequency of some types of inclusions occurring in aluminum alloys, 
�H�[�W�U�D�F�W�H�G���I�U�R�P���$�O�W�H�Q�S�R�K�O�¶�V���K�D�Q�G�E�R�R�N���R�Q���D�O�X�P�L�Q�X�P [77]. Three broad categories are notable, with 
respective sources of origin: A �± inclusions formed during the liquid aluminum processing through 
electrolytic smelting (carbides) or recycling (oxides), B �± alloy treatments in the casthouse (oxides 
and borides) and C �± during liquid metal transfer into channels (such as entrained oxide layers). 
The metal properties are strongly influenced by the number density and the size of the inclusion 
populations.  

 
Figure 31: An example of quantitative description of inclusions in cast aluminum [77] 

Inclusions in the melt have been traditionally analyzed post solidification of the melt. Meanwhile 
filtering and in-line techniques of determining inclusions properties for aluminum alloys, while the 
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metal is still in its liquid phase, were introduced in the last two decades. Today techniques such as 
PoDFA# and LiMCA¤ are regularly used by casthouse quality enforcers to identify different types 
of inclusions and their properties: chemical composition, number density, morphology and particle 
size distribution (psd). Table 10 presents the principal types of inclusions found in molten 
aluminum along with some of their properties [3]. We only provide the type, usual dimensions and 
density of these inclusions. Their source of origin can vary, such as oxidation at the free surface 
for oxide film inclusions, or crucible erosion for refractory inclusions, or even melt treatment 
processes which may leave behind salt inclusions.  

Table 10: Inclusions in aluminum casthouse [3] 

Inclusion category Inclusion name Dimensions (µm) Density (kg.m-3) 

Oxide films Al 2O3 (Oxide film) 
Thickness ~ 1;  

Length: (250 ; 500) 
3900 

Carbides Al 4C3 (sphere) 0.5 to 3 (small) 
3 to 25 (big) 

2360 

Mg oxides 
MgO & MgAl 2O4 (cuboids) 0.5 to 300 3580 

MgAl2O4 (spinel) 0.1 to 300 3600 

Refractory 
Graphite  0.5 to 30 2250 

SiO  20 to 5000 2660 

Melt treatments Salts (sphere) - - 

Refining TiB2 1 to 30 4500 

In our study we only treat spherical MgAl2O4 inclusions (see Figure 2), which are formed due to 
oxidation of magnesium during liquid aluminum processing. These inclusions are denser than the 
aluminum alloys���:�O�n L �u�x�r�r���•�‰�ä �•�?�7�;, while their size can vary in a wide range from 1 to 300 µm.  

The particle size distribution (psd) for these inclusions was reconstructed using the experimentally 
measured data at Constellium. For a given sample size, the number of inclusions was counted and 
distributed into intervals with particle size as the distribution coordinate. This distribution was then 
fitted (Annex 5) to a log-normal distribution and ultimately used as an important numerical model 
input. We will introduce this psd later in section C.2.2.2.4.  

 

¤ LiMCA stands for Liquid Metal Cleanliness Analyzer. Refer Guthrie and Doutre [78] for more information. 
# PoDFA stands for Porous Disc Filtration Apparatus. Refer Doutre et al. [79] for more information.  
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1.2 Literature survey on inclusion behavior in metallurgical processes  

In the aluminum industry, some work has been done to understand and predict the inclusion 
behavior in liquid metal processes but has been primarily focused on gas stirred ladles. Later in 
this section we will focus on some examples treating the inclusion dynamics in induction furnaces. 

Johansen et al. [80] numerically studied the inclusion transport from the free surface in a rotor 
stirred reactor for an aluminum bath. In his PhD thesis at Institut Jean Lamour, Mirgaux [81] 
studied a gas stirred aluminum ladle, where inclusion aggregation as well as inclusion flotation by 
the gas bubbles were considered in a CFD �± Population Balance Method (PBM) coupled model. 
Also, Pauty et al. [82] studied a holding furnace where particle tracking was performed. A similar 
study was also carried out by Instone et al. [83] who considered only the buoyant forces and the 
fluid flow in a gas�±fired furnace. In these studies, the furnace geometry and furnace emptying 
process play a major role in the inclusion dynamics. Recent studies show a diverse application of 
electromagnetic processing in the aluminum sector. While some have focused on increasing the 
dispersion of particles in the melt, other researchers are finding novel ways to remove them from 
the melt. For example, Nastac et al. [84] modeled the introduction of nanoparticles to reinforce the 
metal matrix composite, processed inside an induction furnace. Electromagnetic filtration of 
molten aluminum via application of an external EM field on the channels was numerically studied 
by Shu et al. [85], which was complemented with post solidification verification of a generally 
increased removal efficiency thanks to the EM effect on the particles. Some authors such as 
Kennedy et al. [86] have also numerically (FEM) and experimentally studied the impact of inductor 
coil geometries on the EM separation of particles from a melt and offer improved solutions through 
model designed filtration designs. Meanwhile Shimasaki and Taniguchi [87] presented a new 
inclusion separation experimental setup combining a liquid cyclone and an induction coil. 

In the steelmaking sector, in contrast, modeling of inclusion populations in gas-stirred ladles has 
received a much wider attention by the metallurgists. Among them, Claudotte [88] modeled using 
PBM an inclusion population in a gas-stirred steel ladle while taking aggregation, nucleation and 
crystalline growth of inclusions into consideration. Bellot et al. [89] also coupled CFD and PBM 
to simulate a gas stirred ladle. In addition to inclusion aggregation they also considered inclusion 
flotation by the gas bubbles and inclusion transport by convection and sedimentation. An example 
of induction heating in steelmaking can be found in the work carried out by Wang et al. [90]. They 
numerically investigated (using the Euler-Lagrange approach) the non-metallic inclusion behavior 
of sizes less than 50 µm in continuous casting tundish within a channel type induction furnace and 
confirmed that the electromagnetic migration governs a large fraction of the inclusion transport. 

The nature of the metal flow in an induction furnace is very different from that of a gas�±fired 
furnace as the melt is continuously and strongly stirred by the EM forces, even during the casting 
step. The impact is illustrated in Figure 32, where the relative index of inclusions exiting a furnace 
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is reported for several casts done with an induction furnace A or a gas�±fired furnace B. The figure 
reports the general trend of the inclusion content during the entire casting time and hence during 
the emptying of the furnace, without comparing the metal cleanliness at the exit of each processing 
furnace. Therefore, it must be noted that the gas-fired treatment (blue zone) has an advantage over 
the induction furnace (red zone). Nevertheless, for certain alloys, the induction melting furnace 
remains the preferred technology and edges out the gas-fired furnace as it limits the liquid metal 
oxidation during the melting process.  

 
Figure 32: Relative LiMCA N20 index versus time measured during casts from an induction 

furnace A and a gas��fired furnace B, after an Ar-Cl2 metal treatment [91] 

Leenov and Kolin [92] established the theoretical concept behind the influence of EM fields on 
particles in conductive flows. They demonstrated that a non-conductive particle migrates through 
the melt in a direction opposite to the induced Lorentz forces. Several techniques based on this 
electromagnetic separation have been developed and applied in metal processing such as imposed 
DC or AC current in a melt, traveling magnetic fields, stationary or alternating magnetic fields, or 
a combination of the above. Sun et al. [93] conducted numerical analyses to predict inclusion 
removal from a melt, either by imposing a strong magnetic field or by imposing a strong DC 
current. Particle tracking was performed using the Lagrangian technique and the results show that 
the imposed DC current strongly favors the removal efficiency. Another interesting example is 
proposed by Taniguchi and Brimacombe [94], who numerically investigated the rate of particle 
deposition in the turbulent molten flow subjected to a pinch force, i.e. application of an AC current 
in a channel-induction furnace. Zhang et al. [95] reviewed these processes and provided a summary 
of available EM separation techniques. Inversely, Bolcato et al. [96] studied the behavior of 
conducting particles in a non-conducting fluid. Although it was only a proof of concept, the brief 
experimental work provided some interesting information on the particle velocity and its general 
movement in the fluid.  
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Experimental study of inclusions in induction furnaces 

Notwithstanding, very few researchers have actually focused on inclusion behavior in an induction 
furnace. Over the years, some experimental investigations were performed, but primarily post-
solidification, and due to the obvious reason of the liquid metal opacity, it has been difficult to 
correctly discern the history of inclusion dynamics prior to solidification.  

El-Kaddah et al. [97] developed an experimental EM filtration device for refining molten 
aluminum. Cremer and Driole [98] studied the oxide inclusion behavior in molten steel in a lab 
scale IMF, whereby experiments were performed using radioactive tracers. Qualitative 
observations were made regarding the effect of the current frequency on the locations of inclusions 
post solidification and as such three regions were identified: the bulk, near the free surface and near 
the crucible walls. The maximum population concentration was generally found near the walls.  

Sadoway and Szekely [99] tried to measure the flow structures in a transparent molten salt  
(LiCl-KCl eutectic) stirred in an IMF. However, the results obtained were not in agreement with 
the usual location of the bath recirculation zones and the order of magnitude of melt velocities. 
This was justified by the extensive natural convection from the cold walls to the hot bulk regions. 
Although the idea of working with transparent conductive fluids would have been very useful, 
unfortunately this drawback made it unfit for any further in-line measurement of inclusion 
dynamics. Only very recently, Scepanskis et al. [100] have proposed a novel technique of in-line 
inclusion dynamics study using neutron imagining. This was performed in a rectangular vessel 
(10 cm x 10 cm) nestled in a rotating magnet installation, where the induced flow is very similar 
to the one found in induction furnaces. This technique can be applied to opaque melts (gallium in 
their case) and is thus very useful for inclusion dynamics study. The initial results are very 
optimistic and numerical confrontation is currently underway.  

Modeling inclusions in induction furnaces 

The numerical modeling of inclusions has been mostly restricted to a Lagrangian technique where 
inclusions were tracked within the bath. Ilegbusi and Szekely [101] were probably the pioneers in 
modeling the particle transport in an induction stirred bath. While they only took drag and buoyant 
forces into account, they included the fluctuating velocity component when calculating the drag 
force exerted by the fluid on the particles. They concluded that turbulence plays an important role 
in particle transport, especially if the fluctuating velocity is of the same order as the settling 
velocity.  

More recently Bojarevics et al. [102] investigated particle tracking in a small melt levitated in a 
cold crucible. They used two techniques for modeling particle dynamics: The Lagrangian technique 
and the Drift Concentration Method (DCM) (Eulerian approach) [103] [104]. The two methods 
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were found to give similar results wherein the small particles (1 �± 10 µm) remain in the bulk while 
bigger particles (100 µm) are attracted and then trapped by the EM migration forces within the EM 
skin. Takahashi and Taniguchi [105] also modeled the inclusion dynamics in an induction stirred 
furnace using the DCM, and followed it up with post solidification experimental verifications, 
which agreed well with the numerical trends. A higher EM migration towards the wall with an 
increase in the coil current was duly noted. It was also concluded that additional mechanical stirring 
delayed this migration.  

Kirpo [37]  used the Lagrangian technique to model the particle behavior in a LES (Large Eddy 
Simulation) resolved MHD flow, while taking into account drag, buoyancy, lift and EM forces for 
particle motion. Scepanskis et al. [45] �D�G�G�H�G�� �W�R�� �.�L�U�S�R�¶�V�� �Z�R�U�N�� �E�\�� �W�U�H�D�W�L�Q�J�� �R�Q�O�\�� �D�� �S�D�U�W�L�F�O�H�� �F�O�R�X�G��
situated initially at the bath free surface. The acceleration and the virtual mass forces were also 
treated and the relative importance of each force was portrayed using a statistical analysis. Wang 
et al. [106] also worked on separation of non-metallic inclusions from molten steel in a small lab 
scale induction furnace. The Lagrangian technique for tracking particles showed that at least 90 % 
of the inclusions were transported to the vicinity of the crucible walls, where a simple solidification 
model simulated the entrapment of these inclusions.  

To conclude, we note that among the induction related works, a general consensus exists over the 
important role of inclusion migration towards the EM skin depth. It was also observed that while 
the smaller inclusions were found to mainly follow the bath flow structures and thus take a long 
time to sediment or migrate towards the wall, the larger inclusions on the other hand, quickly 
migrate due to the EM influence. Most of the numerical studies used the Lagrangian particle 
tracking technique while some also employed the drift concentration technique. However, the 
particle interactions leading to agglomeration between inclusions in an induction stirred bath is a 
topic which has received little attention. The aim of this work is to describe the impact of the bath 
magnetohydrodynamics on inclusions in an induction furnace, while considering the inclusion 
interactions. This is to be performed using a combination of the drift concentration technique and 
the PBM.  

1.3 Inclusion dynamics during liquid metal processing  

The behavior of a dispersed multiphase flow can be classified according to the inclusion volume 
fraction �Ù�ã. As summarized in Figure 33 [107] [108], for diluted dispersed phase, the inclusion 

volume fraction is very low���:���Ù�ã O�s�r�?�:�;, and therefore the influence of the inclusions on the 
macroscopic flow of the continuous phase may be neglected. While modeling this multiphase flow 
regime, a one-way coupling is employed, whereby the inclusion transport is calculated as a post-
processing of the fluid dynamics calculation of the continuous phase.  
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Figure 33: Classification of multiphase flows according to the volume fraction of inclusions  

In regimes with higher volume fraction���:�s�r�?�: O �� �Ù�ã O�s�r�?�7�;, the influence of the motion of the 
inclusions on the bath hydrodynamics may not be neglected and thus while modeling, a two-way 
coupling is used. On the other hand, in dense regimes���:���Ù�ã P �s�r�?�7�;, the inclusions are too close to 
be treated as isolated regarding the multiphase flow and thus the bath hydrodynamics �± inclusion 
interaction as well as inclusion �± inclusion interactions come into play, resulting in a four way 
coupling technique. In most of the aluminum processing, the inclusion concentration is found to be 
close to or lower than���s�r�?�:, and thus our model adopts the one-way coupling. 

Dimensionless numbers must be introduced to characterize the dynamics of the fluid flow around 
the particle and the inertia of the inclusions. They are defined in the following paragraph where we 
consider particles as spherical. Eq. 52 gives the Reynolds number for a particle �4�A�ã dragged by the 

flow of the continuous phase. �@�ã, �Q�Ù and �Q�ã respectively represent the inclusion diameter, the fluid 

and particle mean velocities. This gives information on the regime of the flow around the particle 
and depends on the fluid properties (�é�Ù�á �ä�Ù). 

�4�A�ã�� L
�é�Ù�@�ã�+�Q�ÙF �Q�ã�+

�ä�Ù
 (52) 

We term a flow regime as Stokes flow past a particle if �4�A�ã �' �s , often indicating very small 
particle size. Furthermore, the momentum response time is the time required for a particle to 
respond to a bath velocity gradient. In order to derive this response time, the equation of motion 
while considering the drag and the added mass forces is written. The solution to this equation, for 
Stokes flow, gives us the expression in Eq. 53. 

�ì�ã L
�:�é�ã E �r�ä�w�é�Ù�;�@�ã

�6

�s�z�ä�Ù
�� �:�E�B�4�A�ã �' �s���; (53) 
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Stokes number �5�P�ã is the ratio of the inclusion response time and the characteristic time scale of 
the flow. The characteristic time scale of a turbulent flow can be taken as that equals to the 

Kolmogorov time scale:���ì�� L �:
�•�Ñ
�•

�;�4�ä�9, which provides an expression for �5�P�ã in Eq. 54. 

�5�P�ã L
�ì�ã
�ì��

L
�:�é�ã E �r�ä�w�é�Ù�;�@�ã

�6

�s�z�ä�Ù
�@
�K�Ù
�B

�A
�?�4�ä�9

 (54) 

If �5�P�ã �' �s , the particles are considered as non-inertial and thus the inclusions can respond to any 

flow velocity gradient, resulting in similar inclusion �± fluid trajectories. Otherwise if �5�P�ã is not 
negligible with respect to 1, the inclusions do not have the time to respond to the fluid perturbations, 
often leading to the exit of the inclusions from the eddies (this is the so-called crossing trajectory 
effect). 

The inclusion transport due to the velocity fluctuations is influenced by the particle size and the 
turbulent length scale. If the inclusion of size �@�ã is smaller than the Kolmogorov scale�� 

�ß�Þ L �@
�•�/

�•
�A

�4�ä�6�9
, the inclusion does not interfere with the turbulence pattern of the flow. However, if 

the inclusion is bigger than the Kolmogorov scale, then the scale of the smaller eddies and that of 
the inclusion overlap each other and thus the inclusion may alter the local flow turbulence.  

1.3.1 Inclusion-fluid interaction  

A description of the motion of an inclusion in a flow requires considering relevant forces acting on 
the inclusion. In the following paragraph, we only discuss the drag, the buoyancy and the 
electromagnetic migration forces, which can be introduced as drift velocities in a Eulerian 
approach. We neglect the lift force and forces related to transient relative velocities (virtual mass 
and Basset forces [107] [108]).  

Drag force 

The drag force [108] exerted by the surrounding fluid on the particle is expressed in Eq. 55. �%�½ and 

�+�›�ŒF �›�–�+ respectively represent the drag force coefficient and the fluid�±particle relative velocity.  

�r �–
�p L

�s
�t

�é�Ù�%�½
�è�@�ã

�6

�v
�+�›�ŒF �›�–�+k�›�ŒF �›�–o (55) 

The drag coefficient depends on the particle size and morphology and the surrounding fluid flow 
characteristics. While considering only spherical particles, we examine the impact of the particle 
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Reynolds number on the drag force coefficient. Figure 34 illustrates the variation of the drag force 
coefficient with Reynolds number for a spherical particle.  

 
Figure 34: Standard drag curve [107] 

For Stokes regime, the drag force coefficient is inversely related to the Reynolds number: 
���%�½L �t�v �4�A�ã�¤ �����:�H���W�K�H�Q���H�Q�W�H�U���D���]�R�Q�H���R�I���U�H�O�D�W�L�Y�H�O�\���O�L�W�W�O�H���Y�D�U�L�D�W�L�R�Q�����y�w�rO�4�A�ã O �u �®�s�r�9, before an 
abrupt decrease beyond the critical Reynolds number. Several studies have been performed to 
measure the particle drag coefficients and the results are spread over the standard drag curve. 
However, a correlation suitable for �s O�4�A�ã O�z�r�r is expressed in Eq. 56.  

�%�½ L
�t�v
�4�A�ã

k�s E �r�ä�s�w�4�A�ã
�4�ä�:�<�;o (56) 

In our model, while calculating the drift velocity corresponding to the drag force, we only consider 
the drag force coefficient corresponding to the Stokes regime:�����H L �t�v ���‡�n�¤  since ���‡�n numbers 

remain low for a majority of the particles. 

Buoyancy force 

In Eq. 57, the gravity and the Archimedes forces give us the net buoyancy force acting on the 
particle, which is basically due to the difference of densities. For equal densities, the particle will 
be subjected to neutral buoyant force.  

�r �–
�n L

�è�@�ã
�7

�x
�•k�é�ã F �é�Ùo (57) 

Electromagnetic force 

According to Leenov and Kolin [92], a particle whose electrical conductivity is different from that 
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of the metal experiences a reaction force to the Lorentz forces �r �x�•�˜�‹�”�š�  induced in the metal bath 
by the EM field. As illustrated in Figure 35, when the electrical conductivity of the particle is 
different from that of the surrounding fluid, the presence of the particle introduces a local 
inhomogeneity resulting in a pressure gradient, thereby leading to an additional volumetric force 
acting on the particle.  

 
Figure 35: EM influence on inclusions 

For a spherical particle, this force is expressed in Eq. 58, where �ê�Ø�ß�á�Ù and �ê�Ø�ß�á�ã represent the 
electrical conductivities of the fluid and the particle. 

�r �–
�‹�“ L F

�u
�t

�# �F
�ê�Ø�ß�á�ÙF �ê�Ø�ß�á�ã

�t�ê�Ø�ß�á�ÙE �ê�Ø�ß�á�ã
�G

�è�@�ã�á�Ü
�7

�x
�r �x�•�˜�‹�”�š�  (58) 

Eq. 58 further simplifies to �r �–
�‹�“ L F

�7

�8
�#

���×�Û�á�Ô
�/

�:
�r �x�•�˜�‹�”�š� when considering a non-conducting particle 

(�ê�Ø�ß�á�ãL �r). Over the past few years, there is a debate on the value of coefficient A. Most of the 
authors referring to the original work of Leenov and Kolin take its value as equal to 1, while 
Bojarevics [102] and Etay [109] argue that the work of Leenov and Kolin was only concerned with 
DC fields and that A = 2 for AC fields. In our current work, we have used A = 1, until further 
clarification on the subject.  

1.3.2 Turbulent deposit of inclusions at interfaces 

In turbulent flows, the statistical approach consists of decomposing the instantaneous fluid 
velocity���Q�Ü into two: the mean velocity �Q$�Ü��and the fluctuating velocity ���Q�Ü�ñ (see section A.3.2.1.1). 
The particle velocity may be written similarly: 

�Q�ã�á�ÜL �Q$�ã�á�ÜE ���Q�ã�á�Ü
�ñ (59) 
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In regions adjacent to a wall or a free surface, the particles may be deposited on these boundaries, 
through two mechanisms: (i) due to the mean slip velocity (sedimentation or EM effect in our case), 
and, (ii) due to the turbulent fluctuations. The total deposit velocity is assumed to be the sum of 
these two contributions. 

Over the years, the turbulent deposition of aerosols was thoroughly examined by the researchers in 
the energy and medical industries. On the other hand, the turbulent deposition of hydrosols has 
attracted very little attention. Duval and his team [110], [111] at Ecole Centrale Paris have studied 
during the PRINCIPIA project the turbulent deposition along two main approaches.  

The first method uses the semi-analytic method proposed by Fan et Ahmadi [112] who studied the 
deposition in a channel reactor. Based on this approach, Xayasenh [110] simulated the turbulent 
deposition of particles in liquids at solid walls and proposed a law for turbulent deposit velocity �R�× 
(i.e. the flux of deposition divided by the concentration of particles) as described in Eq. 60. 

�R�×
�Q�ÛL �{�ä�u �®�s�r�?�8�:

�@�ã

�H�Û
�;�5�ä�:�< (60) 

�Q�ÛL §
���â�Ì�×�×

�� �Ñ
 and �H�ÛL

�� �Ñ
�è�Û respectively represent the wall friction velocity and characteristic length 

scale at the wall.   

The second approach combines the Direct Numerical Simulation (DNS) of a flow in proximity of 
an interface and the Lagrangian tracking of suspended particles. In this method, the particles are 
�W�U�H�D�W�H�G���D�V���S�R�L�Q�W�V���D�Q�G���V�X�S�S�R�V�H�G���V�P�D�O�O�H�U���W�K�D�Q���W�K�H���.�R�O�P�R�J�R�U�R�Y�¶�V���O�Hngth scale. The homogeneous and 
isotropic turbulence is generated in a forcing zone slightly away from the interface, corresponding 
to the equilibrium zone of a boundary layer. While the turbulence diffuses towards the interface, 
the transport of particles is therefore solely governed by the fluctuating particle velocity ���Q�ã�á�Ü

�ñ.  

The complete study was carried out for a liquid free surface [110] and it was concluded that direct 
interception is the main deposition mechanism. The turbulent deposition rate can be expressed as: 

�R�×
�Q��

L �r�ä�r�v�w�:
�@�ã

�ß�Þ
�; (61) 

�Q�� L �:�K�B�;�4�ä�6�9 and �ß�Þ �U�H�V�S�H�F�W�L�Y�H�O�\�� �U�H�S�U�H�V�H�Q�W�� �W�K�H�� �.�R�O�P�R�J�R�U�R�Y�¶�V�� �I�U�H�H�� �V�X�U�I�D�F�H�� �Y�H�O�R�F�L�W�\�� �D�Q�G�� �L�W�V��
corresponding length scale.  

For a solid wall, the RMS of the fluctuations of the normal velocity to the wall follows a quadratic 

law as a function of the wall distance [113]:���Q�D �� �U�>�6. Although, the simulations for this 
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configuration are currently underway, a generalized law similar to the one for direct interception 
deposit is expected, where C is a constant which must be defined:   

�R�×
�Q��

L �%�:
�@�ã

�ß�Þ
�;�6 (62) 

1.3.3 Interactions between inclusions 

As illustrated in Figure 36, collisions between inclusions can lead to aggregation and a change in 
the size distribution in the population of inclusions in the bath. Aggregation is the process by which 
two or more particles enter an efficient collision and then adhere to one another to form an 
aggregate, while keeping some of their initial individual properties (density for example). At the 
inclusion scale, a physico-chemical process such as diffusion may lead to the development of a 
cemented neck between the participating inclusions. The restructuring of the morphology of the 
inclusions with altered internal properties may then be termed as Agglomeration. Coagulation on 
the other hand would be a complete reconstruction of two particles to create a new one, with 
entirely new internal properties. In all these processes mass and volume of the dispersed phase are 
obviously conserved. 

 
Figure 36: From collision to coagulation  

In our case, we treat only the aggregation. In addition, since the particle concentration is considered 
as dilute, the inter-particle collisions are considered as binary collisions. Furthermore, due to the 
turbulent shear stress, an aggregate may also undergo a break-up and lead to two or more particles 
(otherwise termed as fragmentation of aggregates).  

Collision 

Cemented 
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Aggregation if 
efficient collision 
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Two inclusions i and j can meet due to a difference in their respective velocities, which in turn 
depends on their size and properties (density for example) and their local surrounding fluid flow 
conditions. The probability of collision depends on the driving forces and is usually expressed as 
an aggregation kernel �Ú�Ô�Ú�Úin m3.s-1. The authors during Pratsolis project [114] provide an 
overview of aggregation processes, with an interesting review of numerical and experimental 
studies. In his PhD thesis, Claudotte [88] also discusses these inclusion interactions and describes 
the aggregation kernels. 

In the following section, we briefly discuss four phenomena: (i) Brownian collisions, (ii) Laminar 
and Turbulent collisions, (iii) Gravitational collisions, and, (iv) Aggregate fragmentation. We also 
discuss their relative collision kernels, which numerically describe the frequency with which two 
inclusions can meet.  

Brownian collisions 

At a very small length scale (submicron) the suspended particles are subjected to a random 
�P�R�Y�H�P�H�Q�W�� �R�U�� �R�W�K�H�U�Z�L�V�H�� �W�H�U�P�H�G�� �D�V�� �%�U�R�Z�Q�L�D�Q�� �P�R�W�L�R�Q���� �7�K�H�� �G�L�I�I�H�U�H�Q�F�H�� �L�Q�� �H�D�F�K�� �S�D�U�W�L�F�O�H�¶�V�� �Y�H�O�R�F�L�W�\��
arises from the Brownian effect, characterized by relative thermal agitation. This can lead to 
collisions and hence aggregation. However, we do not consider sub-micron scale inclusions in our 
inclusion population and therefore do not treat Brownian collisions. 

Laminar and Turbulent collisions 

In a laminar shear flow, two particles in different streamlines may collide and the corresponding 

collision frequency �Ú �Ü�Ý
�ß�Ô�à is expressed in Eq. 63.   

�Ú �Ü�Ý
�ß�Ô�àL

�v
�u

�Û�6�@�ã�á�Ü�Ý
�7 (63) 

Where �Û�6 L
�×�è

�×�ë
 and  �@�ã�á�Ü�ÝL �r�ä�w�:�@�ã�á�ÜE �@�ã�á�Ý�; respectively represent the shear rate and the collision 

diameter. ��The collision diameter is defined as the shortest distance between the centers of the two 
particles in question.  

However, the flow being turbulent in our case, the probability of turbulent collisions (Figure 37 (a)) 
is expected to be much higher in comparison to the potential collisions in a laminar flow. Thus the 
laminar collision kernel may be neglected with respect to the turbulent collision kernel. 
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(a) 

 

(b) 

 

(c) 

 
Figure 37: (a) Turbulent collisions, (b) Differential sedimentation collisions, (c) Break-up 

Over the years, researchers have provided various ways of describing the turbulent collision 
kernels. Here, we cite three important models: Saffman and Turner (1956) [115] model for small 
non-inertial particles, Abrahamson (1975) [116] model for higher inertia particles and finally a 
more recent model by Zaichik et al. (2010) [117], which is not restricted to the particle size nor the 
Stokes number.   

The Saffman and Turner model is va�O�L�G���I�R�U���S�D�U�W�L�F�O�H�V���V�P�D�O�O�H�U���W�K�D�Q���W�K�H���.�R�O�P�R�J�R�U�R�Y�¶�V���O�H�Q�J�W�K���V�F�D�O�H��
�@�ã O �ß�Þ, with very low-inertia particles �5�P�ã �' �s . This basically assumes that the aggregation 

process takes place in the eddies in local shear flow conditions. The turbulent collision kernel �Ú �Ü�Ý
�ç 

(Eq. 64) is a function of the shear rate��l
��

�� �Ñ
p

�4�á�9

and the collision diameter���@�ã�á�Ü�Ý, and is expressed 

similarly to the laminar kernel.  

�Ú �Ü�Ý
�ç L �s�ä�u�@�ã�á�Ü�Ý

�7�F
�Ý
�å�Ù

�G
�4�á�9

 (64) 

The Abrahamson model analyzes the case where the particle motion does not follow the fluid 
motion at all and is thus valid for high inertia particles. In other words, an infinite inertia case is 
treated, �Z�K�H�U�H���D���S�D�U�W�L�F�O�H�¶�V���Y�H�O�R�F�L�W�\���L�V���F�R�P�S�O�H�W�H�O�\���X�Q�F�R�U�U�H�O�D�W�H�G���I�U�R�P���D�Q�R�W�K�H�U���S�D�U�W�L�F�O�H�¶�V���Y�H�O�R�F�L�W�\���D�V��
well as with the fluid. The calculation of the collision kernel is then similar to that found in the gas 

kinetic theory. The criterion which satisfies this is:���@�ã�á�Ü
�6�� P

�5�9�œ�Ñ�è�Ñ
�ò�.$$$$$

�¡�f �•
, where �Q�Ù

�ñ�6$$$$$��is the mean squared 

velocity fluctuation of the fluid. The collision kernel is given by Eq. 65: 

�Ú �Ü�Ý
�ç L �:�z�è�;�4�á�9�@�ã�á�Ü�Ý

�6�@���Q�"�ã�á�*
�6��$$$$$$$$E ���Q�"�ã�á�+

�6��$$$$$$$$�A
�4�á�9

 (65) 
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���Q�"�ã�á�*
�6��$$$$$$$$is the mean squared velocity fluctuation of particle of size i, which can be estimated from 

the mean squared fluid velocity fluctuation. 

���Q�"�ã�á�*
�6��$$$$$$$$L

�Q�Ù
�ñ�6$$$$$

�s E �s�ä�w
�ì�ã�Ý

�Q�Ù
�ñ�6$$$$$

 (66) 

The Zaichik et al. model is valid for all particle sizes (from particles of Kolmogorov length scale 
to much bigger size ~ integral scale).  

�Ú �Ü�Ý
�ç L �v�¾�è�@�ã�á�Ü�Ý

�6 �8�Ü�Ý
�ç (67) 

 �8�Ü�Ý
�ç (in �•�ä �•�?�5) represents the total turbulent collision rate between two particles with sizes �E and 

�F (described in Annex 6). We have selected this model as it covers the entire range of particle sizes. 

Gravitational collisions 

As illustrated in Figure 37 (b), two particles with different sizes or relative densities (with respect 
to the fluid) sediment or float at different velocities. Therefore, a differential settling collision 
occurs when one particle sediments faster and catches up with the other one. The differential 
sedimentation collision kernel [108] is described in Eq. 68, considering Stokes sedimentation: 

�Ú�Ü�Ý
�æ�Ø�×L

�t�è�C
�{�ä�Ù

�+�é�ÙF �é�É�+ �-l
�@�ã�á�Ü

�t
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F �F
�@�ã�á�Ý

�t
�G

�6

�- �@�ã�á�Ü�Ý
�6 (68) 

Fragmentation 

The break-up of an aggregate (Figure 37 (c)) can occur thanks to the local flow conditions due to 

the shear stress exerted by the turbulent fluid flow. In Eq. 69, �Ú�Ü
�Ù�å�Ô�Ú is the fragmentation kernel for 

a particle size���E, similar to the expression provided by Soos et al. [118].  

�Ú�Ü
�Ù�å�Ô�ÚL �Ù�Ù�å�Ô�Ú�F

�Ý
�å�Ù

�G
�4�á�9

�F
�@�ã�á�Ü

�@�ã�á�4
�G

�7

 (69) 

The kernel is proportional to the turbulent flow shear rate, and is a cubic function of the 
dimensionless particle size. In this model, the aggregate is constituted of primary particles �@�ã�á�4��and 
when undergoing fragmentation, the aggregate cannot break-up into particles smaller than the 
primary particle size. 
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Various attributes of this phenomenon are still open to discussion, such as the strength of cohesion 
forces between two participating particles of the agglomerate [114], which in turn leads to the idea 
of the efficiency of the fragmentation process. The constant �Ù�Ù�å�Ô�Ú represents this efficiency which 
will depend on the type of inclusions under consideration and their corresponding mechanical 
resistance to a break-up. Another open discussion is the final result of the break-up. In our case, 
we assume that the breaking-up of a particle gives birth to two equal sized daughter particles [118]. 

2. �1�X�P�H�U�L�F�D�O���P�R�G�H�O�L�Q�J���R�I���L�Q�F�O�X�V�L�R�Q���E�H�K�D�Y�L�R�U�� 

This chapter first defines the Population Balance Equation (PBE), followed by its solution using 
numerical methods. Later we present the inclusion transport modeling as well as the modeling of 
the mesoscopic interactions among inclusions. Lastly we discuss some numerical implementation 
related details.  

In the last chapter, we noted that the inclusion dynamics in literature was mostly modeled using 
the Lagrangian technique. This technique treats the particle as a single point with an individual 
particle velocity determined by the acting forces and as a result, calculates the trajectory for each 
particle. For highly dispersed particle phase, the continuous phase is first calculated followed by 
the particle trajectory calculation. However, for a large population of particles, this type of 
computation results in a very high calculation load. Furthermore, as our main aim is the 
macroscopic behavior of the system with a particular interest in determining the evolution of the 
internal properties of the inclusion population (not the individual inclusion dynamics), we turn our 
focus towards the Population Balance Method (PBM). The inclusion transport may be described 
using the Eulerian approach similar to the work performed by Bojarevics et al. [102]. The proposed 
Drift Concentration Model represents the transport of the inclusion number density akin to the 
transport of a scalar. Therefore, our inclusion behavior model combines the Drift Concentration 
Model with PBM. The above was performed by plugging in-house User Defined Functions (UDFs) 
to the ANSYS Fluent platform. MHD simulation provided results in the form of Lorentz force, 
mean velocity and turbulence fields which were then used while modeling the inclusion behavior 
in the bath.  

A low inclusion concentration does not impact the bath hydrodynamics and hence a one-way 
numerical coupling method was selected. In our numerical model, we considered two broad 
categories of phenomena: (i) Inclusion transport, and, (ii) Inclusion interactions. An inclusion 
population may be transported due to the surrounding continuous phase characteristics. Hence the 
melt flow may drag the inclusions, or they might sediment or float due to the gravitational 
separation. Furthermore, in the current case of induction stirring, the inclusion population is also 
subjected to the electromagnetic migration. Additionally, in our model, inclusions may be captured 
at the interfaces due to sedimentation, electromagnetic migration and turbulent deposit. Meanwhile 
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inclusion interactions are described through aggregation of inclusions due to collisions or 
fragmentation due to the flow shear.  

2.1 Population Balance Equation  

The population balance equation is a generalized transport equation of the number density of a 
particle population and accounts for various ways in which a population with a specific set of 
properties may appear or disappear [119]. The PBM treats both convective processes as well as the 
interactive processes, at the individual particle scale within the particle population setting.  

In order to define the Population Balance Equation (PBE), we need to define some of the following 
variables. The internal property �� of the inclusion characterizes the inherent traits of the inclusions 
such as the size or the composition of the inclusions (or even the age or a morphology parameter 
of an inclusion). The set of internal properties ����1���� ��2���«�� ��m) defining an inclusion population 
constitutes the internal coordinate domain � ��, while the factors influencing the evolution in the 
physical space xi constitute the external coordinate system � x. Therefore, the population may 
evolve in a maximum of �u E �s E �I dimensions, corresponding to the physical space, the temporal 
space and �I  internal properties space. 

We define the number density of inclusions �Q�������[���W�����D�V�� �W�K�H�� �D�Y�H�U�D�J�H�� �Q�X�P�E�H�U�� �R�I�� �S�D�U�W�L�F�O�H�V�� �Z�L�W�K�� ����
properties at an instant t and located at a position x in the physical space. In Eq. 70, the total number 
of particles in the system would be given by the integral over the domains � �� and � x. 

�0�Í L µ �J �:�L�á �š�á �–�;
�• �–�• �n

�†�8�ž�†�8�v (70) 

The PBE in its continuous form [120] can be expressed in Eq. 71, whereby the evolution of the 
particle number density is a function of the evolution rate of the external coordinates �V�6(�����[�����W�����D�Q�G��

the evolution rate of the properties of the particles���L�6(�����[�� t).  

�ò�J�:�L�á �š�á �–�;

�ò�P
E �†�‹�˜�žk�J�:�L�á �š�á �–�;�L�6o E �†�‹�˜�v�:�J�:�L�á �š�á �–�;�V�6�; L �� L �� F ��  (71) 

The evolution rate of the external coordinates describes the inclusion population transport which 
is governed by the instantaneous particle velocity���›�–. We only consider here the particle transport 

governed by the mean particle velocity �›%�– and do not take the inclusion transport (dispersion) due 

to turbulent diffusion into account. �*��represents the net (birth �± death) new populations of particles 
���[���� ������ �W�K�U�R�X�J�K�� �P�H�V�R�V�F�R�S�L�F�� �L�Q�F�O�X�V�L�R�Q�� �L�Q�W�H�U�D�F�W�L�R�Q�� �P�H�F�K�D�Q�L�V�P�V�� �R�U�� �R�W�K�H�U�� �V�R�X�U�F�H�� �W�H�U�P�V�� �V�X�F�K�� �D�V��
germination.  
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In our case, the primary internal coordinate, which defines the inclusion population and its 
evolution, is limited to the size of the inclusion [88]. �J�:�R�ã�; is a continuous univariate distribution 

most commonly called psd as particle size distribution (as illustrated in Figure 38), where �R�ã 
represents the inclusion volume.  

 

Figure 38: An example of a particle size distribution(psd)  

Furthermore, we consider that the growth of inclusions through any mass transfer with the melt is 
negligible, removing the second term on the left of Eq.  71. This equation simplifies to a PBE with 
only particle volume �R�ã��as the internal coordinate (Eq. 72).  

�ò�J�:�R�ã�;

�ò�P
E �@�E�R�:�J�:�R�ã�;�›%�–�; L �* (72) 

Thus the PBE describes how the populations of particles in the system evolves within the internal 
coordinate space (size) and their mean transport in the surrounding melt, while treating the rise of 
new populations of particles at the expense of the existing ones.  

2.2 Numerical modeling of a Population Balance Equation 

2.2.1 Class method 

PBE may be solved using different numerical methods such as the Method of Moments (MOM) 
and the Class Method (CM). The method of moments consists in deriving the PBE equation 
(Eq. 72) into �0�Æ transport equations of the���0�Æ first moments of the psd �J. These transport 
equations share the form of standard Eulerian equations and the method is amenable to 
implementation within the infrastructure of existing CFD codes. Variants of this method have been 
developed to improve the accuracy: Quadrature MOM [121] and Direct QMOM [122]. The Class 
Method is based on the discretization of the psd into M classes and the discretized PBE equation 
leads to a system of M transport equations which must be solved. Here, we only focus on the Fixed 
Pivot (FP) method, first proposed by Kumar and Ramkrishna [123], and then describe a variant of 
this method �± Cell Average (CA) method proposed by Kumar et al. [124].  
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In conserving the total volume of the inclusion population in the system, the FP method [123] 
discretizes the complete range of the particle volume (and not diameter which is not conservative) 
into smaller intervals [�R�Ü, �R�Ü�>�5] of pivot xi, thereby meshing the internal coordinate space. This 
mesh may or may not be regularly spaced. As illustrated in Figure 39, the psd presented earlier is 

discretized using the volume intervals, described by a fixed pivot �T�Ü and their bounds �R�ÜL
�ë�Ô�7�-�>�ë�Ô

�6
.  

 
Figure 39: Discretization of the inclusion volume distribution into classes 

The number density of inclusions Ni contained in each class i may then be written in Eq. 73 (number 
of inclusions of volume �T�Ü��per cubic meter of melt). 

�Ê�E �Ð�>�s�á �/�?�â�� �0�ÜL ± �J�:�R�;

�œ�•�6
Ú

�œ�•

�@�R�â���� �:�0�Ü���=�O
�S���K�B���E�J�?�H�Q�O�E�K�J�O���E�J���?�H�=�O�O���E

�I �7���K�B���#�H���>�=�P�D
�; (73) 

The PBE is integrated over each internal coordinate (size) class to give a coupled system of �/  non-
homogenous transport equations.���$�Ü��is the net flux of inclusion population which has been given 
birth in the given class, while �&�Ü��accounts for the disappeared population flux from the class �E. 

�Ê�E �Ð�>�s�á �/�?�â��
�ò�0�Ü
�ò�P

E
�ò

�ò�T�Ý
k�0�Ü�Q�ã�á�Ü�á�Ýo L �*�ÜL �$�ÜF �&�Ü (74) 

2.2.2 Time splitting of PBE 

An operator splitting technique [125] with respect to the time step is used for solving Eq. 74. This 
splitting decouples the non-homogenous partial differential equations and thereby allows us to 
separately treat the transport and the interactions of the inclusion population. It also provides the 
freedom in choosing the best numerical scheme for each type of problem.  

v7 
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�Ê�E �Ð�>�s�á �/�?�â��
�ò�0�Ü
�ò�P

E
�ò

�ò�T�Ý
k�0�Ü�Q�ã�á�Ü�á�Ýo L �r (75) 

�ò�0�Ü
�ò�P

L �*�Ü (76) 

At each time step, the decoupled homogenous system of equations 68 and 69 is solved in the 
following two steps. The first step (Eq. 77) comprises solving the left member, i.e. the convective 
transport of the inclusion population in each class �0�Ü (max. M equations). This was performed by 
the in-built function DEFINE_UDS_FLUX of the ANSYS Fluent software as detailed in section 
B.2.3.2. This is followed by the second step (Eq. 78), which is concerned with the right member 
corresponding to the inclusion interactions in each class (net birth or death of inclusion populations 
by aggregation and fragmentation), while using the updated inclusion populations���0�Ü�:�P�Û�;. This step 
was implemented at the end of step 1 using the function DEFINE_EXECUTE_AT_END of the 
ANSYS Fluent software. The entire time splitting operation is presented in Figure 40, where before 
time marching, a global mass balance verification is also performed.  

�Ê�E �Ð�>�s�á �/�?�â�� �0�Ü�:�P�Û�; L �0�Ü�:�P�; F
�ò
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k�0�Ü�:�P�;�Q�ã�á�Ü�á�Ýo�¿�P (77) 

�0�Ü�:�P E �¿�P�; L �0�Ü�:�P�Û�; E �*�Ü�¿�P (78) 

 
Figure 40: Numerical implementation of the model using time splitting technique 

2.3 Transport of inclusions 

2.3.1 Drift Concentration Method 

The DCM [102] [104] describes the inclusion transport while assuming that the number density 
�0�Ü��is a continuous intensive variable of the inclusion phase. According to their pivot size �T�Ü, the 
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inclusion population of class �E is transported with the inclusion mean velocity �› �–�á�• calculated using 

the balance of forces in Eq. 79 �± Eq. 81. The inclusions are supposed to have attained locally their 
terminal velocity with no further acceleration.  

�Ê�E �Ð�>�s�á �/�?�â Í �r �–�á�•L �r (79) 

The involved forces (drag �r �–�á�•
�p , buoyancy���r�–�á�•

�n  and electromagnetic���r�–�á�•
�‹�“ ) acting on an inclusion 

were described in section B.1.3.1. 
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In Eq. 82 we obtain the particle drift velocity as the sum of the sedimentation velocity �› �™�‹�Š�á�•��and 
the electromagnetic migration velocity���›�‹�“ �á�•.  
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�t�v�ä�Ù
�r �x�•�˜�‹�”�š�  (82) 

Where �›%�Œ represents the mean melt velocity vector. By substituting the above expression in Eq. 75, 
we obtain Eq. 83. 
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�ò�0�Ü
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�ò�T�Ý
k�0�Ü�:�Q$�Ù�á�ÝE �Q�æ�Ø�×�á�Ü�á�ÝE �Q�Ø�à�á�Ü�á�Ý�;o L �r (83) 

2.3.2 Numerical treatment of inclusion transport using ANSYS Fluent and UDF 

The above system of equations was solved using ANSYS Fluent, where the inclusion population 
in each class was defined as a scalar (User Defined Scalar �± UDS), applicable only to the melt 
phase. In default mode, ANSYS Fluent solves the following transport equation (Eq. 84) for M 
scalars �î �ß�á�Þ defined for a given phase (for example phase l of a mixture).  

�ò�Ù�ß�é�Ù�î �ß�á�Þ

�ò�P
E �@�E�Rk�Ù�ß�é�Ù�î �ß�á�Þ�› �ŒF �Ù�ß���ß�á�Þ���C�N�=�@�:�î�ß�á�Þ�;o L �5�ß�á�Þ�����â �G L �s�á �å �ä �á �/ (84) 

Where �Ù�ß, �é�Ù,���›�Œ,�����ß�á�Þ and �5�ß�á�Þ respectively correspond to the volume fraction, the density and the 

velocity of the metal, the diffusion coefficient and the source term of the scalar (which in this case 
is the liquid phase). Eq. 84 is similar to the inclusion transport equation (Eq. 83), with an altered 
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convective term and zero diffusion coefficient. Therefore, in order to simulate Eq. 83 within 
ANSYS Fluent, a variable substitution is required, where the calculated scalar���î�Ü is defined as the 
number of inclusions in class i per kg of bath. 

�î �ÜL
�0�Ü

�Ù�ß�é�Ù
�â���� �:�î�Ü���=�O

�S���K�B���E�J�?�H�Q�O�E�K�J�O���E�J���?�H�=�O�O���E
�G�C���K�B���#�H���>�=�P�D

�; (85) 

Each scalar is initialized throughout the entire domain corresponding to aluminum bath, delimited 
by the crucible walls and the bath free surface. Taking the variable substitution into account, Eq. 83 
may now be rewritten as described in Eq. 86.   
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Using the Green-Ostrogradsky theorem, the convective term in Eq. 86 is transformed to Eq. 87, 
where the integral over the control volume �8�Ö�Ø�ß�ß is written as the net flux across the cell faces.  
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�Ù�ß�é�Ù�› �–�á�•�®�Š�• (87) 

The calculation of the net flux term was partly performed by a UDF plugged in to ANSYS Fluent. 
The UDF uses a specialized in-built function DEFINE_UDS_FLUX, whereby, for a given cell face 
inside the calculation domain, the face flux term �Ù�ß�é�Ù�› �–�á�•�®�Š�• (in kg.s-1) is calculated and fed to 

ANSYS Fluent. There onwards, using this face flux term, Fluent performs the remaining task of 
advecting the inclusion population.  

At a given cell face of the domain, the calculation of the face flux term involves retrieving the 
velocity components from adjacent cell centers (c0 and c1), corresponding to each phenomenon 
(melt flow, sedimentation and electromagnetic migration). The face velocity is then calculated by 
averaging the values at the two cell centers to obtain a net face velocity vector. Finally, the UDF 
calculates the scalar product of the velocity vector with the surface normal vector, resulting in the 
face flux term. The technique is presented in Figure 41 (a).  

At the domain boundaries, i.e. the bath free surface and the crucible walls, the face flux term is 
calculated by using the adjacent cell center velocity (uc0). As illustrated in Figure 41 (b), if the face 
flux is directed outwards with respect to the domain boundary, then the inclusion populations were 
eliminated across the boundary. These populations were hence considered as captured due to 
sedimentation, electromagnetic migration or turbulent deposit.  In reality, the fate of the inclusion 
populations once they are captured at the boundaries is unknown. However, in this dissertation, we 
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consider them to be completely captured and removed from the domain and thus there is no release 
of inclusions. 

(a)  (b)  
Figure 41: (a) Flux at a cell face in the bulk, (b) face flux at a boundary  

The use of this UDF allows a much faster calculation as the transport term is partially calculated 
by Fluent. Additionally, contrary to an explicit scheme which may require very small time steps to 
ensure numerical stability, the implicit nature of the calculation offers numerical stability with 
reasonably large time steps. 

2.4 Mesoscopic interactions 

The inclusion interactions in our case are the combination of aggregation due to the efficient 
collisions between two particles and the fragmentation of the aggregates into two daughter 
inclusions of equal size. Eq. 76 may now be expressed as a sum of these two phenomena.  
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2.4.1 Aggregation 

Smoluchowski [126] first gave the expression of �*�Ü
�Ô�Ú�Ú, where the total birth �$�Ü

�Ô in a class  
[�R�Ü, �R�Ü�>�5 ] subtracted by the total death �&�Ü

�Ô is expressed in its continuous form (Eq. 89). 
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(89) 

The integral concerning the death term is easily obtained as described in Eq. 90.  
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(90) 

The calculation of the birth term is trickier and requires the use of specific modeling techniques 
described in the following paragraphs. While calculating the birth term using the FP technique, the 
net flux of new inclusion population (characterized by the particle size �R) within the size range of 
[�T�Ü�?�5, �T�Ü ] is assigned to the nearby pivots and therefore both �E�W�K and �:�E F �s�;�W�K cells. These parts can 
be defined as �=��and �>, where volume conservation dictates that �=�T�Ü�?�5E �>�T�ÜL �R. Figure 42 (a) 
aptly illustrates this assignment of particle population flux (of size �R) for the FP technique. It was 
noted in the literature that the FP technique gives rise to numerical diffusion [124] (over or under 
estimation of particle size distributions), when the number densities decrease very sharply (for 
example, if the distribution follows an exponential form). In order to reduce this numerical 
diffusion, Kumar et al. [124] have proposed the CA method, which is a slight variant of the FP 
technique. The CA technique improves the overall calculation accuracy by concentrating the 
newborn particle fluxes temporarily at the average mean volume. 

 (a)  

(b)  

 (c)  
Figure 42: Assignment of particle flux (a) Fixed Pivot, (b, c) Cell Average techniques [124] 

This is followed in the second step by a distribution of these particles to the neighboring pivots. 
For example, the average volume of the new particles born in (i-1) class due to the collisions 
between inclusion populations of sizes���T�Ý and���T�Þ��is noted in Eq. 91. 
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�R�§�Ü�?�5L �r�ä�w�:�T�ÝE �T�Þ�; (91) 

The contribution of birth in the nearby pivots will now differ and depend on the relative positioning 
of the average volume within the class interval. (i) if �R�Ü�?�5O �R�§�Ü�?�5O �T�Ü�?�5���� �W�K�H�Q���W�K�H�U�H�� �Z�L�O�O�� �E�H�� �Q�R��
�E�L�U�W�K�� �I�O�X�[�� �D�W�� �W�K�H���T�Ü�� �S�L�Y�R�W�� ��Figure 42 ��b)������ ���L�L���� �L�I���T�Ü�?�5O �R�§�Ü�?�5O �R�Ü���� �W�K�H�Q�� �F�R�Q�W�U�L�E�X�W�L�R�Q�V�� �Z�L�O�O�� �E�H��
�G�L�V�W�U�L�E�X�W�H�G���W�R���E�R�W�K���F�O�D�V�V�H�V����Figure 42 ��c)). 

Coming back to the aggregation term in Eq. 89, using the CA technique, the birth contribution  
�$�Ü

�Ô�Ú�Úassigned to each class is described in terms of the collision kernel and the number densities 

participating in the binary collisions �F F �G (Eq. 92). The total aggregate volume �8�Ü
�Ô�Ú�Ú feeding the 

cell i is calculated by summing all the volume contributions of these binary collisions (Eq. 93). The 
average volume �R�§�Ü��of all newborn particles in the cell i is given by Eq. 93.  
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Finally, in Eq. 94, we express the birth due to aggregation term �$�Ü
�Ô as a function of the birth 

contributions at the neighboring pivots, the Heaviside step function���*�:�T�; and the distribution 

function���ã�Ü
G�:�T�;. 
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2.4.2 Fragmentation 

The net birth due to fragmentation of inclusions may be written similarly to the aggregation term, 

where the first member �$�Ü
�Ùcorresponds to the birth of new fragmented aggregates while the second 

corresponds �&�Ü
�Ùto the death of aggregates due to fragmentation.  
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(95) 

In this expression, we suppose that the fragmentation of a particle gives birth to two identical 
particles. Moreover, a threshold diameter (�@�ã�á�Ö) was selected, beyond which the fragmentation of 
a particle in a given class is possible. This was performed by modifying the collision kernel 
whereby the efficiency of the fragmentation phenomena is zero if the inclusion size is below the 
threshold size (Eq. 96). The term representing the death of particles in a particular class is easily 
obtained and depends solely on the particle concentration of that class and the corresponding 
fragmentation kernel in Eq. 97. 
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Concerning the birth term �$�Ü
�Ù, the same Cell Average algorithm is applied, which comprises three 

steps: (i) calculation of the net birth rate �$�Ü
�Ù�å�Ô�Ú of the inclusion population in a class, which is a 

function of the fragmentation kernel and the population concentration in the participating classes 

(Eq. 98), (ii) calculation of the total net volume flux �8�Ü
�Ù�å�Ô�Ú and the average volume of the newborn 

particle population �R�§�Ü
�Ù�å�Ô�Ú (Eq. 99), and (iii) redistribution into the classes (�E F �s�á �E�á �E E �s) using the 

operators �ã�Ü
G�:�T�; and the Heaviside function���*�:�T�;��(Eq. 100). 
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2.5 Global balance  

As depicted in Figure 40, before time marching, a global mass balance of the inclusion phase was 
performed for verifying the calculation. For each class, the captured flux due to sedimentation at 
the crucible base (�é�ã P �é�Ù) or bath free surface (�é�ã O �é�Ù), is a sum of face fluxes across all faces 
on the boundary and is expressed in Eq. 101. Similarly, the captured flux due to EM migration at 
a boundary is given by the expression in Eq. 102. The total flux due to EM migration for each class 
is a sum of the fluxes due to migration across each boundary:���Ô�Ø�à�á�ÜL �Ô�Ø�à�á�Õ�â�ç�á�ÜE �Ô�Ø�à�á�æ�Ü�×�Ø�á�ÜE
�Ô�Ø�à�á�Ù�å�Ø�Ø�á�Ü. 
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 (102) 

A global mass balance verification can be performed at the end of each time step, before time 
marching, as expressed in Eq. 103.  
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2.6 Conclusion  

With the aim of modeling both transport of inclusions within the bath and mesoscopic interactions 
between inclusions (aggregation and fragmentation mechanisms) a PBM has been adopted. The 
class method was used to discretize the PBE into classes defined by the inclusion size. At the 
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inclusion scale, the application of the fundamental dynamic equation led to the expression of the 
particle terminal velocity, and was used in the Drift Concentration Method for describing advection 
of the inclusion population. The redistribution of inclusions into classes as a result of interactions 
was expressed using the Cell Average method. Furthermore, the time splitting technique was 
applied to separate the transport and the interaction members of the PBE. Figure 43 summarizes 
the general flowchart of our inclusion behavior model.  

 
Figure 43: General outlay of the inclusion behavior model, TABInc2D 

The complete inclusion behavior model was named TABInc2D (as Transport, Aggregation and 
Breakage of Inclusion in 2D) and uses extensive UDFs which were implemented along with the 
ANSYS Fluent code. The TABInc2D model follows the MHD model to predict the inclusion 
behavior in an induction stirred aluminum bath. The MHD simulation results in the form of mean 
velocity, turbulence and Lorentz force fields are provided to the inclusion model as input data. In 
addition to the MHD results, the type and distribution of the inclusion population are also required 
as numerical model input parameters.  
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���ƒ�”�–�����ã�����’�’�Ž�‹�…�ƒ�–�‹�‘�•�� 
This chapter presents the application of the numerical tools described in Part A and Part B. First, 
we present the results obtained on a laboratory scale IMF and then, focus on an industrial scale 
IMF. Figure 44 illustrates the general outlay of the previously described MHD and inclusion 
behavior modeling tools.  

 
Figure 44: General outlay of the modeling tools 
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