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Chapter 1

Introduction

Contents
1.1 Context and Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Approaches and Contributions of the Thesis . . . . . . . . . . . . . . 3
1.3 Thesis Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.1 Context and Motivation

Semantic annotation and knowledge extraction for building ontologies are two key processes
of knowledge-based information systems. Anyone would agree that these two processes are at
least dual, i.e. they should be and could be intimately related or, at most, one two-side but a
unique process. However, because of the complexity of the process, it is almost always treated
as two separated tasks. This thesis unifies these two processes into one and relies on Formal
Concept Analysis [Ganter and Wille, 1999]. In what follows, we introduce semantic annotation
and knowledge extraction, then the problems that motivate the work in the thesis.

On the one side, semantic annotation is a helpful solution to enhance information retrieval
and improve interoperability [Uren et al., 2006, Bontcheva and Cunningham, 2011, Liao et al.,
2015]. Information retrieval is enhanced by the ability of performing searches, which exploit
the ontology to make inferences about the data. For example, a search engine can answer for
a query of “city” with a text containing “Paris” thanks to a semantic annotation linking “Paris”
in that text to an object of concept “city” in an ontology. Interoperability is improved by the
ability of understanding by both humans and machines. With semantic annotations, documents
can be processed in an intelligent way and efficiently exploited by machines for automation
purpose. An annotation is the content represented in a formal language and attached to the
document [Euzenat, 2002]. From a technological perspective, semantic annotation is about
identifying in text all mentions of concepts from the ontology (i.e. concepts (or classes), objects
(or instances), attributes (or properties), and relations) [Bontcheva and Cunningham, 2011]. In
an ontology, a concept can be atomic or defined by some definitions. For example, a concept
“car” can be defined by “a road vehicle, typically with four wheels, powered by an internal-
combustion engine and able to carry a small number of people” 1 One problem with semantic
annotation is to manage of getting annotations that are mentions of defined concepts. The first
generation of semantic annotation tools was mainly technological and terminological, focusing

1http://www.oxforddictionaries.com/definition/english/car
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Chapter 1. Introduction

on terms and named entity recognition by mapping terms or named entities found in texts to
existing instances of concepts in an ontology. These techniques may be not able to identify
these defined concepts in texts and then there is a need to take into account defined concepts
in semantic annotation. Another problem with semantic annotation is, if an ontology changes,
then all or some of the semantic annotations need to be updated to reflex the knowledge updates
[Bontcheva and Cunningham, 2011]. These updates are time-consuming and expensive. Semantic
annotations need to be co-evolved with ontologies.

On the other side, ontology is the heart of knowledge-based information systems to clarify the
knowledge structure of a domain and enable knowledge sharing [Chandrasekaran et al., 1999].
Ontology is defined as “a formal, explicit specification of a shared conceptualization” [Gruber,
1993, Studer et al., 1998]. Conceptualization means an abstract model of some aspects of the
world, taking the form of a definition of important concepts and relationships. Formalmeans that
the conceptualization should be expressed in a (formal) machine readable format. Explicit means
that the ontology concepts are explicitly defined. Sharedmeans that the conceptualization should
capture the consensual knowledge, that is, it is not private to some individuals, but accepted by
a group or community. Knowledge extraction for building an ontology from texts is a complex
[Cimiano, 2006, Aussenac-Gilles et al., 2008, Szulman et al., 2010], time-consuming and costly
task. It involves such steps as collecting resources, preprocessing and processing these resources to
switch progressively from the linguistic level (words, terms. . . ) to the conceptual level. Domain
experts guide this iterative process by favoring the emergence of certain words, concepts, or by
introducing nuggets of knowledge which are missing. Most of the works splits building ontology
from text in several subtasks leading to a loss of traceability between the source of knowledge,
i.e. the texts, and the ontology. When experts are asked to evaluate the knowledge model or
the ontology needs to be maintained or upgraded, experts may need to look back to the texts to
understand why the concepts are built. Can we manage to know which linguistic expressions in
the texts are used to build a concept? Ontology provides the domain vocabulary used for semantic
annotations and semantic annotations can help here to provide the traceability between the
knowledge model and the resource, i.e. all mentions of concepts in the texts. Moreover, ontology
or the conceptualization needs to be frequently updated to adapt to new knowledge resources,
including semantic annotations, new user needs. . . [Zablith et al., 2013] as semantic annotations
need to be updated to reflex the new knowledge. Ontologies and semantic annotations need
to be co-evolved. Therefore, it is necessary to develop methodologies for unifying semantic
annotation and knowledge extraction in one single process to benefit both semantic annotation
and knowledge extraction. Semantic annotations are used to keep the traceability between the
knowledge model and its linguistic expression in the texts and the knowledge model is used as
the input for improving semantic annotations; any changes in semantic annotations reflexes in
the knowledge model and vice versa.

The first objective of this thesis is to propose an interactive and iterative process for knowl-
edge extraction, in which we focus on keeping the co-evolution and the traceability between the
knowledge model and the source of knowledge in texts, i.e. semantic annotations. The traceabil-
ity here means the ability of getting semantic annotations that are used to build concepts in the
knowledge model including atomic and defined concepts. With this traceability, domain experts
can get explanations why the concepts are built and therefore, it makes easier the evaluation or
maintenance of the knowledge model. To achieve these goals, we choose Formal Concept Anal-
ysis [Ganter and Wille, 1999] as the data mining method for building the knowledge model, i.e.
the concept hierarchy. Formal Concept Analysis (FCA) is a formal method of classification which
has proved very efficient as a bottom-up conceptualization method for building ontologies from
texts [Fennouh et al., 2014,Poelmans et al., 2013, Jia et al., 2009,Bendaoud et al., 2008c,Ben-
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daoud et al., 2008a,Cimiano et al., 2005,Obitko et al., 2004]. In order to overcome the problem
of the knowledge acquisition bottleneck, different methods have been proposed for automatically
building a concept hierarchy from texts. These methods can be grouped into two groups: the
similarity-based methods and the set-theoretical-based methods [Cimiano et al., 2005]. FCA, a
method based on order theory, perfectly fit our goals. FCA discovers concepts and order them
hierarchically at the same time. It provides a good traceability in a comparison with divisive
and agglomerative clusterings [Cimiano et al., 2004b,Cimiano et al., 2005]. Moreover, we would
like a way to take into account both atomic and defined concepts, not only concepts with names
and nothing inside; FCA provides intensional and extensional descriptions for concepts, therefore
providing better understanding to users [Cimiano et al., 2004b,Cimiano et al., 2005] and allowing
us to take into account both atomic and defined concepts.

The second objective that we would like to achieve in the thesis is to assist human and machine
in refining the knowledge model based on the concept lattice resulting from FCA, and semantic
annotations. Knowledge extraction is an iterative and interactive process involving several steps.
In this process, interaction is usually described as evaluation, where domain experts are invited
to interpret and validate the patterns extracted by data mining algorithms. However, any formal
method has weaknesses when modeling a cognitive process which is not governed by clear and
precise rules. Domain experts may understand the domain in a different way than what is
represented in data, and often there exists a gap between the knowledge model based on a
concept lattice and the knowledge model of a domain expert. For example, in the domain of
animals, an expert may expect that the rule “mammal implies do not lay eggs” holds, while this
may not be the case if the platypus is among the objects in the formal context. Domain experts
may not be happy with the knowledge model provided by the concept lattice and thus, would like
to make it to be more in accordance with their own knowledge or applications’ need. There are
several reasons that can lead to the gap between the knowledge model based on a concept lattice
and the knowledge model of a domain expert: (1) the fact that FCA builds formal concepts
from object descriptions (bottom-up approach) makes it prone to unwanted concept creation
if there is noise, errors or exceptions in the data; (2) formal concepts may represent unwanted
levels of granularity. (3) the knowledge model based on the concept lattice is not in accordance
with expert knowledge; (4) experts wish the concept lattice to be more in accordance with their
needs, i.e. the tasks or applications that will use the knowledge model. Thus, experts should
be able to correct or to refine the knowledge model based on the concept lattice. In a return,
machine should be able to take into account the expert actions to improve the knowledge model
and semantic annotations. An approach should be proposed to support the formal method, i.e.
FCA, can live together with expert interaction.

1.2 Approaches and Contributions of the Thesis

To meet the problems presented above, we propose in this thesis a methodology using Formal
Concept Analysis for knowledge extraction and semantic annotation management (KESAM).

The first contribution of this thesis is to build an interactive and iterative process for knowl-
edge extraction from texts based on Formal Concept Analysis [Ganter and Wille, 1999] that is
able to keep the co-evolution and the traceability between the knowledge model and semantic
annotations of texts. In our approach, knowledge extraction and semantic annotation are unified
into one single process to benefit both knowledge extraction and semantic annotation. Formal
Concept Analysis [Ganter and Wille, 1999] is the core of the KESAM process for building the
knowledge model based on the concept lattice and ensuring the link between semantic annota-

3



Chapter 1. Introduction

tions and each knowledge units in the knowledge model. In order to get the concept lattice as
close as possible to domain experts’ requirements, the KESAM process enables expert interac-
tion by introducing the sets of changes in the formal context, the concept lattice and semantic
annotations. Domain experts can evaluate and make changes in the formal context, the concept
lattice or semantic annotations until they reach an agreement between the knowledge model and
their own knowledge or requirements. Along with a change, the consequences of that change in
the lattice is reported to domain experts so that domain experts can decide if that change should
be applied. The incremental lattice building approach is used for implementing the changes
and managing the consequences of the changes in the lattice. The KESAM process then is in
charge of keeping the formal context, the concept lattice and semantic annotations up to date
with the changes. In such an interactive and iterative process, the system is able to keep the
consistency between the knowledge model and semantic annotations, and converges towards a
knowledge model close to the requirements of domain experts. Thanks to the link between the
knowledge model and semantic annotations, the traceability between the knowledge model and
semantic annotations can be enabled; semantic annotations and the knowledge model can co-
evolve. Moreover, FCA allows to build definitions of concepts with a sets of objects and sets of
attributes and therefore, this makes possible the annotation of both atomic and defined concepts.

Our second contribution is a formal method for bridging the possible gap between the knowl-
edge model based on a concept lattice and the knowledge model of a domain expert. In order to
get the concept lattice as close as possible to the experts’ requirements for building a knowledge
base, domain experts are invited to provide their knowledge as a set of attribute dependen-
cies [Belohlavek and Sklenar, 2005] or constraints which is “aligned” with the set of implications
provided by the concept lattice, leading to modifications in the original concept lattice. The
method can be generalized for generating lattices guided by constraints based on attribute de-
pendencies. This method also allows the experts to keep a trace of the changes occurring in
the original lattice and the revised version, and to assess how concepts in practice are related
to concepts automatically issued from data. We are able to build the constrained lattices and
provide the trace of changes by using extensional projections [Ganter and Kuznetsov, 2001,Per-
nelle et al., 2002] over lattices. From an original lattice, two different projections produce two
different constrained lattices, and thus, the gap between the knowledge model based on a concept
lattice and the knowledge model of a domain expert is filled with projections without changing
the original data.

The third contribution of the thesis consists of the system implementation, the experiments
and the evaluation. The proposed approaches have been implemented in the KESAM system. We
experimented the approaches for building knowledge bases about rare diseases. The approaches
are independent of application domains and can be applied in any field. Another experiment
for building knowledge bases about animals is also presented in the thesis. The results of the
experiments show the capabilities of the approaches.

1.3 Thesis Organization

The thesis is organized into five chapters as follows. The first chapter presents a general in-
troduction. The second chapter introduces some basic concepts, terminologies, the state of the
art related to the problems of this thesis and sets the context of the thesis. The two following
chapters detail the contributions of the thesis. The final chapter draws a conclusion and some
perspectives.

4



1.3. Thesis Organization

Chapter 2: Knowledge Extraction and Semantic Annotation of Texts. First, this
chapter provides the background knowledge on knowledge extraction, semantic annotation, and
the problems that we aim to solve in this thesis. Then, the theoretical foundations of Formal
Concept Analysis that used through the thesis are introduced. Next, we survey the related work
on knowledge extraction and semantic annotation with FCA, especially analyze their advantages
and disadvantages related to our proposal. Finally, we conclude all elements help us to achieve
our objectives.

Chapter 3: KESAM: A Tool for Knowledge Extraction and Semantic Annotation
Management. In this chapter, we present our methodology and the system named KESAM for
Knowledge Extraction and Semantic Annotation Management. The KESAM system is used for
building a knowledge model from semantic annotated texts. The novelty of the KESAM system
is that, it provides the traceability between the knowledge model and semantic annotations
including both atomic and defined concepts and keeps the co-evolution between the knowledge
model and semantic annotations. Formal Concept Analysis is placed at the center of the system to
build the knowledge model based on the concept lattice iteratively and ensure the link between the
knowledge model and semantic annotations. Thanks to this link, both the knowledge model and
semantic annotations can be efficiently updated. In addition, by classifying concepts according
to their attributes using FCA, the link can be preserved for both atomic and defined concept
annotation. At the end of the chapter, we present the implementation of the KESAM system
and a case study on medical domain. The approach was applied to build knowledge bases about
rare diseases with sets of abstracts from PubMed2. The results of applying the approach for
building and refining the classification of diseases are presented and analyzed in details.

Chapter 4: Formal Knowledge Structures and “Real-World”. In this chapter, we
present our formal method for bridging the possible gap between the knowledge model based on
a concept lattice and the knowledge model of a domain expert. In this work, in order to bridge
the gap above, we “align” a set of attribute dependencies with the set of implications provided
by the concept lattice, leading to modifications in the original lattice. The method extends
the definition of dependencies between single attributes introduced in [Belohlavek and Sklenar,
2005] to the case of dependencies between attribute sets, and allows domain experts to have more
possibilities for expressing constraints. We then define the extensional projection for constraining
the concept lattice w.r.t. sets of dependencies between attribute sets and providing the trace of
changes occurring in the original lattice and the revised version. The order of projections for
generating a constrained lattice w.r.t. a set of dependencies is examined in detail.

Chapter 5: Conclusion and Future Work. This chapter concludes our work and dis-
cusses about possible perspectives for the study.

2http://www.ncbi.nlm.nih.gov/pubmed
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2.1 Introduction

This chapter is to provide the readers the background knowledge, the context and the rationale
behind our work. In this chapter, we first present the fundamentals of knowledge extraction and
semantic annotation of texts that supply for better understanding our work. Then, we introduce
the theoretical foundations of Formal Concept Analysis (FCA), the classification method that we
choose for our knowledge extraction process. Next, we present a survey of the work on knowledge
extraction and semantic annotation with FCA related to our work, their strategies, as well as
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their advantages and disadvantages to support our research. Finally, we conclude all elements
help us to achieve the objectives of the thesis.

2.2 Knowledge Extraction

In this section, we first present the knowledge extraction process from databases. Then, the
adaptation of the knowledge extraction process from databases to textual resources is described,
followed by a discussion on the challenges of this process. Next, we review some basic concepts,
terminologies and characteristics of an ontology that support to build an interactive and iterative
process for knowledge extraction from texts. After that, we discuss about the classification
methods for building the ontology backbone and choose the classification method for our process.
Finally, we review the related work on interactive knowledge extraction from texts.

2.2.1 Knowledge Extraction Process

The knowledge discovery in databases (KDD) process in general was defined by Fayyad et al.
[Fayyad et al., 1996] and then detailed in several books [Brachman and Anand, 1996,Dunham,
2002] as a process of transforming low-level data into a more compact, abstract, and useful form.
The KDD process aims at extracting knowledge units that are non trivial, potentially useful,
significant, and reusable, and can be seen as a process of turning data into information and then
knowledge [Napoli, 2005]. This process is interactive and iterative, and guided by experts of the
data domain in order to extract knowledge units on the base of their requirements or their own
knowledge [Napoli, 2005]. It is iterative because it can run several times in order to obtain the
requirements of the domain experts.

The KDD process is performed within a KDD system that consists of the following elements:

• the databases,

• the data mining methods,

• the interfaces for interactions with the system.

The KDD process consists of four main stages: (1) first, the data sources are selected and
collected, (2) then, the collected data are prepared, (3) next, data mining methods are applied
to the prepared data to extract interesting information units, and (4) finally, the extracted
information units are evaluated by domain experts for becoming knowledge units. The knowledge
units extracted by the KDD system are then used to build a model of the domain and stored
in a knowledge base, a domain ontology to be reused for problem solving needs in application
domains. The model of the domain will be regarded as the knowledge model of an ontology. More
precisely, the main steps of the KDD process (see Figure 2.1) are:

• Data selection: In this step, the working data sets are selected and collected.

• Data preparation: This step consists of cleaning the collected data and then transforming
them into a suitable format for the selected data mining method.

• Data mining This step deals with extracting information units (discovered patterns) from
the prepared data.

• Interpretation/Evaluation: In this step, the extracted information units are interpreted
and evaluated by domain experts for becoming knowledge units.
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Figure 2.1: The KDD process. Figure adapted from [Napoli, 2005].

First, in the data selection step, according to the objectives of the process, the domain, such
as biology, chemistry, or medicine. . . , and the resources are determined to collect the data. The
data can be collected from many various resources such as databases, files, texts. . .

Next, in the data preparation step, the collected data are cleaned by removing noise, incon-
sistencies. . . , and then, the data are combined into a common source and transformed into a
suitable format for the selected data mining methods.

After the data preparation step, in the data mining step, data mining methods are applied to
extract information units of the prepared data. The data mining methods for KDD systems can
be either symbolic or numerical [Napoli, 2005]. Symbolic methods include classification based on
decision trees, lattice-based classification, frequent itemsets search, association rule extraction,
classification based on rough sets [Pawlak, 1992], instance-based learning, explanation-based
learning [Mitchell, 1997,Michalski et al., 1998]. . . Numerical methods include statistics and data
analysis, hidden Markov models, neural networks [Ghahramani, 2002]. . . The choice of the data
mining method depends on the purpose of a KDD system such as classification, categorization,
data summarization, or data model creation. . . Among symbolic data mining methods, lattice-
based classification [Barbut and Monjardet, 1970, Guénoche and Mechelen, 1993, Ganter and
Wille, 1999] is an efficient method that can be used for extracting concepts from data and
organizing them within a concept hierarchy. In this thesis, we choose the lattice-based classifi-
cation method, Formal Concept Analysis (FCA) [Ganter and Wille, 1999], as the data mining
method for our knowledge extraction process. In the next chapter, we will show the process of
transforming rough data into knowledge units using FCA.

After the data mining step, the extracted information is represented to domain experts for
interpretation and evaluation through visualization techniques for becoming knowledge units.
Domain experts play an important role in the knowledge extraction process. They have to de-
cide what is considered knowledge according to their requirements or their own knowledge. This
task is very difficult to achieve due to several reasons such as: (1) the information units ex-
tracted by data mining methods are not always easy to understand for domain experts; (2) some
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Figure 2.2: Knowledge extraction from texts. Figure adapted from [Cimiano, 2006].

background knowledge is often assumed or expressed implicitly in the data, especially in textual
resources; (3) the data collections are never big enough to provide all the knowledge; (4) the
extracted information units are not in accordance with experts’ knowledge or their requirements
for the tasks or applications. Particularly, often there exists gap between a knowledge model
resulting from a bottom-up approach and a model that domain experts expect because humans
often follow top-down approaches when building knowledge bases. For example, in a knowledge
model resulting from a bottom-up approach, a chicken and a penguin can be grouped together
into a concept because these objects share a common attribute has wings, this extracted infor-
mation may not be in accordance with expert knowledge because the attribute has wings is not
meaningful enough for them to characterize the objects chicken and penguin. Thus, the knowl-
edge extraction system should be able to support domain experts in interpreting, analyzing, and
refining the information units resulting from the data mining methods.

In this thesis, we focus on the formalization of expert knowledge as well as the discovery of
knowledge units from textual resources. In the next sub-section, we discuss about the challenges
of the knowledge extraction process from texts as it has some particular characteristics.

2.2.2 Knowledge Extraction from Texts

In case the KDD process is performed on textual resources, it is called knowledge extraction
from texts. A system for knowledge extraction from texts consists of the three main following
elements: the first element is the text datasets, the second element is the data mining methods,
and the third element is the interfaces for interpretation and evaluation by domain experts. In
2001, Maedche and Staab [Maedche and Staab, 2001] described learning ontology from texts as
an acquisition process of a domain model from textual data. In 2006, Cimiano [Cimiano, 2006]
considered the construction of an ontology from texts as a reverse engineering process. According
to Cimiano [Cimiano, 2006], the authors of a certain text or document have a domain model
in mind when they are writing it. The process of knowledge extraction from texts thus can be
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Figure 2.3: Example of a meaning triangle. Figure taken from [Sowa, 2000].

considered as a reverse engineering process, in which we should try our best to reconstruct the
authors’ model (see Figure 2.2).

Knowledge extraction from texts is complex and challenging. As Cimiano [Cimiano, 2006]
claimed, the reverse engineering process only can partially reconstruct the authors’ model because
there is a difference between what is in the authors’ mind and what they describe in texts.
Moreover, it often requires some background knowledge to understand texts properly because
background domain knowledge is often assumed or mentioned implicitly in the texts [Brewster
et al., 2003]. Figure 2.3 shows an example of a meaning triangle in dealing with the meaning
of texts [Sowa, 2000]. In this example, there is an object, a cat named Yojo, on the left corner.
On the right corner, there is a symbol that represents her name, Yojo. And, on the top corner,
there is a concept that relates the symbol to its object, i.e. the model in mind of an author.
When some authors want to talk about the cat Yojo (the object), they may use the symbol Yojo
to describe it in texts. To reconstruct the authors’ model, the knowledge extraction system or
the readers should understand that the symbol Yojo in the texts is mentioning about the cat
Yojo; this information is not mentioned explicitly in the texts. The role of domain experts in
the process of knowledge extraction from texts is thus more important, and their task in this
process is more difficult to achieve because the information units extracted automatically need
to be interpreted, validated and refined for becoming knowledge units before they can be used
for problem solving needs in applications.

This thesis is dedicated to domain experts for extracting knowledge from texts. We aim at
building an iterative and interactive knowledge extraction process, where domain experts are
assisted in interpreting, evaluating, and refining the knowledge model. Knowledge extraction
from texts is a complex, time-consuming and costly task. Splitting knowledge extraction from
texts into several tasks could lead to lose the traceability between the knowledge model and
the source of knowledge in texts The traceability here means, for each knowledge unit in the
knowledge model, i.e. a concept, experts can trace back to the source of knowledge in texts to
understand why a concept is introduced in the knowledge model. For example, from a concept
containing the objects chicken and penguin and the attribute has wings in the knowledge
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model, experts can trace back to texts to see where we get the information, a chicken has
wings and a penguin has wings. Losing the traceability between the knowledge model and the
source of knowledge in texts might cause difficulties for domain experts in the interpretation,
evaluation, and refinement of the knowledge model [Cimiano and Völker, 2005,Aussenac-Gilles
et al., 2008,Szulman et al., 2010]. Our first objective in this thesis is to provide domain experts
the traceability between the knowledge model and the source of knowledge in texts to support
domain experts in interpretation, evaluation, and refinement of the knowledge model. By tracing
back to the source of knowledge in texts, experts can have some explanations why concepts in
the knowledge model are built and therefore, it makes easier the interpretation, evaluation, and
refinement of the knowledge model.

Our second objective in this thesis is to assist domain experts in refining the knowledge
model produced automatically by the data mining method, i.e. Formal Concept Analysis, so
that domain experts can get the knowledge model as close as possible to their requirements
through an interactive process. Refining the knowledge model means, domain experts can make
changes in the knowledge model, add some background knowledge to the source of knowledge or
add constraints to get a better knowledge model with respect to the experts’ requirements. For
example, if experts don’t want a concept that groups a chicken and a penguin together, they can
ask for removing this concept from the knowledge model to get the knowledge model to be more
in accordance with their requirements. An example of adding background knowledge is, with
the texts using only the name Yojo for mentioning about the cat Yojo, experts can add “Yojo is
a cat” to the source of knowledge to get the knowledge model more comprehensive. An example
of adding constraints is, an expert may expect that the rule “mammal implies do not lay eggs”
holds, while this may not be the case if the platypus is among the objects in the context. The
system then should take into account the requirements from domain experts in the knowledge
model and the source of knowledge. Moreover, modifications in the knowledge model may lead
to update in the source of knowledge, and conversely [Maedche and Staab, 2001,Bontcheva and
Cunningham, 2011]. These updates are expensive and time consuming. Our objective here is
twofold, besides the objective of assisting domain experts in refining the knowledge model, we
also aim at keeping the co-evolution of the knowledge model and the source of knowledge, i.e.
any changes in the knowledge model reflexes in the source of knowledge, and vice versa.

In what follows, we review some basic concepts and characteristics of ontologies that support
to build our knowledge extraction process.

2.2.3 Ontology

Computational ontologies are a means to formally model the structure of a knowledge-based
system and enable knowledge sharing. As we have seen in section 2.2.1, the knowledge units
extracted from the knowledge extraction system are then stored in an ontology to be reused for
problem solving needs. In computer science, ontology was firstly defined as “an explicit speci-
fication of a conceptualization” by Gruber [Gruber, 1993]. In this definition, conceptualization
means an abstract model of important concepts in a domain of discourse and relationships be-
tween those concepts, and explicit means that the conceptualization is explicitly defined. Later,
in 1997, Borst [Borst, 1997] defined an ontology as a “formal specification of a shared conceptu-
alization”. This definition requires the conceptualization must be expressed in a (formal) format
that computers can read, such as Description Logic (DL) [Baader et al., 2003], Web Ontology
Language (OWL)3, etc., and captures sharing knowledge that is not only accepted by an indi-

3http://www.w3.org/TR/owl-ref/
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Figure 2.4: Ontology learning layer cake. Figure taken from [Cimiano, 2006].

vidual, but also a group or a community. In 1998, these two definitions [Gruber, 1993, Borst,
1997] were merged into one as “an ontology is a formal, explicit specification of a shared concep-
tualization” by Studer et al. [Studer et al., 1998]. In 2009, Guarino et al. [Guarino et al., 2009]
revisited, discussed in details the definition from Studer et al. [Studer et al., 1998] and claimed
that ontologies need to fulfill the communication between human and machine.

Concepts (or classes) are the main elements of an ontology. For example, a concept of animals
represents all animals. Specific animals such as chicken and penguin are objects ( or instances,
or entities) of this concept. The backbone of an ontology consists of a generalization/specification
hierarchy of concepts [Guarino et al., 2009].

Ontology learning from texts is about identifying terms, concepts, relations, and optionally
axioms from texts to construct ontologies. The output of ontology learning from texts is described
as the layers in an ontology learning layer cake [Buitelaar et al., 2005,Cimiano, 2006] (see Figure
2.4). The tasks of ontology learning from texts corresponding to the layers of the ontology
learning layer cake are [Cimiano, 2006]:

• acquisition of the relevant terminology,

• identification of synonym terms/linguistic variants,

• formation of concepts,

• hierarchical organization of the concepts (concept hierarchy),

• learning relation, attributes or properties, together with the appropriate domain and range,

• hierarchical organization of the relation (relation hierarchy),

• instantiation of axiom schemata,
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• definition of arbitrary axioms.

These tasks can be grouped together and performed at the same time.
There are two kinds of ontologies: lightweight ontologies [Davies, 2010] and heavyweight

ontologies [Furst and Trichet, 2006]. A lightweight ontology is simply based on a hierarchy of
concepts and a hierarchy of relations, uses very little or does not use axioms while a heavyweight
ontology uses axioms for specification. Lightweight ontologies are the most common kind of
ontologies and sufficient for many kinds of applications [Wong et al., 2012]. Wong et al. claimed
that ontology learning from texts, in fact, is to create lightweight ontologies [Wong et al., 2012].
In this thesis, we limit ourselves to create lightweight ontologies. In this context, we focus on
building the ontology backbone, i.e. the concept hierarchy. We call it the knowledge model of an
ontology.

In the following, we introduce the definition of terms based on [Cimiano, 2006], and the
definitions of concepts and concept hierarchies for the process of knowledge extraction from
texts that we aim to build.

Definition 2.1 (Term). Terms are linguistic realizations of concepts in a corpus. Terms are
either single words or multi-word compounds with a very specific, possible technical meaning in
a given context or domain.

In order to provide the traceability between the knowledge model and source of knowledge in
texts, we provide domain experts with terms of concepts when experts trace back from concepts
in the knowledge model to the source of knowledge in texts.

We distinguish two types of concepts in an ontology: atomic concepts (or primitive concepts)
and defined concepts [Baader et al., 2003]. Atomic concepts are simply denoted by names such as
Person, Chair. . . They have to be considered as atoms of an ontology and are used for building
more complex definitions. The other concepts, i.e. defined concepts, are built by using definition
statements. A definition statement consists of a set of necessary and sufficient conditions for
an individual being an object of a concept. For example, a concept Mammal can be defined by
a set of attributes, being warm blooded and having four legs, then every object of Mammal
is warm blooded and has four legs. Reciprocally, every individual having attributes being
warm blooded and having four legs is recognized as an object of the concept Mammal.

Regarding the objective of providing the traceability between the knowledge model and the
source of knowledge in texts, we would like to take into account all the concepts in the knowledge
model, both atomic and defined concepts. Therefore, we would like to build concepts with
definitions. We use the definition of concepts based on [Buitelaar et al., 2005, Cimiano, 2006]
that is suitable to our objective as below.

Definition 2.2 (Concept). A concept is a triple < =,Σ, T >, where = is the intension of the
concept, Σ its extension, i.e. a set of objects (or instances, or entities), and T its terms in a
corpus.

There is no explicit definition of an intension. An intension of a concept can be a natural
language description of the intuitive meaning of a concept or a set of attributes [Cimiano, 2006].
In the line with the theory of Formal Concept Analysis, we consider an intension of a concept
is a set of attributes. For example, an intension of concept Mammal can be a set of attributes
{being warm blooded, having four legs}.

The backbone of an ontology, the concept hierarchy structures concepts according to the
attributes associated with them. The hierarchical structure is defined in such a way that more
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specific concepts inherit the attributes of the more general ones. In data analysis, a hierarchy
was defined by Diday [Diday, 1982] as a tree which has no multiple inheritances. In the area of
knowledge extraction and FCA, a hierarchy is no longer considered as a tree, but a partial order
given by the relation of subsumption [Ganter and Wille, 1999]. The definition of hierarchies from
Ganter and Wille [Ganter and Wille, 1999] allows a concept to have more than one super-concept
or sub-concept, which is closer to the real-life concept organization. This definition has been used
by several researchers [Stumme and Maedche, 2001, Bozsak et al., 2002,Wille, 2002, Buitelaar
et al., 2005,Cimiano and Völker, 2005,Cimiano, 2006,Bendaoud et al., 2008a, Jia et al., 2009].
We use in this thesis the definition of concept hierarchies based on [Cimiano, 2006] that fits the
definition from Ganter and Wille [Ganter and Wille, 1999].

Definition 2.3 (Concept Hierarchy). A concept hierarchy of an ontology is a structure
(H, root,≤H) consisting of (i) a set H of concept identifiers C, (ii) a designated root element
representing the top element of the (iii) partial order ≤H on H ∪ {root} such that ∀C ∈ H :
C ≤ root.

An example of a concept hierarchy of animals is depicted in Figure 2.5. In this example, the
attributes are m1: has_two_legs, m2: lays_eggs, m3: can_fly, m4: has_wings, m5: has_fins,
m6: has_feathers, m7: has_milk, m8: has_backbone, and m9: lives_in_water. The concept
hierarchy contains a root, C0, and a set of concepts, C1, C2, C3... In this concept hierarchy,
the set of concepts is organized into a partial order, in which more specific concepts inherit the
attributes of the more general ones. For example, concept C5 is more specific than concept
C1 and inherits attribute m8: has_backbone of concept C1; concept C4 has two sub-concepts,
concepts C9 and C12; concept C9 has two super-concepts, concepts C2 and C4.

After presenting the background concepts and techniques, now, we move on to investigate the
work that supports domain experts for extracting knowledge from texts, particularly in keeping
the traceability and the co-evolution between the knowledge model and the source of knowledge
in texts.

2.2.4 Related Work on Interactive Extracting Knowledge from Texts

Regarding the topic of supporting domain experts in extracting knowledge from texts, several
researchers [Cimiano and Völker, 2005,Aussenac-Gilles et al., 2008,Szulman et al., 2010,Tissaoui
et al., 2011] have been interested in keeping the traceability and the co-evolution of the knowledge
model and the source of knowledge in texts.

Text2Onto, one of the pioneer frameworks for ontology learning from texts, was presented
by Cimiano et al. [Cimiano and Völker, 2005,Maedche and Staab, 2001,Maedche and Staab,
2000a,Maedche and Staab, 2000b]. One of the advantages of Text2Onto is, it provides the
traceability between the knowledge model and the source of knowledge in texts to help domain
experts in understanding why concepts are introduced in the ontology. In order to keep the
traceability, Text2Onto links objects in the ontology and terms in texts by storing a pointer
for each object in the ontology to terms in texts. Another advantage of Text2Onto is, thanks
to the link of objects in the ontology and terms in texts, Text2Onto is able to avoid processing
the whole corpus from scratch each time it changes, only updating the corresponding parts of the
ontology, i.e. the source of knowledge and the ontology co-evolve. However, Text2Onto only
works with atomic concepts since in Text2Onto, concepts have no formal definitions, objects
are only linked with terms.

Terminae [Aussenac-Gilles et al., 2008], a platform for ontology engineering from texts, sup-
ported domain experts in evaluating and adding knowledge. Similar to Text2Onto, Terminae
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Figure 2.5: Example of a concept hierarchy of animals.
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provides domain experts with the traceability between the ontology and the source of knowledge
in texts. When domain experts build or maintain the knowledge model of the ontology, they
could get terms for explaining why concepts are introduced in the ontology. In Terminae,
the traceability is achieved through the links that connect terms in texts and concepts in the
ontology. Several terms in texts could link to a concept in the ontology and domain experts
could define or edit terms of concepts through a terminological form, then come back to modify
the knowledge model. The advantage of Terminae is, concepts in the ontology are able to
link to more than one terms in texts and have definitions from domain experts. However, the
disadvantage of Terminae is, Terminae only works with atomic concepts since in Terminae,
concepts have no formal definitions, they are defined by terms found in texts or natural lan-
guage definitions that added by domain experts. Moreover, in Terminae, the knowledge model
of the ontology and the source of knowledge do not co-evolve, domain experts have to do the
task of modifying the knowledge model after they edit or add some knowledge to the source of
knowledge. Then, there is a need for taking into account both atomic and defined concepts, and
keeping the co-evolution of the source of knowledge and the knowledge model of the ontology to
complete Terminae.

In the line of keeping the traceability between the knowledge model and the source of knowl-
edge in texts with Text2Onto and Terminae, Dafoe, a platform for building ontologies
from texts, was introduced by Szulman et al. [Szulman et al., 2010]. Szulman et al. [Szulman
et al., 2010] claimed that textual data cannot be mapped directly into an ontology, such as in
Text2Onto and Terminae. Dafoe uses a data model for transforming texts into ontologies
which is composed of four layers: corpora layer for the original texts, terminological layer for
the terms extracted from the texts, termino-conceptual layer for the relations of terms and con-
cepts, and ontology layer for the ontology. The advantage of Dafoe is, by adding intermediate
layers for formalizing the source of knowledge in texts, it allows concepts in an ontology can be
independent of linguistic information in texts. Through this work, we can see that formalizing
the source of knowledge in texts is also important for the process of knowledge extraction from
texts. For our purpose, we can apply formalizing the source of knowledge in texts to bridge the
possible gap between a knowledge model resulting from a bottom-up approach and a knowledge
model from a domain expert that we have seen in section 2.2.1. Then, the source of knowledge
can be modified to get a better knowledge model with respect to domain experts’ requirements
without touching the original texts.

Another work, EvOnto, was introduced by Tissaoui et al. [Tissaoui et al., 2011]. In EvOnto,
semantic annotations are used to formalize the source of knowledge in texts. Semantic annota-
tions are used to connect terms in texts and objects of concepts in an ontology. The advantage
of EvOnto is, it manages to adapt the ontology when documents are added or withdrawn, and
to keep the semantic annotations up-to-date when the ontology changes. In this system, do-
main experts can make changes in the ontology. However, the disadvantage of this system is,
the experts cannot make changes in the source of knowledge, i.e. semantic annotations, or add
background knowledge. In addition, EvOnto only works with atomic concepts since semantic
annotations in this system only connect terms and objects of concepts in the ontology.

As we can see from the works above, it is important to keep the traceability and the co-
evolution between the knowledge model and the source of knowledge in texts to help domain
experts in the interpretation, evaluation, and refinement of the knowledge model. In addition,
formalizing the source of knowledge, and taking into account both atomic and defined concepts
are important as well. However, none of these works supports both the co-evolution of the
knowledge model and the source of knowledge, and take into account both atomic and defined
concepts. This thesis targets all these problems, using semantic annotations for formalizing the
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source of knowledge and keeping the traceability between the knowledge model and the source
of knowledge in texts. To take into account both atomic and defined concepts, we choose Formal
Concept Analysis to be our classification method for discovering concepts with definitions of set
of objects and sets of attributes and building the concept hierarchy in our knowledge extraction
process. Moreover, Formal Concept Analysis is used as the key in the process to ensure the link
between each knowledge units in the knowledge model and semantic annotations for keeping the
traceability and the co-evolution between the knowledge model and semantic annotations.

In the following, we review the basic concepts of semantic annotations of texts, the techniques
for encoding semantic annotations and linking them to texts that support us in formalizing the
source of knowledge in texts and keeping the traceability between the source of knowledge and
the knowledge model in our knowledge extraction process.

2.3 Semantic Annotation

2.3.1 What is Semantic Annotation?

Annotation

Annotation (or tagging) is about attaching metadata (comments, explanations, descriptions. . . )
to some pieces of data (texts, images. . . ) in order to provide additional information about the
corresponding annotated pieces of data 4.

For our purpose, we use semantic annotation of texts.

Semantic Annotation of Texts

In 2002, in the context of semantic web, an annotation was defined by Euzenat [Euzenat, 2002] as
“the content represented in a formal language and attached to the document”. In 2003, Kiryakove
et al. [Kiryakov et al., 2003] considered “semantic annotation is about assigning to the entities
in the text links to their semantic descriptions. This sort of metadata provides both class and
instance information about the entities”. In 2006, in order to distinguish semantic annotation
from the other annotations, Oren et al. [Oren et al., 2006] classified annotations into there types
of annotations: informal annotations, which are not machine-readable; formal annotations, which
are formally defined, i.e. machine-readable, but do not use ontological terms ; and ontological
annotations, which are formally defined and use only ontological terms. Concerning the essential
of ontologies, according to Uren et al. [Uren et al., 2006], “semantic annotation formally identifies
concepts and relations between concepts of an ontology in documents, and is intended primarily
for use by machines”. In 2008, Lin [Lin, 2008] considered semantic annotation as “an approach
to link ontologies to the original information sources”. In 2009, Talantikite et al. [Talantikite
et al., 2009] described semantic annotation as “an annotation assigns to an entity, which is in
the text, a link to its semantic description. A semantic annotation is referent to an ontology”.
More recently, Bontcheva and Cunningham [Bontcheva and Cunningham, 2011] defined semantic
annotation as a process of “annotating in texts all mentions of concepts from the ontology (i.e.
classes, instances, properties, and relations) through metadata referring to theirs URIs in the
ontology”.

Figure 2.3 shows an example of semantic annotation of texts in the KIM Semantic Annotation
platform5 taken from [Kiryakov et al., 2003]. In this example, the string “XYZ” in the text is

4http://www.w3.org/Amaya/User/doc/Annotations.html
5http://www.ontotext.com/kim
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Figure 2.6: Example of semantic annotation. Figure taken from [Kiryakov et al., 2003].

linked to the object XYZ of the concept Company and the string “Bulgaria” in the text is linked
to the object Bulgria of the concept Country of the ontology.

The definitions of semantic annotation from different researchers above show two things
in common: semantic annotations are formally defined (machine-readable) and link ontologies
to texts, which fulfill our needs of formalizing the source of knowledge in texts, and keeping
the traceability between the source of knowledge and the knowledge model in the knowledge
extraction process. Moreover, semantic annotation is suitable with our objective of building
lightweight ontologies as Kiryakov et al. [Kiryakov et al., 2003] claimed, lightweight ontologies
are more suitable for semantic annotation than heavyweight ontologies since they are sufficient
for simple definitions, and allow more efficient and scalable management of the knowledge. From
this perspective, in this thesis, we use the definition of a semantic annotation process as below.

Definition 2.4 (Semantic Annotation Process). The semantic annotation process is a process
of mapping terms in texts with concepts in the ontologies or concept hierarchies. The result of
this mapping is formally defined metadata.

Semantic annotation can be performed manually, automatically, or semi-automatically [Reeve
and Han, 2005,Bontcheva and Cunningham, 2011]. For manual semantic annotation, humans do
the task annotating texts using ontologies. Examples of manual semantic annotation tools are
OntoMat-Annotizer of CREAM semantic annotation framework [Handschuh and Staab, 2002],
Semantic Word [Tallis, 2003], Zemanta6, etc. Manual semantic annotation suffers from several
limitations. It is considered very expensive to carry out [Cimiano et al., 2004a]. Human an-
notators may provide unreliable annotations due to several reasons such as the annotators are
unfamiliar with the domain or the ontology schema are too complex [Bayerl et al., 2003]. Changes
in ontologies can lead to semantic annotation maintenance issues [Dingli et al., 2003,Bontcheva

6http://www.zemanta.com

19

http://www.zemanta.com


Chapter 2. Knowledge Extraction and Semantic Annotation of Texts

and Cunningham, 2011]. The annotating task can be an overwhelming task for humans because
of the volume of texts [Kosala and Blockeel, 2000]. Finally, manual semantic annotation leads
to a knowledge acquisition bottleneck [Maedche and Staab, 2001]. To overcome those limita-
tions, automatic and semi-automatic semantic annotation have been proposed. Semi-automatic
semantic annotation relies on humans at some point in the annotation process. For example,
automatic semantic annotation systems create some annotations and then, human annotators
post-edit and correct these annotations.

A (semi-)automatic semantic annotation system is composed of the following elements:

• the ontologies (or concept hierarchies) of the domain of discourse,

• the semantic annotation techniques that link terms in texts to concepts in the ontologies,

• the encoding of semantic annotations, i.e. the metadata.

We review in the following sub-sections the current semantic annotation techniques and the
methods for encoding semantic annotations, and then we discuss the relation between knowledge
extraction and semantic annotation.

2.3.2 Semantic Annotation Techniques

Named entity recognition (or information extraction approach) is the most common approach
for (semi-)automatic semantic annotation [Bontcheva and Cunningham, 2011]. In named entity
recognition, an entity refers to a real-world object such as “Francois Hollande, born 12 August
1954, a French politician, the current President of France, as well as Co-prince of Andorra, since
2012”7. A name (or mention) of an entity is a lexical expression referring to that entity in a text.
For example, the entity above can be mentioned in a text by names such as “Francois Hollande”
or “President Hollande”. Same types of entities are grouped into concepts such as person, country,
or organization, etc.

In named entity recognition approach, the main tasks are [Bontcheva and Cunningham, 2011]:

• Named entity recognition: This task consists of identifying the names of named entities in
texts and assigning concepts to them [Grishman and Sundheim, 1996].

• Co-reference resolution: This task deals with deciding if two terms in texts refer to the same
entity by using the contextual information from texts and the knowledge from ontology.

• Relation extraction: This task deals with identifying relation between entities in texts.

The techniques for identifying named entities in texts are generally classified into two groups
[Sarawagi, 2008,Bontcheva and Cunningham, 2011]:

• Rule-based systems (or pattern-based systems [Reeve and Han, 2005]),

• Machine-learning systems.

Rule-based systems are based on lexicons and handcrafted rules and/or an existing list of
reference entity names for identifying named entities. In these systems, named entities are
identified by matching texts with the rules and/or simply doing a search through the list of

7https://en.wikipedia.org/wiki/Francois_Hollande
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entity names. The rules are designed by language engineers. An example of such rules can
be “[person], [office] of [organization]” for determining which person holds what office in what
organization8. This rule can be used to recognize named entities of people, offices, organizations
from texts such as “Vuk Draskovic, leader of the Serbian Renewal Movement”. Some well-
known rule-based systems for named entity recognition include FASTUS [Appelt et al., 1995],
LaSIE [Gaizauskas et al., 1995] and LaSIE II [Humphreys et al., 1998], etc. FASTUS uses
handcrafted regular expression rules to identify entity names; LaSIE and LaSIE II use lists of
reference entity names and grammar rules. The advantages of rule-based systems are, they are
efficient for domains where there is a certain formalism in the construction of terminology and do
not require training data. The disadvantages of these systems are, they require expertise in the
knowledge about language and domain, which are expensive to create [Sarawagi, 2008,Bontcheva
and Cunningham, 2011]. Moreover, it is difficult to build a list of entity names that covers all
the vocabularies of a domain of discourse. Therefore, they are expensive to maintain and not
transferable across domains. Consequently, researchers have shifted the focus towards machine-
learning based approaches since they are introduced.

In a comparison with rules-based systems, the advantage of machine-learning systems is,
they automatically identify named entities. However, they require at least some annotated
training data. Depend on the training data, the approaches of machine-learning systems can
be further divided into three sub-groups: supervised, semi-supervised (or weakly supervised) and
unsupervised methods [Nadeau and Sekine, 2007].

In supervised learning methods, the training data is an annotated training corpus, and the
systems use the training data as the input of an extraction model to recognize similar objects in
the new data as a way to automatically induce rule-based systems. Supervised learning meth-
ods for named entity recognition include using Support Vector Machines (SVM) ( [Isozaki and
Kazawa, 2002, Ekbal and Bandyopadhyay, 2010]), Hidden Markov Models ( [Zhou and J.Su,
2004, Ponomareva et al., 2007]), Conditional Random Fields (CRF) ( [Kazama and Torisawa,
2007, Arnold et al., 2008]), Decision Trees ( [Finkel and Manning, 2009]), etc. The main dis-
advantages of supervised learning methods are, they require a large annotated training corpus
and heavily depend on the training data, which has to be created manually. In semi-supervised
learning methods, the training data are both of annotated training corpus and unannotated
training corpus with a small set of examples to reduce system’s dependence on the training data.
The system firstly is trained with an initial set of examples to annotate the unannotated train-
ing corpus. The resulting annotations are then used to augment the initial annotated training
corpus. The process repeats for several iterations to refine the semantic annotations of the docu-
ments. The disadvantage of these methods is, errors in the annotations can be propagated when
the annotations are used for training the other. In unsupervised learning methods, the data is
unannotated. Unsupervised learning methods use clustering techniques ( [Cimiano and Völker,
2005]) to group similar objects together. The disadvantages of machine-learning systems are, it
can be noisy and may require re-annotation if semantic annotation requirements change after
the training data has been annotated.

Typical semantic annotation platforms include AeroDAML [Kogut and Holmes, 2001],
KIM [Popov et al., 2004], MnM [Vargas-Vera et al., 2002], S-CREAM [Handschuh and Staab,
2002], etc. AeroDAML [Kogut and Holmes, 2001] is an semantic annotation tool using rule-based
technique to automatically generate annotations from web pages. KIM [Popov et al., 2004] is a
semantic annotation platform based on the GATE framework using rule-based technique (JAPE)

8https://web.stanford.edu/class/cs124/lec/Information_Extraction_and_Named_Entity_
Recognition.pdf
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for named entity recognition. MnM [Vargas-Vera et al., 2002] is a semantic annotation tool based
on supervised learning technique that supports semi-automatic annotation. MnM provides users
an environment to manually annotate texts, then the system learn from the set of annotated
texts to recognizes new objects. Similar to MnM, S-CREAM (Semiautomatic CREAtion of
Metadata) [Handschuh and Staab, 2002] automatically annotate texts by learning from a set of
annotated training texts which is provided by users.

To summarize, the choice of semantic annotation technique, rules-based systems, machine-
learning systems or hybrid approaches, depends on if there are language engineers available or
training data, the complexity of domain and the size of the ontology [Bontcheva and Cunningham,
2011]. Current semantic annotation techniques can be noisy and may require re-annotation if the
semantic annotations’ requirements change. Besides, by identifying the names of named entities
in texts and assigning concepts in an ontology, current semantic annotation techniques only
work with atomic concepts, they do not care about defined concepts with formal definitions. For
example, the current semantic annotation techniques may fail in recognizing objects of a concept
Mammal defined by a set of attributes, being warm blooded and having four legs.

2.3.3 Encoding Semantic Annotations

Resource Description Format (RDF)9 is a common format for encoding semantic annotation
and sufficient for basic purposes of lightweight ontologies [Kiryakov et al., 2003]. There are three
common approaches to encode semantic annotations in texts [Bontcheva and Cunningham, 2011]:

• Adding metadata directly to the texts’ context (inline markup), with URIs pointing to the
ontology.

• Adding metadata to the start/end of the texts.

• Storing metadata and texts in separate files and/or loaded within a semantic repository,
metadata pointing to the texts.

In a comparison between the three approaches, the first approach make the retrieval faster
when a system needs to retrieve where a concept or object is mentioned. In the first approach,
metadata and texts are not independent and the system should have the authorization to modify
the texts. The second approach encodes the fact that certain concepts or objects are mentioned
in a particular text, but it is not able to retrieve where these concepts or objects occur in the
text. The second approach requires data storage smaller than the first approach because it
annotates only one of the mentions. In this approach, the system should have the authorization
to modify the texts as well. In the third approach, metadata is independent of the texts. The
choice of approach for encoding semantic annotations depends on if it is feasible to modify the
text content.

Figure 2.7 shows an example of encoding semantic annotations. The first part of the figure
shows a text, an abstract with ID 10071657 taken from PubMed10. The second part of the
figure shows the encoding semantic annotations of the text in the first part that produced by
SemRep [Rindflesch and Fiszman, 2003]. In this system, the texts and the metadata are stored
separately.

Another example of semantic annotation applications is semantic wikis. Semantic wikis are
an extension to be integrated in a wiki system that enable users to annotate wiki pages with

9http://www.w3.org/RDF/
10http://www.ncbi.nlm.nih.gov/pubmed
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Figure 2.7: Example of encoding semantic annotations.

semantic annotations. In semantic wikis, authors annotate an object represented by a wiki page
with categories, datatypes, and relations, i.e. an object can be linked to other objects through
relations. A category allows a user to classify pages and categories can be organized into a
hierarchy. Based on the semantic annotations, wiki contents can be browsed, queried and reused
in novel ways [Krötzsch et al., 2007]. In some semantic wikis such as Semantic MediaWiki
(SMW) [Krötzsch et al., 2007], semantic annotations are integrated directly in the wiki texts.
In some other semantic wikis such as IkeWiki [Schaffert, 2006], semantic annotations about wiki
pages are stored outside the content of the pages. IkeWiki requires the load of an existing
ontology.

Because the structure of semantic wikis is quite specific, in this thesis, we use semantic anno-
tations of unstructured texts, not semantic annotations of semantic wikis. We focus on helping
domain experts in building and refining the knowledge model and the source of knowledge in
texts, i.e. semantic annotations. Thus, we choose the third approach for encoding semantic an-
notations, storing semantic annotations and texts separately since we do not modify the original
texts, we only modify the source of knowledge, i.e. semantic annotations.
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2.3.4 Knowledge Extraction and Semantic Annotation

Through the review of the background knowledge and semantic annotation techniques, we realize
that change management is still an issue that needs to be addressed in semantic annotation.
Semantic annotations are tied to one or more ontologies. Thus, if an ontology changes, then
one or more semantic annotations need to be updated [Bontcheva and Cunningham, 2011]. For
example, if an ontology is updated by removing a concept or an object, then the question is,
which semantic annotations should be updated? As we see in section 2.3.2, the current semantic
annotation techniques face the difficulty if the semantic annotation requirements change. It
may require re-annotation which is expensive and time-consuming. Semantic annotation thus
shares the same need of keeping the co-evolution between the knowledge model and semantic
annotations with knowledge extraction.

Semantic annotation can be noisy. Even if an annotation is correct, the annotation may be
useless for building the ontology with respect to experts’ requirements. Euzenat [Euzenat, 2002]
formalized semantic annotation as two mapping functions: indexing which mapping ontologies
to a set of documents, and annotation which mapping a set of documents to ontologies, and
claimed that the knowledge from the ontology makes explicit what is implicit in the annotations.
Therefore, semantic annotation could be improved by the knowledge extraction process. For
example, if a concept that groups the objects chicken and penguin and the attribute has
wings in the knowledge model is not in accordance with the expert knowledge, then the set of
annotations should be improved by removing or making invalid the corresponding annotations.

Another problem of semantic annotation is, taking into account both atomic and defined
concepts is still challenging in semantic annotation as the current semantic annotation techniques
mainly work with atomic concepts. Researchers [Buitelaar et al., 2009, Declerck and Lendvai,
2010] have tried to annotate non-atomic concepts. In 2009, Buitelaar et al. [Buitelaar et al., 2009]
presented a model called LexInfo for annotating non-atomic concepts, in which additional
linguistic information was associated with concept labels. They claimed that LexInfo could
be used for annotating non-atomic concepts but they did not actually apply it for semantic
annotation. Later, in 2010, Declerck and Lendvai [Declerck and Lendvai, 2010] proposed a
proposal of merging the models from Terminae [Aussenac-Gilles et al., 2008] (see in section
2.2.4) and LexInfo [Buitelaar et al., 2009] for semantic annotation of texts. To deal with
annotating non-atomic concepts, this model [Declerck and Lendvai, 2010] had three layers of
description within the ontology, in which linguistic objects pointed to terms and terms pointed
to concepts. This model was not actually applied for semantic annotation either. The limitation
of these models [Buitelaar et al., 2009,Declerck and Lendvai, 2010] is, it’s not easy to build the
linguistic information for all concepts. Then there is a need for keeping the traceability between
the source of knowledge in texts and the knowledge model [Cimiano and Völker, 2005,Aussenac-
Gilles et al., 2008,Szulman et al., 2010,Tissaoui et al., 2011] as we have seen in section 2.2.4.

To target the problems above, we unify knowledge extraction and semantic annotation into
one single process to benefit both knowledge extraction and semantic annotation. First, in order
to bridge the possible gap between a knowledge model from a bottom-up approach and a knowl-
edge model from a domain experts in the knowledge extraction process without touching the
original texts, semantic annotations are used to formalize the source of knowledge in texts. In
addition, semantic annotations helps the knowledge extraction process in providing the traceabil-
ity between the knowledge model and the source of knowledge in texts. In a return, knowledge
extraction helps in efficiently updating and improving semantic annotations by keeping the link
between each knowledge units in the knowledge model and semantic annotations. Moreover,
when knowledge extraction and semantic annotation are in one single process and the link be-
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Semantic 
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Figure 2.8: Knowledge extraction and semantic annotation loop.

tween each knowledge units in the knowledge model and semantic annotations is preserved, if
we can work with both atomic and defined concept in knowledge extraction, we are able to take
into account both of them in semantic annotation as well. From this perspective, knowledge
extraction and semantic annotation operate in a loop as depicted in Figure 2.8. In this way,
semantic annotations and ontologies are two sides of the same resource and co-evolve.

2.3.5 Choice of Data Mining Method

In this thesis, our objective is to support domain experts in extracting knowledge from texts.
Formal Concept Analysis (FCA), a mathematical method based on lattice theory that can sup-
port humans to discover information and then create knowledge [Wille, 2002], perfectly fits our
objective. Over the years, FCA has proved to be very efficient as a bottom-up approach for
extracting knowledge from texts [Maedche and Staab, 2000a,Maedche and Staab, 2000b,Cimi-
ano et al., 2005,Bendaoud et al., 2008a,Bendaoud et al., 2008c,Stumme, 2009,Poelmans et al.,
2013]. We aim at building interactive and iterative knowledge extraction process that is able
to keep the traceability and the co-evolution between the knowledge model and the source of
knowledge in texts. In this context, we would like to build the ontology backbone, i.e. the con-
cept hierarchy, and take into account both atomic and defined concepts. FCA allows us to build
concepts with definitions of sets of objects and sets of attributes, and order them hierarchically
at the same time, therefore, allows us to take into account both atomic and defined concepts.
Another advantage of FCA is, for supporting humans in turning information into knowledge,
the information should be presented in logical forms and structures, and the logical structures of
concepts and concept hierarchies resulting from FCA are effective in supporting human reason-
ing [Wille, 2002,Napoli, 2005]. Moreover, FCA provides a good traceability in a comparison with
divisive and agglomerative clusterings [Cimiano et al., 2004b,Cimiano et al., 2005]. Besides, the
existing algorithms for the lattice construction can be used for real-size applications [Kuznetsov
and Obiedkov, 2002, Kuznetsov, 2004, Cimiano et al., 2004b]. Thus, to achieve our objective,
we choose Formal Concept Analysis to be the data mining method for our knowledge extraction
process.

In the following, we present the background knowledge of Formal Concept Analysis, the data
mining method that we use in this thesis.
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2.4 Formal Concept Analysis

Formal Concept Analysis (FCA) is a mathematical method based on lattice theory that allows
us to build concepts within a concept hierarchy for a given dataset. In the following, we first
recall the basic concepts of lattice theory and then provide the theoretical foundations of For-
mal Concept Analysis based on [Ganter and Wille, 1999]. These definitions serve as the basic
definitions that will use in the rest of the thesis.

2.4.1 Basic Concepts of Lattice Theory

Definition 2.5 (Order relation). A binary relation ≤ on a set P is called a order relation (or
partial order relation) on P if, for all, x, y, z ∈ P :

1. x ≤ x,

2. x ≤ y and x ≤ y imply x = y,

3. x ≤ y and y ≤ z imply x ≤ z.

These conditions are referred to reflexivity, antisymmetry and transitivity respectively.

Definition 2.6 (Ordered set). An ordered set (or partial ordered set or simply order) is a set P
equipped with an order relation ≤, denoted by (P,≤).

Definition 2.7 (Lattice). An ordered set (P,≤) is called a lattice if for any pair of elements
(x, y) in P the supremum x ∨ y and the infimum x ∧ y always exist.

Supremum and infimum are also called join and meet. The supremum of all the elements in
the lattice is called the top (>), and the infimum the bottom (⊥).

Definition 2.8 (Complete lattice). An ordered set (P,≤) is called a complete lattice if the
supremum

∨
S and the infimum

∧
S exist for any subset S of P .

Every complete lattice has a top and a bottom.

2.4.2 Formal Concept Analysis

When we use the FCA method to build the concept hierarchy of an ontology, two sets of infor-
mation are needed, a set of objects and a set of attributes. The set of objects is the relevant
instances and the set of attributes are used to characterize the objects which are useful for our
tasks or applications. These sets are used to build a formal context. This formal context is then
used for building a concept lattice, which is considered as a knowledge model.

Definition 2.9 (Formal context). A formal context is a triple K = (G,M, I) where G denotes a
set of objects, M a set of attributes, and I a binary relation defined on G×M . I ⊆ G×M is a
binary table which assigns an attribute to an object. We write gIm or (g,m) ∈ I to mean that
object g has attribute m.

Example 2.1. Table 2.1 shows a formal context of animals. In this formal context, the objects
are animals (g1: bear, g2: carp, g3: chicken, g4: crab, g5: dolphin, g6: honeybee,
g7: penguin, g8: wallaby) and the attributes are properties describing the animals (m1:
has_two_legs, m2: lays_eggs, m3: can_fly, m4: has_wings, m5: has_fins, m6: has_feathers,
m7: has_milk, m8: has_backbone, m9: lives_in_water). A cross in a position ij of the table
indicates that object i has attribute j. For example, the first row in the table indicates that a
bear has two legs, has milk, and has backbone.
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bear (g1) x x x
carp (g2) x x x x
chicken (g3) x x x x x x
crab (g4) x x
dolphin (g5) x x x x x
honeybee (g6) x x x
penguin (g7) x x x x x x
wallaby (g8) x x x

Table 2.1: The binary context of animals.

Definition 2.10 (Formal concept). A formal concept of a formal context K = (G,M, I) is a
pair (A,B) where A ⊆ G is called the extent, B ⊆M is called the intent of the concept, and A
is the maximal set of objects sharing the whole set of attributes in B (and vice versa). The set
of all formal concepts of the context K = (G,M, I) is denoted by C(G,M, I). A formal concept
is considered to be identified by its extent and its intent.

Concepts are computed on the base of a Galois connection defined by two derivation operators
denoted by ′:

A′ := {m ∈M | ∀g ∈ A, gIm}
B′ := {g ∈ G | ∀m ∈ B, gIm}

A concept (A,B) verifies a closure constraint so that A′ = B and B′ = A.

Example 2.2. Consider the formal context given in Table 2.1, the set
A = {chicken, honeybee, penguin}, then A′ = {m2 : lays_eggs, m4 : has_wings}. We can
see that the couple (A,B) with B = {m2 : lays_eggs, m4 : has_wings} is a formal concept
since A′ = B and B′ = {chicken, honeybee, penguin} = A. Instead, the couple (A,B1) with
B1 = {m2 : lays_eggs, m4 : has_wings, m8 : has_backbone} is not a formal concept because
A′ 6= B1.

As we can see, formal concepts discovered by FCA (Definition 2.10) are suitable for us to
build concepts with definitions in an ontology according to Definition 2.2 in section 2.2.3.

Definition 2.11 (Subsumption relation). Let C1(A1, B1) and C2(A2, B2) be two formal concepts
of C(G,M, I). Concept C1 is a sub-concept of C2 or C2 is a super-concept of C1, denoted by
C1 ≤ C2, if and only if A1 ⊆ A2 (or B2 ⊆ B1). The relation ≤ is called subsumption relation of
the concepts.

Let C1 ≤ C2 be a subsumption relation. We say that C1 is subsumed by C2.
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Figure 2.9: The lattice L built from the formal context in Table 2.1.

Definition 2.12 (Concept lattice). The ordered set C(G,M, I,≤) of all formal concepts of
(G,M, I) is a complete lattice called the concept lattice of (G,M, I).

Concept lattices can be visualized as line diagrams. In a line diagram, each node represents
a formal concept and an edge represents a subsumption relation between two concepts.

Example 2.3. Figure 2.9 illustrates a line diagram of the concept lattice associated to the formal
context of Table 2.1. In this concept lattice, C9 is a sub-concept of C4 and C4 is a super-concept
of C9. In other words, C9 is subsumed by C4. C0 is the top and C19 is the bottom of this lattice.

The hierarchical structure of the concept lattice resulting from FCA fulfills the need for
organizing concepts into a concept hierarchy of an ontology from the most general to the most
specific concepts. The definitions of formal concepts in the concept lattice can be used as a base
for building definitions of concepts in an ontology. The relation between concepts C1 ≤ C2 in
the lattice means that, an C1 “is a” C2. The lattice structure allows a concept to have more than
one super-concept or sub-concept, which is closer to the real-life concept organization [Jia et al.,
2009]. Moreover, the logical structures of formal concepts and concept hierarchies by formal
concepts and concept lattices are effective in supporting human reasoning [Wille, 2002,Napoli,
2005]. The lattice is thus considered as the knowledge model where domain experts could select
the concepts that fit their needs to build the final ontology. For example, the lattice shown in
Figure 2.9 represents a knowledge model of an ontology about animals.
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However, FCA has some disadvantages. It is sensitive to noise in the data. The presence of
an irrelevant attribute in the formal context can lead to some irrelevant concepts in the concept
lattice. Moreover, any formal methods has weakness when modeling a cognitive process which
is not governed by clear and precise rules. As we have mentioned about the gap between a
knowledge model resulting from a bottom-up approach and a knowledge model from a domain
expert, domain experts may not be happy with the knowledge model, i.e. the concept lattice,
produced by FCA, and wish it to be more in accordance with their requirements. For example,
for concept C14 in Figure 2.9, the objects, chicken and penguin are grouped together because
they share the common set of attributes, m1: has_two_legs, m2: lays_eggs, m4: has_wings,
m6: has_feathers, and m8: has_backbone. Domain experts may not want this concept in the
concept lattice because these attributes are not meaningful enough for them to characterize these
objects. However, there is a unique lattice for a given dataset, if we want to change the concept
lattice, we should change the data. By using semantic annotations for formalizing the source
of knowledge in texts, we are able to change the lattice by changing the semantic annotations.
Therefore, we are able to refine the lattice with respect to experts’ requirements without changing
the original texts.

2.4.3 Algorithms for Lattice Construction

Algorithms for the lattice construction can be classified into two categories: batch algorithms and
incremental algorithms [Kuznetsov and Obiedkov, 2002]. Batch algorithms ( [Chein, 1969,Gan-
ter, 1984,Bordat, 1986,Kuznetsov, 1993], etc.) build the concept set and its diagram graph for the
formal context from scratch. Incremental algorithms ( [Norris, 1978,Godin et al., 1995,Kuznetsov
and Obiedkov, 2002,Merwe et al., 2004], etc.) are used for constructing the lattice when the
initial set of objects or attributes increases. Incremental algorithms, at the ith step, produce
the concept set or diagram graph for i first objects of the context. The i + 1th new object is
added to the existing lattice without recomputing the whole lattice from scratch. For dynam-
ically adding several objects at a time, [Valtchev and Missaoui, 2001] proposed an algorithm
merging lattices. The existing algorithms for the lattice construction can be used for real-size
applications [Kuznetsov, 2004,Cimiano et al., 2004b,Kuznetsov and Obiedkov, 2002]. Moreover,
there are several implementations of these algorithms available freely online (ConExp11, Gali-
cia12, ToscanaJ13, etc.). For all the experiments in this thesis, we have developed our own system
called KESAM, in which we have implemented the AddIntent incremental algorithm from [Merwe
et al., 2004] for the lattice construction.

In the following, we present a survey of the related work on knowledge extraction and semantic
annotation with FCA.

2.4.4 Knowledge Extraction and Semantic Annotation with FCA

On the one hand, Formal Concept Analysis (FCA) has proved to be very efficient as a bottom-
up conceptualization method for knowledge extraction [Fennouh et al., 2014, Poelmans et al.,
2013, Stumme, 2009,Ning et al., 2010, Jia et al., 2009,Bendaoud et al., 2008c,Bendaoud et al.,
2008a,Cimiano et al., 2005,Obitko et al., 2004,Maedche et al., 2002,Wille, 2002].

Several researchers [Ning et al., 2010,Jia et al., 2009,Bendaoud et al., 2008a,Cimiano et al.,
2005,Obitko et al., 2004,Maedche et al., 2002] have focused on building the concept hierarchy.

11http://conexp.sourceforge.net/
12http://www.iro.umontreal.ca/~galicia/
13http://toscanaj.sourceforge.net/
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Some other researchers [Fennouh et al., 2014,Rouane-Hacene et al., 2011] built concept lattices
for ontology restructuring. Maedche and several authors [Cimiano et al., 2005,Cimiano et al.,
2004c, Obitko et al., 2004, Maedche et al., 2002] built a hierarchy of concepts of objects and
properties extracted from texts and suggested an evaluation method by comparing the lattice
to an existing thesaurus. To perform the evaluation, they defined a similarity measure. This
work clearly shows that different source of information can be merged to build lattices that a
hierarchy of categories (such as a thesaurus) can be introduced in the process and that the final
lattice may provide definitions or quasi-definition (definition that corresponds to a superset or a
subset) for these categories.

Moreover, it is possible to add background knowledge in FCA. Apposition is an operation that
merges (under certain conditions) several contexts to add some background knowledge. [Stumme
and Maedche, 2001] used FCA to merge two ontologies based on the context of occurrence of terms
and unify terms with similar contexts. [Bendaoud et al., 2008a] made a fairly detailed presentation
for the construction of ontology base on FCA. They show that the operation of apposition allows
introducing some explicit knowledge to overcome the implicit knowledge contained in the texts.
It is also possible to use the terms of a thesaurus to name classes, in other words, to provide a
formal definition for terms from a thesaurus.

Besides, the concept lattice could be refined with respect to experts’ requirements for build-
ing ontology. Researchers [Missikoff and Scholl, 1989,Carpineto and Romano, 2004,Belohlavek
and Sklenar, 2005] have tried to add concepts and/or to remove irrelevant concepts to/from a
concept lattice. [Missikoff and Scholl, 1989] proposed algorithms that allow users to add missing
concepts to a concept lattice. [Carpineto and Romano, 2004,Belohlavek and Sklenar, 2005] have
exploited additional information about the data. [Carpineto and Romano, 2004] considered do-
main knowledge in the form of a partial ordering relation between attributes to discard irrelevant
concepts in a lattice. [Belohlavek and Sklenar, 2005] introduced the notion of attribute dependen-
cies and used them as constraints to provide a more comprehensible structure of formal concepts.
Through these works [Missikoff and Scholl, 1989,Carpineto and Romano, 2004,Belohlavek and
Sklenar, 2005], we can see that, it is possible to bridge the gap between a knowledge model based
on the concept lattice from FCA and a knowledge model from a domain expert.

On the other hand, FCA is also very efficient for semantic annotation [Maio et al., 2014,Shi
et al., 2011,Blansché et al., 2010,Girault, 2008].

Girault [Girault, 2008] presented an unsupervised method for named-entity annotation based
on concept lattices. In this approach, the formal context was built from syntactic relations
between named entities in the training corpus. Formal concepts of the concept lattice built
from the formal context of syntactic relation are then considered as units for named-entities
annotation. The conceptual annotation was based on querying the concept lattice. For selecting
the appreciate concept, the system calculate the similarity between concepts based on their
intents (attributes). The result of this system shows that, supervised named entity classification
is improved by using the annotation produced by their unsupervised FCA-based system.

Some researchers [Shi et al., 2011, Blansché et al., 2010] are interested in using FCA for
enriching semantic wikis. In these approaches [Shi et al., 2011, Blansché et al., 2010], FCA is
used for automatically computing the concept lattice that is considered as the category tree based
on defined semantic properties. The category tree produced by FCA is then used for proposing
changes to enrich semantic wikis,. These work shows that, the knowledge model, i.e. the concept
lattice produced by FCA, can be used to improve semantic annotations.

More recently, Maio et al. [Maio et al., 2014] presents an approach for automatic semantic
annotation of web resource. This approach uses a fuzzy extension of FCA and Relational Concept
Analysis (RCA) [Hacene et al., 2013] to build a concept lattice from the extracted content.
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The concept lattice is then translated into an ontology that used for semantic annotation. The
semantic annotation of this approach got a promising performance in term of text categorization.
This work confirms the fact that, knowledge extraction and semantic annotation should be in
the same process, and FCA is suitable for that process.

As we can see from the works above, FCA is a very efficient method for knowledge extraction
and semantic annotation. The concept lattice provides concepts with definitions of sets of objects
and sets of attributes, which are useful for building and improving knowledge extraction and
semantic annotation. Moreover, these works show that, it is possible to bridge the gap between
a knowledge model based on the concept lattice from FCA and a knowledge model from a domain
expert.

2.5 Related Work on Expert Interaction for Bridging Knowledge
Gap

As we have mentioned, often there exists a gap between a knowledge model built by data mining
methods and a knowledge model from domain experts in the knowledge extraction process.
Concerning the problem of bridging this gap, researchers [Dzyuba et al., 2013,Dzyuba et al., 2014,
Alam et al., 2015] have tried to integrate the requirements of domain experts in the information
units extracted by data mining methods.

Dzyuba et al. [Dzyuba et al., 2013,Dzyuba et al., 2014] proposed a framework for interactive
learning user-specific pattern interestingness. This framework goes through a loop such that,
first, data mining methods are applied to extract information units (patterns) from data; then
these information units are presented to users for identifying if they are interesting for users;
next, the system learns from the users’ feedback to get the pattern ranking with respect to
the users’ interests. The advantage of this framework is, it allows users to select patterns that
are interesting for them among the patterns extracted by the data mining methods. However,
selecting extracted patterns is not always a good option for domain experts. In some situations,
a extracted pattern from data can contain both interesting and not interesting elements for
domain experts. For example, for concept C9 in the concept lattice in Figure 2.9 containing the
objects chicken and dolphin and the set of attributes, m3: can_fly and m8: has_backbone,
attribute m8: has_backbone may be interesting for domain experts to describe the objects
chicken and dolphin, and attribute m3: can_fly may not. Then there is a need for refining
or making changes in the extracted patterns with respect to experts’ requirements.

Another work [Alam et al., 2015] integrated domain experts in mining definitions from anno-
tations. Alam et al. [Alam et al., 2015] using FCA to mine implication rules from the extracted
information. The implication rules are then proposed to domain experts for identifying if they
can be good definitions of concepts. This approach allows domain experts to get the definitions
that they want among the set of possible definitions from the extracted rules. However, experts
cannot add new implication rules that do not exist in the data.

As we can see, only based on the information extracted from data, selecting among the
extracted patterns [Dzyuba et al., 2013,Dzyuba et al., 2014] or the extracted rules [Alam et al.,
2015] is not enough for bridging the gap between a knowledge model built by data mining
methods and a knowledge model from domain experts in the knowledge extraction process. One
of our objectives in this thesis is to assist domain experts in refining the extracted information
to get the knowledge model as close as possible to their requirements. More precisely, we aim
at allowing domain experts to create new patterns which could be more interesting than the
extracted patterns by changing the source of knowledge including adding background knowledge
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and new implication rules.

2.6 Summary

This chapter reviews the two key processes of knowledge-base information systems: knowledge
extraction and semantic annotation. The knowledge extraction process guided by domain ex-
perts, is iterative and interactive in order to extract knowledge from data. In the knowledge
extraction process, data mining methods are applied to turn data into information, and then
this information is interpreted and evaluated by domain experts for becoming knowledge. Do-
main experts play an important role in the process of knowledge extraction: they have to decide
what is considered knowledge. In the process of knowledge extraction from texts, the role of
domain experts is more important and the task of interpretation and evaluation is more difficult
to achieve because often there is a gap between the words used in texts and the expert knowl-
edge. Then there is a need for assisting domain experts in interpreting, evaluating and refining
the knowledge units extracted automatically from texts.

Furthermore, we provide a survey on the work that support domain experts in extract-
ing knowledge from text, an overview of the work in this direction, Text2Onto [Cimiano
and Völker, 2005], Terminae [Aussenac-Gilles et al., 2008], DaFoe [Szulman et al., 2010],
EvOnto [Tissaoui et al., 2011], as well as their advantages and disadvantages. Through the
survey, we realize that it is important to formalize the source of knowledge in texts, to keep
the traceability and the co-evolution between the knowledge model and the source of knowledge
in texts to help domain experts in interpretation, evaluation, and refinement of the knowledge
model. Formalizing the source of knowledge in texts can help us in bridging the gap between
the knowledge model from data mining methods and the knowledge model from domain experts
in the knowledge extraction process without touching the original texts. Keeping the traceabil-
ity between the knowledge model and the source of knowledge in texts make easier for domain
experts in interpretation, evaluation, and refinement of the knowledge model. However, none of
the work supports all these aspects, and take into account both atomic and defined concepts in
the knowledge model. These approaches mainly work with atomic concepts since concepts are
only connected to by terms and/or natural language definitions, i.e. concepts have no formal
definitions. Therefore, we need a means for formalizing the source of knowledge in texts, keeping
the traceability and the co-evolution between the knowledge model and the source of knowledge
in texts. Moreover, in order to take into account and both atomic and defined concepts in the
knowledge model and semantic annotations, we need a method for building concepts with formal
definitions.

In order to reach our objective, we use semantic annotations to formalize the source of knowl-
edge in texts and keep the traceability between the knowledge model and the source of knowledge.
Knowledge extraction can get benefits from semantic annotation to get the traceability since se-
mantic annotations are formally defined and link ontologies to texts. Through the review of
semantic annotation, we realize that semantic annotation shares the same need of keeping the
co-evolution between the knowledge model and semantic annotations with knowledge extraction.
It is expensive and time-consuming if knowledge extraction and semantic annotation are treated
as two separated processes when the knowledge model frequently changes, then semantic an-
notations frequently need to be updated, and vice versa. Moreover, semantic annotations can
be noisy or useless for building ontology, they could be improved by the knowledge extraction
process. Besides, taking into account both atomic and defined concepts in semantic annotation
should be considered as the current semantic annotation techniques mainly work with atomic
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concepts. To target all these problems, we unify knowledge extraction and semantic annota-
tion into one single process and keep the link between each knowledge unit in the knowledge
model and semantic annotations. In this way, knowledge extraction and semantic annotation
can benefit from each other, we are able to bridge the gap between the knowledge model from
data mining methods and the knowledge model from domain experts in the knowledge extraction
process without touching the original texts; the traceability and the co-evolution between the
knowledge model and semantic annotations can be enable.

To take into account both atomic and defined concepts in the knowledge extraction process,
we choose Formal Concept Analysis (FCA) to be our data mining method for building the
concept hierarchy and ensuring the link between each knowledge unit in the knowledge model
and semantic annotations since FCA discovers concepts with definitions of sets of objects and sets
of attributes, and order them hierarchically at the same time. FCA provides a good traceability
in a comparison with divisive and agglomerative clusterings [Cimiano et al., 2004b,Cimiano et al.,
2005], and the existing algorithms for the lattice construction can be used for real-size applications
[Kuznetsov, 2004,Cimiano et al., 2004b,Kuznetsov and Obiedkov, 2002]. The related work on
knowledge extraction and semantic annotation with FCA has proved that FCA is an efficient
method in knowledge extraction and semantic annotation. Moreover, FCA is suitable to improve
knowledge extraction and semantic annotation. However, as bottom-up approaches, often there
exists a gap between the knowledge model based on a concept lattice and the knowledge model
from domain experts. Domain experts may not be satisfied with the concept lattice, produced
by FCA, and wish it to be more in accordance with their requirements. An approach should
be proposed to bridge this gap by helping domain experts in refining the lattice. However,
there is a unique concept lattice for a given dataset, if we want to make some changes in the
concept lattice, we should change the data. By using semantic annotations for formalizing the
source of knowledge in texts, we are able to change the lattice by changing semantic annotations.
Therefore, we are able to refine the lattice with respect to experts’ requirements without changing
the original texts.

All these elements help us to build the iterative and interactive process of knowledge extrac-
tion from texts, which is the objective of this thesis.
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3.1 Introduction

In this chapter, we present our methodology for interactive and iterative extracting knowledge
from texts - the KESAM system: A tool for Knowledge Extraction and Semantic Annotation
Management. KESAM is based on Formal Concept Analysis for extracting knowledge from
textual resources that supports domain experts in evaluating and refining the knowledge model
based on the concept lattice. The KESAM system also aims at improving the semantic annotation
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process: annotations in texts can be modified or enhanced to make the resulting knowledge model
based on the concept lattice as close as possible to the requirements of domain experts.

In the KESAM system, knowledge extraction and semantic annotation are unified into one
single process to benefit both knowledge extraction and semantic annotation. Semantic anno-
tations are used for formalizing the source of knowledge in texts and keeping the traceability
between the knowledge model and the source of knowledge. This provides with domain experts
a way to trace back from the knowledge model to the source of knowledge in texts to understand
why concepts are built. The knowledge model is, in return, used for improving semantic anno-
tations. The KESAM process has been designed to permanently preserve the link between the
resources (texts and semantic annotations) and the knowledge model. The core of the process
is Formal Concept Analysis that builds the knowledge model based on the concept lattice, and
ensures the link between the knowledge model and annotations. In order to get the resulting
lattice as close as possible to domain experts’ requirements, we introduce an iterative process
that enables expert interaction on the formal context, the lattice, and annotations. Experts are
invited to evaluate and refine the concept lattice; they can make changes in the formal context,
the lattice or annotations until they reach an agreement between the knowledge model based on
the concept lattice and their own knowledge or application’s need. Thanks to the link between
the knowledge model and semantic annotations, the knowledge model and semantic annotations
can co-evolve in order to improve their quality with respect to domain experts’ requirements.
Moreover, by using FCA to build concepts with definitions of sets of objects and sets of attributes,
the KESAM system is able to work with both atomic and defined concepts, i.e. concepts that
are defined by a set of attributes.

This chapter is organized as follows. Firstly, we present an overall of the KESAM method-
ology. In this part, we define the features to distinguish KESAM from the other work and then,
we present the KESAM process. Next, we describe in detail all the steps of the KESAM pro-
cess, how to use semantic annotations for formalizing the source of knowledge in texts, building
concept the lattice, and tracing back from the lattice to semantic annotations. We then show
how to assist domain experts in interacting for the evaluation and refinement of the knowledge
model based on the lattice and keeping the consistency between the lattice and its semantic
annotations. After that, we present the implementation of the KESAM system and a case study
on medical domain. Finally, we include a conclusion of our work.

3.2 The KESAM Methodology

In this section, we first define the main features that verify our KESAM methodology and
distinguish KESAM from the other work, and then position the KESAM methodology in the
relation with the other methodologies in the direction of supporting domain experts in extracting
knowledge from texts. Finally, we present the KESAM process that is designed for the KESAM
system.

3.2.1 The KESAM’s Features

The overall objective of the KESAM system is to support domain experts in extracting knowledge
from textual resources using Formal Concept Analysis as discussed in section 2.2.2. For this
purpose, KESAM focuses on the following features:

1. Providing the traceability between the knowledge model and the source of knowledge in
the text: From each concept in the knowledge model, experts can trace back to the source
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Figure 3.1: An example of the traceability between the knowledge model and source of knowledge in
the text

of knowledge in texts to understand why this concept is introduced. This feature is used
for helping domain experts in the evaluation and refinement of the knowledge model based
on the concept lattice. Figure 3.1 illustrates an example of the traceability between the
knowledge model based on the concept lattice and the source of knowledge in texts. The
first part of the figure shows a knowledge model based on the concept lattice and the
second part of the figure shows an abstract extracted from PubMed14 (pmid 10961798),
one of the documents that was used as a resource for building the knowledge model in
the first part of the figure. With the traceability between the knowledge model and the
source of knowledge in texts, experts can know where they get the information of object
Fibromuscular Dysplasia of concept C7 in the document, i.e. the texts are colored yellow
in the second part of Figure 3.1 .

2. Enabling expert interaction: Domain experts control the knowledge extraction process and
they should be able to make changes in the knowledge model, i.e. the concept lattice
produced by FCA, to get the knowledge model as close as possible to their own knowledge
or application’s need. For example, if experts are not pleased with some concepts in the

14http://www.ncbi.nlm.nih.gov/pubmed
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lattice, they can ask for removing these concepts from the lattice. Once experts ask for
some changes in the lattice, the system should be able to keep the semantic annotations
up to date with the lattice. Moreover, as described in section 2.2.2, experts should be
able to add background knowledge or edit the source of knowledge to bridge the possible
gap between and the symbols extracted from texts and the knowledge from experts. For
example, in the document in the second part of Figure 3.1, there is no mention indicate
that fibromuscular dysplasia is a disease, this information is assumed as background
knowledge. Thus, the system should be able to allow experts to add this background
knowledge for improving the knowledge model to be more comprehensive. Once experts
add some background knowledge or edit the source of knowledge, the system should be
able to keep the lattice and its annotations up to date with these changes.

3. Formalizing the source of knowledge.

4. Keeping the co-evolution between the knowledge model and the source of knowledge: Any
changes in the source of knowledge reflexes in the knowledge model, and vice versa. In
other words, the knowledge model is efficiently updated when the source of knowledge
changes, and conversely.

5. Unifying knowledge extraction and semantic annotation into one single process: This fea-
ture aims at improving the quality of semantic annotations in accordance with the con-
struction of the knowledge model. Semantic annotations are used as the input for building
the knowledge model. The knowledge model is, in return, used to update the semantic
annotations of texts. The set of annotations, thus could be improved after domain experts
provide the valuable knowledge to the knowledge model.

6. Taking into account both atomic and defined concepts: The system is able to work with
concepts that are defined by a set of attributes as introduced in section 2.2.3.

Table 3.1 depicts the position of the KESAM in the relation with the other methodologies in
the direction of supporting domain experts in extracting knowledge from texts. The related works
on interactive knowledge extraction from texts include Text2Onto [Cimiano and Völker, 2005],
Terminae [Aussenac-Gilles et al., 2008] Dafoe [Szulman et al., 2010] and EvOnto [Tissaoui
et al., 2011]. These related works are described in detail in section 2.2.4.

3.2.2 The KESAM Process

The KESAM process for iterative and interactive knowledge extraction from texts is based on
the knowledge extraction process presented in section 2.2.1 and the data mining method Formal
Concept Analysis presented in section 2.4. The KESAM process aims at building the concept
hierarchy of an ontology based on the concept lattice as described in 2.2.3. In KESAM, knowledge
extraction and semantic annotation are unified into one single process to benefit both knowledge
extraction and semantic annotation as discussed in section 2.6. The first step of the KESAM
process is about to use semantic annotations for formalizing the source of knowledge in texts.
These semantic annotations are used to build the knowledge model and to keep the traceability
between the knowledge model and the source of knowledge in texts. Then, Formal Concept
Analysis, the data mining method that we choose for building the concept hierarchy of the
ontology, is used to build the knowledge model, i.e. the concept lattice, from the formal context
derived by the semantic annotations. The KESAM process follows a multi-loop composed of
two main paths: one builds a knowledge model based on the concept lattice from semantic
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Table 3.1: KESAM and the other methodologies with their features.
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Figure 3.2: The KESAM Process

annotations, the other revises semantic annotations according to experts’ requirements. Experts
interact in the knowledge model based on the concept lattice, but changes are performed on the
semantic annotations without touching the original texts.

The KESAM process is presented in Figure 3.2. More precisely, the steps of the KESAM
process are:

1. Preparation: In this step, texts are first semantically annotated to identify objects and
their attributes of the domain. These semantic annotations provide the set of objects and
the set of attributes that are used as the input for building the knowledge model based on
the concept lattice, providing the traceability between the knowledge model and the source
of knowledge in texts, as well as keeping the link between them.

2. Transformation: In this step, the building path starts the loop with transforming the
semantic annotations from step 1 into a formal context that is the input for FCA.

3. FCA: This step uses FCA to discover concepts with sets of objects and sets of attributes,
and to build a concept lattice from the formal context from step 2. The concept lattice
resulting from FCA is then considered as the knowledge model. By using FCA to build
concepts with definitions of sets of objects and sets of attributes, the KESAM system is
able to take into account both atomic and defined concepts, i.e. concepts that are defined
by a set of attributes.

4. Evaluation/Refinement: In this step, domain experts are asked to evaluate and refine
the knowledge model based on the concept lattice from step 3. To facilitate the evaluation,
the system provides experts with the traceability between the lattice and the source of
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knowledge in texts. From each concept in the lattice, experts can trace back to the texts
to see why this concepts is introduced. If experts are not pleased with something in the
lattice, they can refine the lattice by asking for some changes in the formal context or the
lattice. Moreover, experts can make changes in annotations or add new annotations as
background knowledge. The system provides experts with a pre-defined set of changes for
refining the formal context, the lattice and annotations. For example, experts can ask for
removing object g from the formal context, removing concept C from the lattice, adding a
new annotation of object g1 and property m1... [Tang and Toussaint, 2013].

5. Needs for evolution: When experts ask for a change in the formal context, the lattice
or annotations, the revising path starts. At this step, to execute a change in lattice, the
system exploits the formal properties of the lattice to determine all the possible strategies
with their consequences, and suggests them to experts. A change strategy can lead to some
other changes in the lattice. For example, removing a concept in the lattice or removing
an annotation can lead to modify, delete some other concepts or create some new concepts.
These induced changes are called consequence of a change strategy. The consequence of a
change strategy on the lattice is reported to the experts before it is actually applied. It
is important for the experts to know the consequence of a change strategy because it can
lead to delete some important concepts for them. Depending on the expert knowledge or
application’s need, experts will decide which change strategy should be applied.

6. Evolution of the context: In this step, when experts have chosen one of the strategies,
the chosen strategy is then propagated to the formal context.

7. Evolution of annotations: In this step, semantic annotations are updated according
to the changes in the lattice to ensure that, at the next iteration, the lattice gives a new
knowledge model, closer to the experts’ requirements.

The KESAM process is iterative, experts can make changes in the formal context, the lat-
tice or annotations until they reach an agreement between the model and their own knowledge
or application’s need. Thanks to the link between the knowledge model based on the lattice
and semantic annotations, the corpus does not have to get re-processed, only the corresponding
annotations are updated. In this way, the knowledge model based on the lattice and semantic
annotations can co-evolve in order to improve their quality with respect to the experts’ require-
ments.

In the following sections, we will describe in detail all the steps of the KESAM process.

3.3 Semantic Annotations for Formalizing the Source of Knowl-
edge, Building Lattices and Providing the Traceability

In this section, we first present a way of using semantic annotations for formalizing the source
of knowledge in texts (step 1 in Figure 3.2). Next, we show how to build the concept lattice
from semantic annotations (step 2 and step 3 in Figure 3.2). Then, we show how the traceability
between the lattice and the source of knowledge in texts can be enabled in the KESAM system.

3.3.1 Semantic Annotations for Formalizing the Source of Knowledge

In order to use semantic annotations for formalizing the source of knowledge in texts for building
the knowledge model based on the concept lattice by FCA, we need two sets of information, a
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Figure 3.3: An abstract extracted from PubMed (pmid 10961798).

set of objects and a set of attributes (see in section 2.4). At the preparation step of the KESAM
process (step 1 in Figure 3.2), texts are semantic annotated to identify objects and their attributes
of the domain. At this step, the semantic annotation process can be done manually or by any
automatic tool. Whatever is the quality of the annotation process, it is the initial set of input
data. The aim of the KESAM system is to improve the quality of the annotations in accordance
with the construction of the knowledge model based on the concept lattice. In KESAM, domain
experts are invited to evaluate and refine the lattice, and the source of knowledge, i.e. semantic
annotations, is improved in accordance with the construction of the lattice. For this purpose, we
do not modify the original texts, we only modify the semantic annotations.

Our experiment focused on texts in the field of medicine. Texts were extracted from PubMed15.
We used SemRep [Rindflesch and Fiszman, 2003] to annotate the texts. SemRep identifies en-
tities that can be found in the Unified Medical Language System (UMLS) Metathesaurus. Sem-
Rep also provides some additional information about entities such as the preferential UMLS
terms and their position in the texts. The relations between concepts are also extracted. Figure
3.3 shows an example of an abstract extracted from PubMed. Figure 3.4 shows annotations
resulting from SemRep for the text in Figure 3.3. In this example, Fibromuscular Dysplasia
is extracted as an entity associated with the concept C0016052 in UMLS and Fibromuscular
Dysplasia has relation AFFECTS women (the last line of the figure). In the context of FCA, to
deal with relational attributes, we scale them and treat them as normal attributes in the lines
of [Rouane-Hacene et al., 2007]. In the KESAM system, to build the binary context, given an
annotation (object1, relation, object2), we consider object1 as an object and the name of the
relation is concatenated with object2 to become a binary attribute of object1. In this example,
Fibromuscular Dysplasia is considered as an object and AFFECTS_women is considered as one of
its attributes. SemRep annotation process can be noisy as no automatic tools is perfect. How-
ever, any annotation process can be used to annotate texts, including manual annotation. This
is one of our goals to improve the annotations in parallel with the construction of the knowledge
model based on the concept lattice.

In order to provide the traceability between the knowledge model based on the concept
lattice and the source of knowledge in texts, in the KESAM system, besides the information
about objects and their attributes, the additional information about their positions and original

15http://www.ncbi.nlm.nih.gov/pubmed
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Figure 3.4: Entities and relationships extracted by SemRep for the given text in Figure 3.3.

strings in texts is also kept in the annotations.

Moreover, in the KESAM system, we keep the status of annotations. The status of an
annotation in KESAM can be valid or invalid. If an annotation is considered as wrong or not
meaningful, then its status will be invalid. Otherwise, the status of an annotation is valid. All
annotations with status valid or invalid are kept in the database, but only annotations with
status valid are used to build the knowledge model. Annotations with status invalid are still
kept in the database for using in case that experts recognize that they make a wrong decision
before, they can update the status of those annotations to become valid.

Formally, an annotation in the KESAM system is defined as follows.

Definition 3.1 (Annotation). An annotation in the KESAM system is a tuple < g,m,P, T, s >,
where g is an object that has the attribute m, P its positions, and T its terms in a corpus, s its
status in KESAM. The value of s can be valid or invalid.

These annotations are stored in Resource Description Framework (RDF) format, and inde-
pendent with the original texts as described in section 2.3.3. Figure 3.5 shows an example of the
RDF representation format that used for representing semantic annotations in KESAM. In this
example, the semantic annotation contains an object fibromuscular_dysplasia that has an at-
tribute occurs_in_elderly_man. This annotation also contains the information of the positions
of the object and the attribute in the corpus, and its status is valid.
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Figure 3.5: An example of RDF representation in KESAM.

3.3.2 Building Lattices and Providing the Traceability with Semantic Anno-
tations

After using semantic annotations to formalize the source of knowledge in texts, we apply FCA to
build the knowledge model based on the concept lattice from these semantic annotations (step
2 and step 3 - Figure 3.2).

Annotations with status valid provide the set of objects G and the set of attributes M
that are transformed into a formal context K = (G,M, I); I is the relation where I(g,m) is a
statement that g has the attribute m (step 2 - Figure 3.2). From this formal context, we obtain
the concept lattice resulting from FCA (step 3 - Figure 3.2). Figure 3.6 illustrates an example
of building the concept lattice from semantic annotations of texts.

The construction of the concept lattice from the formal context is described in section 2.4.
The concept lattice resulting from FCA is then considered as the knowledge model and proposed
to domain experts for the evaluation and refinement. Table 3.2 illustrates a formal context K
describing a set of objects about diseases and their attributes. The corresponding lattice L is
given in Figure 3.7.

The annotation process in the KESAM system annotates a concept in the concept lattice
with any occurrence of objects contained in the concept extent and the attributes in the concept
intent. In the concept lattice, a concept is defined by a set of objects (extent) and attributes
(intent). When a domain expert want to trace back from a concept C in the concept lattice to
the source of knowledge in texts. The system then queries all the annotations with status valid
w.r.t. the objects the concept extent and the attributes in the concept intent of concept C. With
the information of positions in an annotation (Definition 3.1), the system is able to provide the
source of knowledge in the texts for each pair of object and attribute and thus, for a concept.
An example of tracing back from a concept in the concept lattice to the source of knowledge in
texts is shown in Figure 3.8. In this example, an expert trace back from concept C35 with ex-
tent Hypertensive disease and intent {dysn, PROCESS_OF_Woman, COEXISTS_With_Old age}
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Figure 3.6: An example of building a lattice from semantic annotations of texts.

in the concept lattice to the source of knowledge in texts. The KESAM system provides her with
the source of knowledge in texts of the object that is colored yellow and the source of knowledge
in texts of the attributes that is colored in green.

When new documents are introduced in the corpus, the system searches for object occurrences
w.r.t to the information of terms in the set of valid annotations (Definition 3.1). The system
then annotates these object occurrences with the concepts in the lattice that these objects in its
extent. To detect new objects, the system searches for attribute occurrences. If the whole set
of attributes in a concept intent is found in texts and refers to the same linguistic entity, this
linguistic entity may be an object corresponding to this concept. KESAM considers new objects
are linguistic entities that a whole set of attributes in the intent of a concept in the lattice refers
to. In this way, the system can work for annotating objects corresponding to defined concepts.
For instance, the occurrences of the set of attributes, disease or syndrome (dysn) and concerning
women (PROCESS_OF_Woman) (C23 in Figure 3.11), are found in texts, and they refer to the same
linguistic entity gallstones. gallstones is thus considered as a new object corresponding to concept
C23.
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fibromuscular_dysplasia x x x
breast_disease x
hypertensive_disease x x
bone_disease x x

Table 3.2: Binary context K.

3.4 Expert Interaction for Evaluation and Refinement

In KESAM, the knowledge model based on the concept lattice is built iteratively and domain
experts are invited to evaluate and refine it (step 4 in Figure 3.2). However, FCA is sensitive to
noise. Noise in annotations can lead to noise in the lattice. Moreover, as mentioned in section
2.2.2 and 2.4, several reasons may motivate experts ask for changes in the knowledge model based
on the concept lattice. Improving the model depends on experts’ understanding of the domain or
applications’ need. For example, in Figure 3.7, concept C6 corresponds to a concept of diseases
that concern old women. In this concept, the intent contains two attributes, concerning women
(PROCESS_OF_Woman), and concerning old people (COEXISTS_WITH_Old age), the extent contains
one object hypertensive disease. This information is extracted from texts, but it is wrong from
experts’ point of view. Experts may consider this as an over-specific concept as hypertensive
diseases do not only concern women. If experts consider that attribute concerning women
should not be an attribute of object hypertensive disease, then they may want to ask for
removing this attribute from object hypertensive disease.

To assist domain experts in the evaluation and refinement of the knowledge model based
on the concept lattice and its semantic annotations, KESAM needs to be addressed the two
following questions:

1. How domain experts can specify their wishes of changes to refine the formal context, the
concept lattice and its semantic annotations?

2. How these changes can be applied to the formal context, the concept lattice and its semantic
annotations?

In this section, we present an approach for assisting domain experts in specifying their wishes
of changes for refining the formal context, the lattice and semantic annotations, and then applying
these changes to the formal context, the concept lattice and semantic annotations.

To assist domain experts in specifying their wishes for refining the formal context, the concept
lattice and semantic annotations, we provide them with a set of changes (step 5 in Figure 3.2).
In the following, we provide the formulations of the changes for refining the formal context, the
concept lattice, and semantic annotations in the KESAM system. Then, we show how these
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Figure 3.7: The lattice L.

changes can be applied. And finally, we show how the formal context, the concept lattice and
the annotations get evolution according to the changes (step 6 and step 7 in Figure 3.2).

3.4.1 Formulating the Changes

To meet the requirement of changes for expert interaction as described in feature 2 in section
3.2.1, we provide domain experts with three levels of changes in KESAM:

• Changes in the formal context for refining the domain and the scope,

• Changes in the concept lattice for refining the knowledge model,

• Changes in semantic annotations for refining the source of knowledge.

The first option that the KESAM system offers to domain experts is to make changes in the
formal context for refining the domain and the scope. Table 3.3 lists the changes in KESAM that
experts can do on a formal context. Experts can browse the formal context, remove some objects
or attributes that are noisy or not meaningful for them or unifying objects or attributes that
have the same meaning, etc. For example, there can be two objects women and female extracted
from the texts. From the point of view of the expert knowledge, those objects are actually the
same object, they should be unified.

The second option that the KESAM system offers to domain experts is to make changes in
the concept lattice for refining the knowledge model based on the concept lattice. Experts can
browse concepts in the lattice, run through subsumption paths, look at extents and intents of
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Figure 3.8: A example of the traceability in the KESAM system

Change
Add an object to the formal context
Remove an object from the formal context
Unify objects in the formal context that have the same meaning
Add an attribute to the formal context
Remove an attribute from the formal context
Unify attributes in the formal context that have the same meaning
Add an attribute to an object
Remove an attribute from an object

Table 3.3: Changes in a formal context.

concepts. Then, they can express their wishes of changes in the lattice. For example, experts
evaluate the lattice given in Figure 3.7, if they are not pleased with concept C6, then they can
ask for removing this concept from the lattice. In order to define the set of changes in the lattice,
we have been inspired by researches on ontology evolution which establish the taxonomies of
changes for the given ontology models [Stojanovic, 2004,Klein, 2004,Luong, 2007] and adapted
them to the concept lattice in FCA. Table 3.4 lists the basic changes on a lattice that add or
remove only one element of the lattice. There could be more complex changes such as merging
two concepts into one, splitting one concept into two sub-concepts, creating a common concept
for a set of concepts, etc. These complex changes can be done by combining several basic changes
in the lattice.

The third option that the KESAM system offers to domain experts is to make changes
in semantic annotations for refining the source of knowledge. Adding background knowledge
or editing the source of knowledge is an essential requirement for bridging the gap between
the symbols extracted from texts and the authors’ model in the process knowledge extraction
from texts (see section 2.2.2). However, most of the existing approaches [Cimiano and Völker,
2005, Szulman et al., 2010, Tissaoui et al., 2011] do not provide experts a way for adding or
editing background knowledge (Table 3.1). Terminae [Aussenac-Gilles et al., 2008] allows
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Change Add Remove
Add an object to a lattice Remove an object from a lattice
Add an object to a concept Remove an object from a concept
Add an attribute to a lattice Remove an attribute from a lattice
Add an attribute to a concept Remove an attribute from a concept
Add an attribute to an object Remove an attribute from an object
Add a concept to a lattice Remove a concept from a lattice
Add a super concept to a concept Remove a super concept from a concept
Add a sub concept to a concept Remove a sub concept from a concept

Table 3.4: Basic changes in a lattice.

Change
Add an annotation
Remove an annotation
Update object of an annotation
Update attribute of an annotation
Update positions of an annotation
Update status of an annotation
Unify two annotations

Table 3.5: Changes in semantic annotations.

experts to add some explanations for concepts in the knowledge model, but it does not actually
allow experts to add background knowledge that is used to build the knowledge model. When
experts trace back from the lattice to the source of knowledge in texts, they may find that some
necessary background knowledge is missing or some source of knowledge in texts is annotated
in a wrong way. In this case, they may want to make changes in semantic annotations. To
fulfill this requirement, KESAM provides an option for experts to make changes in the semantic
annotations for refining the source of knowledge. The changes in annotations in KESAM are
listed in Table 3.5.

With the three options for making changes in the KESAM system, domain experts can make
changes for the refinement in the formal context, the concept lattice or semantic annotations.
Any changes in the formal context or the concept lattice reflexes in semantic annotations, and vice
versa. A change in the lattice is a kind of retro-engineering on the lattice: Experts select a change
on the lattice, the system exploits the formal properties of the lattice to find all possible strategies
that can meet the requirements, and then suggest these strategies with their consequences to
experts. Once the experts have chosen a strategy for the change, the system then updates the
semantic annotations according to the chosen strategy (step 6 and step 7 in Figure 3.2). In the
next iteration, these semantic annotations are used to rebuild the lattice so that the lattice and
its semantic annotations can meet the expert requirements.

In what follows, we present an approach for implementing the changes in the KESAM system.
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3.4.2 Implementing the Changes

Once experts ask for a change in a concept lattice, the KESAM system exploits the formal
properties of the lattice to determine all the possible strategies to suggest to the experts. Usually,
several strategies can be applied to the lattice in order to perform the desired change and ensuring
that the new structure remains a lattice. There is only one strategy for the changes in the formal
context and annotations. A change strategy can lead to some other changes in the lattice. For
example, removing a concept in the lattice or removing an annotation can lead to modify, delete
some other concepts or create some new concepts. These induced changes are called consequence
of a change strategy. It is important for domain experts to know a consequence of a change
in the lattice because it can lead to delete some important concepts for them. Therefore, the
consequence of a change strategy on the lattice is reported to the experts before it is actually
applied so that the experts can decide which strategy should be applied.

To perform changes, for each change, we define an algorithm to compute all the possible
strategies and their consequences, to identify related changes in the annotations (presented
in [Tang and Toussaint, 2013]). Our algorithms benefit from the incremental approaches for
building lattices [Godin et al., 1995,Kuznetsov and Obiedkov, 2002] not only to avoid complete
recalculation of the lattice, but also for identifying the possible strategies and their consequences
on the current lattice.

The new lattice L∗ after a change is obtained from the existing lattice L by taking, deleting,
modifying some concepts and/or creating some new concepts. We distinguish four possible
categories of concepts in the concept lattice L∗: old concepts, deleted concepts, modified concepts
and new concepts.

Let C be a concept in L∗, extent and intent of concept C be denoted by Extent(C) and
Intent(C) respectively. The four categories of concepts are defined as as follows.

• C is an old concept if there exists a concept in L that has the same extent and intent to
C,

• C is a modified concept if there exists a concept in L that has the same intent to Intent(C)
but the extent is different from Extent(C),

• C is a new concept if Intent(C) doesn’t exist in L,

• C in L is a deleted concept if Intent(C) doesn’t exist in L∗.

The new lattice L∗ is generated from the existing lattice L by identifying these categories of
concepts. The KESAM system provides experts with the consequences of changes that contains
the information about the sets of modified, deleted, and new concepts so that experts can ac-
knowledge the difference between lattices L and L∗ and avoid deleting important concepts for
them. Formally, consequence of a change in a lattice in KESAM is defined as below.

Definition 3.2 (Consequence of a change). A consequence of a change in a lattice in the KESAM
system is the sets of modified, deleted, and new concepts after applying that change to the lattice.

The algorithm calculating the new lattice is based on the fundamental property of lattices
[Barbut and Monjardet, 1970] and the following proposition.

For any closed set (X,X ′) in the lattice:

X ′ = f(X) =
⋂

x∈X
f({x})

and X = g(X ′) =
⋂

x′∈X′
g({x′}).
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ID Strategies
S1 Removing attribute OCCURS_IN_woman from concept C6

S2 Removing attribute COEXISTS_WITH_old_age from concept C6

S3 Adding attributes ISA_rare_disease and CAUSES_ischemia to concept C6

Table 3.6: Strategies for removing concept C6.

Moreover, for any set of f(x) (resp. g({x′})), their intersection should be in the lattice.

Proposition 3.1. Let (X,X ′), (X1, X
′
1) ∈ L∗. If X ′1 ⊂ X ′, then X1 ⊃ X.

The main process of the algorithm is to update the set of intersections of extents. We perform
a top-down traversal of the lattice L to identify whether a concept is old, modified or deleted, to
create new concepts. Thanks to the categories of concepts, the resulting lattice can be calculated
and we can keep a trace from the previous lattice. By this way, we can know the consequence of
a change on the lattice (the sets of modified, deleted and new concepts).

We illustrate our algorithm on the change of moving concept from the lattice. For example,
experts evaluate the lattice given in Figure. 3.7, they are not pleased with concept C6 and ask
for removing this concept from the lattice. The strategies for removing concept are suggested
for refining the set of attributes in the intent of the concept, removing or adding attributes,
by the help of its super-concepts or sub-concepts. Table 3.6 shows the strategies for removing
concept C6 from the initial lattice given in Fig. 3.7. Here, three strategies are suggested for
refining the set of attributes in the intent of concept C6: (S1) removing attribute according to
the super-concept C2; (S2) removing attribute according to the super-concept C3; (S3) adding
attributes according to the sub-concept C7.

The set of objects and the set of properties of the formal context remain unchanged. For
the strategies adding attributes to the intent of a concept according to one of its sub-concepts,
Cchild, the relation I of the formal context would be modified to I∗ as follows:

I∗ = I ∪{(g,m) : m ∈ {Intent(Cchild) \Intent(C)}, g ∈ {Extent(C) \Extent(Cchild), gIm}.
For the strategies removing attributes from the intent of a concept according to one of its

super-concepts, Cparent, the relation I of the formal context would be modified to I∗ as follows:
I∗ = I \ {(g,m) : m ∈ {Intent(C) \ Intent(Cparent)}, g ∈ {Extent(C)}, gIm}.
In Strategy 1 in Table 3.6, the set of objects and the set of properties of the formal context

remain unchanged. Only the I relation is enriched: A new closed set (Extent(C), Intent(Cchild))
becomes a formal concept of the new lattice L∗. Figure. 3.9 shows an example of removing
concept C6 according to strategy S1, removing attribute OCCURS_IN_woman from concept C6. In
this example, concept C6 in the initial lattice, is deleted; concept C3 is modified, lost the object
hypertensive_disease from its extent; the other concepts are old.

The detailed description of the algorithm is given in Algorithm 1. Lines 3-17 perform a top-
down traversal of the lattice L to identify whether a concept is old, modified or deleted and to
create new concepts. We call objects and attributes relating to the new relations are modified
object and modified attributes, respectively. A concept in the initial lattice which does not
contain any modified attribute or object remains unchanged and becomes an old concept in the
new lattice. Line 4 is used to set old as a default for all the existing concepts. Concepts whose
extent contains modified objects are stored in a first-in-last-out stack and the sets of extent
intersections are updated (lines 5-10). The main process of the algorithm is to calculate the set
of intersections of these extents. According to Proposition 1, a concept whose intent contains
X ′ contains modified objects in its extent: lines 6-8 add modified objects to the extents of such
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Algorithm 1 Removing a concept from a lattice
1: procedure RemoveConcept(In: L a lattice, (X,X ′) a new closed set; Out: L∗ a lattice)
2: Local: S a first-in-last-out stack
3: for each C ∈ L do {in the ascending cardinality order of intents}
4: Mark C as old ;
5: if Intent(C) ⊂ X ′ or Extent(C) contains modified objects then
6: if Intent(C) ⊂ X ′ and X * Extent(C) then
7: C ← (Extent(C) ∪X, Intent(C)) and mark C as modified ;
8: end if
9: Put C to S;

10: Update1(C, S);
11: else
12: if Intent(C) contains modified attributes then
13: Update2(C, S);
14: end if
15: end if
16: L∗ ← C;
17: end for
18: for each C ∈ S do
19: if C.mark = new then
20: L∗ ← C;
21: end if
22: end for
23: end procedure

concepts. Moreover, concepts with modified attributes in their intents can be modified in their
extent; lines 12-14 update for these concepts. When a category is assigned to a concept, the
concept is added to the new lattice (line 16). Finally, new concepts are added to the new lattice
(lines 18-22).

Procedure Update1(Algorithm 2) updates the concepts whose extent contains modified ob-
jects. The loop from line 2 to line 27 is used for scanning the set of concepts in the stack.
Concept category is identified according to Proposition 1. Lines 14-26 are used to update the
queue. Moreover, procedure Update2 (Algorithm 3) is used for updating the concepts whose
only intent contains modified attributes.

The complexity time of Algorithm 1 mainly depends on the consuming time of updating
the set of intersections of extents and checking whether a concept is modified, deleted or new in
procedure Update1. Assume that the number of concepts of the existing lattice is |L|. Since a
concept in the existing lattice is deleted because the new image of its extent is bigger than the
old one, the number of new concepts is less than or equal to the number of deleted concepts,
the number of concepts of the new lattice is less than or equal to that of the existing lattice.
The worst-case happens when all the concepts contain modified object. Thus, the loop for
checking the queue never exceed |L| times. Moreover, the inner loop for checking categories and
creating new intersections also take less than |L| times. Finally, the time complexity of procedure
Update1 is bounded by O(|L|2). As the top-down traversal and the first-in-last-out stack are
used to update the intersections to avoid going to the further concepts of a concept after visiting
it, the obtained complexity of the algorithm is far less than the bound.
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Algorithm 2 Procedure Update1

1: procedure Update1(In, Out: C a concept, S a stack of concepts)
2: for each C1 ∈ S do
3: if Extent(C) = Extent(C1) then
4: if Intent(C1) ⊆ Intent(C) then
5: C1 ← (Extent(C1), Intent(C)), mark C1 as old;
6: else
7: Mark C as deleted and remove C out of S;
8: if Intent(C1) ⊂ Intent(C) then
9: C1 ← (Extent(C1), Intent(C) ∪ Intent(C1)), mark C1 as modified;

10: end if
11: end if
12: Exit loop;
13: end if
14: if Extent(C) ⊂ Extent(C1), Intent(C1) 6⊂ Intent(C) and @C2 ∈ S : Extent(C2) =

Extent(C) then
15: Mark C as deleted and remove C out of S;
16: Add (Extent(C), Intent(C) ∪ Intent(C1)) as modified to S;
17: end if
18: if Extent(C) ⊃ Extent(C1) and Intent(C) 6⊂ Intent(C1) then
19: C1 ← (Extent(C1), Intent(C) ∪ Intent(C1));
20: end if
21: if @C2 ∈ S : Extent(C2) = Extent(C) ∩ Extent(C1) then
22: Add (Extent(C)∩Extent(C1), Intent(C)∪ Intent(C1)) to S and mark it as new;
23: end if
24: if ∃C2 ∈ S : Extent(C2) = Extent(C)∩Extent(C1) and (Intent(C)∪ Intent(C1)) 6⊆

Intent(C2) then
25: C2← (Extent(C2), Intent(C2) ∪ (Intent(C) ∪ Intent(C1));
26: end if
27: end for
28: end procedure

3.4.3 Evolution of the Context and Annotations

Once a strategy has been chosen, the formal context is updated and the change is propagated
to annotations. Let us notice that only the corresponding objects and attributes in the formal
context are updated, and only the annotations that correspond to these objects and attributes
are updated. For instance, the experts choose strategy S1 (Table 3.6) for the action removing
concept C6, attribute OCCURS_IN_woman is then removed from to object hypertensive_disease
in the formal context and the status of the corresponding annotations is updated to invalid
accordingly. The formal context is updated as shown in Table 3.7. Figure 3.10 shows the lattice
for strategy S1 after the data were updated. Steps 6 and 7 in the KESAM process (Figure 3.2)
undertake these tasks. In this way, the lattice and semantic annotations are consistent with the
evaluation of the experts.
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Algorithm 3 Procedure Update2

1: procedure Update2(In, Out: C a concept, S a queue of concepts)
2: for each C1 ∈ S do
3: if Intent(C) = Intent(C1) then
4: Change C, C1 to modified ;
5: if Extent(C) 6⊆ Extent(C1) then
6: C,C1 ← (Extent(C) ∪ Extent(C1), Intent(C));
7: Update1(C, S);
8: else
9: C ← (Extent(C1), Intent(C)) and exit loop;

10: end if
11: end if
12: end for
13: end procedure
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fibromuscular_dysplasia x x x
breast_disease x
hypertensive_disease x
bone_disease x x

Table 3.7: The updated context K.

3.5 The KESAM Implementation and Case Study

The KESAM system supports domain experts in building a knowledge model based on the
concept lattice from a set of texts with semantic annotations. The KESAM system is described
in terms of the main components that build up its functional features in section 3.2.1. In this
section, we present the KESAM user interface developed following the KESAM methodology.

3.5.1 The KESAM User Interface and Usage Scenario

As we have described, in order to get the knowledge model based on the concept lattice and
semantic annotations to be more in accordance with the experts’ requirements, the KESAM
system enables expert interaction by introducing a set of changes in the lattice, the formal
context, and semantic annotations. For this purpose, the KESAM is composed of three main
components: Lattice Editor, Formal Context Editor and Annotation Editor as shown in Figure
3.11. The KESAM system is implemented in Java, in which we have implemented the AddIntent
incremental algorithm from [Merwe et al., 2004] for the lattice construction. The history of
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Statistics Dataset 1 Dataset 2
Number of initial annotations 427 19299
Number of objects in the initial context 157 2401
Number of attributes in the initial context 62 649

Table 3.8: Dataset 1 and dataset 2.

changes is preserved in the system.
A typical usage scenario for the KESAM system is as follows. Experts launch the KESAM

system by specifying a corpus, i.e. a collection of annotation files. Following the process in
Figure 3.2, the annotation files get processed by the system to transform into a formal context
(step 2 in Figure 3.2). The formal context transformed from the set of annotations is then
displayed in the Formal Context Editor. In this editor, experts could see the set of objects
and attributes of the formal context. The Formal Context Editor provides users with a set of
changes in the formal context as described in Table 3.3. Experts can define the set of objects and
attributes of the formal context by removing some objects or attributes that are not meaningful,
adding some new objects or attributes. . . . From the formal context, experts could generate the
lattice. The concept lattice resulting from FCA (step 3 in Figure 3.2) is displayed in the Lattice
Editor. The Lattice Editor displays the lattice and provided experts with the information of
intents and extents of concepts. Experts could search the concepts that they care by specifying
a set of objects or attributes and ask for changes. From the Formal Context Editor or Lattice
Editor, experts can trace back to the annotations which are displayed in the Annotation Editor.
The Annotation Editor shows to experts a list of documents related to the annotations and
highlights them. The Annotation Editor also provides users with a set of changes in semantic
annotations for refining the source of knowledge as described in Table 3.5. Experts can switch
between these editors and make changes in the formal context, the lattice or the annotations to
get the lattice and the annotations as close as possible with their requirements. The KESAM
system is in charge of keeping the formal context, the lattice and the annotations up to date
with the changes.

3.5.2 Case Study

In order to see how the KESAM system behaves in a realistic setting, we applied the KESAM
system to build knowledge models based on the concept the lattice for medical domain. We con-
ducted two datasets, dataset 1 and dataset 2, by extracting abstracts from PubMed16. Dataset
1 contained 10 abstracts about Fibromuscular dysplasia of the renal arteries. Dataset
1 was small so that the evaluation of resulting lattice can be performed in detail. Dataset 2 con-
tained 284 abstracts about Fibromuscular dysplasia of arteries for testing the behavior of
the approach on a large dataset. Table 3.8 shows the information about the initial annotations
and the initial formal contexts of dataset 1 and dataset 2.

The experimental results on the dataset is summarized in Table 3.9. The required time for
building the set of annotations, transferring and visualizing the formal context and the processing
time for updating the lattice and annotations at the time being can be acceptable. Optimizing
the system’s still in progress.

For the experiment on dataset 1, we reached the final lattice satisfying the requirements from
the expert after 12 iterations. At the beginning, we obtained 427 annotations and the formal

16http://www.ncbi.nlm.nih.gov/pubmed
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Statistics Dataset 1 Dataset 2
Number of iterations 12 40
Number of the refined annotations 438 19385
Number of objects in the refined context 125 1935
Number of attributes in the refined context 47 503
Number of concepts in the refined lattice 45 312

Table 3.9: The experimental results on dataset 1 and dataset 2.

ID PMID Text
#1 928685 None showed any evidence of fibromuscular dysplasia of the renal veins .

Table 3.10: An example of tracing back to texts

context with 157 objects and 62 attributes. Annotations that have the same meaning were
unified. For example, annotations of object Fibromuscular Dysplasia and attributes, dysn and
ISA_Disease, have the same meaning that stands for disease. We asked experts to refine the
formal context before building the lattice. Objects and attributes that were the results of noise or
not meaningful were removed, i.e. attribute PROCESS_OF_Patients, which stands for concerning
patients, is not meaningful as all diseases concern patients. The traceability was helpful in finding
noise. For instance, from the formal context, we looked back to the texts that mention object
Structure of renal vein and property LOCATION_OF_Fibromuscular Dysplasia. According
to the meaning of the text (ID #1 in Table 3.10, objects are colored in yellow, properties in
green), we found that object Structure of renal vein (renal veins) should not have property
LOCATION_OF_Fibromuscular Dysplasia (fibromuscular dysplasia in the text). At the first loop,
the formal context contained 146 objects and 56 attributes. The lattice at the first loop contained
60 concepts. Then, experts verified in the lattice. They found some anomalies in the lattice and
tried to improve it using the KESAM system. Throughout the iterations, the lattice got better
progressively. We reached the final the lattice after 12 iterations. In the final knowledge model
based on the concept lattice, we distinguish clearly two kinds of concepts: diseases and body
parts. The group of concepts about body parts was split according to the diseases that often occur
in. One of them was a concept grouping a set of artery objects (Structure of renal artery,
Entire renal artery, Carotid Arteries, Entire right renal artery) as the body parts
that disease Fibromuscular Dysplasia occurs in, which is mainly mentioned in the dataset.

Making changes in a knowledge model is quite complicated from users’ point of view. It
is not easy to say what changes should be done in a knowledge model. For example, it is not
easy to say which attributes should be characterized for a concept. Our work uses FCA to
find all the concepts and suggests to users as a guideline. The system KESAM is our first
attempt of translating from the changes in the knowledge model based on the concept lattice
and annotations to the language that experts can say. The number of iterations for reaching the
desired knowledge model based on the concept lattice depends on the way that experts verify
and make changes. A good change decision can reduce a lot of effort for the next iteration. The
case study confirmed the advantages of unifying knowledge extraction and semantic annotation
in the same process.
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3.6 Conclusion

We have presented our methodology KESAM using Formal Concept Analysis for interactive and
iterative extracting knowledge from texts. In KESAM, knowledge extraction and semantic an-
notation are unified into one single process to benefit both knowledge extraction and semantic
annotation. Semantic annotations are used for formalizing the source of knowledge in texts and
keeping the traceability between the knowledge model and the source of knowledge. Formal Con-
cept Analysis is placed at the center of the KESAM system to build the knowledge model based
on the concept lattice iteratively and ensure the link between knowledge model and semantic
annotations. The novelty of KESAM as compared with the other work is, it is able to get feed-
back from domain experts to make explicit the changes that are needed for the formal context,
the concept lattice and semantic annotations to be more in accordance with the experts’ require-
ments. The KESAM process enables expert interaction by introducing the sets of changes in
the formal context, the concept lattice and semantic annotations. Domain experts can evaluate
and make changes in the formal context, the concept lattice or semantic annotations until they
reach an agreement between the knowledge model and their own knowledge or requirements.
Along with a change, its consequence in the lattice is reported to domain experts so that domain
experts can decide if that change should be applied. The KESAM process then is in charge of
keeping the formal context, the lattice and semantic annotations up to date with the changes. In
such an interactive and iterative process, the system is able to keep the consistency between the
knowledge model based on the concept lattice and semantic annotations, and converges towards
a knowledge model close to the requirements of domain experts. Thanks to the link between
annotations and the knowledge model, the traceability between the knowledge model and the
source of knowledge in texts can be enabled, semantic annotations can be efficiently updated
when the knowledge model changes, and conversely. Moreover, by classifying objects according
to their attributes using FCA, the system can work with both atomic and defined concepts.

The contributions of the work presented in this chapter are the following:

• A methodology for interactive and iterative extracting knowledge from texts that benefit
both knowledge extraction and semantic annotation: the traceability between the knowl-
edge model and the source of knowledge in texts can be enabled; the knowledge model
can be efficiently updated when semantic annotations change, and conversely; knowledge
extraction and semantic annotation can work with both atomic and defined concepts.

• A formalization of semantic annotations for formalizing the source of knowledge in texts
that is used to build the concept lattice by FCA and providing the traceability.

• A formulation of changes in formal contexts, concept lattices and semantic annotations.

• An incremental lattice building approach for implementing changes and managing the
consequences of changes in the concept lattice.

• An implementation of the KESAM system. We experimented the approach for building
knowledge bases about rare diseases. This approach are independent of the application
domain and can be used in any field.

The lessons learned from this work are:

• It is not easy to explain why a consequence of a change happens to the lattice from expert
knowledge’s point of view, and therefore, it is not easy for domain experts to decide which
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change strategy should be applied. Experts need to be assisted in the interpretation of the
consequences of changes.

• Manually refining the lattice and observing the consequences of changes can overwhelm
domain experts. An approach for reducing or simplifying the task of expert interaction in
evaluation and refinement of the lattice is needed.

These problems are related to the usage of formal methods in an expert interaction system.
Formal methods can help to manage the consequences of changes in the lattice and reduce expert
interaction. However, formal methods do not give the explanations why those consequences of
changes happen in the lattice from the expert knowledge’s point of view. Therefore, bringing
the meaning from the point of view of the expert knowledge to the results of formal methods is
a necessary requirement. In the next chapter, we will discuss a new approach of lattice-based
interaction for refining the lattice with respect to the requirements of domain experts, in which
we will address the problems of using formal methods to manage the consequence of changes,
to explain why the consequences of changes happen in the lattice from the expert knowledge’s
point of view.
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The initial lattice

The resulting lattice

deleted

modified

Figure 3.9: The initial lattice and the resulting lattice after removing attribute OCCURS_IN_woman from
concept C6 (strategy S1).
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Figure 3.10: The updated lattice L.

Figure 3.11: A screenshot of the KESAM system
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4.1 Introduction

Formal Concept Analysis (FCA) [Ganter and Wille, 1999] is a formal conceptualization method
which has proved to be very efficient as a bottom-up approach for building ontologies [Fennouh
et al., 2014, Poelmans et al., 2013, Jia et al., 2009, Bendaoud et al., 2008a, Bendaoud et al.,
2008b, Cimiano et al., 2005, Obitko et al., 2004]. FCA exploits all necessary elements for the
representation of knowledge: individuals and their descriptions and elicits from data a class
schema in the form of either a set of attributes implications or a concept lattice. The hierarchical
structure of the concept lattice resulting from FCA fulfills the need for organizing classes into
a hierarchy from the most general to the most specific concepts. The definitions of formal
concepts in FCA can be used as a base for building definitions of concepts in a description
logic knowledge base [Bendaoud et al., 2008a, Bendaoud et al., 2008c, Rouane-Hacene et al.,
2008, Huchard et al., 2007, Rouane-Hacene et al., 2007]. The lattice structure is suitable for
building the concept hierarchy of an ontology, i.e. the knowledge model of an ontology: it allows
a concept to have more than one super-concepts or sub-concepts, which is close to the real-life
concept organization [Ganter and Wille, 1999,Wille, 2002,Cimiano and Völker, 2005, Jia et al.,
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2009]. Moreover, the logical structures of formal concepts and concept lattices are effective in
supporting human reasoning [Wille, 2002, Napoli, 2005]. The lattice is thus considered as a
knowledge model where domain experts could select the concepts that fit their needs to build
the final ontology. However, building knowledge bases is a cognitive process and does not obey to
strict and formal rules, domain experts may understand the domain in a different way than what
is represented in data, and often there exists a gap between the representation model based on a
concept lattice and the representation model of a domain expert. For example, in the domain of
animals, an expert may expect that the rule “mammal implies do not lay eggs” holds, while this
may not be the case if the platypus is among the objects in the formal context. Domain experts
may not be happy with the knowledge model provided by the lattice and thus, would like to
make it to be more in accordance with their own knowledge. There are several reasons that can
lead to the gap between the knowledge model based on a concept lattice and the representation
model of a domain expert: (1) the fact that FCA builds formal concepts from object descriptions
(bottom-up approach) makes it prone to unwanted concept creation if there is noise, errors or
exceptions in the data; (2) formal concepts may represent unwanted levels of granularity.

In order to bridge the possible gap between the representation model based on a concept
lattice and the representation model of a domain expert, researchers [Carpineto and Romano,
2004,Belohlavek and Sklenar, 2005,Messai et al., 2008] have tried to integrate experts’ knowledge
in the form of dependencies between attributes into lattices. Asking for removing some attributes
from the formal context as described in the KESAM system in chapter 3 would be straightfor-
ward if those attributes are noise or not meaningful for domain experts. However, this is not
always the case. When classifying objects according to their attributes, humans usually follow
a top-down approach and the importance of attributes is often considered: important attributes
are used to form upper concepts, and less important attributes are used to form lower concepts.
The relationships between the importance of attributes present “natural” dependencies which
are familiar with humans in ordinary life. For example, when classifying animals according to
their attributes {is_animal, is_vertebrate, is_invertebrate,...}, an expert has in her mind
a representation model given in Figure 4.1. First, she looks for attribute is_animal to form
upper concept Animals. Then, attributes is_vertebrate and is_invertebrate will come to
form lower concepts Vertebrates and Invertebrates. Hence, attributes is_vertebrates and
is_invertebrate are less important than attribute is_animal, i.e. attributes is_vertebrates
and is_invertebrate depend on attribute is_animal (vertebrates and invertebrates are ani-
mals). In this example, to meet the expert’s point of view, the dependencies between attributes
should be taken into account in the concept lattice. Several approaches [Carpineto and Romano,
2004, Belohlavek and Sklenar, 2005, Messai et al., 2008] have been proposed to integrate the
dependencies between attributes into lattices. In these approaches, the dependencies between
attributes serve as constraints that lead to more meaningful concepts in a lattice: formal concepts
which satisfy the constraints are then provided to experts, and formal concepts which do not
satisfy the constraints are disregarded. The advantage of these approaches is to provide domain
experts with more comprehensible structures of formal concepts.

Accordingly, in this chapter, we introduce an approach to bridge the possible gap between
the representation model based on a concept lattice and the representation model of a domain
expert. As the logical structures of formal concepts and concept lattices are effective in supporting
human reasoning [Wille, 2002, Napoli, 2005], we would like to provide a formal framework for
integrating expert knowledge into concept lattices in such a way that we can maintain the lattice
structure. Moreover, instead of providing only concepts that satisfy experts’ knowledge, the
framework allows experts to keep a trace of changes occurring in the original lattice and the final
constrained version. On the one side, there is a representation model based on a concept lattice
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Figure 4.1: An example of animal classification.

that is automatically issued from data. On the other side, experts have a representation model
in their mind. Through the trace of changes, experts can access how concepts in practice are
related to concepts automatically issued from data.

In this work, in order to bridge the gap above, we “align” a set of attribute dependencies
with the set of implications provided by the concept lattice, leading to modifications in the
original lattice. The method extends the definition of dependencies between single attributes
introduced in [Belohlavek and Sklenar, 2005] to the case of dependencies between attribute
sets, and allows domain experts to have more possibilities for expressing constraints. We are
able to build the constrained lattices and provide the trace of changes by using extensional
projections [Ganter and Kuznetsov, 2001, Pernelle et al., 2002] over lattices. From an original
lattice, two different projections produce two different constrained lattices, and thus, the gap
between the representation model based on a concept lattice and the representation model of a
domain expert is filled with projections.

This chapter is organized as follows. Firstly, we introduce some basic notions of attribute
implications, attribute dependencies, and projections that provide the foundations of our work.
Next, we detail the approach for generating constrained lattices, providing the trace of changes
by using extensional projections. Finally, we conclude our work and draw some perspectives over
the approach.

4.2 Preliminaries

Let us recall the definitions of attribute implications in FCA [Ganter and Wille, 1999], attribute
dependencies and concept lattices constrained by attribute dependencies introduced in [Be-
lohlavek and Sklenar, 2005,Messai et al., 2008]. Later, we will extend these definitions to deal
with dependence relations between attribute sets. Examples are also given to show how this kind
of knowledge is integrated into concept lattices. In addition, we examine the relation between at-
tribute dependencies and attribute implications. The formal properties of attribute implications
in lattices are then exploited to build the projections for our framework. Finally, we recall the
definition of projections [Ganter and Kuznetsov, 2001, Soldano and Ventos, 2011] in a concept
lattice that we will use in our contributions.

4.2.1 Attribute Implication

Implications in a formal context represent dependence relations between attributes existing in
data [Duquenne and Guigues, 1986, Ganter and Wille, 1999]. In the following, we give the
definition of attribute implications based on [Ganter and Wille, 1999].
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bear (g1) x x x
carp (g2) x x x x
chicken (g3) x x x x x x
crab (g4) x x
dolphin (g5) x x x x x
honeybee (g6) x x x
penguin (g7) x x x x x x
wallaby (g8) x x x

Table 4.1: Formal context of animals

Definition 4.1 (Attribute Implication [Ganter and Wille, 1999]). An implication between sets
of attributes X,Y ⊆M in a formal context (G,M, I) is denoted by X → Y , where every object
having all the attributes from X has also all the attributes from Y , i.e. X ′ ⊆ Y ′.

Example 4.1. Consider a formal context given in Table 4.1. This formal context repre-
sents data about animals (g1: bear, g2: carp, g3: chicken, g4: crab, g5: dolphin,
g6: honeybee, g7: penguin, g8: wallaby) and their attributes (m1: has_two_legs, m2:
lays_eggs, m3: can_fly, m4: has_wings, m5: has_fins, m6: has_feathers, m7: has_milk, m8:
has_backbone, m9: lives_in_water). In this formal context, implication m6 : has_feathers→
m8 : has_backbone holds because every object having attribute m6: has_feathers has also at-
tribute m8: has_backbone;
implication {m5 : has_fins} → {m8 : has_backbone, m9 : lives_in_water} holds because ev-
ery object having attribute m5:has_fins has also all the attributes from the attribute set {m8:
has_backbone, m9:lives_in_water}.

An attribute implication can be read off from a formal context by Proposition 4.1 or from a
concept lattice by Proposition 4.2 [Ganter and Wille, 1999].

Proposition 4.1 ( [Ganter and Wille, 1999]). An implication X → Y between set of attributes
X,Y ⊆ M holds in (G,M, I) iff Y ⊆ X ′′, where X ′ is the set of objects which have all the
attributes in X, X ′′ standing for (X ′)′ is the set of attributes which are common to all the
objects in X ′. It then automatically holds in the set of all concept intents as well.

Proposition 4.2 ( [Ganter and Wille, 1999]). An implication X → Y between set of attributes
X,Y ⊆ M holds in a lattice iff X → m holds for each m ∈ Y . X → m holds iff (m′,m′′) ≥
(X ′, X ′′), where X ′ is the set of objects which have all the attributes in X, X ′′ standing for
(X ′)′ is the set of attributes which are common to all the objects in X ′, m′ is the set of objects
which have attribute m, m′′ standing for (m′)′ is the set of attributes which are common to all
the objects in m′. (m′,m′′) is the attribute concept of m.
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For each formal context, there exists a sound and complete set of attribute implications called
implication base or Duquenne-Guigues base [Duquenne and Guigues, 1986].

4.2.2 Constrained Concept Lattices w.r.t. Attribute Dependencies

Different from implications, attribute dependencies do not arise from data. They are dependence
relations that experts expect to exists as attribute implications. Attribute dependencies represent
experts’ knowledge when classifying objects according to their attributes such that, important
attributes are used to form upper concepts, and less important attributes are used to form lower
concepts. Attribute dependency was firstly introduced by Belohlavek and Sklenar [Belohlavek
and Sklenar, 2005] and then extended by Messai et al. [Messai et al., 2008] as a formalization
of dependency relations between single attributes. In the following, we provide the definition of
attribute dependencies based on [Belohlavek and Sklenar, 2005] and [Messai et al., 2008].

Definition 4.2 (Attribute Dependency adapted from [Messai et al., 2008]). An attribute de-
pendency, denoted as x ≺ y, is a representation of an expert’s belief, where all objects having
attribute x should also have attribute y. Consider an attribute dependency as a simile to an
attribute implication which does not necessarily hold in data.

Example 4.2. Consider the dataset about animals depicted in the formal context shown in
Table 4.1. If an expert believes all animals that have wings can fly, we can represent this belief
as m4 : has_wings ≺ m3 : can_fly.

Clearly, this belief is wrong as penguins cannot fly and have wings. Thus, there is no im-
plication in the form m4 : has_wings → m3 : can_fly that hold in the formal context. In the
following, we will show how to deal with this situation.

Definition 4.3 (Formal Concept Satisfaction [Belohlavek and Sklenar, 2005]). A formal concept
(A,B) satisfies an attribute dependency x ≺ y between attributes x and y iff whenever x ∈ B
then y ∈ B.

Example 4.3. Consider the concept lattice built from the formal context given in Table 4.1 as
shown in Figure 4.2. In this lattice, concept C12 whose intent is {m2: lays_eggs, m3: can_fly,
m4: has_wings} satisfies attribute dependency m4 : has_wings ≺ m3 : can_fly because its intent
contains both attributes m4 : has_wings and m3 : can_fly; concept C4 whose intent is {m3:
can_fly } satisfies attribute dependency m4 : has_wings ≺ m3 : can_fly because its intent does
not contain attribute m4 : has_wings. Instead, concept C11 whose intent is {m2 : lays_eggs, m4 :
has_wings} does not satisfy attribute dependency m4 : has_wings ≺ m3 : can_fly because its
intent contains attribute m4 : has_wings, but not attribute m3 : can_fly.

Definition 4.4 (Constrained Poset [Belohlavek and Sklenar, 2005]).

1) A concept lattice L constrained by an attribute dependency x ≺ y, is the collection of all
formal concepts from lattice L which satisfy x ≺ y.

2) A concept lattice L constrained by a set of attribute dependencies D, is the collection of
all formal concepts from lattice L which satisfy all attribute dependencies in D.

Notice that both collections are partially ordered subsets of the original lattice L [Belohlavek
and Sklenar, 2005]. We will refer to these collections as constrained posets of lattice L w.r.t.
dependency x ≺ y (or w.r.t. the set of dependencies D).
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Figure 4.2: The concept lattice built from the formal context given in Table 4.1.
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                                m4      m3

Figure 4.3: The lattice constrained by m4 ≺ m3.
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Example 4.4. Consider the dataset about animals, i.e. the formal context given in Table 4.1.
From the formal context, we get the concept lattice as shown in Figure 4.2. Suppose that
an expert provides her knowledge in the form of an attribute dependency m4 : has_wings ≺
m3 : can_fly. This attribute dependency serves as a constraint to get formal concepts which
satisfy the expert’s point of view. The constrained poset of L by attribute dependency m4 :
has_wings ≺ m3 : can_fly is the collection of all formal concepts from the lattice shown in
Figure 4.2 which satisfy this attribute dependency, i.e. the collection of the formal concepts
circled blue in Figure 4.3. Concepts C11, C14, C20 in Figure 4.3 which do not satisfy attribute
dependency m4:has_wings ≺ m3 : can_fly are disregarded.

Both attribute implications and attribute dependencies represent the dependencies between
attributes. Attribute implications come out from data while attribute dependencies encode ex-
perts’ knowledge. Experts may say things different than data, and thus, an attribute dependency
may not fit with any implication extracted from data. This is what we call the gap between gap
between the representation model based on a concept lattice and the representation model of a
domain expert.

Example 4.5. Consider again the data about animals, the formal context given in Table 4.1.
Suppose that an expert wants an attribute dependency m4 : has_wings ≺ m3 : can_fly.
This attribute dependency does not fit any implication extracted from the data, i.e. m4 :
has_wings → m3 : can_fly is not an actual implication. In this situation, attribute depen-
dency m4 : has_wings ≺ m3 : can_fly represents an “expertise refinement”.

4.2.3 Projections

Projections are mathematical functions that allow simplifying a concept lattice by mapping
formal concepts through functions applied to the extent or the intent (extensional or intensional
projections respectively [Pernelle et al., 2002, Soldano and Ventos, 2011]). Projections are also
used for simplifying descriptions of concepts in pattern structures [Ganter and Kuznetsov, 2001,
Buzmakov et al., 2015]. In partial order theory, projections are known as kernel operators or
interior operators. For our purpose, we use extensional projections.

Definition 4.5 (Extensional Projection adapted from [Pernelle et al., 2002]). ψ is an extensional
projection of a lattice L iff for each pair (A1, A2) of extents of L, we have:

• if A1 ⊆ A2, then ψ(A1) ⊆ ψ(A2) (monotone),

• ψ(A1) ⊆ A1 (contractive), and

• ψ(ψ(A1)) = ψ(A1) (idempotent).

The result of a projection over a lattice is also a lattice as explained in Proposition 4.3 [Pernelle
et al., 2002].

Proposition 4.3 ( [Pernelle et al., 2002]). Let L be a lattice with the join operator ∨L and
meet operator ∧L, and ψ be an extensional projection of L, then ψ(L) is also a lattice with the
join operator ∨ and the meet operator ∧ defined as, for any pair A1, A2 ∈ ψ(L):

• A1 ∨A2 = A1 ∨L A2

• A1 ∧A2 = ψ(A1 ∧L A2)

68



4.3. Projections for Generating Constrained Lattices

Let L be a lattice and ψ an extensional projection of L, then the set of extents E in L can
be divided into two sets:

E = {e ∈ E|ψ(e) = e}∪ {e ∈ E|ψ(e) 6= e}. The set {e ∈ E|ψ(e) = e} is called the fixed point
of ψ.

The mapping of a concept in a lattice onto the corresponding concept in the projected lattice
can be computed thanks to Proposition 4.4.

Proposition 4.4 ( [Soldano and Ventos, 2011]). Let L be a lattice and ψ be an extensional
projection of L, then a concept (A,B) in L is projected in the corresponding lattice ψ(L) on the
concept (A1, B1) such that A1 = ψ(A) and B1 = A′1.

It is worth noticing that the result of a projection is actually a concept lattice. For our
purposes, this adds the benefit that the result of constraining a lattice through a projection
preserves the lattice structure. Hereafter, we will refer to the result of constraining the lattice
through a projection as a constrained lattice.

4.3 Projections for Generating Constrained Lattices

As previously discussed, in a given formal context, there exists some implications that represent
attribute dependencies among attributes. However, from the perspective of a domain expert
some implications may not be presented in data for different reasons. For example, some objects
may have missing attribute associations or may have wrongly assigned attributes. In a different
scenario, an expert may simply want to observe formal concepts aligned through her particular
point-of-view of the domain. Thus, often there exists a gap between the relations of attributes
in the data and the relations of attributes as a domain expert understands them.

4.3.1 Discussion about Constrained Lattices

In order to bridge the gap between the representation model based on a concept lattice and the
representation model of a domain expert, we “align” a set of attribute dependencies with the set of
implications provided by the concept lattice. According to Definition 4.2, if an implication x→ y
holds in a lattice, then that lattice satisfies the attribute dependency x ≺ y. To build a lattice
satisfying a set of attribute dependencies, we look for a lattice that holds the corresponding set of
attribute implications. In our setting, we want to use a well-founded process base on projections.
Thus, we provide a method for constraining the lattice in such a way that the lattice structure is
preserved. Moreover, we provide experts with explanations on why some concepts in the original
lattice disappear. The explanations are provided in the form of a mapping of these concepts onto
the corresponding concepts in the constrained version. We refer to these mappings as the trace
of changes occurring in the original lattice and the final constrained version. We achieve this by
using extensional projections over lattices.

We illustrate this scenario as shown in Figure 4.4, where a lattice L is mapped onto a lattice
L1 which is a constrained version w.r.t. the attribute dependency x ≺ y. Let us call this mapping
ς.

We observe the following characteristics of ς:

(i) ς reduces the size of the lattice L because the constrained lattice L1 do not contain the
formal concepts in L that do not satisfy the attribute dependency x ≺ y,

(ii) According to the lattice structure, ς reduces the concept extents while increasing their
intents:
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Lattice Lattice

Constrained by attribute dependencies



yx 

Figure 4.4: Mapping function between a lattice and the lattice constrained by attribute dependencies.

– If a concept C ∈ L satisfies attribute dependency x ≺ y, then ς(C) = C.

– If a concept C ∈ L does not satisfy x ≺ y (the intent of C contains x, but not y),
let us denote intent of a concept C by int(C), then, in order to satisfy x ≺ y in L1,
int(ς(C)) = int(C) ∪K, where K is a set of attributes that contains y.

By this observation, we know that ς simplifies concept extents in the original lattice L in
such a way that the size of L is reduced and the lattice structure is preserved. In order to get
formal concepts in L satisfying the constraints, ς replaces the concept extents in that lattice
with smaller sets of objects which are still extents. This replacement may result in a loss of
information. Hence, the trace of changes is useful for domain experts to be aware that some
concepts in the lattice will be lost some important objects. Indeed, (i) and (ii) are consequences
of the fact that ς is an extensional projection. ς is a special case of projections from [Ganter and
Kuznetsov, 2001,Pernelle et al., 2002]. This extensional projection does not create new extents,
it replaces the concept extents in the lattice with smaller extents.

In the following, we describe how the extensional projection is defined in two different cases,
namely for a single attribute dependency and for a set of attribute dependencies.

4.3.2 Projections for Constrained Lattices w.r.t. Dependencies between At-
tribute Sets

In this section, we first define the extensional projection for a simple situation of constraining
the lattice w.r.t. a dependency between single attributes, and then extend the projection to the
situation of constraining the lattice by a dependency between attribute sets.

Projections for Constrained Lattices w.r.t. Dependencies between Single Attributes

Let us consider the problem of finding an extensional projection ψ : L → L1, where L is a concept
lattice which does not satisfy the attribute implication x → y between attributes x, y ∈ M , L1
is the projected lattice of L which satisfies the implication x→ y.

The following propositions state the main properties of the extensional projection ψ.

Proposition 4.5. Let L be a concept lattice which does not satisfy the attribute implication
x→ y between attributes x and y, then:

x′ 6⊆ y′ =⇒ x′ ∩ y′ ⊂ x′

Proof. Because the lattice L does not satisfy the implication x→ y, according to Proposition 4.2
of attribute implications in a concept lattice, (y′, y′′) 6≥ (x′, x′′). So, x′ 6⊆ y′ =⇒ x′ ∩ y′ ⊂ x′.
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Proposition 4.6. Let L be a concept lattice which does not satisfy the attribute implication
x → y between attributes x and y, and ψ be an extensional projection of L such that the
projected lattice satisfies x→ y, then:

1) ψ(x′) is the maximal set of objects having attribute x in the projected lattice,

2) ψ(y′) is the maximal set of objects having attribute y in the projected lattice, and

3) ψ(x′) ⊆ ψ(y′).

Proof.

1) Let A be an extent in L such that x ∈ A′, then A ⊆ x′ because x′ is the maximal set of
objects having attribute x in L. By the monotonic property of projections, in the projected
lattice, we have ψ(A) ⊆ ψ(x′). So, ψ(x′) is the maximal set of objects having attribute x
in the projected lattice.

2) Similarly, ψ(y′) is the maximal set of objects having attribute y in the projected lattice.

3) Because the projected lattice satisfies the implication x→ y, according to Proposition 4.2
of attribute implications in a concept lattice, we have
(ψ(y′), ψ(y′)′) ≥ (ψ(x′), ψ(x′)′). So, we have ψ(x′) ⊆ ψ(y′).

Proposition 4.7. Let L be a concept lattice which does not satisfy the attribute implication
x → y between attributes x and y, and ψ be an extensional projection of L such that the
projected lattice satisfies x→ y, then:

ψ(x′) = x′ ∩ y′

Proof.

1) As the projected lattice satisfies x → y, according to Proposition 4.6, we have ψ(x′) ⊆
ψ(y′).

2) ψ(y′) ⊆ y′ (by the contractive property of projections).

3) As a result of 1) and 2), we have ψ(x′) ⊆ ψ(y′) ⊆ y′.

4) ψ(x′) ⊆ x′ (by the contractive property of projections).

5) As a result of 3) and 4), we have ψ(x′) ⊆ x′ ∩ y′.

6) According to Proposition 4.6, ψ(x′) is the maximal set of objects having attribute x in the
projected lattice L1.

7) We know that x′ ∩ y′ is an extent in L, and the objects in this set have both attributes x
and y, i.e. the concept with the extent x′∩y′ in L satisfies the attribute implication x→ y
and remains the same in L1. So, the extent x′ ∩ y′ exists in L1 and the objects in this set
contain attribute x.

8) As a result of 6) and 7), we have x′ ∩ y′ ⊆ ψ(x′).
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

Figure 4.5: Three possible categories of extents in lattice L when ψ(x′) = x′ ∩ y′.

From 5) and 8), we have ψ(x′) = x′ ∩ y′.

Proposition 4.7 gives us an important property of the extensional projection ψ to observe
changes in the lattice L: From lattice L which does not satisfy the implication x → y, we are
going to project x′ in lattice L to x′∩ y′ to get the projected lattice that satisfies the implication
x→ y.

Given a concept lattice L which does not satisfy the attribute implication x → y between
attributes x and y, an extensional projection ψ of L such that ψ(x′) = x′∩y′, extents A in lattice
L can be divided into three categories as shown in Figure 4.5.

• Category I contains all extents A that are subsumed by x′ ∩ y′, i.e. A ⊆ (x′ ∩ y′) ⊂ x′

(x′ ∩ y′ ⊂ x′ by Proposition 4.5).

• Category II contains all extents A that are subsumed by x′ but not subsumed by x′ ∩ y′,
i.e. A ⊆ x′, A 6⊆ (x′ ∩ y′).

• Category III contains extents A that are not in parts I, II, i.e. A 6⊆ x′.

Consider an element A in Category I (A ⊆ (x′ ∩ y′) ⊂ x′). x′ ∩ y′ is an extent in L, and
the objects in this set have both attributes x and y, i.e. the concept with extent x′ ∩ y′ satisfies
the attribute implication x → y. Because A is subsumed by x′ ∩ y′, the concept with extent A
satisfies the attribute implication x → y. So, the concept with extent A in L remains the same
in the projected lattice, i.e. ψ(A) = A. Part I is a component of the fixed point of the projection
ψ.

Consider an element A in Category III (A 6⊆ x′). Because the objects in A do not have
attribute x, the concept with extent A in L satisfies the attribute implication x → y. These
concepts remain the same in the projected lattice, i.e. ψ(A) = A. Part III is also a component
of the fixed point of the projection ψ.

Consider an element A in Category II (A ⊆ x′, A 6⊆ (x′ ∩ y′)). We have:
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1) ψ(A) ⊆ A (by the contractive property of projections)

2) Because A ⊆ x′, ψ(A) ⊆ ψ(x′) (by the monotonic property of projections). Moreover,
ψ(x′) = x′ ∩ y′ (by Proposition 4.7). So, ψ(A) ⊆ x′ ∩ y′.

As a result of 1) and 2), ψ(A) ⊆ A ∩ (x′ ∩ y′).
In order to have the largest fixed point, we set ψ(A) = A ∩ (x′ ∩ y′). ψ(A) = A ∩ (x′ ∩ y′)

complies with the properties of projections (see Appendix) and concept with extent ψ(A) satisfies
the implication x → y because objects in ψ(A) = A ∩ (x′ ∩ y′) have both attributes x and y.
This introduces the fact that Part II constrains concepts which are projected in such a way that
ψ(A) = A ∩ (x′ ∩ y′).

Thus, the extensional projection with the largest fixed point among the projections given by
ψ(x′) = x′ ∩ y′ is:

ψ(A) =

{
A ∩ (x′ ∩ y′) if A ⊆ x′AND A 6⊆ (x′ ∩ y′),
A otherwise.

(4.1)

This projection gives the projected lattice that satisfies the attribute implication x→ y. The
trace of changes occurring in the original lattice L and the constrained lattice L1 can be obtained
thanks to Proposition 4.4.

Example 4.6. Let us consider the previous Example 4.4 where the formal context is given in
Table 4.1, the lattice built from this formal context shown in Figure 4.2, and the expert provides
her knowledge in the form of an attribute dependency m4 : has_wings ≺ m3 : can_fly. According
to the data in Table 4.1:

• m4′={g3, g6, g7},

• m3′={g3, g5, g6},

• m4′ ∩ m3′={g3, g6}.

Applying Equation 4.1, the extensional projection ψ for generating the lattice constrained
by the dependency m4 : has_wings ≺ m3 : can_fly from the original lattice is:

ψ(A) =

{
A ∩ {g3, g6} if A ⊆ {g3, g6, g7}AND A 6⊆ {g3, g6},
A otherwise.

(4.2)

Figure 4.6 depicts the constrained lattice and the trace of changes provided by the projec-
tion ψ. In Figure 4.6, the formal concepts of the constrained lattice are circled blue. Thanks
to Proposition 4.4, we obtain the trace of changes occurring in the original lattice L and the
constrained lattice L1 including C11 in lattice L is changed to C12 in constrained lattice L1, C14

in L is changed to C18 in L1, and C20 in L is changed to C19 in L1.
An interpretation of the change C11 in L to C12 in L1 according to the semantics of the

extensional projection is as follows. According to the data, objects g3: chicken, g6: honeybee
are grouped together with object g7: penguin to form a concept C11 whose intent is {m2:
lays_eggs, m4: has_wings}. According the expert, animals that have wings should also fly
(m4 : has_wings ≺ m3 : can_fly), object g7: penguin should not be grouped together with
objects g3: chicken and g6: honeybee to form a concept. This is better represented by concept
C12 whose extent is {g3: chicken, g6: honeybee} and intent is {m2: lays_eggs, m3: can_fly,
m4: has_wings}. It is similar for the interpretations of the changes, C14 in L is changed to C18

in L1 and C20 in L is changed to C19 in L1.
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   m4      m3

(m4’,m4’’)

(m3’,m3’’)

Figure 4.6: The lattice constrained by m4 ≺ m3 and the trace of changes.
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                                m3      m4

(m3’,m3’’)

(m4’,m4’’)

Figure 4.7: The lattice constrained by m3 ≺ m4 and the trace of changes.

Example 4.7. Consider the running example where the expert provides her knowledge in the
form of an attribute dependency m3 : can_fly ≺ m4 : has_wings. According to the data in
Table 4.1:

• m3′={g3, g5, g6},

• m4′={g3, g6, g7},

• m4′ ∩ m3′={g3, g6}.

Applying Equation 4.1, the extensional projection ψ for generating the lattice constrained
by the dependency m3 : can_fly ≺ m4 : has_wings from the original lattice is:

ψ(A) =

{
A ∩ {g3, g6} if A ⊆ {g3, g5, g6}, A 6⊆ {g3, g6},
A otherwise.

(4.3)

Figure 4.7 depicts the constrained lattice and the trace of changes provided by the projection
ψ. In Figure 4.7, the formal concepts of the constrained lattice are circled blue. Applying
Proposition 4.4, the trace of changes in this example contains C4 in lattice L is changed to C12

in constrained lattice L1, C9 in L is changed to C18 in L1, and C15 in L is changed to C19 in L1.
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An interpretation of the change C4 in L to C12 in L1 according to the semantics of the ex-
tensional projection is as follows. According to the data, objects g3: chicken, g6: honeybee are
grouped together with object g5: dolphin to form a concept C4 whose intent is {m3: can_fly}.
According the expert, animals that can fly should also have wings (m3 : can_fly ≺ m4 :
has_wings), g5 : dolphin should not be grouped together with objects g3: chicken and g6:
honeybee to form a concept. This is better represented by concept C12 whose extent is {g3:
chicken, g6: honeybee} and intent is {m2: lays_eggs, m3: can_fly, m4: has_wings}. By check-
ing the change C4 in L to C12 in L1, we found that the data contain a noisy element: dolphins
can fly.

Projections for Constrained Lattices w.r.t. Dependencies between Attribute Sets

To deal with dependencies between attribute sets, we provide a generalization of the definition
of attribute dependencies introduced in [Belohlavek and Sklenar, 2005]. This definition can be
applied to both single attributes and attribute sets.

Definition 4.6 (Dependency between Attribute Sets). A dependency between attribute sets X
and Y is in the form X ≺ Y , where attribute set X is less important than attribute set Y , and
the presence of X is not meaningful without the presence of Y .

Definition 4.7 (Formal Concept Satisfaction). A formal concept (A,B) satisfies a dependency
X ≺ Y between attribute sets X and Y iff whenever X ⊆ B then Y ⊆ B.

Example 4.8. Consider the concept lattice as shown in Figure 4.2. In this lattice, concept C18

whose intent is {m1, m2, m3, m4, m6, m8} satisfies the dependency {m1, m2} ≺ {m3} because
its intent contains both the attribute sets {m1, m2} and {m3}. Instead, concept C14 whose
intent is {m1, m2, m4, m6, m8} and concept C20 whose intent is {m1, m2, m4, m6, m8, m9}
do not satisfy the dependency {m1, m2} ≺ {m3} because their intent contains the attribute set
{m1, m2}, but not the attribute set {m3}.

Definition 4.8 (Constrained Concept Lattice).

(1) A concept lattice L constrained by a dependency X ≺ Y between attribute sets X and Y ,
is the collection of all formal concepts from lattice L which satisfy X ≺ Y .

(2) A concept lattice L constrained by a set of dependencies D, is the collection of all formal
concepts from lattice L which satisfy all the dependencies in D.

Example 4.9. Consider the concept lattice shown in Figure 4.2. The lattice constrained by the
dependency {m1, m2} ≺ {m3} is the collection of all the formal concepts from the lattice shown
in Figure 4.2 which satisfy this dependency, i.e. the collection of the formal concepts circled blue
in Figure 4.8.

According to Definition 4.1 of attribute implications, if an implication X → Y between
attribute sets X and Y holds in a lattice, then that lattice satisfies the dependency X ≺ Y .
Thus, similar to dependencies between single attributes, our mapping function in the case of
dependencies between attribute sets is an extensional projection that gives a projected lattice
satisfying an implication between these attribute sets.

Given a concept lattice L which does not satisfy the implication X → Y between attribute
sets X,Y ⊆ M , the extensional projection for generating the projected lattice that satisfies the
implication X → Y from L is:
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                       {m1,m2}      {m3}

Figure 4.8: The lattice constrained by {m1, m2} ≺ {m3}.
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ψ(A) =

{
A ∩ (X ′ ∩ Y ′) if A ⊆ X ′AND A 6⊆ (X ′ ∩ Y ′),
A otherwise.

(4.4)

Because the properties of attribute implications (Propositions 4.1 and 4.2) and projections
in lattices are true for both single attributes and attribute sets, the properties of the projection
in case of single attributes can be extended to attribute sets. The following propositions state
the properties of the projection ψ in the case of attribute sets.

Proposition 4.8. Let L be a concept lattice which does not satisfy the implication X → Y
between sets of attributes X and Y , then:

X ′ 6⊆ Y ′ =⇒ X ′ ∩ Y ′ ⊂ X ′

Proposition 4.9. Let L be a concept lattice which does not satisfy the implication X → Y
between attribute sets X and Y , and ψ be an extensional projection of L such that the projected
lattice satisfies X → Y , then:

1) ψ(X ′) is the maximal set of objects having the attribute set X in the projected lattice,

2) ψ(Y ′) is the maximal set of objects having the attribute set Y in the projected lattice, and

3) ψ(X ′) ⊆ ψ(Y ′).

Proposition 4.10. Let L be a concept lattice which does not satisfy the implication X → Y
between attribute sets X and Y , and ψ be an extensional projection of L such that the projected
lattice satisfies X → Y , then:

ψ(X ′) = X ′ ∩ Y ′

Propositions 4.8, 4.9, 4.10 are proved in a similar way to Propositions 4.5, 4.6, 4.7 in the case
of single attributes.

Given a concept lattice L which does not satisfy the implication X → Y between attribute
sets X and Y , and an extensional projection ψ of lattice L such that ψ(X ′) = X ′ ∩ Y ′, extents
A in lattice L can be divided into three categories shown in Figure 4.9.

• Category I contains all extents A that are subsumed by X ′ ∩ Y ′, i.e. A ⊆ (X ′ ∩ Y ′) ⊂ X ′.

• Category II contains all extents A that are subsumed by X ′ but not subsumed by X ′ ∩Y ′,
i.e. A ⊆ X ′, A 6⊆ (X ′ ∩ Y ′).

• Category III contains extents A that are not in parts I, II, i.e. A 6⊆ X ′.

Similar to the case of single attributes, by checking the behavior of the projection ψ according
to its main properties on the parts I, II, III, we get the projection for generating the constrained
lattice in Equation 4.4.

Example 4.10. Consider the running example where the expert has provided the dependency
between attribute sets {m1, m2} ≺ {m3}. According to the data in Table 4.1:

• {m1, m2}′ = {g3, g7},

• {m3}′ = {g3, g5, g6},

• {m1, m2}′ ∩ {m3}′ = {g3}.
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Figure 4.9: Three possible parts of extents in lattice L when ψ(X ′) = X ′ ∩ Y ′.

Applying Equation 4.4, we have the extensional projection ψ for generating the lattice con-
strained by the dependency {m1, m2} ≺ {m3} from the original lattice:

ψ(A) =

{
A ∩ {g3} if A ⊆ {g3, g7}, A 6⊆ {g3},
A otherwise.

(4.5)

Figure 4.10 depicts the constrained lattice and the trace of changes provided by the projection
ψ. The formal concepts of the constrained lattice are circled blue. Applying Proposition 4.4,
the trace of changes in this example contains C14 in L is changed to C18 in L1 and C20 in L is
changed to C19 in L1.

An interpretation of the change C14 in L is changed to C18 in L1 according to the semantics of
the projection is as follows. According to the data, object g3: chicken is grouped together with
object g7: penguin to form a concept C14 whose intent is {m1, m2, m4, m6, m8}. According
to the expert, {m1, m2} ≺ {m3}. Instead, object g3: chicken should not be grouped together
with object g7: penguin to form a concept. And thus, this is better represented by concept C18

whose extent is {g3: chicken} and intent is {m1, m2, m3, m4, m6, m8}. It is similar for the
interpretation of the change C20 in L is changed to C19 in L1.

4.3.3 Projections for Constrained Lattices w.r.t. Sets of Dependencies

We consider the problem of generating constrained lattices and providing the trace of changes
when experts provide their knowledge in the form of a set of dependencies.

A “naive” way to generate a constrained lattice that satisfies a set of implications consists in
generating first a constrained lattice for each implication, and then getting the final constrained
lattice by the intersection of these constrained lattices. This can be computed through the
following proposition.

Proposition 4.11. Let L be a concept lattice, and ψi be an extensional projection of L such
that the projected lattice satisfies an implication Xi → Yi between attribute sets Xi and Yi, then
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                       {m1,m2}      {m3}

(m3’,m3’’)

({m1,m2}’,{m1,m2}’’)

Figure 4.10: The lattice constrained by {m1, m2} ≺ {m3} and the trace of changes.
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the constrained lattice that satisfies a set of implications Xi → Yi, where i ∈ {1, 2, ..., n}, is given
by

n⋂
i=1

ψi(L).

A question raised here: is there a “good” way to generate a constrained lattice satisfying a
set of dependencies? Given two dependencies, does it matter which one we apply first? In our
situation, we have one original lattice and a set of projections. Can we have a “good” order
to execute the set of projections? In the following, we will show that dependencies should be
treated following an order of projections as introduced in [Soldano and Ventos, 2011].

Definition 4.9 ( [Soldano and Ventos, 2011]). Let L be a concept lattice and ψ1, ψ2 be two
projections of L, we say that ψ1 ≤ ψ2, iff if there is some projection ψ defined on ψ2(L) such
that for all A in L, ψ1(A) = ψ ◦ ψ2(A).

Definition 4.9 states that actually projections can be ordered from less “general” to more
“specific”. If ψ1 is a projection over the projected lattice of ψ2, then we say ψ1 is more specific
than ψ2 or ψ2 is more general than ψ1. Indeed, if ψ1 is a projection over the projected lattice of
ψ2, then ψ1 is more specific than ψ2. This is explained more detail in the following proposition
introduced in [Buzmakov et al., 2015].

Proposition 4.12 ( [Buzmakov et al., 2015]). Given a concept lattice L, and ψ1, ψ2 be two
projections of L, if ψ1(L) ⊆ ψ2(L), then ψ1 ≤ ψ2.

There is a partial order on projections of a lattice given by Proposition 4.13. This proposition
has been proven in [Buzmakov et al., 2015].

Proposition 4.13 ( [Buzmakov et al., 2015]). Projections of a lattice L ordered by Definition 4.9
form a semi-lattice (F ,∧), where the semi-lattice operation between ψ1, ψ2 ∈ F is given by
ψ1 ∧ ψ2 = ψ3 iff ψ3(L) = ψ1(L) ∩ ψ2(L).

The order on projections for generating constrained lattices can be characterized by Propo-
sitions 4.14.

Proposition 4.14. Let L be a concept lattice, ψ1 be an extensional projection of L such that
the projected lattice satisfies the implication X1 → Y1, and ψ2 be an extensional projection of
L such that the projected lattice satisfies the implication X2 → Y2, where X1, Y1, X2, Y2 ⊆ M ,
we have:

1) If X1 ⊆ X2 and Y1 ⊆ Y2, then ψ1 ≤ ψ2.

2) If ψ1 ≤ ψ2, then the projected lattice given by ψ1 satisfies X1 → Y1 and X2 → Y2.

3) There exists an extensional projection ψ3 of L such that ψ3(L) = ψ1(L) ∩ ψ2(L). ψ3 gives
the constrained lattice that satisfies X1 → Y1 and X2 → Y2.

Proof.

1) Let ψ1(L) be the projected lattice given by ψ1, ψ2(L) be the projected lattice given by
ψ2, because ψ1 ≤ ψ2, according to Definition 4.9 of orders between projections, there is
some projection ψ defined on ψ2(L) such that for all A in L, ψ1(A) = ψ ◦ ψ2(A). Hence,
ψ1(L) ⊆ ψ2(L). So, the projected lattice given by ψ1 satisfies X1 → Y1 and X2 → Y2.
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2) In order to give proof that ψ1 ≤ ψ2, we will show that a projection ψ can be defined on
ψ2(L) such that ψ1(L) = ψ ◦ ψ2(L):

ψ1(A) =

{
ψ2(A) ∩ (X ′1 ∩X ′2) if A 6⊆ X ′2, A 6⊆ X ′1 ∩ Y ′1 , A ⊆ X ′1,
ψ2(A) otherwise.

(4.6)

3) This follows from Proposition 4.13 that the set of projections F over L is a semi-lattice,
then the meet ψ3 = ψ1 ∧ ψ2 must exist.

As a result of Proposition 4.14, given two dependencies between attribute sets, we can or-
der the projections corresponding to these dependencies as follows. First, if one dependency
depends on attribute sets that are included in the attribute sets of the other dependency, then
the projection of that dependency is more specific than the projection of the other. Second, if
one projection is more specific than the other, then we can use the more specific projection for
generating the final constrained lattice instead of using all the projections. Third, we can use
the projection that is the meet of the two projections for generating the final constrained lattice
instead of using all the projections.

Let us now go back to our scenario of generating a constrained lattice that satisfies a set of
dependencies. Let L be a concept lattice, and ψi be an extensional projection of L such that
the projected lattice satisfies an implication Xi → Yi, where Xi, Yi ⊆M . The set of projections
ψi can be ordered according to the order of projections given by Propositions 4.14. This order
forms a semi-lattice given by Propositions 4.13. By Propositions 4.14, the projection that is the
meet of the most specific projections in this order gives the final constrained lattice satisfying
the set of implications.

According to the order of projections, we have two possible ways of generating constrained
lattices. The first way uses the meet of the most specific projections in the order of the set of
projections to generate the final constrained lattice. The second way uses all the projections
to generate a set of constrained lattices. Applying the first or the second way to generate
constrained lattices depends on what experts need. The first way using the meet of the most
specific projections to generate the final constrained lattice is more efficient in computation
than the second way using all the projections to generate the corresponding constrained lattices.
However, by using the meet of the most specific projections to generate the final constrained
lattice, the first way only provides the trace of changes between the original lattice and the final
constrained lattice. In the case experts need all the traces of changes, we need the second way
using all the projections to generate the corresponding constrained lattices.

Example 4.11. Consider the running example where the expert provides her knowledge in the
form of a set of dependencies di:

d1) {m3, m8} ≺ {m4},

d2) m3 ≺ m4,

d3) {m1, m2} ≺ {m3},

d4) m4 ≺ m3.
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Let ψi be the extensional projection for generating the constrained lattice satisfying depen-
dency di, applying Equation 4.4, we have:

For d1 : ψ1(A) =

{
A ∩ {g3} if A ⊆ {g3, g5}, A 6⊆ {g3},
A otherwise.

(4.7)

For d2 : ψ2(A) =

{
A ∩ {g3, g6} if A ⊆ {g3, g5, g6}, A 6⊆ {g3, g6},
A otherwise.

(4.8)

For d3 : ψ3(A) =

{
A ∩ {g3} if A ⊆ {g3, g7}, A 6⊆ {g3},
A otherwise.

(4.9)

For d4 : ψ4(A) =

{
A ∩ {g3, g6} if A ⊆ {g3, g6, g7}, A 6⊆ {g3, g6},
A otherwise.

(4.10)

Lattices i, ii, iii, iv in Figure 4.14 depict the constrained lattices and the traces of changes
provided by the projections ψ1, ψ2, ψ3, ψ4 respectively. The details of these constrained lattices
are shown in Figures 4.11, 4.7, 4.10, 4.6 respectively. In this set of projections, ψ2 ≤ ψ1 and
ψ4 ≤ ψ3. We can see that the constrained lattice ψ2(L) is included in ψ1(L) and ψ4(L) is
included in ψ3(L).

Let ψ5 be an extensional projection that is the meet of the most specific projections: ψ5 =
ψ2 ∧ ψ4, ψ5 can be defined such that:

ψ5(A) =


A ∩ {g3, g6} if A ⊆ {g3, g6, g7}, A 6⊆ {g3, g6},
A ∩ {g3, g6} if A ⊆ {g3, g5, g6}, A 6⊆ {g3, g6},
A otherwise.

(4.11)

The set of projections ψi forms a semi-lattice as shown in Figure 4.12. We have two ways
of generating the final constrained lattice. The first way uses the meet ψ5 of the most specific
projections. Lattice v in Figure 4.14 depicts the final constrained lattice and the trace of changes
between the original lattice and the final constrained lattice provided by the projection ψ5.
Figure 4.13 depicts the details of the final constrained lattice and the trace of changes. The
second way uses all the projections to have all the traces of changes. According to the semi-
lattice of the projections, because ψ2 ≤ ψ1 and ψ4 ≤ ψ3, in order to get all the traces of changes,
ψ1 is applied before ψ2 and ψ3 is applied before ψ4. By contrast, as ψ2 and ψ4 are incompatible,
it does not matter if ψ1 and ψ2 or ψ3 and ψ4 are applied first. Thus, the projections can be
applied according to either the order ψ1,ψ2,ψ3,ψ4,ψ5 or ψ3,ψ4.ψ1,ψ2,ψ5. The trace of changes
can be either the chain of lattices i, ii, iii, iv, v as shown in Figure 4.14 or in Figure 4.15. In
both cases, experts still can access the changes corresponding to each dependency.

4.3.4 The Framework for Generating Constrained Lattices

We now have the formal framework for generating a lattice that is constrained by experts’
knowledge in the form of dependence relations between attributes and providing the trace of
changes. This framework is based on the extensional projections that we have presented above.

The framework supports domain experts to provide their knowledge in the form of dependen-
cies between attribute sets according to Definition 4.6 and offers to them two ways of generating
constrained lattices that depend on how they want to get the trace of changes. The first task
in this framework consists of converting each dependency into an extensional projection given
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                       {m3,m8}      {m4}

(m4’,m4’’)
({m3,m8}’,{m3,m8}’’)

Figure 4.11: The lattice constrained by {m3, m8} ≺ {m4} and the trace of changes.

1

2

3

4

5
Figure 4.12: The semi-lattice of the projections.
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Figure 4.13: The final constrained lattice and the trace of changes.
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Figure 4.14: The final constrained lattice and the trace of changes.
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Figure 4.15: The final constrained lattice and the trace of changes.

by Equation 4.4. In the situation such that, experts do not care about the trace of changes
corresponding to each dependency, the set of projections is composed according to the order of
projections given by Propositions 4.14. Then, the meet of the most specific projections in the
order of the set of projections is used for generating the constrained lattice and providing the
trace of changes. In this situation, the computation for generating the constrained lattice is more
efficient, but experts can see only the trace of changes between the original lattice and the final
constrained lattice. In the other situation, experts care about the trace of changes corresponding
to each dependency, all the projections corresponding to the dependencies are used for generating
the corresponding constrained lattices and providing the trace of changes. In this situation, the
computation for generating the constrained lattice is less efficient, but experts can have all the
traces of changes.

4.4 Related Work, Discussion and Conclusion

Taking into account expert knowledge in the form of the dependencies between attributes in
concept lattices has been proposed by several researchers [Ganter, 1987,Wille, 1989, Stumme,
1996,Ganter, 1999,Carpineto and Romano, 2004,Belohlavek and Sklenar, 2005]. Attribute ex-
ploration [Ganter, 1987,Wille, 1989] is a well-known knowledge acquisition method that allows
computing the implication base interactively. The attribute exploration procedure calculates
a minimal set of implications by asking users to provide objects that are counterexamples for
the invalid implications in the context. Later, some researchers [Stumme, 1996,Ganter, 1999]
extended attribute exploration to include background implications, i.e. the implications that
experts already know to be valid. In these approaches, they trust the original data and experts
have to provide new objects as counterexamples. To deal with a situation such that experts know
dependencies between attributes, but they do not know any new objects to provide, the other
approaches [Carpineto and Romano, 2004,Belohlavek and Sklenar, 2005] were proposed to build
a concept hierarchy from a formal context extracted from data and from a hierarchy of attributes
provided by domain experts. Carpineto and Romano [Carpineto and Romano, 2004] discussed
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two ways for adding knowledge to object descriptions. One possible way is to expand the formal
context by adding to the description of each object all attributes that are implied by the original
attributes. Expanding the context can lead to lose the original data and the formal context may
become very large. The other way is to work with an unexpanded formal context by adapting the
construction algorithms of lattices to extract formal concepts satisfying dependencies. A similar
idea was proposed by Belohlavek and Skenar [Belohlavek and Sklenar, 2005]. In [Belohlavek and
Sklenar, 2005], the authors introduced the notion of attribute dependencies for single attributes
and proposed an algorithm adapted from the incremental algorithm AddIntent [Merwe et al.,
2004] for computing constrained posets. By contrast, we do not expand the formal context nor
adapt the construction algorithms of lattices. In our approach, we use projections to generate
constrained lattices instead of constrained posets and to provide the trace of changes.

To conclude, in this chapter, we have presented a formal framework based on extensional pro-
jections for integrating expert knowledge into concept lattices in such a way that the lattice
structure and the trace of changes occurring in the original lattice and the final constrained ver-
sion are preserved. The expert knowledge is encoded as a set of attribute dependencies which is
aligned with the set of implications provided by the concept lattice. The novel use of projections
and the formal properties of attribute implications allow us to build the constrained lattices and
provide the trace of changes, instead of providing only concepts that satisfy experts’ knowledge.
Thanks to the trace of changes, experts can access how concepts in practice are related to con-
cepts automatically issued from data. According to the order of projections, the framework offers
two ways of generating constrained lattices. The first way uses the meet of the most specific
projections to generate the final constrained lattice. The second way uses all the projections to
generate a set of constrained lattices. The first way is more efficient in computation, but provides
only the trace of changes between the original lattice and the final constrained lattice while the
second way provides all the traces of changes, but less efficient in computation.

The contributions of the work presented in this chapter are the following:

• A formal framework for generating lattices that are constrained by expert knowledge and
providing the trace of changes. The result of constraining a lattice remains the lattice
structure.

• A formalization of experts’ knowledge for integrating into lattices using dependencies be-
tween attribute sets. This formalization can be applied to both single attributes and
attribute sets. And thus, experts can have more possibilities in expressing constraints.

• The use of projections over lattices for a decoupling of data and expert knowledge, i.e.
without changing data, from an original dataset, two different projections produce two
different constrained lattices, and thus, the gap between the representation model based on
a concept lattice and the representation model of a domain expert is filled with projections.

• An examination on the order of projections for generating constrained lattices w.r.t. a
set of dependencies. Accordingly, we have two ways of using projections for generating
constrained lattices. The first way uses the meet of the most specific projections in the
order of the set of projections to generate the final constrained lattice. The second way
uses all the projections to generate a set of constrained lattices. The first way is more
efficient in computation, but provides only the trace of changes between the original lattice
and the final constrained lattice while the second way provides all the traces of changes,
but less efficient in computation.
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Several interesting perspectives are opened following this work. Future work includes defin-
ing intensional projections in a similar way to integrate dependencies between sets of objects.
It allows one to integrate a taxonomy of objects into concept lattices. This is useful for many
applications such as classifying documents, this can be applied to integrate a taxonomy of docu-
ments from experts into concept lattices. Another interesting application would be to complete
definitions in data. When we have two implications X → Y and Y → X, we say that X ⇐⇒ Y
is an equivalence or a definition [Alam et al., 2015]. When some implications are missing in data
and experts know they are definitions, the approach using projections presented in this thesis
can be applied to add implications to complete the data.

Appendix

ψ(A) = A ∩ (x′ ∩ y′) complies with the properties of projections:

• monotone:

∀A1, A2 ∈ Part II, A1 ⊆ A2:

As ψ(A1) = A1 ∩ (x′ ∩ y′) and ψ(A2) = A2 ∩ (x′ ∩ y′), we have ψ(A1) ⊆ ψ(A2).

• contractive:

ψ(A) = A ∩ (x′ ∩ y′) ⊆ A.

• idempotent:

As ψ(A) = A ∩ (x′ ∩ y′), ψ(ψ(A)) = ψ(A ∩ (x′ ∩ y′)).
Because A ∩ (x′ ∩ y′) belongs to Part I, ψ(A ∩ (x′ ∩ y′)) = A ∩ (x′ ∩ y′) = ψ(A).

So, ψ(ψ(A)) = ψ(A).
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Conclusion and Perspectives
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5.1 Summary

Formal Concept Analysis is a formal conceptualization method which has proved to be very
efficient as a bottom-up approach for building ontologies. FCA elicits from data a class schema
in the form of either a concept lattice or a set of attributes implications. The concept lattice can
be interpreted as a knowledge model in the form of a concept hierarchy and the logical structures
of formal concepts and concept lattices are effective in supporting human reasoning. However,
building knowledge bases is a cognitive process and does not obey to strict and formal rules,
domain experts may understand the domain in a different way than what is represented in data.
Thus, often there exists a gap between the representation model based on a concept lattice and
the representation model of a domain expert.

In this thesis, we have presented our contributions to knowledge extraction and semantic
annotation using Formal Concept Analysis. In this work, we focus on helping domain experts in
building the knowledge model based on a concept lattice from semantic annotations of textual
resources. Our work also aims at improving the annotation process: annotations of texts can
be modified or enhanced to make the resulting knowledge model as close as possible to the
requirements of domain experts.

Our first contribution is based on a clever methodology design for interactive and iterative
extracting knowledge from textual resources that unifies knowledge extraction and semantic an-
notation into one single process. Semantic annotations are used for formalizing the source of
knowledge in texts and keeping the traceability between the knowledge model and the source of
knowledge. The methodology, named KESAM (Knowledge Extraction and Semantic Annotation
Management), uses Formal Concept Analysis as a core engine for building the knowledge model,
i.e. the concept lattice, iteratively and ensuring the link between semantic annotations and each
knowledge units in the concept lattice. At the first stage, we have shown how the KESAM system
can be used to build the lattice from semantic annotations of texts. In order to get the resulting
lattice as close as possible to the requirements of domain experts, the KESAM process enables
expert interaction on the formal context, the concept lattice and semantic annotations. To enable
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expert interaction in the system, we introduce sets of changes in the lattice, the formal context,
and semantic annotations. Domain experts can evaluate and make changes in the lattice, the
formal context, or semantic annotations until they reach an agreement between the knowledge
model and their own knowledge or requirements. The changes are implemented following the
incremental lattice building approaches for managing the consequences of the changes in the lat-
tice. When domain experts ask for a change, its consequence in the lattice is reported to domain
experts so that domain experts can decide if that change should be applied. The KESAM process
then is in charge of keeping the formal context, the concept lattice and semantic annotations
up to date with the changes. The KESAM system, therefore keeps the consistency between the
knowledge model based on the concept lattice and semantic annotations, and converges towards
a knowledge model close to the requirements of domain experts. Thanks to the link between
the knowledge model and semantic annotations, the traceability between the knowledge model
and semantic annotations can be enabled; semantic annotations and the knowledge model can
be efficiently updated. Moreover, FCA allows to build the definitions of concepts with a sets of
objects and sets of attributes and therefore, knowledge extraction and semantic annotation in
the KESAM system can work with both atomic and defined concepts.

Our second contribution is a formal method for bridging the possible gap between the rep-
resentation model based on a concept lattice and the representation model of a domain expert.
The knowledge of the expert is encoded as a set of attribute dependencies or a set of constraints
which are “aligned” with the set of implications provided by the concept lattice leading to its
later modification. The method can be generalized for generating lattices guided by constraints
based on attribute dependencies and using extensional projections. This method also allows the
experts to keep a trace of the changes occurring in the original lattice and the final constrained
version, and to assess how concepts in practice are related to concepts automatically issued from
data. For generating constrained lattices w.r.t. a set of dependencies, according to the order
of projections, the method offers two possible ways of generating constrained lattices. The first
way uses the meet of the most specific projections to generate the final constrained lattice. The
second way uses all the projections to generate a set of constrained lattices. The first way is
more efficient in computation, but provides only the trace of changes between the original lattice
and the final constrained lattice while the second way provides all the traces of changes, but less
efficient in computation.

5.2 Perspectives

In Chapter 3, we have presented KESAM, a methodology for interactive and iterative extracting
knowledge from textual resources using Formal Concept Analysis. The KESAM methodology
benefits both knowledge extraction and semantic annotation. This work opens several perspec-
tives. We can do more to help the domain experts. Refining the cost function associated with
the changes can make easier the choice of change strategies. Tagging concepts that domain
experts agree with and want to keep unchanged all along the process could reduce the number
of the suggested strategies. Performing several changes at once also needs more investigations.
Analyzing the lattice according to the metrics for concept evaluation in ontologies [Alani et al.,
2006, Peroni et al., 2008, Zhang et al., 2010, Tartir et al., 2010] and lattices [Kuznetsov and
Makhalova, 2015] such as frequency [Stumme, 2002], stability [Kuznetsov, 2007,Fennouh et al.,
2014], weights [Belohlavek and Macko, 2011,Belohlavek and Trnecka, 2013], ranking concept by
matrix factorization [Piskova et al., 2014], etc. would be meaningful for guiding experts in the
evaluation process, especially in identifying the concepts that should be refined. Besides, we
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should provide experts with an environment for searching new texts with respect to their own
knowledge and introducing new annotations automatically or manually.

In Chapter 4, we have presented a formal method for bridging the possible gap between the
representation model based on a concept lattice and the representation model of a domain expert
using extensional projections. The method allows to integrate a partial order of attributes from
domain experts into concept lattices and provides a trace of the changes occurring in the original
lattice and the revised version. Several interesting perspectives are opened following this work.
An interesting perspective of this work is to define intensional projections in a similar way to
integrate dependencies between sets of objects in concept lattices. It allows one to integrate a
partial order of objects into concept lattices. This is useful for many applications such as clas-
sifying documents, this can be applied to integrate a partial order of documents from experts
into concept lattices. Moreover, it would be interesting to see how the domain knowledge in a
complex form of dependencies such as a disjunction, e.g. expert systems imply computer applica-
tions or knowledge-based systems, can be integrated in the concept lattice. Another interesting
application would be to complete definitions in data. When we have two implications X → Y
and Y → X, we say that X ⇐⇒ Y is an equivalence or a definition [Alam et al., 2015]. The
approach using projections presented in this thesis can be applied to add implications that do-
main experts expect to exist to complete the data. In addition, predicting the association rules
in data can be “real” implications for recommending domain experts is a practical perspective.
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Résumé

Dans cette thèse, nous présentons notre méthodologie de la connaissance interactive et itérative
pour une extraction des textes - le système KESAM: Un outil pour l’extraction des connaissances
et le Management de l’Annotation Sémantique. Le KESAM est basé sur l’analyse formelle
du concept pour l’extraction des connaissances à partir de ressources textuelles qui prend en
charge l’interaction aux experts. Dans le système KESAM, l’extraction des connaissances et
l’annotation sémantique sont unifiées en un seul processus pour bénéficier à la fois l’extraction des
connaissances et l’annotation sémantique. L’annotations sémantiques sont utilisées de formaliser
la source de la connaissance dans les textes et de garder la traçabilité entre le modèle de la
connaissance et la source de la connaissance. Le modèle de connaissance est, en revanche, utilisé
d’améliorer les annotations sémantiques. Le processus KESAM a été conçu pour préserver en
permanence le lien entre les ressources (textes et annotations sémantiques) et le modèle de la
connaissance. Le noyau du processus est l’Analyse Formelle de Concepts (AFC) qui construit
le modèle de la connaissance, i.e. le treillis de concepts, et assure le lien entre le modèle et
les annotations des connaissances. Afin d’obtenir le résultat du treillis aussi près que possible
aux besoins des experts de ce domaine, nous introduisons un processus itératif qui permet une
interaction des experts sur le treillis. Les experts sont invités à évaluer et à affiner le réseau;
ils peuvent faire des changements dans le treillis jusqu’à ce qu’ils parviennent à un accord entre
le modèle et leurs propres connaissances ou le besoin de l’application. Grâce au lien entre
le modèle des connaissances et des annotations sémantiques, le modèle de la connaissance et
les annotations sémantiques peuvent co-évoluer afin d’améliorer leur qualité par rapport aux
exigences des experts du domaine. En outre, à l’aide de l’AFC de la construction des concepts
avec les définitions des ensembles des objets et des ensembles d’attributs, le système KESAM est
capable de prendre en compte les deux concepts atomiques et définis, à savoir les concepts qui
sont définis par un ensemble des attributs.

Afin de combler l’écart possible entre le modèle de représentation basé sur un treillis de
concept et le modèle de représentation d’un expert du domaine, nous présentons ensuite une
méthode formelle pour l’intégration des connaissances d’expert en treillis des concepts d’une
manière telle que nous pouvons maintenir la structure des concepts du treillis. La connaissance
d’expert est codé comme un ensemble de dépendance de l’attribut qui est aligné avec l’ensemble
des implications fournies par le concept du treillis, ce qui conduit à des modifications dans le
treillis d’origine. La méthode permet également aux experts de garder une trace des changements
qui se produisent dans le treillis d’origine et la version finale contrainte, et d’accéder à la façon
dont les concepts dans la pratique sont liés à des concepts émis automatiquement à partir des
données. Nous pouvons construire les treillis contraints sans changer les données et fournir la
trace des changements en utilisant des projections extensives sur treillis. À partir d’un treillis
d’origine, deux projections différentes produisent deux treillis contraints différents, et, par con-
séquent, l’écart entre le modèle de représentation basée sur un treillis de réflexion et le modèle
de représentation d’un expert du domaine est rempli avec des projections.

Mots-clés: Analyse formelle de concepts, extraction de connaissances, annotation semantique,
implication de l’attribut, dépendance de l’attribut



Abstract

In this thesis, we present a methodology for interactive and iterative extracting knowledge
from texts - the KESAM system: A tool for Knowledge Extraction and Semantic Annotation
Management. KESAM is based on Formal Concept Analysis for extracting knowledge from
textual resources that supports expert interaction. In the KESAM system, knowledge extraction
and semantic annotation are unified into one single process to benefit both knowledge extraction
and semantic annotation. Semantic annotations are used for formalizing the source of knowledge
in texts and keeping the traceability between the knowledge model and the source of knowledge.
The knowledge model is, in return, used for improving semantic annotations. The KESAM
process has been designed to permanently preserve the link between the resources (texts and
semantic annotations) and the knowledge model. The core of the process is Formal Concept
Analysis that builds the knowledge model, i.e. the concept lattice, and ensures the link between
the knowledge model and annotations. In order to get the resulting lattice as close as possible to
domain experts’ requirements, we introduce an iterative process that enables expert interaction
on the lattice. Experts are invited to evaluate and refine the lattice; they can make changes
in the lattice until they reach an agreement between the model and their own knowledge or
application’s need. Thanks to the link between the knowledge model and semantic annotations,
the knowledge model and semantic annotations can co-evolve in order to improve their quality
with respect to domain experts’ requirements. Moreover, by using FCA to build concepts with
definitions of sets of objects and sets of attributes, the KESAM system is able to take into
account both atomic and defined concepts, i.e. concepts that are defined by a set of attributes.

In order to bridge the possible gap between the representation model based on a concept
lattice and the representation model of a domain expert, we then introduce a formal method
for integrating expert knowledge into concept lattices in such a way that we can maintain the
lattice structure. The expert knowledge is encoded as a set of attribute dependencies which is
aligned with the set of implications provided by the concept lattice, leading to modifications in
the original lattice. The method also allows the experts to keep a trace of changes occurring in
the original lattice and the final constrained version, and to access how concepts in practice are
related to concepts automatically issued from data. The method uses extensional projections
to build the constrained lattices without changing the original data and provide the trace of
changes. From an original lattice, two different projections produce two different constrained
lattices, and thus, the gap between the representation model based on a concept lattice and the
representation model of a domain expert is filled with projections.

Keywords: Formal concept analysis, knowledge extraction, semantic annotation, attribute im-
plication, attribute dependency
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