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Mention: Mécanique, Génie Civil

par Sourena MOOSAVI

Initiation et propagation de la fracturation en milieu
anisotrope avec prise en compte des couplages hydro
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Abstract in English

Current emphasis in petroleom industry toward increasing the reservoirs efficiency, along with
the interest in exploitation of other sources of energy buried deep underground created a renewed
interest in rock fracture mechanics in general and hydraulic fracturing specifically. Hydraulic frac-
turing, informally referred to as “fracking,” is an oil and gas well development process that typically
involves injecting water, under high pressure into a bedrock formation via the well. This process
is intended to create new fractures in the rock as well as increase the size, extent, and connectivity
of existing fractures. However some of the very important features of this process have been over-
looked. Among these neglected features one can name of inability of the vast majority of existing
models to tackle at once the propagation of hydraulic fractures in fractured rocks-masses where a
competing dipole mechanism exists between fracturing of the intact rock and re-activation of exiting
fracture networks. Another feature that has been ignored is its intrinsically three-dimensionality
which is neglected by most models. Among all different types of numerical methods that have
been developed in order to assess the mechanism of fracturing phenomenon very few, if any, can
handle the entire complexity of such process. In the present thesis, fluid-driven crack initiation
and propagation in transverse isotropic rocks is simulated using a coupled model comprising of
eXtended Finite Element Method (XFEM) and cohesive zone models. The HM-XFEM developed
in this thesis is an extension to previous models developed introduced in multiscale hydrogeome-
chanics team of GeoRessources. An emphasis is put on considering the anisotropic nature of the
medium and on studying its influence on the propagation path. This latter is investigated by
the concept of bifurcation angle previously introduced in literature. In complementary efforts was
made to have a better understanding of crack initiation in transversely isotropic media, we also
used the discrete element method (DEM) in order to gain insights into the mechanisms at stake.
Both methods exhibit their advantages and disadvantages in modeling fracturing phenomenon.
The different nature of two methods, DEM being a discontinuous and XFEM being a continuous
method, reveals potentials of both methods and renders a good comparison of which method suits
the problem in hand the best, considering the the objectives of the design.
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Résumé en Français

L’accent mis actuellement par l’industrie pétrolière sur l’augmentation de l’efficacité des réservoirs,
ainsi que sur l’intérêt grandissant pour l’exploitation d’autres sources d’énergie enfouies pro-
fondément sous terre a suscité un regain d’intérêt pour la mécanique de la fracturation des roches
en général et la fracturation hydraulique en particulier. La fracturation hydraulique, appelée de
manière informelle “fracturation”, est un processus qui consiste généralement à injecter de l’eau,
sous haute pression dans une formation rocheuse via le puits. Ce processus vise à créer de nou-
velles fractures dans la roche et à augmenter la taille, l’étendue et la connectivité des fractures
existantes. Des avancées récentes dans la modélisation et la simulation de fractures hydrauliques
ont eu lieu, au confluent de facteurs qui incluent une activité accrue, une tendance vers une com-
plexité accrue et une compréhension approfondie du modèle mathématique sous-jacent et de ses
défis intrinsèques. Cependant, certaines des caractéristiques très importantes de ce processus ont
été négligées. Parmi les caractéristiques négligées, on peut citer l’incapacité de la grande majorité
des modèles existants de s’attaquer à la fois à la propagation de fractures hydrauliques dans la roche
intacte, , à l’inititation de nouvelles fractures ainsi qu’à la réactivation des fractures existantes. Une
autre caractéristique qui a été ignorée est sa dimension intrinsèque en trois dimensions, négligée
par la plupart des modèles actuallement proposés. Parmi tous les différents types de méthodes
numériques développées pour évaluer le mécanisme du phénomène de fracturation, très peu sont
capables de représenter la totalité des mecanismes mis en jeu. Dans la présente thèse, l’initiation
et la propagation de fissures induites par les fluides dans des roches isotropes transversales sont
simulées à l’aide d’un modèle hydromécanique (HM) couplé basé la méthode XFEM (eXtended
Finite Element Method) et un modèle de zones cohésives. Le HM-XFEM développé dans cette
thèse est une extension des modèles précédemment développés dans l’équipe hydro-géomécanique
multi-échelle de GeoRessources. L’accent a été porté plus particulièrement sur la prise en compte
de l’anisotropie du milieu et sur son influence sur le chemin de propagation. Ce dernier est défini à
partir du le concept d’angle de bifurcation introduit auparavant dans la littérature. En complément
des développements réalisés dans le modèle HM-XFEM, effort a été fait pour mieux comprendre
l’initiation de la fissure en utilisant la méthode des éléments discrets (DEM) à l’aide du logiciel
open source YADE Open DEM. La nature différente des deux méthodes, DEM étant une méthode
discontinue et XFEM, une méthode continue, révèle les potentiels des deux méthodes et permet
de comparer correctement la méthode qui convient le mieux au problème à résoudre, compte tenu
des objectifs de la conception.
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Résumé élargi en Français

Introduction

La fracturation hydraulique est un processus qui consiste à injecter de l’eau sous haute pression
dans une formation rocheuse via un puit. Ce processus a pour objectif de créer de nouvelles
fractures dans la roche et d’augmenter la taille, l’étendue et la connectivité des fractures existantes.
Plusieurs modèles ont été proposés pour simuler ce processus mais ceux ci ont été construits sur
la base de nombreuses hypothèses simplificatrices du fait de la compléxité des phénomènes en
jeu. Parmi les caractéristiques négligées, on peut citer l’incapacité de la grande majorité des
modèles existants de s’attaquer à la fois à la propagation des fractures dans la roche intacte, à
l’inititation de nouvelles fractures ainsi qu’à la réactivation des fractures existantes. Il convient
également de mentionner que l’une des caractéristiques très importantes ignorées par la plupart des
modèles est la propriété anisotrope des roches. Parmi les différents types de méthodes numériques
développées pour simuler la fracturation hydraulique, très peu sont capables de représenter la
totalité des mecanismes mis en jeu. Le modèle HM-XFEM développé dans cette thèse est une
extension des modèles précédemment développés dans l’équipe hydro-géomécanique multi-échelle
de GeoRessources. L’accent a été porté plus particulièrement sur la prise en compte de l’anisotropie
du milieu et sur son influence sur le chemin de propagation. Ce dernier est défini à partir du
le concept d’angle de bifurcation introduit auparavant dans la littérature. En complément des
développements réalisés dans le modèle HM-XFEM, un effort a été fait pour mieux comprendre
l’initiation des fissures dans les milieux fragiles hétérogènes en utilisant la méthode des éléments
discrets (DEM). La nature différente des deux méthodes, la DEM étant une méthode discontinue
et la XFEM, une méthode continue, révèle les potentiels des deux méthodes et permet d’identifier
la méthode qui convient le mieux au problème à résoudre, compte tenu des objectifs de l’étude.

Méthodes

Pour tenter d’examiner l’initiation et la propagation des fissures dans des roches isotropes
transverses (TI), nous avons eu recours à la modélisation numérique. En effet, Les analyses
théoriques et analytiques sont limitées compte tenu de la complexité inhérente au problème, du à
l’anisotropie, aux couplages hydromécaniques, à l’hétérogénéité des matériaux, etc. Le domaine
de la mécanique de la rupture numérique est relativement mature et de nombreux progrès ont été
réalisés. Néanmoins, la modélisation de la propagation de fracture reste un problème délicat et
de nouvelles méthodes continuent à apparâıtre. Depuis le début des années 1980, on assiste à une
croissance exponentielle de la sophistication et de la puissance des méthodes numériques appliquées
à l’étude de l’initiation et de la propagation des fractures dans les roches et les bétons. Une de ces
méthodes est la méthode des éléments finis étendus (XFEM) qui a été développée pour faciliter
la résolution des problèmes liés aux entités localisées qui ne sont pas résolues efficacement par le
raffinement du maillage (utilisé dans la méthode des éléments finis conventionnelle-FEM). L’un
des principaux avantages de la méthode XFEM réside dans le fait qu’elle supprime la nécessité
de mailler les surfaces de discontinuité, réduisant ainsi les coûts de calcul associés à la MEF clas-
sique. XFEM, comme la plupart des méthodes continues, utilise un critère basé sur les facteurs
d’intensité des contraintes pour simuler le déclenchement et la propagation d’une fracture. En
complément, nous avons également utilisé une méthode discontinue, la méthode aux éléments dis-
crets (DEM), pour simuler les processus de propagation de fissures. Dans la DEM, la fissure se
propage à la suite de la rupture des liaisons interparticulaires en fonction de leur résistance (par
exemple, leur résistance à la traction). Dans de tels modèles, la propagation de la fracture résulte
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Résumé élargi en Français

de la nucléation, de l’interaction et de la coalescence des fissures et ne nécessite pas de traitement
numérique spécifique contrairement à la plupart des approches continues telles que XFEM.

Le HM-XFEM

L’isotropie transverse affectant essentiellement la propagation de la fissure le long de chemins
non prédéfinis, le développement et la mise en œuvre numériques ont été réalisés dans les fichiers
FORTRAN et Python relatifs au modèle HM-XFEM implémenté dans Code Aster. Plus spécifiquement,
les opérateurs impactés par l’isotropie transverse sont CALC-G et PROPA FISS, ainsi que POST
CHAM XFEM pour la phase de post-traitement des simulations. L’opérateur CALC-G permet le
calcul des facteurs d’intensité de contrainte. Ce dernier est implémenté dans le fichier FORTRAN
op0100.F90, qui a donc dû être modifié pour intégrer l’isotropie transverse. Nous avons dû créer de
nouveaux fichiers FORTRAN correspondant à la version isotrope transverse des fichiers de base du
code. Tous ces fichiers permettent le calcul des facteurs d’intensité de contrainte. En particulier,
nous avons dû implémenter les fonctions d’enrichissement pour la partie asymptotique liée au fond
de fissure.

Le BPM

Le comportement de la matrice de roche TI est simulé à l’aide d’un modèle de particules
collées (BPM) proposé par [157] et implémenté dans le code libre YADE Open DEM [166]. Le
coeur du modèle est dans une certaine mesure similaire aux autres BPM [144, 188]. Le matériau
rocheux est représenté par un assemblage polydisperse dense de particules rigides et sphériques
interagissant selon des lois de contact prédéfinies. Le BPM proposé a été utilisé avec succès pour
simuler l’initiation et la propagation de fractures dans des roches isotropes à différentes échelles et
dans différentes conditions de chargement [58, 75, 157]. [51] a proposé une version améliorée pour
modéliser des roches isotropes transverses en introduisant une composante texturale dédiée dans le
support numérique. Suivant l’approche développée par [55], une modification de la microstructure
du milieu est effectuée en insérant des plans de faiblesse à l’échelle interparticulaire.

Résultats

Le HM-XFEM

Le modèle hydromécanique présenté ici est un bloc 3D avec une hauteur LZ = 10 m, une
longueur LX = 10 m et une largeur LY = 2 m. Ce bloc contient une discontinuité de type
interface cohésive. Cette interface est localisée par l’équation de level-set normal lsn = Z − 5
et traverse tout le bloc dans le sens horizontal en le divisant en deux sous-blocs identiques. Ce
test a déjà été utilisé pour la validation des éléments hydromécaniques mis en œuvre dans Code
Aster en considérant un milieu isotrope. Nous avons décidé de l’étendre à l’isotropie transverse
afin de vérifier notre propre étude. Les résultats obtenus sont basés sur le cas-test standard
modifié de Code Aster (WTNV148) avec les caractéristiques isotropes transverses intégrées dans
le modèle. Les champs de déplacement et les champs de pression interstitielle sont étudiés pour
différentes orientations du matériau par rapport au plan d’interface. Les angles de stratification
de 0◦ (parallèle à la fissure) à 90◦ (perpendiculaire à la fissure) par pas de 15◦ sont pris en compte
(Figure 1).

Le BPM

Nous nous intéresserons ici à la propagation de la fracture de mode I afin d’étudier l’influence de
TI sur un tel processus. La discontinuité représentant une fracture préexistante dans l’échantillon
est introduite dans le milieu sous la forme d’une interface fermée, purement fritionnelle. Nous
avons étudié l’influence de l’orientation du matériau par rapport à cette fracture sur les mécanismes
d’initiation et de propagation. Comme prévu, la résistance (la ténacité) du matériau augmente
lorsque les stratifications tendent vers une direction perpendiculaire aux plans de stratification
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Figure 1: Modèle HM-XFEM développé dans Code Aster représentant le matériel IT, a) Le champ de déplacement
résultant pour l’angle de stratification de θ = 0◦. et b) Le champ de pression interstitielle résultant pour l’angle de
stratification de θ = 0◦.

(Figure 2). On peut observer que des angles de stratification supérieurs à θ = 15◦ peuvent provo-
quer la déflexion de la fracture selon le degré d’anisotropie du matériau (Figure 3). Les simulations
sont effectuées sur des échantillons de roche synthétiques calibrés sur les argilites du COx et les
argilites de Tournemire, mais, par souci de brièveté, nous ne montrons ici que les résultats pour
les argilites de Tournemire.

(a) (b)

Figure 2: a) Réponse contrainte-déformation (tension uniaxiale) d’échantillons d’argilite de Tournemire Short-
Transverse présentant (edge crack) différentes orientations des plans de stratification, θ = 15◦, 30◦, 45◦, 60◦, 75◦,
b) Evolution de KIc en fonction de l’angle de stratification θ.
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Figure 3: Chemins de fissurations pour les argilites de Tournemire, pour différentes orientations des plans de
stratification a) θ = 15◦ , b) θ = 30◦ , c) θ = 45◦ , d) θ = 60◦ , e) θ = 75◦.

Conclusion

Nous avons développé deux approches différentes basées sur deux méthodes numériques, à
savoir le BPM et le HM-XFEM, pour étudier la propagation des fractures dans les matériaux
isotropes transverses. Le modèle HM-XFEM anisotrope est basé sur un outil numérique introduit
précédemment par [65] et [139] pour la simulation de la propagation des fractures hydrauliques.
Nous avons réussi à intégrer la propriété isotrope transverse dans le modèle HM-XFEM existant,
et l’étude de l’impact de l’isotropie transverse sur la propagation de la fracture hydraulique a été
étudiée. Une approche de modélisation discrète est également proposée pour étudier la propagation
des fractures dans un milieu isotrope transverse sans couplage hydro-mécanique. L’anisotropie
est directement introduite dans le milieu numérique par le biais de plans de faiblesse orientés
préférentiellement selon le plan d’isotropie du matériau. Le modèle est utilisé pour simuler des
essais de traction sur des échantillons de roche synthétique contenant une fissure préexistante.
Cette approche reproduit toutes les caractéristiques typiques des matériaux fragiles, notamment
le comportement élastique linéaire lors de petites déformations, la nucléation des fissures avant
la rupture et le développement d’une fracture par la coalescence de ces fissures. De plus, en
utilisant le BPM anisotrope proposé, une très bonne description du comportement de deux roches
isotropes transeverses est obtenue à la fois en termes de processus de déformation et de rupture.
Le modèle est capable de décrire à la fois l’évolution de l’endommagement et la localisation des
déformations lors de la rupture. L’influence de l’orientation de la stratification sur la ténacité (KIc)
est étudiée. D’autres mesures sont actuellement prises pour étendre et développer les modèles
proposés pour des phénomènes plus complexes. Des efforts sont en cours pour développer le BPM
pour la simulation de la fracturation hydraulique dans des milieux isotropes transverses. Le modèle
HM-XFEM que nous avons développé actuellement ne permet que de simuler la propagation de
fractures hydrauliques le long de chemins prédéfinis. Des efforts supplémentaires sont nécessaires
pour étendre le modèle à la propagation de fracture sur des chemins non prédéfinis.
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Statement of the problem

An understanding of the mechanics and mechanisms of rock fracture is a key element in solving
many engineering problems that involve geotechnical structures. A “geotechnical structure” may be
simply a rock mass containing fossil fuels such as oil and gas or a mineral with valuable elements
such as copper, iron, or aluminum. The rock mass becomes a structure when man enters the
picture by drilling a well, boring a tunnel, or digging a longwall, room and pillar, or open pit
mine. Therefore, an understanding of the fracture mechanisms taking place in rocks is an essential
prerequisite for designing engineering structures [152].

Fractures are important in geotechnical, and hydrogeological practice partly because they pro-
vide pathways for fluid flow. Many economically significant petroleum, geothermal, and water
supply reservoirs form in fractured rocks. Fracture systems control the dispersion of chemical con-
taminants into and through the subsurface. They also affect the stability of engineered structures
and excavations. Dealing with and exploiting fracturing of rock has been part of mining engineer-
ing for hundreds of years, but the analysis of fracture of rock or other materials has only developed
into an engineering discipline since the mid 1940s [4]. Rock failure is often controlled by fracture
initiation, propagation and coalescence, especially in hard rocks where explicit fracturing rather
than plasticity is the dominant mechanism of failure. Hence, prediction of the explicit fracturing
process is necessary when the rock mass stability is investigated for engineering purposes [11].

Depending on the application of the engineering project, the presence and expansion of cracks
and fractures can play a role in advantage or to disadvantage of engineers and designers. One field
where the expansion of fractures plays a favorable role in fulfilling the objectives of the project
is the oil and gas industry. Hydraulic fracturing is widely used in the oil and gas industry to
stimulate production from wells (Figure 4). Hydraulic fracturing is a well-stimulation technique
commonly used in low permeability rocks like tight sandstone, shale, and some coal beds to increase
oil and/or gas flow to a well from petroleum-bearing rock formations. In this method a horizontal
well is drilled in the rock. Then a huge quantity of water is injected with a very high pressure in
the well, in order to create a fracture network as dense and as extended as possible. The fracture
network expands from natural cracks found in the vicinity of the well. Finally, the fracturing fluid
is drained off.

In the opposite, there is a range of applications for which the expansion and propagation of
cracks must be prevented. When a reservoir is being exploited, or converted into a carbon dioxide
storage site, it is essential to guarantee the impermeability of the cap rocks. Depending on the
regional stress and on the reservoir characteristics, fluid driven fractures may propagate in the
reservoir and eventually reach the cap rocks. The chances that these cracks penetrate in the cap
rocks depend on the properties of both the reservoir rock and the cap rock. This phenomenon
must be prevented by all means in order to efficiently exploit a reservoir or safely operate a CO2

storage (Figure 5).

For nuclear waste storage (Figure 6), the threat formed by the spreading of radioactive ele-
ments is significant, considering the damage the radioactive materials cause to the environment.
The excavation of storage compartments modifies the in situ stresses and is accompanied by the
appearance of cracks in the surroundings of the excavated volumes. This is enhanced by the ther-
mal effects induced by the presence of nuclear waste [172]. The flow of fluids in these cracks favors
the migration and the diffusion of the radionuclides [112]. The spreading of radioactive elements
is then likely to happen in an extended area around the storage compartments. It is then essen-
tial to apprehend and model the behavior of porous rock masses that include cracks whether for
extracting natural ressources or for the development of storage compartments.
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Figure 4: Hydraulic fracturing in rocks.

Among the potential types of rock formations with various engineering functionalities such as
acting as the cap rock in CO2 storage and hosting radioactive wastes or containing oil and gas
in petroleom engineering we can recall argillaceous rock formations. Such rocks are transversely
isotropic in nature which makes it inevitable to understand its impact on the behavior of such rocks.
Nowadays, much of the research is directed towards investigating the thermal, hydraulic, mechan-
ical, and chemical (THMC) properties of low permeability sedimentary rocks such as argillaceous
rocks [1]. Argillaceous rocks are characterized by the presence of closely spaced bedding planes,
resulting in anisotropy of their behaviour (mechanical, hydraulic, thermal). Argillaceous rocks are
often the constituent of cap rocks. The presence of such anisotropic rocks in mining industry is
also a very often encountered. It is then of significant importance to understand the mechanical
behavior of such anisotropic formations.

The aim of this study is to develop numerical models capable of modeling the initiation and
propagation of fractures in rocks, taking into account their anisotropic behavior along with the
hydro-mechanical couplings involved in the fracturing phenomenon.

Methodology

In an attempt to investigate crack initiation and propagation in transverse isotropic (TI) rocks,
we resort to numerical modeling to gain insights into the problem at stake. Because theretical
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Figure 5: CO2 storage site. [19]

Figure 6: Conceptual configuration of a nuclear repository (left); and Predicted fracturing pattern around the
deposition hole after 40 years heating (right). From csiro-mining geomechanics website

and analytical analyses are limited considering the inherent complexity of the problem such as
anisotropy, hydromecahnical couplings, material heterogeneity, etc.

The field of computational fracture mechanics is relatively mature, and many advances have
been made. Nevertheless, modeling fracture propagation remains a challenging problem, and new
methods continue to arise. Since the early 1980s, there has been an exponential growth in the
sophistication and power of numerical methods which have been applied to the study of failure,
initiation and propagation of fractures in rock and concrete. One of such methods is the extended
finite element method (XFEM) that was developed to ease difficulties in solving problems with
localized features that are not efficiently resolved by mesh refinement (used in conventional finite
element method-FEM). One of the objectives of XFEM was the modeling of fractures. A key
advantage of XFEM is that it suppresses the need to mesh and remesh the discontinuity surfaces,
thus alleviating the computational costs and projection errors associated with conventional FEM,
and the need for restricting discontinuities to mesh edges. XFEM like most of continuum methods
use criterion generally based on SIF to simulate fracture initiation and propagation. On the
other side of the spectrum, in discontinuum methods like bonded particle models (BPMs) crack
propagates as a result of interparticle bonds or element breakages according to the definition of
their strength (e.g., their tensile strength). In such models, the propagation of fracture results
from the nucleation, interaction and coalescence of cracks and does not require specific numerical
treatments contrary to most continuum approaches such as XFEM.

The two codes used in this research are Code Aster and Yade. Code Aster is an open source
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finite element software developed by EDF R&D. The calculation of SIF to analyze propagation
of discontinuities in crack containing structures is already possible in Code Aster for a range of
engineering problems concerened with elastic isotropic materials or isotropic hydro-mechanical
crack propagations. Originally, Ferté [64] proposed a method to study the propagation of 3D
cohesive cracks on non predefined paths using XFEM. As a continuation of Ferté’s work, Paul [139]
developed a procedure in order to study the propagation of fluid-driven cracks on non predefined
paths. In this study we take Paul’s model one step further by introducing material anisotropy (i.e.,
transverse isotropy) in to the model. In addition, in order to investigate the influence of transverse
isotropic characteristic of rocks on the fracturing process, we utilized the BPM implemented in the
open source software YADE Open DEM. We first calibrated the model to simulate representative
behaviors of TI rocks and then considered specific fracture mechanics test simulations so as to gain
insights into the propagation of fractures in such materials.

Outline of the thesis

The present research study intends to model the initiation and propagation of fractures in
transversely isotropic media. To fulfill this purpose, we build our developements on the model
previously carried out by Paul [139] which in turn was built on the foundation of a model laid by
Ferté [64]. In addition, we used a bonded particl model to investigate the initiation and propagation
of fracture in transverse isotropic rocks.

In Section 1.1 a comprehensive literature survey on the fracture propagation in TI media is also
given. We have a look at the material and environmental aspects influencing the fracturing process,
i.e. the anisotropy of the medium and the hydromechanical couplings involved. We also have a
look at in situ and laboratory observations of fractures and its consequences. We emphasize the
importance of fracturing mechanism in engineering design and give a brief introduction of fracture
modes. In Section 1.2, an insight in to the theory of LEFM dealing with fluid driven fractures in
TI media is given. The Cohesive Zone Model–CZM as a remedy to the shortcomings of LEFM
is introduced and calculation of SIF using J-integral is presented. At the end of Section 1.2,
different types of calculation method for computing bifurcation angle is given and the pertaining
equations giving the bifurcation angle in TI media are developed. In Section 1.3, different numerical
methods are presented. We analyze and compare their advantages and disadvantages with regard
to modeling of fracture propagation. In Chapter 2, the HM-XFEM model as a robust method for
modeling hydraulic fracture is presented. The implementation of the method in an open source
code (Code Aster) is described and the perspective of the work is discussed. In Chapter 3, we
introduce a bonded particle model (BPM) for modeling transverse siotropic brittle materials. We
present the methodology and the calibrating process and we demonstrate the capabilities of BPM in
modeling rock fracturing phenomenon We then set up fracture mechanics test simulations to study
the propagation of fractures in TI materials. In Chapter 4, we conclude our study by discussing
the advantages and shortcomings of the methods we used.
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Chapter 1

Fracture propagation in TI media

1.1 Phenomenology and observation

The whole process of rock failure is a complicated interaction of stress fields and crack prop-
agation governed by material and environmental aspects [152]. Hence, an understanding of the
mechanics and mechanisms of rock fracture is a key element in solving many engineering problems
that involve geological structures.

The design procedure in rock engineering might be quite different from other applications
concerned with fracture mechanics, although the theory and arithmetic might be similar. In
some cases in rock mechanics, the objective is to promote fracturing, contrary to majority of
other engineering applications of fracture mechanics where the fracture is prefered to be avoided
and prevented from propagation. An example of rock fracture problem where controled fracture
propagation is the objective, is shale gas exploitation (Figure 4). It is one of the most common
domains of application for fracture formation. Shale gas production has grown tremendously in
the past decade and is now a major source of energy. Shale gas production relies on fracture
formation by fluid injection i.e. “hydraulic fracturing”. Hydraulic fracturing is a commonly used
technique to enhance reservoir permeability and well efficiency. Another example of hydrofracturing
is the hot, dry rock geothermal energy extraction which demands the formation of surface area
by hydrofracturing. Also in rock comminution problems, one must not only initiate fracture but
also drive these to free surfaces, hopefully with a minimal amount of energy expended. Other
applications concerned with the control of fluid driven cracks include underground storage of
carbon dioxide, toxic or radioactive waste [112], geophysics, for example water-driven propagation
of fracture along glacier beds [177], preconditioning of ore bodies for large-scale underground caving
operations [93, 195], disposal of waste drill cuttings [129], remediation projects in contaminated
soils [130, 131, 66], improvement of the performance of water wells.

As was pointed out at the very beginning of this section, fracturing is governed by material
and environmental aspects. As far as the material aspect is concerned we can particularly mention
material properties such as anisotropic characteristic of the medium, and for environmental aspect
the presence of fluid. These aspects bring us back to the very objective of this thesis which is
understanding the influence of transverse isotropy on the propagation of fractures. In the following
we have a closer look at the impact of both transverse isotropy and hydro-mechanical couplings
on the fracturing process.

1.1.1 The influence of transverse isotropy

Anisotropy is the property of being directionally dependent, as opposed to isotropy, which
implies identical properties in all directions. It can be defined as a difference, when measured along
different axes, in a material’s physical or mechanical properties. Transverse isotropy (hexagonal
symmetry) is one of the eight classes of anisotropic (crystalline) symmetry. The classes range
from, at one extreme, isotropy specified by two elastic constants and having spherical symmetry,
to the other extreme of triclinic symmetry specefied by up to 21 elastic constants and having no
symmetry apart from inverse symmetry (so that it takes as long for a wave to travel from A to
B as from B to A). Transversely isotropic materials are characterized by five independent elastic
constants and present an axis of rotational symmetry so that the properties are identical (isotropic)
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for all directions at right angles to the axis, and while the axis is vertical there is vertical transverse
isotropy.

Transverse isotropy can be expressed in the form of a compliance matrix (inverse of elastic
stiffness) as below.
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There are five independent elastic constants that needs to be determined to characterize a TI
material. E and E′ are the elastic moduli in the plane of transverse isotropy (Ox,Oy-axes in Figure
1.1) and in a direction normal to it (Ox,Oz-axes in Figure 1.1), respectively. ν is the Poisson’s
ratio characterizing transverse contraction (or expansion) in the plane of isotropy when tension (or
compression) is applied in this plane, and ν′ for the same when tension (or compression) is applied
in a direction normal to the plane of isotropy. G is the shear modulus in the plane of transverse
isotropy. G′ is the shear modulus characterizing the change in angle between the directions in the
plane of isotropy and any directions perpendicular to it.

Figure 1.1: Cartesian coordinate system with Ox,Oy-axes lying on the isotropy plane and Oz-axis perpendicular
to it in a transversely isotropic rock. After [61]

These relationships can be converted to an inverse form, in terms of the stiffness matrix.
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where
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C11 =
E(E′ − Eν′2)

(1 + ν){(1− ν)E′ − 2ν′2E}

C33 =
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(1.3)

Using these relationships, the five elastic moduli, i.e., E, E′, ν, G′ and ν′, can be calculated
using the following equations:

E = C33 −
2C2

13

C11 + C22
(1.4)
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13
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ν = ν32 =
C13
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(1.6)

ν′ =
C33C12 − C2

11

C33C11 + C2
13

(1.7)

The shear modulus G′ can then be derived using the conventional relationship with other elastic
parameters.

(a) (b)

Figure 1.2: (a) Variation of axial Young modulus Eθ vs loading orientation during triaxial test with different
confining pressures, (b) Variation of failure stress vs loading orientation for various confining pressure [134].

Among anisotropic sedimentary rocks, one type of argillaceous rocks, termed shales, represents
a particular interest for nuclear waste storage and oil industry. The existence of bedding planes
as well as their micro-structure i.e. shape of minerals in natural shale formations, attribute a
transverse isotropic characteristic to shale rocks. Niandou et al. [134] investigated the mechan-
ical behavior of Tournemire shale (Figure 1.2). Using triaxial compression tests and hydrostatic
compressibility tests. They concluded the elastic behavior of shale is non-linear and the shale
exhibits large anisotropic plastic deformation. Besides, the existing shale fracture mechanics tests
[156, 33, 110] show that the fracture toughness of shales are highly anisotropic. The measured
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properties can be very scattered between different shales, even for the same type of shale owing
to (1) the heterogeneity of shales, (2) the elastic anisotropy nature of shale matrix, (3) strong
non-elastic deformation, and (4) the strong environmental effect, e.g., humidity, in influencing the
testing results [119].

During the shale fracking process, bedding planes usually act as planes of weakness that diverts
crack propagation, i.e., the fractures can either extend along or penetrate across the bedding plane
when a fracture meets a bedding plane. For instance, [33] observed a general tendency of the
fractures to be tortuous and kinked. According to them, fractures initiated perpendicular to the
bedding might be expected to deflect along the bedding planes and remain in this propagation
direction for some distance.

Figure 1.3: Fractured shale cores with different bedding orientations. The red line shows the failure pattern caused
by fluid injection into the samples. After [82]

Shales are strongly anisotropic, so that their fracture propagation trajectories depend on the
interaction between their structural properties and the in situ stress. [82] through a series of
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hydraulic fracturing experiments on shale cores using different bedding orientations showed the
influence of the anisotropic characteristics on the propagation of hydraulic fractures. In their
experiments, different types of fracture propagation modes were formed because of the different
bedding orientations (Figure 1.3).

The types of fracture propagation observed after the shale cores’ failure were:

• Curved fractures: these cracks are slightly curved and deviated from the loading direction,

• Layer-activated fractures: these are straight or slightly straight fractures that propagated
along the bedding plane and the rock matrix,

• Central-linear fractures: fractures that propagated along the loading direction.

1.1.2 Hydromechanical couplings

Now looking into the hydraulic fracturing from a phenomenological point of view we will see
that hydraulic fracturing involves several coupled phenomena [2, 31, 139]:

• the preferential fluid flow in the fracture depends on the fracture faces,

• mechanical deformation of the surrounding porous medium is induced by the fluid pressure
on fracture lips,

• the deformations in the porous matrix induced by the tectonic shifts, the regional stress state
or the residual stresses caused by the exploitation of the reservoir (subsidence),

• the fracture and the porous medium exchange fluid,

• the fracture propagates, and therefore, hydraulic fracture is a moving boundary problem.

Therefore, fully modelling the hydraulic fracturing process requires solving a coupled system of
governing equations consisting of (1) elasticity equations that determine the relationship between
the fracture opening and the fluid pressure, (2) non-linear partial differential equations for fluid
flow (usually lubrication theory) that relate the fluid flow in the fracture to the fracture opening
and the fluid pressure gradient, (3) a fracture propagation criterion (usually given by assuming
LEFM is valid) that allows for quasi-static fracture growth when the stress intensity factor is equal
to the fracture toughness, and (4) diffusion of fracturing fluid in the rock formation (see Figure
1.4).

Propagation of fluid-driven fractures has been the subject of numerous scientific papers [27, 2].
Most of these efforts have been driven by the oil and gas industry, and have been oriented towards
the development of numerical models to predict the propagation of hydraulic fractures in the often
complex geological settings under which extraction of hydrocarbons takes place.

In recent years, many researchers have recognized the existence of the complexity of hydrauli
cfracture extension. Warpinski [186, 187] discovered that the main fracture and the branch frac-
tures extended simultaneously through the field tests and put forward the concept of fracture
propagation zone. Afterwards, through physical simulation experiments [17, 18] and [36, 37] found
that hydraulic fracture presented three kinds of extension path when it intersected with natural
fractures: crossing natural fractures, extending along natural fractures, or the two cases occurring
simultaneously. Although due to the insufficient and imperfect understanding of the fracture net-
work forming mechanism in shale reservoirs, there is always blindness in the fracturing design of
shale reservoirs (Figure 1.5a).

Based on fracture extension characteristic in shale reservoirs, [188] classified hydraulic fractures
into four major categories: the single plane biwing fracture, complex multiple fracture, complex
multiple fracture with open natural fractures, and complex fracture network, as shown in Figure
1.5b.

The early research efforts [69, 68, 50] concentrated on obtaining analytical solutions for the
complex fluid-solid interaction problems by assuming a simple fracture geometry, such as the well-
known 2-D plane strain PKN and KGD models, and the axisymmetric penny-shaped model. These
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Figure 1.4: The different components of the model HM-XFEM

(a) (b)

Figure 1.5: (a) Complex fracture extension in fractured shale reservoir [188], (b) Classification of fracture from
simple to complex [188].

solutions usually suffer from the limitations of the analytical models such as simplification of the
problem either with respect to the fracture opening profile or the fluid pressure distribution. Hence,
a good deal of effort has been undertaken in the development of numerical models to simulate the
propagation of hydraulic fractures for more complex and realistic geometries, with the first such
so-called pseudo-3D model developed in the late 1970s [41]. In recent years, some newly developed
numerical methods, such as the extended finite element method (XFEM) and particle simulation
method, have been applied to investigate hydraulic fracture problems. However, because of the
difficulty posed by modeling a fully 3-D hydraulic fracture, numerical simulation still remains a
particularly challenging problem.
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1.2 Theoretical aspects

The fundamental questions that arise in engineering fracture mechanics problems are “how
can one predict the failure load of these flawed structures?”, “what combination of load and flaw
geometry parameters leads to failure?”, and “what material parameters is the fracture process
governed by?” [152]. Many failure criteria and theories such as the well known Mohr-Coulomb
criterion can predict failure conditions for rock. However, these theories cannot be expected to
deal with questions of crack propagation such as (1) the length and width of a hydraulic fracture
created in an oil or gas well, (2) conditions resulting in crack advance of hydraulic fractures in
geothermal application. The answers to the questions formulated above lie in a parameter known
as the Stress Intensity Factor (SIF), K. This parameter appears from a straightforward analysis
of stresses at the crack-tip. A similar parameter known as the strain energy release rate, G, is
derived from a simple energy approach that treats crack growth as an instability phenomenon.

When attention is focussed on the local fields of elastic stress and displacement associated with
the singularity near a crack tip, it is always possible to reduce the consideration of the most general
situation to a sum of plane and antiplane problems [162]. In treating the crack tip fields by reduc-
tions to plane and antiplane problems and subsequently to three characteristic modes, a choice for
convenience can be made in defining these modes and their corresponding SIFs. As Irwin pointed
out in various papers [89, 90, 91], in fracture mechanics, mostly from a mathematical viewpoint,
three basic modes of crack extension are distinguished: I, II, III (Figure 1.6). These are: (a)
the opening mode encountered in symmetrical extension and bending of cracked materials where
displacement discontinuity is perpendicular to the plane of the crack; (b) the sliding mode which
is presumed to occur in skew-symmetric plane loading of cracked materials where, at the leading
edge of the crack, the displacement discontinuity is in the plane and parallel to the direction of the
crack; (c) the tearing mode which is assumed to occur in skew-symmetric bending (twisting) of
cracked plates or skew-symmetric loading of cracked plates by forces perpendicular to their planes
where the displacement discontinuity is perpendicular to the plane of material and in the plane of
the crack. In all these cases, it is assumed that the crack is a straight through cut perpendicular
to the plane of the material [60]. In reality, the fracturing phenomenon and the types of existing
discontinuities are much more complex and often we encounter a combination of thses three modes
i.e. mixed modes.

Figure 1.6: The three basic modes of crack extension. (a) Opening mode, I, (b) Sliding mode, II, (c) Tearing
mode (antiplane mode), III (from [70]).

Traditional failure criteria are not capable of adequately explaining many structural failures
that occur at stress levels considerably lower than the ultimate strength of the material. In 1921,
Griffith, through his experiments on fiber glass noticed that the strength of real materials is much
smaller (by two orders of magnitude) than their theoretical strength. The discipline of fracture
mechanics emerged in order to explain such phenomena. A major objective of fracture mechanics is
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to study the load-carrying capacity of structures in the presence of initial defects, where a dominant
crack is assumed to exist [62].

Fracture mechanics research is considered to have officially begun in 1920 with Griffith’s energy-
based analysis of cracks. Two key factors gave impetus to the development of fracture mechanics:
the size effect, and the inadequacy of traditional failure criteria. The strength of a material
measured from a laboratory specimen is many times lower than that predicted from calculations.
The traditional failure criteria were inadequate because they could not explain failures which occur
at a nominal stress level considerably lower than the ultimate strength of the material. Griffith [74]
suggested that the low fracture strength observed in experiments ∗, as well as the size-dependence of
strength, was due to the presence of microscopic flaws in the bulk material. Griffith’s experiments
showed that the product of the square root of the flaw length (a) and the stress at fracture (σf )
was nearly constant (σf

√
a ≈ C). An explanation of this relation in terms of linear elasticity

theory is problematic. Linear elasticity theory predicts that stress at the tip of a sharp flaw in
a linear elastic material is infinite, meaning the structure containing a flaw should immediately
fail under any load no matter how small. Hence, Griffith explained his observation in an energy
based analysis by resorting to theory of thermodynamics. Decades later in 1957, G. R. Irwin
[88] modified Griffith’s theory and developed it to what would become Linear Elastic Fracture
Mechanics (LEFM). It should be pointed out that both terms Fracture Mechanics and LEFM are
used interchangabely in literature (hereforth we use the term LEFM).

LEFM is based on the principle that all the materials contain initial defects in the form of
cracks, voids or inclusions which can affect the load carrying capacity of engineering structures.
Near the defects high stresses prevail that are often responsible for lowering the strength of the
material. One of the objectives of fracture mechanics, as applied to engineering design is the
determination of the critical load of a structure by accounting for the size and location of initial
defects. Thus, the problems of initiation, growth and arrest of cracks play a major role in the
understanding of the mechanism of failure of structural components.

LEFM first assumes that the material is isotropic and linear elastic. In LEFM, most formulas
are derived for either plane stresses or plane strains, associated with the three basic modes of
loadings on a cracked body: opening, sliding, and tearing (Figure 1.6).

Each one of the crack extension modes mentioned in the forgoing is associated with a corre-
sponding strain energy release rate, GI , GII , GIII , or crack tip stress intensity factor, KI , KII ,
KIII , (where the G’s are proportional to the squares of the respective K’s). The values of G may
be evaluated by assuming the material to be ideally brittle and, hence, the phenomenon to be
reversible and by calculating the elastic work for incremental closure of the crack. On the other
hand, the SIFs, which are the strengths of stress singularities at the crack tips, are determined
from the infinitesimal elasticity solution of the problem. Since G’s and K’s are directly related, it
suffices to discuss crack stability, based on the concept of SIFs [60].

To sum up we can mention that the basic premise of LEFM analysis can be outlined as follows:

• Based on linear elasticity theories, the stress field near a crack tip is a function of the location,
the loading conditions, and the geometry of the specimen or object, which reads as:

σTipij ≡ σ
Tip
ij (Location, Loading, Geometry)

≡ σTipij (r, θ,K)

where location can be represented by r and θ using the polar coordinate system whereas the
loading and geometry terms can be grouped into a single parameter K (SIF).

K ≡ K(σ(Loading), Geometry)

• The critical stress intensity factor (Kc) is called the fracture toughness of the material, and
is material specific.

Kc ≡ Kc(Material)

∗Griffith used glass fiber for his experiments
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• The stress intensity factor K should NOT exceed Kc.

K < Kc

More details on the nature of aforementioned parameters are given in the following.

1.2.1 Generalized Griffith-Irwin theory

In examining the stability of cracks, it is paramount to determine the relationships between
the elastic stresses and the input energy rate or strain energy release rate in crack extension. The
elastic energy release rate may be regarded as the force tending to open the crack [100]. Griffith’s
theory shows that fracture occurs when the energy stored in the structure overcomes the surface
energy of the material. He states that as the crack grows by a small amount da (a being the crack
half length) at each end, energy flows into the crack tips where it is consumed in the fracture
process, i.e., in overcoming the forces binding the material. Simply put, crack propagation will
occur if the energy released is sufficient to provide all the energy that is required for crack growth.
If the crack grows stably, then

dW = −dΓ (1.8)

where Γ = 4aγ is the surface energy consumed in the creation of the cracks per unit thickness,
and γ is the surface energy density, i.e., the energy required to create a unit traction-free crack
surface. The quantity W is the work that can be extracted from the loading system during the
crack formation. If the boundaries of the system are fixed, then W equals the elastic strain energy
released during the crack formation. If the boundaries are free to move as in the problem studied
by Griffith [74], W equals to the change in the potential energy of the system.

For stable crack growth, the energy balance condition in Equation 1.8 may be rewritten as

∂

∂a
(W + Γ) = 0 or − ∂W

∂a
=
∂Γ

∂a
or G = R (1.9)

where

G = −∂W
∂a

= energy release rate

R =
∂Γ

∂a
= crack resistance

As a first approximation, it can be assumed that the energy required to produce a crack is the
same for each increment of crack growth, i.e., R is a constant. Thus, the above crack propagation
criterion can be rewritten as

G = Gc (1.10)

or {
G < Gc → no propagation

G = Gc → propagation
(1.11)

where Gc is the critical energy release rate.
When the energy accumulated in the body is sufficient to break the bonds ahead of the tips,

catastrophic brittle failure takes place.
Decades after Griffith, Irwin proposed a solution defining the stress field in the area immediately

surrounding the crack tip. In his solution, he proposed the concept of SIFs. Considering the
relationship between strain energy release rate and SIF (the value of G is proportional to the
square of the respective K), Irwin suggested the value of critical SIF (fracture toughnesses) to be
the criterion for fracture propagation.

Simply put, the generalized Griffith-Irwin fracture theory states that, under the loading con-
ditions as described previously, crack extension will start when the corresponding SIF reaches a
critical value i.e., the critical SIF or fracture toughness (Kc) [60].
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1.2.2 Calculating SIF using J-integral

LEFM, can be based on either energy calculations or stress-intensity calculations. The calcu-
lation methods are related and provide identical results in predicting fracture loads of structures
containing sharp flaws of known size and location. However the stress-intensity approach is more
generally used because it deals directly with crack-tip stresses and strains, which are more com-
monly used in engineering.

The SIF calculation can be carried out experimentally, theoretically or numerically. Each
methodology has its own advantages but the use of numerical methods has become very popular
[73]. Normally, the analytical calculations are more complex to execute; however they have some
advantages, because an analytical solution can be applied for a range of crack lengths. The numer-
ical techniques require the calculation of stress or strain field for each crack length and therefore
for each value of SIF [175].

Some of the numerous numerical methods to calculate SIFs, are as follows:

– Compounding method (semi-analytical technique), [30]

– Displacement extrapolation (Numerical technique), [138, 42]

– Force method (Numerical technique), [146, 167]

– Singularity subtraction technique (Numerical technique), [128]

– J-integral (Numerical technique), [150]

– Virtual crack closure technique (Numerical technique), [153]

– etc.

Using the conventional theory of elasticity, it is possible to calculate the stress field at the tip of
a crack in an arbitrary body with an arbitrary crack under arbitrary loading. Using the coordinate
system in Figure 1.7, the crack tip stresses for mode I loading are:

σij =
KI√
2πr

fij(θ) + C1r
0 + C2r

1/2 + ... (1.12)

If r is very small (as assumed by Irwin), the first term of the solution is very large (infinite for
r=0); therefore, the other terms can be neglected. Because all cracking and fracturing take place
at or very near the crack tip (where r ≥ 0), it is justifiable to use only the first term of the solution
to describe the stress field in the area of interest. For the stress in the y-direction along the plane
θ = 0, fyy(θ) = 1 [117] , so that:

σyy =
KI√
2πr

for θ = 0 (1.13)

Equation 1.13 shows that the crack-tip stress in the σyy direction depends on the distance r
from the crack tip. A similar relation applies to other directions, or if the entire stress field is taken
into account. As a general solution, Equation 1.13 applies to the geometry under Mode I loading.

The stress near the crack tip (Equation 1.13) is also directly proportional to the applied stress
(σ), as long as stresses are in the elastic regime. Therefore, under elastic conditions:

σ(applied) ∝ σyy = KI/
√

2πr (1.14)

which means that KI , can be defined in terms of the applied stress and of a distance r near the
crack tip.

In general, the relation between SIF and crack tip stresses are formally defined as:

KI = lim
r→0

√
2πr σyy(r, 0) (1.15)

KII = lim
r→0

√
2πr σyx(r, 0) (1.16)

KIII = lim
r→0

√
2πr σyz(r, 0) (1.17)

27 Sourena MOOSAVI



CHAPTER 1. FRACTURE PROPAGATION IN TI MEDIA

Figure 1.7: Coordinate system and stresses at crack-tip.

Now in calculating the SIF, domain forms of the contour J-integral and associated contour
interaction integrals remain the most popular method for extracting SIFs from finite-element cal-
culations.

The J-integral represents a way to calculate the strain energy release rate, or work (energy) per
unit fracture surface area, in a material. The theoretical concept of J-integral was developed in
1967 by Cherepanov [35] and in 1968 by Rice [150] independently, who showed that an energetic
contour path integral (called J) was independent of the path around a crack.

The J-integral is defined by:

J =

∫
Γ

(
Wdy − T.∂u

∂x
ds
)

(1.18)

Here Γ is a curve surrounding the notch tip, the integral being evaluated in a contraclockwise
sense starting from the lower flat notch surface and continuing along the path Γ to the upper flat
surface (Figure 1.8). T is the traction vector defined according to the outward normal along Γ,
Ti = σijnj , u is the displacement vector, and ds is an element of arc length along Γ.

By taking Γ close to the notch tip, the integral will depend only on the local field. In particular,
the path may be shrunk to the tip Γt (Figure 1.8) of a smooth-ended notch and since T = 0 there,

J =

∫
Γt

Wdy (1.19)

so that J is an averaged measure of the strain on the notch tip.

Figure 1.8: Flat surfaced notch in two-dimensional deformation field (all stresses depend only on x and y). Γ is
any curve surrounding the notch tip; Γt denotes the curved notch tip.
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Rice [149] suggests the relation between J-integral and SIFs as follows:

J =
1− ν2

E
(K2

I +K2
II) +

1 + ν

E
K2
III (1.20)

Considering a cohesive zone model (see section 1.2.4), it can be shown that the J-integral can
be calculated as follows:

J =

∫
Γ

tc .∇[u] .θdΓ (1.21)

where tc is the traction on crack lips and θ is the virtual crack extension field and u is the
displacement of the crack lips. Considering the cohesive traction decomposed as tc = tc,nn+ tc,tt+

tc,bb, and making use of notation [∇u].θ = ∂[u]n
∂θ n + ∂[u]t

∂θ t + ∂[u]b
∂θ b, then, equating equations 1.20

and 1.21, as stated in [64] SIFs may alternatively be computed by:

K2
I = − E

1− ν2

∫
Γ

∂[un]

∂θ
tc,ndΓ

K2
II = − E

1− ν2

∫
Γ

∂[ut]

∂θ
tc,tdΓ

K2
III = −2µ

∫
Γ

∂[ub]

∂θ
tc,bdΓ

(1.22)

Equation 1.20 and accordingly equation 1.22 are valid for isotropic elastic medium. The equiv-
alent of equation 1.20 for transverse isotropic medium can read as follows according to the work
of Kassir and Sih [100]:

J =
πc11(n

1/2
1 + n

1/2
2 )

2c44(c13 + c44)(1 +m1)(1 +m2)
K2
I

+
πc11(n1n2)1/2(n

1/2
1 + n

1/2
2 )

2c44(c13 + c44)(1 +m1)(1 +m2)
K2
II +

πn
1/2
3

2c44
K2
III (1.23)

where n1, n2 are the roots to the following characteristic equation:

c11c44n
2 + [c13(c13 + 2c44)− c11c33]n+ c33c44 = 0 (1.24)

and where

mj =
c11nj − c44

c11 + c44
=

(c13 + c44)nj
c33 − c44nj

, j = 1, 2 (1.25)

Equating equation 1.23 to equation 1.21 would give the equivalent of equation 1.22 for TI
medium, which could be written as:

K2
I =

2c44(c13 + c44)(1 +m1)(1 +m2)

πc11(n
1/2
1 + n

1/2
2 )

∫
Γ

∂[u]z
∂θ

tc,z dΓ

K2
II =

2c44(c13 + c44)(1 +m1)(1 +m2)

πc11(n1n2)1/2(n
1/2
1 + n

1/2
2 )

∫
Γ

∂[u]n
∂θ

tc,n dΓ

K2
III =

2c44

πn
1/2
3

∫
Γ

∂[u]t
∂θ

tc,t dΓ

(1.26)
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1.2.3 Bifurcation angle

One cannot predict the crack propagation path without having the knowledge of the angle of
crack initiation. The problem needs to be studied in mixed mode since the state of loading at the
crack tip could be very complex and may result in mixed mode fracture. The problem involving
mixed mode fracture has been extensively investigated during the past couple of decades, and
several criteria have been proposed for predicting crack initiation angles.

The criteria presented so far can be gathered under three headings: stress-based criteria, energy-
based criteria, and strain-based criteria. The critical condition refers to one of the extremum of the
stated parameter, i.e., stress, energy, or strain [103]. The three theories prevalent in the literature
to predict incipient crack turning angles for isotropic materials are:

– Maximum Tangential Stress (MTS), or interchangably maximum hoop stress[60],

– Maximum energy release rate [87],

– Minimum strain energy density [163].

Among the above mentioned approaches, MTS has considerable appeal for isotropic materials
because of its simplicity, and remains probably the most widely used approach. An extension of
MTS to anisotropic materials was introduced in [155]. The bifurcation angle criterion given in
[155] depends on the stress field existing just before the onset of crack propagation.

The stress analysis of an infinite anisotropic plate containing an elliptical opening has been
addressed by [111] using a complex variable solution. By reducing the minor axis dimension to
zero, [191] obtained the following stress distribution in the neighborhood of the crack:

σx =
σ∞
√
a

2r
<
{ s1s2

(s1 − s2)

s2

ψ
1/2
2

− s1

ψ
1/2
1

}
+
τ∞
√
a

2r
<
{ 1

(s1 − s2)

s2
2

ψ
1/2
2

− s2
1

ψ
1/2
1

}
σy =

σ∞
√
a

2r
<
{ 1

(s1 − s2)

s1

ψ
1/2
2

− s2

ψ
1/2
1

}
+
τ∞
√
a

2r
<
{ 1

(s1 − s2)

1

ψ
1/2
2

− 1

ψ
1/2
1

}
τxy =

σ∞
√
a

2r
<
{ s1s2

(s1 − s2)

1

ψ
1/2
1

− 1

ψ
1/2
2

}
+
τ∞
√
a

2r
<
{ 1

(s1 − s2)

s1

ψ
1/2
2

− s2

ψ
1/2
1

} (1.27)

where ψi = cos θ + si sin θ and r, θ, σ∞, τ∞ are defined in Figure 1.9. s1 and s2 are roots of the
characteristic equation:

a11s
4 − 2a16s

3 + (2a12 + a66)s2 − 2a26s+ a22 = 0 (1.28)

for the general case, or
a11s

4 + (2a12 + a66)s2 + a22 = 0 (1.29)

for the orthotropic case.
The equations are written in terms of the compliances aij which are related to engineering

constants Eij through:

a11 =
1

E11
; a22 =

1

E22
; a12 = a12 = − ν12

E11
; a66 =

1

G12
(1.30)

The crack tip stress field can be re-written in terms of the SIF for each of two possible two
dimensional loading:

– Plane symmetric loading:

σx =
KI√
2πr
<
[ s1s2

s1 − s2

( s2

(cos θ + s2 sin θ)1/2
− s1

(cos θ + s1 sin θ)1/2

)]
σy =

KI√
2πr
<
[ 1

s1 − s2

( s1

(cos θ + s2 sin θ)1/2
− s2

(cos θ + s1 sin θ)1/2

)]
σxy =

KI√
2πr
<
[ s1s2

s1 − s2

( 1

(cos θ + s1 sin θ)1/2
− 1

(cos θ + s2 sin θ)1/2

)] (1.31)
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Figure 1.9: A crack in a homogeneous anisotropic elastic solid, from [155].

– and for plane skew-symmetric loading:

σx =
KII√
2πr
<
[ 1

s1 − s2

( s2
2

(cos θ + s2 sin θ)1/2
− s2

1

(cos θ + s1 sin θ)1/2

)]
σy =

KII√
2πr
<
[ 1

s1 − s2

( 1

(cos θ + s2 sin θ)1/2
− 1

(cos θ + s1 sin θ)1/2

)]
σxy =

KII√
2πr
<
[ 1

s1 − s2

( s1

(cos θ + s1 sin θ)1/2
− s2

(cos θ + s2 sin θ)1/2

)] (1.32)

Having extended MTS, for anisotropic material, [155] discuss the bifurcation angle as follows.
According to [60], the direction of crack extension is controlled by the ratio of tensile normal stress
to strength on a given plane. The crack will grow along the plane on which this ratio (R) is a
maximum:

R =
σθ
σmaxθ

(1.33)

where σθ is the circumferential (tangential) stress:

σθ = σx sin2 θ + σy cos2 θ − 2σxy sin θ cos θ (1.34)

and σx, σy, σxy are the Cartesian stresses at a point which polar coordinates are r and θ with
respect to the crack tip. By plugging the stress field for anisotropic medium given in equations
1.31 and 1.32 into equation 1.34, one obtains an equation function of KI :

σθ =
KI√
2πr
<
[ 1

s1 − s2
(s1(s2 sin θ + cos θ)3/2 − s2(s1 sin θ + cos θ)3/2)

]
(1.35)

and an equation function of KII

σθ =
KII√
2πr
<
[ 1

s1 − s2
((s2 sin θ + cos θ)3/2 − (s1 sin θ + cos θ)3/2)

]
(1.36)
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For mixed mode, equations 1.35 and 1.36 can be combined:

σθ =
KI√
2πr
<[A(s1B − s2C)] +

KII√
2πr

Re[A(B − C)] (1.37)

where

A =
1

s1 − s2

B = (s2 sin θ + cos θ)3/2

C = (s1 sin θ + cos θ)3/2

(1.38)

Equation 1.33 can then be written as:

σθ
σmaxθ

=
1

K1
Ic cos2 θ +K2

Ic sin2 θ

[
KIRe[A(s1B − s2C)] +KIIRe[A(B − C)]

]
= 1 (1.39)

Finally the angle of propagation θ0 is found by maximizing Equation 1.39 or its normalized
equivalent:

Max
Re[A(s1B − s2C)] + KII

KI
Re[A(B − C)]

cos2 θ +
K1
Ic

K2
Ic

sin2 θ
(1.40)

1.2.4 Cohesive Zone Model–CZM

LEFM has proven to be a useful tool for solving fracture problems, although it suffers from
some limitations stemming from the strong assumptions that could be mainly listed as follows:

• If the size of the process zone approaches any relevant lengthscale of the medium (structure
typical size, initial crack length, distance between crack tips), the response of the structure
is subjected to a size effect that LEFM fails to predict,

• In 3D, Griffith’s criterion stating that crack propagates when G = Gc is very hard to verify
along a front,

• Crack may not initiate from a sound structure: a pre-crack has to be put in. Thus, the
sensitivity of the response to the shape and orientation of the pre-crack has to be studied,
and the failure load cannot always be accurately reproduced.

In order to adress some of these issues, cohesive zone model was introduced originally by
Barenblatt [12] and Dugdale [57]. Later on, Hillerborg [83] used this model for concrete under
the name of fictitious crack model. The cohesive process zone model is a general model which, in
principle, is applicable to materials other than concrete or cementitious composites; e.g., crazing
in polymers has been modelled using a cohesive surface methodology [176], and Schwalbe and
collaborators modelled successfully the effect of strength mismatch in welded joints using a cohesive
zone model [116]. The cohesive zone model has also been applied successfully by [141, 63] to rocks
to investigate hydraulic fracture propagation.

The cohesive zone model consists in introducing cohesive traction forces on the fracture walls,
that obey a softening traction-displacement relation [141]. The cohesive traction is generally
derived from a potential and is directly related to the displacement jump δ (see Figure 1.10).
Once the critical stress σc is reached, the damage process starts, irreversibly.

In this work the cohesive zone model relies on the principle of minimization of the total potential
energy of the system:

min
u,δ,δ=JuK

(
Ep(u, δ)

)
(1.41)

Sourena MOOSAVI 32



CHAPTER 1. FRACTURE PROPAGATION IN TI MEDIA

Figure 1.10: A linear softening law between the cohesive traction and the displacement jump. From [141]

The cohesive zone model, has been extensively used with great success to simulate fracture
and fragmentation processes in concrete, rock, ceramics, metals, polymers, and their composites.
Rather than an elastic crack tip region as presumed in classic LEFM with its associated infinite
stress at the sharp crack tip, the cohesive zone model assumes the existence of a fracture process
zone characterized by a traction-separation law. In this way, the cohesive zone model avoids the
singularity in the crack tip stress field that is present in classic fracture mechanics.

Cohesive zone models are inserted along predefined crack paths. The potential crack surface is
made up of

• an adherent zone ahead of the crack front,

• a cohesive process zone,

• a fully opened zone. The cohesive traction is null in this zone.

Figure 1.11: Cohesive Zone Model. From [63]

1.3 Numerical modeling

Computational fracture mechanics has long been used for determination of the stress inten-
sity factors, and later has been expanded into the simulation of crack nucleation and propagation.
Generally, numerical methods can be classified into continuum and discontinuum approaches [126].
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Continuum and discontinuum methods can be interpreted as: indirect and direct respectively [144],
depending on whether fracture is represented directly or indirectly. Most indirect approaches ideal-
ize the material as a continuum and utilize average measures of material degradation in constitutive
relations to represent irreversible microstructural fracture [106], while most direct approaches ide-
alize the material as a collection of structural units (springs, beams, etc.) or interacting particles
and utilize the breakage of individual structural units or bonds to represent damage. Most com-
putational models used to describe the mechanical behavior of rock for engineering purposes are
based on the indirect approach, while most used to understand the behavior in terms of the progress
of fracture development and rupture are based on the direct approach. In the following we give
a literature survey of both continuum and discontinuum methods used specifically for studying
fracture propagation processes.

1.3.1 Continuum–based methods

The conventional continuum methods can be categorized as follows:

• Finite element method,

– Element erosion method,

– Extended finite element method,

– Other finite element-based methods.

• Finite difference method,

• Boundary element method,

• Meshfree methods,

• Peridynamics,

• Phase Field method

1.3.1.1 Finite Element Method–FEM

The FEM is the most widely employed numerical method for studying fracture mechanics
problems (Figure 1.12). The formulation of the FEM is based on a variational statement of the
governing physics. The domain is discretized into subdomains (elements) which are interconnected
through common discrete points (nodes). The primary unknown field variables are nodal values.
The formulation reduces the problem to the solution of a system of algebraic equations in terms
of the nodal variables (for dynamic problems, the result is a system of ordinary differential equa-
tions). Finite element systems tend to be relatively banded and symmetric for most problems [115].
FEM is capable of modelling complex geometries, loading conditions and heterogeneous material
distributions [124]. [23] used FEM for modeling of fractures in orthotropic materials while [154]
used FEM to model fractured induced anisotropy in poroelastic media. In particular, where they
modeled fractures as very thin, highly permeable and compliant porous layers, allowing them to
compute the wave velocities and quality factors at the macroscale as a function of frequency and
propagation angle. Nevertheless, the classical displacement-based FEM is not able to describe the
strain localisation properly since the differential motion equations change type and lead to an ill-
posed boundary value problem. A number of techniques have been implemented into the standard
FEM to facilitate the computational simulation of crack propagation problems, such as element
erosion methods and XFEMs [124, 168].

Element Erosion Method–EEM

This method is considered as one of the simplest methods in dealing with fracturing process
within the framework of the standard FEM [15, 168]. According to the element erosion (deletion)
algorithms, there is no need to represent the topology of cracks, and the fracturing process can
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Figure 1.12: A finite element model of a crack. Left: undeformed. Right: deformed under vertical tension, from
[193]. Mesh is conforming to the discontinuity which causes computational costs and must be updated for crack
propagation.

be modelled by a set of deactivated elements [126]. As shown in Figure 1.13, the elements, which
contain the crack, are deactivated and have no material resistance or stress for the rest of the simu-
lation process. A removed element represents a meso/macrocrack. The deactivation of elements in
this method can be achieved through two approaches: (1) complete element deletion technique, in
which the deleted elements are replaced by rigid masses and (2) setting the stress of the deactivated
elements to zero [147]. This method has been widely used to simulate the fracture process of rock,
particularly due to impact and blasting loads. However the mesh dependency of this method makes
it not well suited for fracture analysis. From the fracture mechanics point of view, element deletion
is insensitive to the size effect of strength and the element meshes commonly used in engineering
applications are commonly too coarse to capture gradients near the crack tip which leads to an
overestimation of the fracture energy [142]. Hence, fracture models with element deletion should
be used and interpreted with caution. Because of this shortcomings, there is no research study on
fracture propagation in transverse isotropic materials using element erosion method, nor is there
any extension of the method to hydofracture studies.

Figure 1.13: Schematic illustration of crack simulation using element erosion method. From [126].

Extended finite element method–XFEM

With the standard FEM, cracks are viewed as internal boundary surfaces that are explicitly
meshed. The modeling of such moving discontinuities with the FEM is cumbersome due to the need
to update the mesh to match the geometry of the discontinuity [123]. On using a discontinuous
(generalized Heaviside) enrichment function, a much simpler approach to model the crack interior
was realized by [123], and this method was named the extended finite element method (XFEM)
[48]. In the XFEM, crack discontinuities are incorporated via the kinematics: the displacement
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field is enriched with discontinuous and crack-tip asymptotic functions. The XFEM permits simple
meshes to be used that do not need to conform to the crack geometry, thereby avoiding the need
to remesh for crack propagation simulations. Generally, the XFEM displacement approximation
for any element comprising an arbitrary crack can be defined as [170]

uhe (x) =
∑
i∈I

Ni(x)ui︸ ︷︷ ︸
standard FE

+
∑
j∈J⊆I

Nj(x)φ(x)aj︸ ︷︷ ︸
discontinuous contribution

+
2∑
t=1

∑
k∈Kt⊆I

Nk(x)
4∑

α=1

Fαt(x)bkαt︸ ︷︷ ︸
crack-tip contribution

(1.42)
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where J is the index set of nodes whose basis function support is cut by the interior of the crack
Γc, and K1 and K2 are the index sets of nodes whose basis function support contains the crack
tips Λ1

c and Λ2
c , respectively. In addition, Ni(x) are the finite element shape functions, φ(x) is a

discontinuous (generalized Heaviside) function that is defined with respect to the crack, and Fαt(x)

in 1.43 are the crack-tip asymptotic functions defined with respect to a polar coordinate system
(r, θ) with origin at the crack-tip t (Figure 1.14).

The XFEM is arguably one of the most prevalent numerical methods for fracture and discon-
tinuity analysis. This is due to many factors, not the least of which is the potential of the XFEM
to circumvent long-standing issues in finite element mesh generation and adaptation for fracture
problems. Moreover, even though there are many alternative numerical methods for fracture, none
of them offer the combination of features that the XFEM affords: extension to nonlinear problems,
relative ease of implementation, robustness, efficiency and accuracy. It has been successfully ap-
plied to solve crack problems in materials with different constitutive laws: isotropic media [123],
bimaterials [171], orthotropic materials [9], piezoelectric solids [14], magneto-electroelastic mate-
rials [151]. The XFEM has been extensively used for modeling anisotropic materials [78, 24, 84]
as well as for hydraulic fracturing [178, 125, 194, 63]. Hattori et al. [78] used the XFEM to
analyze fracture mechanics problems in elastic materials that exhibit general anisotropy, by intro-
ducing new anisotropic crack-tip enrichment functions for the XFEM. Bouhala [24] used XFEM to
model crack propagation in thermo-anisotropic elastic materials. They modeled the discontinuity
at the crack surface using the level set principle whereas the singularity at the crack tip is handled
using special branch enrichment functions derived from the asymptotic analysis following Lekhnit-
skii’s formalism in anisotropic media. Honggang [84] proposed a method for extracting fracture
parameters in anisotropic thermoelastic materials cracking via interaction integral method. Mo-
hammadnejad et al. [125] developed a fully hydromechanical coupled numerical model for the
modeling of the hydraulic fracture propagation in porous media using the extended finite element
method in conjunction with the cohesive crack model. By taking the advantage of the cohesive
crack model, they simulated the nonlinear fracture processes developing along the fracture process
zone. Faivre et al. [63] proposed a numerical model for the fully coupled hydro-mechanical analysis
of groundwater flows through poroelastic saturated media. Paul et al. [141] extended the work of
[63] from 2D to 3D and applied the hydromechnical coupled model to non-predefined paths and
also investigated multiple hydraulic fractures interference.

Other finite element-based methods

Several other methods have been developed based on FEM to simulate the failure process of
brittle materials. [173] introduced a two-dimensional FEM code, namely realistic failure process
analysis (RFPA) code, on the basis of continuum damage mechanics, and employed it to simulate
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Figure 1.14: Enriched nodes for an embedded crack. The crack-tips are labeled as 1 and 2. The nodes that
are enriched with the discontinuous function are shown by open-circles, whereas those that are enriched with the
asymptotic near-tip crack functions are shown by filled-circles. The added region is the support ωi of the nodal
finite element basis function for node i. From [170].

rock failure processes. RFPA has been also used to model hydraulic fracturing[114, 40]. RFPA
has also been used to model the failure mechanisms in transversely isotropic rock masses [183].
FRANC 2D (FRacture ANalysis Code) is an interactive finite element code which was developed
firstly based on the LEFM principles and then expanded into EPFM (elastic plastic fracture
mechanics) and three-dimensional modelling [189]. Despite all the achievements of these codes,
they suffer from basic difficulties of continuum-based methods such as mesh dependency and being
untrustworthy in modelling of the transition from a continuum to a discontinuum domain [126]. It is
also worth mentioning the use of enhanced finite element method (EFEM) by [81] for application to
underground excavation where they introduced a 3D numerical model with strong discontinuities
to address multi-cracking problems. Oliver et al. [135] used a continuum approach to model
fracture propagation by considering (a) a continuum setting for representation of the fracture at
both scales based on the Continuum Strong Discontinuity Approach (CSDA), and (b) the use, for
the considered non-smooth (discontinuous) problem.

1.3.1.2 Finite Difference Method–FDM

FDM is a continuum-based method similar to FEM that differs in using a grid of nodes instead
of elements for approximating the unknown fields such as displacement field. However, the conven-
tional FDM suffers from the use of regular grid system for the description of material heterogeneity,
complex boundary conditions and fractures [59, 95]. To overcome these shortcomings, the general
FDM has been improved particularly thanks to the development of finite volume methods, which
make it capable of using irregular quadrilateral, triangular and Voronoi grids (Figure 1.15b). [3]
used FDM to model fracture in bimaterial (Figure 4.1a). He divided the nodal points into inner
points and fictitious boundary points, and the location of the crack tip is assumed to be at the cen-
ter of the mesh and never on a mesh point. The commercial FLAC code is the most common FDM
tool for stress analysis in geomechanics problems. [105] developed and implemented an algorithm
based on LEFM approach in FLAC 2D code. According to the algorithm, each element comprises a
microcrack with a random length that propagates when the critical value is satisfied by SIFs. [179]
developed a constitutive model based on FDM to simulate dynamic fracturing in coal. Despite all
these improvements, FDM still suffers from inability to model fracture propagation appropriately
due to its continuum nature where the entire domain is employed for calculation [126]. There is
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no recorded evidence of extensive use of FDM in modeling crack propagation in anisotropic media
nor hydrofracturing.

(a) (b)

Figure 1.15: a) The finite difference grid for dissimilar materials and/or cracks. After [3] and b) Crack simulation
via Voronoi grid. After [126].

1.3.1.3 Boundary Element Method–BEM

The Boundary Element Method (BEM) has emerged as a powerful alternative to FEM par-
ticularly in cases where better accuracy is required due to problems such as stress concentration.
Also, if the medium extends to infinity, no artificial boundaries such as those needed in FDM or
FEM are required because BEM automatically satisfies far-field conditions. The most important
feature of BEM, however, is that the solution is approximated at the boundaries, while equilib-
rium and compatibility are exactly satisfied in the interior of the medium. In FDM and FEM,
the approximations are made inside the medium [20]. The advantage of limiting the discretization
to the boundaries is that the problem is reduced by one order: from three-dimensional (3D) to
a 2D surface problem at the boundary and from 2D to a line problem. Hence, it only requires
discretization of the surface rather than the volume (Figure 1.16).

This is in contrast to continuum methods (although we list BEM here amongst continuum
methods), where the entire medium has to be discretized. The method is very attractive for those
cases where the volume to boundary surface ratio is large. The technique used in BEM consists
in essence of transforming the governing differential equations, which apply to the entire medium,
to integral equations that only consider boundary values [180, 26]. In a boundary value problem,
some parameters such as stresses and displacements are known, while others are not, which then
are part of the solution. There are two approaches to solve for the unknown parameters. In the
first approach (direct BEM), the unknowns are solved directly, and once they are found, stresses
and displacements at any point in the continuum can be obtained directly from the solution. In
the second approach (indirect BEM), the solution is given in terms of some ‘fictitious’ quantities,
typically stresses or displacements. The fictitious quantities are found first, and the stresses and
displacements at any point in the medium are expressed in terms of these fictitious quantities
[20]. The difficulties of the standard direct BEM in dealing with fracture problems such as the
coincidence of crack nodes, gave rise to new techniques such as sub-region boundary element method
(SBEM), displacement discontinuity methods (DDM), dual-boundary element method (DBEM)
and dual-reciprocity boundary element method. The SBEM and DBEM are direct BEMs, while
the DDM is an indirect BEM (Figure 1.17).

There has been extensive use of BEM in anisotropic fracture modeling [137, 101, 102, 169]. Pan
et al. [137] proposed a new formulation of the BEM to calculate SIFs for cracked 2D anisotropic
materials. They presented a new approach to collocate the displacement and traction integral
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Figure 1.16: Discretization with BEM. After [20]

Figure 1.17: Three boundary element techniques in fracture analysis: a) Subregion method, b) DDM, c) DBEM.
After [126].

equations on the outside boundary of the problem (no-crack boundary) only and on one side of
the crack surfaces only, respectively. This new method was considered to provide an alternative
and yet efficient numerical technique for the study of cracked 2-D anisotropic media, and for the
simulation of quasi-static crack propagation. Ke et al. [101] presented a systematic procedure
for determining fracture toughness of an anisotropic marble using the diametral compression test
(Brazilian test) with a central crack on the discs. Their new fracture criterion is based on the
examination of mode I, mode II and mixed mode (I–II) fracture toughness for different crack
angles and anisotropic orientation. The method has also been utilized in modeling hydrofracture
phenomenon [109, 29, 67]. Legan et al. [109] modeled the fracturing process taking into account
the inhomogeneity of the stress state near the hole in a cylindrical bodies using the boundary
elements method (in the variant of the fictitious load method) and the gradient fracture criterion.
Cao et al. [29] proposed an improved Boundary Element Method for modeling fluid flow through
fractured porous medium. In their proposed method they developed a theoretically sound, and
practically robust numerical algorithm to accurately capture the flow behavior and dynamics in
fractured reservoirs.

1.3.1.4 Meshfree methods

Different formulations in the concept of meshfree technique have been developed to remove
limitations of continuum-based methods [196]. Meshless methods construct approximations in
terms of nodes. The character of the nodes is provided by three functions: (i) approximation
function, (ii) weight function and (iii) compact support of weight functions. The approximation
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function is an essential feature of the method. A weight function, which plays an important role
in the performance of the methods, is used in all varieties of meshless methods. The compact
support of weight functions, also called the domain of influence of a node, gives a local character
to the meshless methods, the most commonly used supports are discs and rectangles, as shown
in Figure 1.18. The weight function is nonzero in the domain of support and zero outside of the
domain of support. Based on this principle, pioneered by [72] for development of the smoothed
particle hydrodynamics method (SPH), different formulations of the meshfree method have been
established. These can be classified into two categories: the methods based on global weak form
requiring background mesh for integration; and the methods based on local weak form requiring
predefinition of particles for their mass.

Figure 1.18: The commonly used supports of node I.

The flexibilities of meshless methods in dealing with fracturing problems make them suitable
for rock mechanics application. They are also much advantageous when dealing with modelling
of crack growth [196]. Meshfree methods have not been popular for anisotropic fracture modeling
nor for hydraulic fracturing.

1.3.1.5 Peridynamics

The peridynamic (PD) theory is an extension of the standard mathematical theory of solid
mechanics that is compatible with the discontinuous nature of cracks. The main advantage of
the PD concept is the non-locality. In contrast to the PDEs (partial differential equations) of
the standard theory, which cannot be applied directly on a growing crack, the PD theory uses
integro-differential equations that do not involve the spatial derivatives of the deformation. This
can solve the stress singularity problem at the crack tip. The field equations therefore apply on
a crack [165]. The enhanced continuum mechanics theory of PD can be solved by either FEM or
meshfree methods. The original PD method, i.e., bond-based PD, was introduced by [164].

In practice, the failure of one bond in a peridynamic body tends to increase the elongation
of neighboring bonds, making it more likely that they too will break. This leads to progressive
failure. The failures tend to organize themselves into two-dimensional surfaces that represent
cracks. Bonds in many different directions contribute to crack growth, not just those bonds that
are normal to the crack surface (Figure 1.19) [165].

PD has extensively been used for dynamic crack modeling in anisotropic materials [71, 79, 85].
PD seems to be a powerful technique for simulation of rock fracture as it can easily simulate
the transition from continuum to discontimuum. However, it is a newly developed technique and
mostly is used for dynamic fracture analysis and its capabilities in rock fracture analysis need to
be explored much deeply in future.

1.3.1.6 Phase Field

The phase field (PF) is another recently developed phenomenological continuum algorithm,
which has been successfully applied to simulate complex three-dimensional microstructural kinetics
evolution of material at the meso-scale. This method is based on the thermo-dynamics equations
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Figure 1.19: Crack growth in a peridynamic solid is determined by damage to bonds in many directions. After
[165]

[113]. PF treats fracture problems based on energy minimisation principles and does not model a
crack as a geometric feature with a physical discontinuity. Instead, PF differentiates fractured field
using order parameter. The order parameter is a variable representing the state of the structure,
and is coupled to elastic properties of the material using degradation function.

In order to circumvent the problems associated with numerically tracking the propagating
discontinuity representing a crack, PF approximates the fracture surface. The PF approach takes
a small piece of the crack boundary, smooths it, and then approximates the fracture surface (Figure
1.20). Two of the proposed benefits of this approach are that the crack no longer has to follow
element edges and can propagate freely and that the solution will eventually converge, whereas in
most FEM-based methods mesh refinement will only create higher and higher stress at the crack
tip while not necessarily converging.

Figure 1.20: (a) Schematic representation of a solid body Ω with internal discontinuity boundaries Γ. (b)
Approximation of the internal discontinuity boundaries by the phase-field c(x, t). The model parameter controls the
width of the failure zone. The model parameter l0 controls the width of the failure zone. After [25]

Although, PF is becoming popular technique in fracture simulation, it suffers from inability
to model detachment and separation. Its application in rock fracture analysis is currently limited
to crack initiation and propagation problems [126]. In this context Xia et al. [192] proposed
an extension of the phase field method for the modeling of hydraulic fracturing or cracking in
heterogeneous saturated porous media. Their developed numerical framework is based on the phase
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field method with a regularized description of both bulk and interface discontinuities, extended
to a fully coupled hydro-mechanical framework. With regard to anisotropy, Nguyen et al. [133]
proposed a phase field model to reproduce (energetically) non-free anisotropic crack bifurcation
within a framework allowing for robust and fast numerical simulations.

1.3.2 Discontinuum–based methods

Discontinuum method can probably be considered as one of the mostly employed numerical
techniques in the field of rock mechanics. Distinct Element Method–DEM (also known as Dis-
crete Element Method), Discontinuous Deformation Analysis (DDA) and Bonded Particle Method
(BPM) are the most common discontinuum methods in rock fracture analysis, and comprehen-
sive explanations of these methods from theory to application can be found in many studies
[77, 21, 97, 98].

1.3.2.1 Distinct Element Method–DEM

The discrete (or distinct) element method (DEM) is a discontinuous analysis method proposed
by [43] for studying two-dimensional slope stability problems in jointed rock masses. In DEM the
objects are modelled as systems of bodies interacting with each other. The calculations performed
in the DEM alternate between the application of Newton’s second law to the particles and a
force–displacement law at the contacts. Newton’s second law is used to determine the translational
and rotational motion of each particle arising from the contact forces, applied forces and body forces
acting upon it, while the force–displacement law is used to update the contact forces arising from
the relative motion at each contact. The DEM can take into account many kinds of discontinuities
and material failure characterised with multiple fractures, making it a suitable tool to study rock
fracturing [144]. The is based on a time-stepping algorithm in which the velocities and accelerations
are assumed to be constant within each time step. The solution scheme is identical to that used by
the explicit finite difference method for continuum analysis. The DEM is based on the idea that the
time step chosen may be so small that, during a single time step, disturbances cannot propagate
from any particle farther than its immediate neighbors. Then, at all times, the forces acting on any
particle are determined exclusively by its interaction with the particles with which it is in contact.
Because the speed at which a disturbance can propagate is a function of the physical properties of
the discrete system (namely, the distribution of mass and stiffness), the time step can be chosen to
satisfy the above constraint. The use of an explicit, as opposed to an implicit, numerical scheme
provides the following advantages. Large populations of particles require only modest amounts
of computer memory, because matrices are not stored. Also, physical instability may be modeled
without numerical difficulty, because failure processes occur in a realistic manner—one need not
invoke a non-physical algorithm, as is done in some implicit methods.

DEM is implemented in computer codes such as UDEC and 3DEC [92], PFC2D, PFC3D and
ESYS Particles. It has been employed widely to investigate rock fracture and resultant fragmen-
tation processes. In this method, cracks initiate and grow along the boundaries of blocks when
the maximum stress exceeds tensile or shear strength thresholds defined at the blocks’ interfaces
(Figure 1.21).

Generally, the distinct element method is a widely used technique in investigation of rock
fracturing and failure process [157, 58, 51]. The DEM has become a popular method in modeling
hydraulic fracturing. Damjanac et al. [47] used the DEM for simulating the hydraulic fracturing
in naturally fractured reservoirs. [148] used the DEM in order to study the interaction between
hydraulic fracture and discrete fracture network. There are also good instances of the DEM being
used in fracture propagation in anisotropic rocks. [55] used the DEM to model an anisotropic
rock fracturing behavior under Brazilian test conditions. [56] modeled inherently anisotropic rocks
under uniaxial compression loading using the DEM.

1.3.2.2 Bonded Particle Method–BPM

The BPM is one of the widely used particle-based methods used for study of fracturing process
of rock. The BPM simulates the mechanical behavior of a collection of non-uniform-sized circular
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Figure 1.21: Interparticle behavior of DEM models. After [126]

or spherical rigid particles that are bonded together at their contact points. The term ‘particle’, as
used here, differs from its more common definition in the field of mechanics, where it is taken as a
body of negligible size that occupies only a single point in space. in the present context, the term
‘particle’ denotes a body that occupies a finite amount of space [144]. The rigid particles interact
only at the soft contacts, which possess finite normal and shear stiffnesses. The mechanical behavior
of this system is described by the movement of each particle and the force and moment acting at
each contact. Newton’s laws of motion provide the fundamental relation between particle motion
and the resultant forces and moments causing that motion. The asumptions inherent in BPM are
listed in [144]. The BPM is confirmed to be an appropriate method to model fracture mechanism
and be a good alternative to UDEC or 3DEC, but not without drawbacks. The main drawbacks
includes particle size dependency in both stages of simulation and calibration, overestimation of
tensile strength, relying on linear failure envelope, considering low friction angle and difficulties in
modelling of complex geometries.

BPM has been used in order to investigate the deformation and failure process in rocks by
introducing the concept of weakness planes, giving an anisotropic characteristic of the medium [127]
(Figure 1.22). BPM is also developed to study the damage and failure mechanism in transverse
isotropic rocks such as Tournemire shale and Callovo Oxfordian rocks [51]. BPM has also been
used quite significantly to deal with fracture and hydraulic fracture problems [144, 52].

1.3.2.3 Discontinuous Deformation Analysis–DDA

Firstly introduced by [160] as an implicit formulation of DEM, DDA has been developed rapidly
in the field of rock mechanics and accordingly rock fracture analysis. This method shares some
procedures with the FEM, but it is a discontinuum method satisfying the definition by [46]. Similar
to FEM, in order to find a solution, the DDA minimises the total potential energy of model, while
the domain comprises rigid blocks. The original DDA assumes stress and strain to be constant
within the block which results in the limitation of block deformation. A wide range of DDA
application and its validation in different fields of engineering is demonstrated by [120]. It has
also been apllied to model fluid flow and solid deformation for fractured rocks by [96]. Despite
all of the efforts and validation reports of DDA application in rock engineering, it is relatively
new and its performance, particularly for dynamic rock fracture and fragmentation analysis, is not
fully developed and verified. Besides, it is still computationally expensive for highly dynamic and
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Figure 1.22: model’s predictions in terms of shear banding obtained for biaxial compression tests performed on
5 packings presenting different numbers of particles (1000, 2000, 5000, 10,000, and 20,000, respectively) but same
dimensions (1 × 2 × 0.1 model units). After [51]

practical-scale simulations such as dynamic rock fragmentation. The DDA has not been among
popular methods in modeling anisotropic rock fracture nor is it used as a popular method for
hydraulic fracturing.

1.3.2.4 Lattice model method

Lattice models, which are also known as dynamic lattice network models (DLNM), are relatively
simpler, modern techniques among other discontinuum methods. The basic concept is similar to
BPM, where material can be represented as a collection of interacting discrete masses. The medium
compromises of a set of either regular or irregular distributed point masses, which interact through
simple zero-size spring/beam with ability to transfer forces. Although the technique is not new, its
application in fracture modelling is a recent development [190, 94]. Despite all merits of the lattice
models, they suffer from difficulties in model calibration and practical-scale modelling [126]. Due
to this difficulties lattice model method is not among popular methods for modeling anisotropic
rock fracture. There is not any history of its use in hydraulic fracturing either.

1.3.2.5 Molecular dynamics–MD

Because of the exponential growth of computing power, large-scale atomic simulations are be-
ing developed rapidly to study the failure mechanisms of materials [197]. Molecular Dynamics is a
time-dependent numerical solution of Newton’s equation of motion for all particles in atomic-scale
[143]. The model in MD is composed of a collection of interacting spherical atoms under assumed
interaction potential. The interaction are described using potential functions, i.e., Hooke’s law,
Lennard–Jones potential, embedded atom method potential and the reactive force field interatomic
potential. Several studies have investigated the different aspects of crack initiation and propagation
mechanism, such as the plastic deformation process at the crack, CZM parameters and dynamic
crack processes using MD [198]. Generally, the MD simulation is a very useful tool for studying the
change in the microstructure and therefore, it is a suitable technique for investigating crack nucle-
ation and propagation at the micro-scale. However, the small computational system sizes and short
time scales are two major limitations of this technique. Additionally, the nano/microstructures of
rock materials are too complicated to model due to there being a multi-phase material. Molecular
dynamics couldn’t find its place among popular methods for fracture modeling in anisotropic rocks
nor is it popular method among researchers for hydraulic fracturing modeling.

1.4 Conclusion

As discussed there are numerous numerical methods that can deal with fracture propagation.
These methods ranging from continuum to discontinuum demonstrate strong points and also weak
points in dealing with fracturing phenomenon. All numerical approaches are capable of properly
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model the rock fracture process. This shortcoming arises mainly as a consequence of the complex
nature of rock fracturing processes, which requires consideration of the effect of heterogeneity,
softening behavior, transition mechanism from continuum to discontinuum, and the time and cost
considerations. For instance the heterogeneity of the medium which plays a very important role
in the fracturing process is not considered in most of the methods when discussing the failure
mechanism in rocks. Hydraulic fracturing in particular exhibits very complex coupled processes
which add to the difficulty of the modeling. Now adding the anisotropic characteristic of the rocks
to the coupled processes introduced by hydraulic fracturing would add one more parameters to the
phenomenon, making modeling of th fracturing process even more complicated. Since the nature
of most of the rocks where hydraulic fracturing takes place is anisotropic, this should also be of
interest for having a realistic description of the medium in question. Among all the continuum
methods discussed in this chapter the XFEM is the most developed technic in the field of rock
fracture analysis. the XFEM possesses the general advantages of the FEM namely, ability in
dealing with complex geometries and boundary conditions, well-developed constitutive models for
pre-failure behaviour of rock and ability to model explicit crack initiation and propagation. Among
discontinuum methods the DEM is capable of modeling explicit crack initiation and propagation
and proves to be a robust approach. Most of the DEMs are particle dependent in both simulation
and calibration stages. One of the drawbacks of the DEM include relying on linear failure envelope.
In this thesis we use two numerical methods of two different natures i.e. continuum (XFEM)
and discontinuum (DEM). For what concerns the continuum approach we use an HM-XFEM
model in this thesis. HM-XFEM model is capable of modeling hydraulic fracturing phenomenon.
We improve the model making it capable of modeling hydraulic fracture opening in transverse
isotropic rocks. We also build a BPM where we integrate the transverse isotropic characteristic for
the medium by introducing the concept of weakness planes.
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Chapter 2

A fully coupled 3D HM-XFEM model
for transverse isotropic media

2.1 Introduction

The phenomena that govern the propagation of the hydraulic fracture in porous media include:
the flow within the fracture, the flow through the surrounding porous medium, the deformation of
the surrounding porous medium, the leak-off of the fluid from the fracture into the surrounding
porous medium and the fracture propagation. Challenging difficulties in the numerical modeling
of fluid-driven fractures in permeable porous media emanate from the hydromechanical couplings
between the partial differential equations governing the fluid flow within the fracture, the pore
fluid flow in the porous medium surrounding the fracture and the solid deformation [125].

Hydraulic fracture propagation results the progressive decay of the cohesive tractions within
the fracture process zone and the imposition of the fluid pressure onto the fracture faces. The
tractions acting on the fracture faces give rise to the mechanical coupling, and the fluid leak-off
through the fracture faces leads to the mass transfer coupling between the fracture and the porous
medium surrounding the fracture [125].

The combination of hydromechanical models with the XFEM seems effectively appropriate for
the simulation of fluid-driven fractures propagation, in particular for complex fracture geometries.
Indeed, when fractures are discretized with interface elements, it is necessary to generate a mesh
that matches fractures geometries, which can be very difficult for 3D-non planar connected frac-
tures. In addition, it requires to update the mesh at each propagation step, involving projection
algorithms that are expensive. The XFEM circumvents these difficulties [141].

There has been numerous studies carried out with XFEM to investigate fracture propagation.
[86] have modeled the reorientation of fractures depending on the regional stress state. [28] Devel-
oped a model to handle several fractures in the vicinity of a well in order to assess the competition
that takes place between nearby fractures. [104, 161] Investigated interaction and junction be-
tween multiple fractures. [184, 185] Developed an XFEM-based cohesive zone model combined
with Mohr–Coulomb theory of plasticity to investigate non-planar fracture propagation in both
brittle and ductile formations. However, all the above mentioned models suffer different draw-
backs. First, few of these models consider a fully coupled approach and fluid flow in the fractures
is often described in a simplified way using a 1D leak-off model. Second, the vast majority of
XFEM models are limited to short fractures propagation where plane strain assumptions are valid
and very far to be able to describe a 3D realistic configuration with complex fracture geometries
[141].

To overcome the above mentioned challenges, [141] developed a 3D numerical model of hy-
draulic fracture propagation. The model is based on the numerical model developed by [63] but
with some distinguished features such as: (i) fully coupled hydromechanical coupling based on
an improved XFEM enrichment technique, (ii) fracture propagation on non predefined paths, (iii)
3D formulation including the possibility to deal with complex non-planar fracture geometries and
(iv) multiple-crack junction. Besides the extension of the model to fluid-filled cohesive crack junc-
tions, most of these new features in [141] borrow on recently published advances on the XFEM
[132, 140, 65].
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2.2 HM-XFEM model representation

Considering Ω ⊂ R a domain entirely cut by a permeable fracture, with n being the normal
on the boundary ∂Ω of the domain and nc the normal of the fracture surface Γc. The domain is
divided in two sub-domains represented by Ω1 and Ω2 as superior and inferior respectively such
that Ω = Ω1 ∪ Ω2. The domain’s border ∂Ω can thus be decomposed as ∂Ω = Γu ∪ Γt ∪ Γp ∪ ΓF
where the boundary conditions (i.e. Dirichlet, Neumann) are imposed (hydrodynamical–Γp,ΓF
and mechanical–Γu,Γt). The fracture surface can also be decomposed as Γc = Γf ∪ Γ1 ∪ Γ2 where
Γ1 and Γ2 represent the walls of the fracture. The fluid flux conditions are imposed on Γf and the
cohesive traction forces on Γ1 and Γ2.

Figure 2.1: Domain Ω decomposed into its subdomains.

2.2.1 Domain definition and hypotheses

Assumptions

The porous medium is supposed to be completely saturated and a fluid flow takes place between
the fracture and the bulk. This exchange is considered by the help of two parameters q1 and q2

(representing fluid flux) having the unit of kg.m−2.s−1. The pore pressure field of the bulk is
presented by p and that one of the fracture is denoted by pf . The displacement field is u and the
dispacement jump at the interface is JuK. Considering P1 a point on Γ1 and P2 a point on Γ2 the
normal to Γ1 is denoted as n1

c = −nc and the normal to Γ2 is denoted as n2
c = nc (Figure 2.2).

The displacement normal is thus defined by the following equation:

JuK.nc = (u(P1)− u(P2)).nc ≥ 0 (2.1)

Figure 2.2: Adopted orientation convention at the interface level.

By considering Biot’s effective stresses:

• In the bulk, the total stress is written as σ = σ′ −Bp[Id], where B is the Biot coefficient
tensor,
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• At the fracture level, the total stress is defined as tc = t′ − pfnc
In addition, the infinitesimal strain hypothesis is adopted.

Boundary conditions

As shown in Figure 2.1, the boundary conditions on the border of the domain Ω and at the
fracture level are used to obtain the variational formulation of the conservation equations defining
the HM-XFEM model.

On the exterior border of the Ω, the following Dirichlet boundary conditions are imposed:

1. u = u0 on Γc (constant displacements),

2. p = p0 on Γp (constant pore pressure).

The Neumann’s boundary condition’s are:

3. σ.n = t on Γt (imposed surface forces),

4. M.n = Mext on ΓF (constant mass flux).

Moreover the Dirichlet boundary conditions at the fracture level Γc are:

5. W.nc = Wext on Γf (constant flux injection),

6. M.n1
c = q1 on Γ1 and M.n2

c = q2 on Γ2 (equality of flux at both fracture walls).

7. σ.n1
c = −tc on Γ1 (imposed cohesive traction forces),

8. σ.n2
c = tc on Γ2 (imposed cohesive traction forces).

Some supplementary boundary conditions are necessary to ensure the continuity of the pore
pressure p with the fluid pressure on each fracture wall. This hypothesis is only valid when the
thickness of the fracture is small. The additional conditions are:

9. p = pf on Γ1,

10. p = pf on Γ2.

2.2.2 Governing equations

Mass conservation for the fluid in the bulk

The interstitial fluid in the bulk, with the pore pressure is defined by the following mass balance
equation:

∂mv

∂t
+Div(M) = 0 (2.2)

where ρ is the fluid density, φ is the Eulerian porosity of the bulk, εv = Tr(∇u) = Tr(ε) the
volumetric strain and M the fluid flux, and mv = ρφ(1 + εv) is the mass flow.

The variations of the fluid density and of the porosity are respectively of the form:

dρ

ρ
=

dp

Kw
(2.3)

and

dφ = B : dε− φdεv +
dp

Mφ
(2.4)

where p is the pore pressure, kw is the fluid compressibility modulus, B is the Biot tensor, 1
Mφ

is

the Biot modulus for the bulk given as 1
Mφ

= (B − φδ) : SS0 : δ, and the mass flux for the fully

saturated porous medium is given by Darcy’s law (gravity is neglected):

M = −ρK
int

µ
∇p (2.5)

where Kint represents the intrinsic permeability tensor for transverse isotropic medium, and µ the
dynamic viscosity.
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Mass conservation for the fluid in the fracture

In the cohesive fracture, the fluid pressure is denoted pf and source terms q+ and q− may
occur from the fracture to the surrounding porous medium so that the mass balance equation is:

∂(ρJuK.n)

∂t
+Div(W ) = q− + q+ (2.6)

where W is the fluid flux inside the fracture. It is assumed that the fluid flux depends on the
gradient of the fluid pressure, but that the conductivity depends on the aperture so that the flow
W is given by the cubic law (gravity is neglected):

W = −ρ(JuK.n)3

12µ
∇pf (2.7)

The variation of the fluid density inside the fracture is given by:

dρ

ρ
=
dpf
Kw

(2.8)

A stable “mortar” formulation for the cohesive zone model

In our study, the cohesive zone model is formulated by the new “mortar” formulation presented
by [65]. In this new formulation, instead of inserting the CZM by collocation at each Gauss
point based on the augmented Lagrangian formalism of Lorentz [118], one relies on the “mortar”
formalism introduced by [65]. In this method, the whole internal variables set relative to the
cohesive fracture is carried by the vertex nodes of the edges intersected by the discontinuity. In
this way, one is able to implicitly locate the position of the cohesive crack front with a set of nodal
values, compatible from one element to the other [141]. Additionally, a mixed linear cohesive law
is used. This mixed linear cohesive law enhances the stability of our numerical model as it behaves
elastically for unloading situations instead of traction free unloading for the Talon–Curnier cohesive
law. The cohesive zone model along the fluid-driven fracture path is shown in Figure 2.3. The
damage process takes place in zone 2 in which the effective cohesive stress is directly linked to
the aperture via a linear softening relation (Figure 2.3 right). Considering the displacement jump
w acros the cohesive crack, in the augmented Lagrangian formalism, a general expression of the
surface density of energy for orthotropic potential laws, as given by [141] is:

Π(w,λ) = φ(λn + rwn,λs + rsws)−
λ2
n

2r
− λs.λs

2rs
(2.9)

with φ a differentiable function depending on the shape of the cohesive law, r and rs the normal
and tangential augmentation parameters and λ a Lagrange multiplier.The traction-opening curve
for a mixed linear non regularized cohesive law is depicted in Figure 2.3 right.

Coohesive traction is considered as t′c = ∂Π
∂w . Also the additional dual equation corresponding

to the interfacial law reads ∂Π
∂λ = 0.

The effective cohesive traction thus reads [141]:

t′c,n(λn + rwn,λs + rsws) =
∂Π

∂wn
= r

∂ψ

∂(λn + rwn)
(2.10)

t′c,s(λn + rwn,λs + rsws) =
∂Π

∂ws
= rs

∂ψ

∂(λs + rsws)
(2.11)

By omitting the dependence of t′c on λn + rwn and λs + rsws, the interfacial law reads λ = t′c.
An equivalent augmented traction can be introduced as [65]:

(λ+ rw)eq :=

√
〈λn + rwn〉2+ +

r

rs
(λs + rsws)2 (2.12)
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Figure 2.3: Representation of a cohesive zone model under fluid circulation (left) and the chart of a mixed linear
cohesive law (right), from [141].

with 〈λn + rwn〉2+ the positive part of λn + rwn and a threshold function φ such that:

φ
(

(λ+ rw)eq

)
:=

(λ+ rw)eq − σc
rwc − σc

(2.13)

with wc the critical displacement jump for the cohesive law, corresponding to the vanishing of the
cohesive traction.

A scalar dimensionless variable α is then defined as:

φ
(
(λ+ rw)eq

)
− α ≤ 0

α̇ ≥ 0

α̇
[
φ
(
(λ+ rw)

)
eq
− α

]
= 0

(2.14)

For an uncracked material, α ≤ 0 and for a fully cracked material, α ≥ 1. For different loading
conditions, we have [141] {

α̇ > 0

α = φ
(
(λ+ rw)eq

) (2.15)

and the function ψ is defined by:

ψ(λn + rwn,λs + rsws) = 2Gc

(
1− σc

rwc

)
α
(

1− α

2

)
+

1

2r
〈λn + rwn〉2− (2.16)

with 〈λn + rwn〉2− the negative part of λn + rwn.
For contact-free situations, the surface energy (Equation 2.9) depends only on α and λeq :

Π(α, αeq) = ψ(α)− λ2
eq

2r .
When the dissipation of energy starts: {

α = 0

λeq = σ
(2.17)

and when it ends (breaking point) {
α = 1

λeq = 0
(2.18)

Then, we have:
Π(α = 1, λeq = 0)−Π(α = 0, λeq = σc) = Gc (2.19)

which ensures that Gc corresponds to the energy that shall be provided to fully debond a unit
surface of fracture. The resulting effective cohesive traction may be synthesized with an equivalent
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effective cohesive traction: t′c,eq =
√
〈t′c,n〉2+ + r

rc
t′2c,s linked to the augmented cohesive traction via:

t′c,eq = (1− Td)(λ+ rw)eq with Td the damage tensor defined as:

Td =
α

(1− σc
rwc

)α+ σc
rwc

(2.20)

It is considered, Td = 0 if α = 0 (perfect adherence) and Td = 1 if α = 1 (breaking point). The
general expression for the effective cohesive traction is [141]:

t′c,n = (1− Td)〈λn + rwn〉+ 〈λn + rwn〉− (2.21)

t′c,s = (1− Td)(λs + rsws) (2.22)

2.2.3 Variational formulations of conservation equations

Weak formulation for mechanical problem

The quantities related to the interface (the cohesive traction tc and the energy density Π) must
be defined over a reduced space M0 adapted to the cohesive fracture compared to the definition
space used for the displacement field U0. w is introduced as a new unknown to the problem, defined
over a different space from that of JuK : M0. The total energy of the domain Ω cut by the cohesive
interface Γc reads:

E(u,λ,w) =
1

2

∫
Ω

ε(u) : C : ε(u)dΩ−
∫

Γt

t.udΓt +

∫
Γc

Π(w, λ)dΓc −
∫

Γc

pfn.wdΓc (2.23)

The solution of the continuous problem implies to find (u,w,λ) = argminw∗=Ju∗KE(u∗,w∗,λ∗).
The Lagrangian of the problem is then:

L(u,w,λ,µ) =
1

2

∫
Ω

ε(u) : C : ε(u)dΩ−
∫

Γt

t.udΓt +

∫
Γc

Π(w, λ)dΓc +

∫
Γc

µ.(JuK−w)dΓc

−
∫

Γc

pfn.wdΓc (2.24)

with µ a a Lagrange multiplier introduced to enforce the condition JuK = w along the cohesive
interface Γc.

The optimality conditions of this Lagrangian give the following discrete weak form regarding
the mechanical problem:

∀u∗ ∈ U∗0 ,
∫

Ω

σ(u∗)dΩ−
∫

Γt

t.u∗dΓt +

∫
Γc

µ.Ju∗KdΓc = 0

∀µ∗ ∈M0,

∫
Γc

µ∗.(JuK−w)dΓc = 0

∀w∗ ∈M0, −
∫

Γc

w∗.(µ+ pfn− t′c)dΓc = 0

∀λ∗n ∈M0, −
∫

Γc

λn − t′c,n
r

λ∗ndΓc = 0, ∀λ∗s ∈M0, −
∫

Γc

λs − t′c,s
rs

λ∗sdΓc = 0

(2.25)

with: U0 = {u∗ ∈ H1(Ω) such that u∗ is discontinuous across Γc and u∗ = 0 on Γu}.
The first optimality condition represents the global mechanical equilibrium of the system. In

particular, the term
∫

Γc
µ.Ju∗KdΓc accounts for the cohesive efforts at the interface. The second

optimality condition is interpreted as the projection of the displacement jump JuK on the reduced
space M0. The third optimality condition is interpreted as the projection of the total cohesive
traction tc on the reduced space M0. Finally, the fourth optimality condition is the interfacial law
[141].
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Weak formulation for hydromechanical problem

The weak form of the hydrodynamical problem is composed of 4 equations: the two mass
balance equations and the two equations for the fluid pressure continuity along each fracture side.
Both mass balance equations are discretized in time with a θ-scheme that is unconditionally stable
for θ ≥ 1

2 and of order 1 except when θ = 1
2 for which it is of order 2. A value of θ 6= 1

2 will
be chosen in order to avoid spurious oscillations. The superscript + indicates that the variable is
expressed at the current time-step whereas the superscript − refers to a variable expressed at the
previous time-step, and ∆t = t+ − t−.

According to the principle of Virtual Work, the weak formulation of the mass balance equation
for the interstitial fluid is:

∀p∗ ∈ P0 −
∫

Ω

m+
w −m−w

∆t
p∗dΩ + θ

∫
Ω

M+.∇p∗dΩ + (1− θ)
∫

Ω

M−.∇p∗dΩ

= θ

∫
ΓF

M+
extp

∗dΓF + (1− θ)
∫

ΓF

M−extp
∗dΓF − θ

∫
Γ−
q+
−p
∗dΓ−

− (1− θ)
∫

Γ−
q−−p

∗dΓ− − θ
∫

Γ+

q+
+p
∗dΓ+ − (1− θ)

∫
Γ+

q−+p
∗dΓ+

(2.26)

with: P0 = {p∗ ∈ H1(Ω) such that p∗ discontinuous across Γc and p∗ = 0 on Γp} and m+
w −m−w =

ρ+φ+(1 + ε+v )− ρ−φ−(1 + ε−v ).
In the same manner, the weak formulation of the mass balance equation for the fluid in the

cohesive fracture is:

∀p∗f ∈M0 −
∫

Γ

w+ − w−

∆t
p∗fdΓc + θ

∫
Γc

W+.∇p∗fdΓc + (1− θ)
∫

Γc

W−.∇p∗fdΓc

= θ

∫
Γf

W+
extp

∗
fdΓf + (1− θ)

∫
Γf

W−extp
∗
fdΓf − θ

∫
Γ−
q+
−p
∗
fdΓ−

− (1− θ)
∫

Γ−
q−−p

∗
fdΓ− − θ

∫
Γ+

q+
+p
∗
fdΓ+ − (1− θ)

∫
Γ+

q−+p
∗
fdΓ+

(2.27)

with: M0 = {Λ∗ ∈ H− 1
2 (Γc)} and w+−w− = ρ+JuK+.nc−ρ−JuK−.nc. Also the weak formulation

of the pressure continuity along both fracture walls is given by:

∀q∗− ∈M0

∫
Γ−

(p− pf )q∗−dΓ− = 0 (2.28)

∀q∗+ ∈M0

∫
Γ+

(p− pf )q∗+dΓ+ = 0 (2.29)

2.2.4 Discretization with XFEM

Level set method

The level set method [136], [159] was introduced for fluid mechanics, in order to represent the
evolution of interfaces between distinct phases (gas bubbles in a liquid phase for example). The
idea consists in defining the interface as the iso-zero of a distance function.

We consider a crack Γ in a domain Ω. We would like to implicitly define this discontinuity
as the set of points x satisfying ψ(x, t) = 0. For this aim, we use two level-set functions. The
first one is the normal level-set (lsn), it gives the signed distance to the interface in the direction
normal to it regardless of the crack front. The second one is the tangential level-set, it gives the
signed distance to the crack front in the direction tangential to the crack surface. The crack Γ
is then defined as the intersection between the surface {x ∈ Ω such that lsn(x) = 0} and the
domain {x ∈ Ω such that lsn(x) < 0} (see Figure 2.4). The crack front is the set of points: {x ∈
Ω such that lst(x) = lsn(x)}. The level set functions allow to implicitly locate the discontinuity
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Figure 2.4: Normal level-set (left), tangential level-set (right) and the resulting crack Γ (bottom). After [141]

surface independently from the mesh. When the crack propagates, it is only necessary to update
the level set functions.

In order to define an arbitrary crack Γ := {x, lsn(x) = 0 and lst(x) ≤ 0}, it is not necessary for
the level-set to satisfy the distance property. Nonetheless, that is the most common choice because
it enables to define an orthonormal basis adapted to the crack front. Indeed, if the level-sets satisfy
the distance property, we have by definition:


‖∇(lsn) ‖= 1

‖∇(lst) ‖= 1

∇(lsn).∇(lst) = 0

(2.30)

The vectors n :=∇(lsn) and t :=∇(lst) form an orthonormal basis adapted to the crack front
(see Figure 2.5). And for a point x ∈ Ω, the polar coordinates are straightly given by:

{
r(x) =

√
lsn2 + lst2

Θ(x) = arctan( lsnlst )
(2.31)

Discretization of the bulk’s fields

In order to simulate a displacement jump across an interface Γ in a domain Ω, XFEM introduces
additional degrees of freedom bj at the nodes j whose support is intersected by the interface (see
Figure 2.6). These degrees of freedom are associated to discontinuous shape functions defined with
a Heaviside function. The interface is implicitly located in the mesh thanks to a normal level-set.
The sign of this level-set enables the distinction between two subdomains Ω+ and Ω− on both
sides of the interface such that Ω+ ∪ Ω− = Ω (see Figure 2.6). Therefore, the Heaviside function
is applied directly to the normal level-set. In this way, it is discontinuous precisely across the
interface. In Code Aster, the Heaviside function is used to define the shape function associated to
the degree of freedom bj of the node j whose position xj is:
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Figure 2.5: The polar basis associated to the crack front. After [139]

If xj ∈ Ω+, Hj(lsn(x)) =

{
0 if lsn(x) > 0

−2 if lsn(x) ≤ 0

If xj ∈ Ω−, Hj(lsn(x)) =

{
0 if lsn(x) > 0

+2 if lsn(x) ≤ 0

(2.32)

Figure 2.6: On the left, the two domains Ω+ and Ω− formed by the arbitrary interface Γ. On the right, the
associated mesh. The surrounded nodes carry the Heaviside enrichment. After [141]

This definition depends on the position of the node j compared to the interface Γ. The quantity
Hj(lsn(x)) = 0 if the point x and the node j are in the same subdomain and ±2 otherwise. The
coefficient 2 is introduced in order to facilitate the expression of the displacement jump along the
interface [132]. This “complementary” formulation has been introduced by [132] and inspired by
the work of [76].

Discretization of the fracture’s fields

The HM-XFEM quadrangular element and its associated degrees of freedom are shown in Figure
2.7. For the fields related to the cohesive fracture Γc(pf , q+, q−, λ,µ,w), the set of admissible
functions is:

M0 = {Λ∗ ∈ H− 1
2 (Γc)} (2.33)
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The approximation space for the fields related to the cohesive fracture is then adapted to
the fracture path. It relies on the vertex nodes of the edges intersected by the discontinuity
Γc. The approximation space is reduced in order to satisfy the LBB (Ladyzenskaja-Babuška-
Brezzi) stability condition [122] and avoid the appearance of spurious oscillations in the numerical
resolution [63]. To achieve this latter objectives, the equality relationships are imposed across the
discontinuity for fields related to the cohesive interface. Based on the work of [141] for a group of
connected vital edges, a cohesive field Λ is approximated only by a single and common degree of
freedom. An example of an interface that crosses a triangular mesh is depictied in Figure 2.8.

Figure 2.7: A quadrangle cohesive HM–XFEM element. After [141]

Figure 2.8: Approximation space for the fields related to the cohesive fracture. After [141]

Asymptotic fields

The Heaviside enrichment function introduced previously 2.32 fails to approximate the displace-
ment field at the crack tip. To circumvent this, the asymptotic representation of the displacement
field is used. The displacement field at the crack tip for a plane crack embedded in an infinite
isotropic domain is:

u1 = 1
2µ

√
r

2π [KI cos( θ2 )(κ− cos θ) +KII sin( θ2 )(κ+ 2 + cos θ)]

u2 = 1
2µ

√
r

2π [KI sin( θ2 )(κ− cos θ) +KII cos( θ2 )(κ− 2 + cos θ)]

u3 = 1
2µ

√
r

2πKIII sin( θ2 )

(2.34)

with µ = E
2(1+ν) and κ =

{
3− 4ν for plane strain
3−ν
1+ν for plane stress

, E the Young’s modulus, ν the Poisson ratio

and (r, θ) the polar basis adapted to the crack front (Figure 2.5). The displacements (u1, u2, u3)
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correspond respectively to the kinematic modes I, II and III of the fracture and (KI ,KII ,KIII)
are the associated stress intensity factors. Equation 2.34 is solved by introducing the asymptotic
solution to the finite element basis:

{
√
r sin

θ

2
,
√
r cos

θ

2
,
√
r sin

θ

2
sin θ,

√
r cos

θ

2
sin θ} (2.35)

The enrichment functions given in Equation 2.35 are represented in the polar coordinates at
the crack front (r, θ). The approximation of the displacement field is:

uh(x) =
∑
i∈N

aiψi(x) +
∑

k∈N∩NA

4∑
α=1

cαkψk(x)Fα(x) (2.36)

with {F 1, F 2, F 3, F 4} the singular functions {
√
r sin θ

2 ,
√
r cos θ2 ,

√
r sin θ

2 sin θ,
√
r cos θ2 sin θ}, cαk

the associated degrees of freedom, N the set of nodes whose support contains the point x and NA
the set of nodes who carry the asymptotic enrichment.

To solve Equation 2.36 for a transverse isotropic medium we simply need to adapt Equation
2.34. The corresponding asymptotic equations for transverse isotropic are given by [100] as follows:

• For the symmetric problem (Mode I) we have:

un = −KI
√
r

β1

{ n
1/2
1

1 +m1
[cosθ + (cos2θ + n−1

1 sin2θ)1/2]1/2

− n
1/2
2

1 +m2
[cosθ + (cos2θ + n−1

2 sin2θ)1/2]1/2
}

+ 0(r),

ut = 0(r),

uz =
KIsinθ

√
r

β1

{ m1

n1(1 +m1)
[cosθ + (cos2θ + n−1

1 sin2θ)1/2]−1/2

− m2

n2(1 +m2)
[cosθ + (cos2θ + n−1

2 sin2θ)−1/2]−1/2
}

+ 0(r),

(2.37)

where β1 = c44(n
1/2
1 − n1/2

2 ).

• For the skew-symmetric cases we have:

un = −KII(n1n2)1/2sinθ
√
r

c44(n
1/2
1 − n1/2

2 )

{
[(1 +m1)n1]−1[cosθ + (cos2θ + n−1

2 sin2θ)−1/2]1/2

− [(1 +m2)n2]−1/2[cosθ + (cos2θ + n−1
2 sin2θ)1/2]−1/2

}
+ 0(r),

ut =
KIII(n3)1/2sinθ

√
r

c44(m2 −m1)

{
[
(1 +m2)

n1
][cosθ + (cos2θ + n−1

2 sin2θ)−1/2]1/2

− (1 +m2)

n1
[cosθ + (cos2θ + n−1

2 sin2θ)1/2]−1/2
}

+ 0(r),

uz =
KII
√
r

α2c44(m1 −m2)

{m1(1 +m1)

n
1/2
1

[cosθ + (cos2θ + n−1
1 sin2θ)1/2]1/2

− m2(1 +m1)

n
1/2
2

[cosθ + (cos2θ + n−1
2 sin2θ)−1/2]−1/2

}
+ 0(r),

(2.38)

where n1, n2 are the roots of the following characteristic equation:
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c11c44n
2 + [c13(c13 + 2c44)− c11c33]n+ c33c44 = 0 (2.39)

with

mj =
c11nj − c44

c11 + c44
=

(c13 + c44)nj
c33 − c44nj

, j = 1, 2 (2.40)

and

n3 =
2c44

(c11 − c12)

α2 =
(1 +m1)(1 +m2)

m1 −m2

[ 1

n
1/2
1

− 1

n
1/2
2

] (2.41)

Figure 2.9: Normal stress ratio parameters. After [100]

2.2.5 Crack propagation along non-predefined paths in TI medium

In this section we discuss fracture propagation along non-predefined paths in transverse isotropic
media. The proposed model is an extension of the model proposed by [141] where we integrate
the transverse isotropic characteristic of the medium. The crack initiation is controlled by the
CZM used by [141], where the turning (bifurcation) angle is determined a posteriori based on the
post-processing of the cohesive state.

The procedure for the propagation on non-predefined paths has originally been suggested by
[64] for crack propagation in concrete. It is based on the cohesive zone model depicted previously
(Section 1.2). The originality of the procedure proposed by [64] lies in the a posteriori compu-
tation of the crack advance based on the computed cohesive state, instead of a most common
determination beforehand from the stress state ahead of the front.

In previous studies the discontinuities in the HM-XFEM model have been represented by a nor-
mal level set field only. Along this immutable discontinuity surface, the CZM allows to distinguish
the adherent zone from the debonding zones [141]. For the crack propagation on non-predefined
paths, [64] suggested the crack front to be implicitly located with a tangential level-set field.

The procedure of propagation along non-predefined paths

Here we give an extensive description of how the model handles crack propagation along non-
predefined paths as [64] suggested. The discontinuity surface defined with the level-sets by: {x ∈
Ω : lsn(x) ≤ 0 ∩ lst(x) < 0} is interpreted as a potential crack surface. The actual fracture lies
in the potential crack surface which is also called the traction-free zone. The traction free zone is
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seperated from its adjacent area called cohesive zone by cohesive or physical crack front, and the
area beyond the cohesive zone which is seperated from the cohesive zone by ficticious crack front.
The procedure of crack propagation on non pre-defined path is depicted in Figure 2.10.

Figure 2.10: Procedure for the propagation on non predefined paths. After [141]

To interpret the procedure shown in Figure 2.10, one must consider an initial potential crack
surface defined with a normal level-set field and a tangential level-set field (Figure 2.10 top left).
Then the fluid will be injected in to the crack surface and at time n the cohesive crack front
seperating the debonding zones from the adherent zone is detected (Figure 2.10 top middle). The
injection of the fluid continues up to time n+ 1. When the equilibrium is determined, the cohesive
crack front has advanced compared to the previous cohesive crack front (Figure 2.10 top right).
The position of this new cohesive crack front is detected. At this point, the tangential level-set
field is updated so as to merge the discontinuity front end and the cohesive crack front and to
compute the bifurcation angle β (Figure 2.10 bottom right). At this iteration, the normal level set
field from the cohesive crack front detected at the time n will be updated in accordance with the
bifurcation angle β (Figure 2.10 bottom middle). Hence, the new crack front corresponds to the
intersection between the iso-zeros of the updated level-set fields. From here the potential crack
surface will be extended (Figure 2.10 bottom left).

Bifurcation angle

The criterion adopted here to calculate the bifurcation angle is the Maximum Tangential Stress
[60], given in terms of stress intensity factors as follows:

β = 2arctan
[1
4

(
KI/KII − sign(KI)

√
(KI/KII)2 + 8

)]
(2.42)

Equation 2.42 was defined for elastic isotropic materials and was used by [141] and [64]. In the
case of transverse isotropic material, we adapt the bifurcation angle equation given by [155] based
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on the concept given in [60]. The equivalent of Equation 2.42 for transverse isotropic materials is
Equation 1.40. The detailed procedure on how to obtain the equation is presented in Section 1.2.

The calculation of the stress intensity factors appearing in the bifurcation angle equation are
done according to the method proposed by [64]. According to [64] a J-integral may still be defined
in the context of cohesive zone models. It is expressed in terms of a cohesive integral only:

J = −
∫

Γc

tc.∇[u].θ dΓc (2.43)

with [u] the displacement jump across the cohesive fracture, tc the total cohesive traction applied
on the fracture walls and θ a virtual extension of the fracture (Figure 2.11)

Figure 2.11: Virtual extension of the cohesive crack Γc. The arrows present the values of θ, from [141].

The procedure on how we exploit this concept to calculate stress intensity factors in transverse
isotropic medium is given in details in Section 1.2.

2.2.6 Numerical implementation

As transverse anisotropy essentially impacts the propagation of hydraulic crack along non-
predefined paths, most of the numerical development and implementation in Code Aster were car-
ried out in the FORTRAN and Python files related to the operators ruling this propagation. More
specifically, the operators that are impacted by transverse isotropy are CALC-G and PROPA FISS,
as well as POST CHAM-XFEM for the post-processing phase of the simulations. The operator
CALC-G allows the calculation of the stress intensity factors, following Equation 1.26. This latter
is implemented in the FORTRAN file op0100.F90, which thus had to be modified to integrate
transverse isotropy. A number of FORTRAN files, called by op0100.F90 had also to be modified.
Amongst other, major modification had to be done in FORTRAN files such as te0288.F90 and
te0297.F90. We had to create new FORTRAN files corresponding to the transverse isotropic ver-
sion of basic files of the code, for example xsifel.F90, xsifle.F90, xsifl1.F90, xsifl2.F90, cahxi.F90,
xcalfev.F90 and other files of the same family. All these files allow the calculation of the stress
intensity factors. Particularly, we had to implement the enrichment functions for the asymptotic
part linked to the crack tip. The aim was to introduce expressions 2.37 and 2.38 in the code.

The operator PROPA FISS allows the propagation of a crack in Code Aster. It is implemented
in the Python file propa fiss ops.py, which we had to modify. This operator calls on the one hand
the operator POST-RUPTURE which calculates the angle of bifurcation, and on the other hand the
operator DETEC FRONT. POST RUPTURE is implemented in a Python file post rupture ops.py,
which we had to modify since it calculates the bifurcation angle. In the basic standard file of
Code Aster prior to the integration of transverse isotropy, only the isotropic criterion of Erdogan
and Sih [60] was implemented, so that it was required to implement Equation 1.40 to account for
transverse isotropy.
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2.3 Validation of the HM-XFEM model

In this section, we verify the implementation of transverse isotropic characteristic in HM-XFEM
model by running simulations. To fulfill this goal we use a standard test case defined in Code Aster
to check the integrity of our model.

2.3.1 Properties and geometry of the medium and boundary conditions

The hydromechanical model used here is a 3D block with the height of LZ = 10 m, length of
LX = 10 m and width of LY = 2 m. This block contains a cohesive interface type discontinuity. It
is located by the normal level-set equation lsn = Z−5 and crosses the entire block in the horizontal
direction deviding it in two identical sub-blocks (Figure 2.12). The medium is crossed at mid-height
by a planar cohesive interface represented by means of a normal level-set only. We do not use a
tangential level-set as the medium is supposed to be entirely crossed by the potential crack surface.
This test has been previously used for the validation of the hydromechanical elements implemented
in Code Aster. Because of its hydromechanical properties and HM-XFEM configuration we decided
to extend it to transverse isotropy in order to verify our own study.

In Figure 2.12, points A(0, 0, 5), A′(0, 2, 5), B(3, 0, 5) and B′(3, 2, 5) are used for the implemen-
tation of the boundary conditions and the evaluation of the magnitudes of displacement and stress
field. The Dirichlet boundary conditions are imposed in the following manner:

• the displacement in the x direction is blocked on the left side of the domain

• the displacements in the y and z directions are blocked on the upper and lower boundaries
of the domain.

A constant fluid flux Q0 = 0.025 kg.m−1.s−1 is injected punctually in a poro-elastic semi-infinite
saturated medium, from the left side into the cohesive interface for a duration of 10s. The injected
fluid is incompressible. Under the effects of the fluid injection in the center of the potential crack
surface, fracture expands. The cohesive zone model naturally separates the opened zone from the
adherent zone. The pore pressure is set to zero at the top and at the bottom of the model.

The material properties for the solid matrix, for the fluid and for the cohesive zone model are
summarized in the Tables 2.1 and 2.2.

Figure 2.12: Configuration of the HM-XFEM model containing a cohesive interface discontinuity.
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Material parameters for the porous medium
Young’s modulus (L) EL = 5800 [MPa]
Young’s modulus (N) EN = 3800 [MPa]
Poisson ratio (LN) νLN = 0.2 [−]
Poisson ratio (LT ) νLT = 0.35 [−]
Density of the fluid ρ = 2762 [kg.m−3]
Biot coefficient (L) bL = 1 [−]
Biot coefficient (N) bN = 0.8 [−]
Intrinsic permeability (L) kintL = 5× 10−18 [m2]
Intrinsic permeability (N) kintN = 10−18 [m2]
Viscosity of the fluid 0.001 [Pa.s]
Mobility of the fluid λ = 10−5 [m2.Pa−1.s−1]
Porosity φ = 0.1 [−]
Compressibility modulus for the fluid Kw [−]
Compressibility modulus for the solid materix Ks [−]
Compressibility modulus for the porous medium Km [−]

Table 2.1: Characteristics of the material and the fluid, L stand for longitudinal, N satnds for
normal and T for transversal directions.

The material parameters for the cohesive zone are:

Material parameters for the cohesive interface
Critical stress σc = 0.5 [MPa]
Cohesive energy Gc = 0.9× 10−4 [Pa.m−1]

Table 2.2: Characteristics of the cohesive interface
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2.3.2 Numerical results

The results presented in this section are based on the modified standard test-case of Code Aster
presented in Section 2.3 with the transverse isotropic characteristics are integrated in the model.
The displacement fields and pore pressure fields are investigated for different orientations of the
material with respect to the interface plane. Bedding angles from 0◦ (parallel to the crack) to 90◦

(perpendicular to the crack) by a span of 15◦ difference are considered.

(a) (b)

Figure 2.13: a) The resulting displacement field for bedding angle of θ = 0◦. and b) The resulting pore pressure
field for bedding angle of θ = 0◦.

(a) (b)

Figure 2.14: a) The resulting displacement field for bedding angle of θ = 15◦. and b) The resulting pore pressure
field for bedding angle of θ = 15◦.
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(a) (b)

Figure 2.15: a) The resulting displacement field for bedding angle of θ = 30◦. and b) The resulting pore pressure
field in the discontinuity for bedding angle of θ = 30◦.

(a) (b)

Figure 2.16: a) The resulting displacement field for bedding angle of θ = 45◦. and b) The resulting pore pressure
field for bedding angle of θ = 45◦.

(a) (b)

Figure 2.17: a) The resulting displacement field for bedding angle of θ = 60◦. and b) The resulting pore pressure
field for bedding angle of θ = 60◦.
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(a) (b)

Figure 2.18: a) The resulting displacement field for bedding angle of θ = 75◦. and b) The resulting pore pressure
field for bedding angle of θ = 75◦.

(a) (b)

Figure 2.19: a) The resulting displacement field for bedding angle of θ = 90◦. and b) The resulting pore pressure
field for bedding angle of θ = 90◦.

The impact of the anisotropy (transverse isotropy) can be seen on both pore pressure and
displacement notably at the interface level. In the analysis of the both cases of pore pressure and
displacement we can observe as the bedding angle increases from θ = 0◦ to θ = 90◦ the pore
pressure and displacement also change. Although we can notice that displacement from θ = 0◦

to θ = 45◦ increases in an non monotonous fashion and θ = 60◦ to θ = 90◦ drops. The same
pattern van be observed in the case of pore pressure although the drop from θ = 60◦ to θ = 90◦ is
less drastic compared to that of observed in the case of displacement. The aforementioned results
and features show the influence of transverse isotropy on the crack opening using an HM-XFEM
developed using a previously existing model, the results shown here do not consider propagation
along non predefined paths and it is currently an undergoing work.

2.4 Conclusion

In order to test the capabilities of the transverse isotropic version of the HM-XFEM model,
we decided to run a test case requiring activation of the calculation of bifurcation angle and crack
propagation. We selected the test case developed by Paul [141] dealing with the propagation of
a 3D fluid-driven crack. In the isotropic version of this test, the crack path deviated towards the
direction of the maximum confining stress. Let us consider a block of height H = 10 m, length
L = 16 m and width B = 6 m, with vertical displacements blocked on the lower and upper
boundaries and normal displacements blocked on the front and back faces. The block is submitted
to a normal stress σ = 0.6 MPa on the left and right boundaries, as indicated in Figure 2.20.
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Figure 2.20: Geometry of the 3D hydraulic crack reorientation test, from [139]

A potential crack surface is introduced in the center of the front face of the model. This crack
has the shape of half a disc and exhibits an angle of 30◦ (noted θ in Figure 2.20) with the horizontal
line. A fluid is injected with constant flow rate of Q = 6 kg.s−1 at the center of the potential
crack surface. In the basic version of the test, the fluid flow is maintained during 17 s. All the
details on the basic version of the test, including time discretization and material parameters are
given in [139]. Figure 2.21 from Paul [139] exhibits the reorientation of the crack surface from the
beginning to the end of injection.

Figure 2.21: Initial and final crack surface and pore pressure for the 3D fluid-driven crack reorientation test, from
[139]

This test case, as every test case of the HM-XFEM model involving crack propagation, is very
sensitive to the time and space discretization.

We adapted this test case to the propagation of 3D fluid driven crack reorientation in a trans-
verse isotropic medium. To this aim, the elastic and hydraulic properties of the rock matrix are
defined as transverse isotropic. These properties are given in table 2.1.

We tested several orientations of the isotropy plane with respect to the horizontal plane:
isotropy plane parallel to xy-plane, xz-plane and 45◦ between both previous orientations, referring
to notations of Figure 2.20.

We did not manage to have these test cases run, neither for the transverse isotropic case, not
for the isotropic case. This means that the current issue is not linked to transverse isotropy and our
latest developments. Several reasons can be invocated. First, the propagation of cracks on non-
predefined path was the last developments of Bertrand Paul thesis [139] and were implemented in
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the current version of the code at that time. But due to a problem of time, they were not fully
integrated in the official version of the code (restitution in the official language of Code Aster im-
plementation). As a consequence, further versions of the code did not account for this development
on crack propagation on no-predefined paths. This means that for every new version of the code,
we have to re-integrate the development on crack propagation. We did this task with the version of
the code from which we made our developments and implementation regarding transverse isotropy.
Nevertheless, it is possible that another change in the code that we did not identified so far, has an
implication on the developments on crack propagation on non-predefined path and finally blocks
our latest modelling. Another explanation may lie in the mesh and time discretization. Indeed, we
could not consider the same mesh as Paul, notably because of a matter of computational resources.
Our mesh might be too coarse, not refined enough to allow a fair detection of cohesive crack front.
Unfortunately, we were not able to refine our mesh for computational reasons.
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Chapter 3

Modeling fracture propagation in TI
media using the BPM

Unlike continuum methods, discontinuum-based methods use a bottom-up methodology and
discretize the solid body with discrete elements [94] (Figure 3.1). Discontinuum methods do not
require special treatment for the formulation of elements near the discontinuities and can simulate
complete detachment of material, which is difficult to obtain in continuum-based methods. Crack
propagation criteria in discontinuum methods are based on a stress or strain level threshold value
between the discrete elements as opposed to energy method or SIF method in continuum methods.

The discrete element method (DEM), which is one of such discontinuum methods often referred
to as a particle based method, was originally developed to simulate the micromechanical behavior
of granular materials [44]. With this approach, the micro structure of the material is modeled as
a statistically generated assembly of rigid particles of varying diameters. The overal behavior of
the simulated medium emerges from the contact laws defined between particles which are typically
assigned normal and shear stiffnesses as well as a friction coefficient. An evolved version of the
DEM was eventually introduced [45] which applies cohesive bonds between particles to simulate
the behaviors of rocks. The resultant model is commonly referred to as the bonded particle model
(BPM).

Figure 3.1: A BPM featured by its (left) randomly discretized particles and (right) inter-particle contact network.

In a BPM, crack nucleation is simulated through the breaking of inter-particle bonds while
fracture propagation results from the coalescence of multiple bond breakages. Blocks of arbitrary
shapes can form as a result of the simulated fracturing process and can subsequently interact with
each other.

The computational cycle of BPM is based on an iterative procedure. In each computation cycle
of duration ∆t, Newton’s 2nd law of motion is applied on each discrete element (DE) to obtain
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its translational ~̈x and angular ~̇ω accelerations whose kth component (k = 1, 2, 3 in 3D) are thus
calculated as,

ẍk =
Fk
m

ω̇k =
Mk

J

(3.1)

with ~F and ~M the resultant force and torque applied on each DE and m and J their respective
mass and moment of inertia.

The translational ~̇x and angular ~̇ω velocities are then evaluated at time t+∆t/2 using a second
order centred difference scheme such that,

ẋ
[t+ ∆t

2 ]

k = ẋ
[t−∆t

2 ]

k +
(
ẍ

[t]
k + gk

)
∆t

ω̇
[t+ ∆t

2 ]

k = ω̇
[t−∆t

2 ]

k + ω̇[t]∆t

(3.2)

with ~g the body force applied on the DE (e.g. gravity).
Finally, equations 3.2 is integrated over time and the final position of each particle at time

t+ ∆t is calculated as,

x
[t+∆t]
k = x

[t]
k + ẋ

[t+ ∆t
2 ]

k ∆t (3.3)

BPM has proven to be an efficient modeling approach for crack propagation analysis in brittle
materials [53, 99, 10] including rocks. For this reason, many recent works rely on BPM to study
damage in rock and to reproduce experimental results such as accoustic emissions [80, 174] or
constitutive behavior [181, 157]. DEM has also shown some promissing results in reproducing the
behavior of anisotropic rocks [55] as well as the failure mechanisms inherent to such media [51].

In the following, we have a look at the formulation of the BPM used for our study. Then we
explain how we exploited this method in order to investigate fracture initiation and propagation
in TI rocks.

3.1 A BPM for TI materials

3.1.1 Formulation

The behavior of the TI rock matrix is simulated using a BPM proposed by [157] implemented
in the open source code YADE Open DEM [166]. The core of the model is to some extent similar
to other BPMs [181, 144]. The rock material is represented by a dense polydisperse assembly of
rigid and spherical particles bonded together and interacting following predefined contact laws. A
major difference relies in the consideration, here, of near neighbor interactions through a controlled
interaction range. This specific feature provides the possibility to adjust the degree of interlocking
of the constitutive particles forming the numerical medium according to the relative microstructural
complexity of the material to model.

Given the interaction range coefficient γint (Figure 3.2), bonds are created between particles
of radius Ri if their respective interacting ranges defined by γintRi overlap before the first time
step of the simulation [54]. Interparticle bonds are created between pairs of particles for which the
following condition is fulfilled:

D0
eq = γint(Ra +Rb) (3.4)

with Ra and Rb the radii of the two particles a and b, Deq the initial distance between the two
centröıds of a and b, and γint a parameter of the model such that γint ≥ 1. Following such concept,
first proposed in [54], the average number of bonds per particle, Nb, can be increased by increasing
γint. The approach provides a relatively simple yet effective alternative to the use of non spherical
particles [38] or dedicated formulations proposed for instance by [145] or [52] to enhance particle
interlocking and enables to simulate representative brittle rock behaviors characterized by high
ratio of compressive to tensile strength and non linear failure envelopes.
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Figure 3.2: Illustration of the effect of the interaction range on the contact fabric and grain interlocking: (a)
γint = 1 and (b) γint > 1. After [157]

In addition to this microstructural feature, the behavior of the system is defined through the
normal and shear forces developing between each pair of interacting particles. Dab being the
current value of the distance between the two centroids, the normal force Fn is computed from the
normal relative displacement un = D0

eq −Dab (un increases when spheres get closer to each other)
such as:

Fn = knun (3.5)

with kn defined as:

kn = 2Y
RaRb
Ra +Rb

(3.6)

where Ra and Rb are the radii of the particles and Y is an equivalent elastic modulus (in Pa).
In compression, Fn is not restricted and can increase indefinitely. In tension, Fn can increase

up to a threshold value Fmaxn defined as (Figure 3.3a):

Fmaxn = tAint (3.7)

with t the bond tensile strength (in Pa) and Aint = π×min(Ra, Rb)
2 a surface related to the size

of the particles. When the tensile strength of the bond is exceeded, a mode I (tensile) microcrack is
generated, represented as a circular surface with an area equal to Aint and oriented perpendicularly
to the branch vector joining a and b.

The shear force
−→
Fs is computed in an incremental manner such as:

F (t)
s = F (t−∆t)

s + ks∆us (3.8)

with ks the shear stiffness calculated from the second elastic parameter of the model, P (dimen-
sionless) defined as:

ks = Pkn (3.9)

The shear force can increase up to a threshold value Fmaxs defined by a Mohr-Coulomb type
criterion (Figure 3.4):

Fmaxs = cAint + Fntan(φ) (3.10)

where φ is the interparticle friction angle (in ◦) and c is the bond cohesion (in Pa). When the
maximum shear force is exceeded, a mode II (shear) microcrack is generated, represented as a
circular surface with an area equal to Aint and oriented perpendicularly to the branch vector
joining a and b. If particles come into contact after a bond has broken, they interact in a purely
frictional manner according to equations 3.5 and 3.8 (with t = c = 0).
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(a) (b)

Figure 3.3: a) Interparticle law in tension, (redrawn after [157]) and b) Interparticle law in shear, (redrawn after
[157]).

Figure 3.4: interparticle failure envelope, from [157].

In addition, a global non-viscous damping is used in the numerical scheme. The force Fd applied
to each DE is computed from the resultant force F such as, such that:

−→
F d = −αsign

(∑−→
F (t).

(
−→ν (t) +

dt

2
−→a (t)

))∑−→
F (t) (3.11)

~F d depends on the damping parameter α ∈ [0; 1], α = 0 corresponding to an undamped system
and α = 1 to an static one. This damping method facilitates quasi-static simulations, by dissipating
kinetic energy in the model. Note that energy dissipation also occurs in the model through sliding
and brittle failure processes. Few authors present this global damping as an indirect modeling
of other physical energy dissipation sources. Here, damping is considered only as a convenient
numerical treatment that reduces computational costs, since it allows quasi-static conditions with
higher loading rates [58]. Considering the damping coefficieents used in literature such as α = 0.7
in [144] and α = 0.4 in [157] and α = 0.2 in [58], we fixed a damping of α = 0.4 in our work. This
value was used for all the simulations performed in the present study and the loadings applied so
as to ensure quasi-static responses of the models.

3.1.2 Introduction of TI

The BPM proposed by [157] has proven to be successful in reproducing the behavior of isotropic
rocks. An enhanced version was proposed by [51] to model transversely isotropic rocks by introduc-
ing a dedicated textural component in the numerical medium. Following the approach developed
by [55], a microstructural modification of the medium is operated by inserting weakness planes
at the interparticle scale (Figure 4.2). These weakness planes are defined as contacts oriented
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accordingly to the direction of the isotropy plane of the material (the bedding plane), and they
are assigned mechanical properties that can be different from the ones making up the rock matrix.
This modification of the microstructure is performed right after the creation of the bond network
inside the numerical medium. The medium is generated using a classical growing technique applied
to a cloud of particles randomly placed in the predefined volume. The particle assembly presents
a uniform size distribution such that the maximum radius is equal to twice the minimum one so
as to avoid any bias in the simulated behavior.

Figure 3.5: Introduction of transverse isotropy in the BPM: a) detection of the contacts dipping subparallel to the
isotropy plane (θ = 0◦ here) according to the angle range ±∆θ, b) reorientation of the contacts along the direction
of the isotropy plane.

Once the packing reaches the targeted density, bonds are created between each pair of inter-
acting particles. At this stage, the numerical medium is isotropic. The procedure then consists in
finding every interparticle contacts dipping subparallel to the isotropy plane and in replacing each
one of them by a contact which orientation corresponds exactly to the direction of the isotropy
plane. These reoriented contacts constitute the weakness planes. The weakness planes obey the
joint contact logic introduced in [158], which was inspired by the smooth joint contact logic ini-
tially proposed by [121]. Essentially, the behavior of these weakness planes follows the contact
laws defined for the bonds making up the rock matrix (Sect. 3.1.1). The only difference lies in
the possibility to reorient these contacts following a predefined direction and to include local dila-
tancy when sliding occurs between the interacting particles such that the normal force is updated
according to

Fn = kn(D + ∆un tan(ψ)) (3.12)

with ψ the interparticle dilatancy angle (in ◦). In addition, the properties (kn, ks, t, c, and φ) of
these weakness planes can be assigned different properties from the bonds making the medium.

The amount of weakness planes introduced inside the medium is controlled by the angle range
∆θ which defines the amount of bonds that are replaced by joint contacts. Polar representations
of the contact normal (n) orientation distribution are presented in Figure 3.6 for different values
of ∆θ. ∆θ = 0◦ corresponds to the case where no weakness planes are introduced in the medium
and thus corresponds to an isotropic medium. When ∆θ > 0◦, a certain amount of bonds are
replaced by weakness planes oriented accordingly to the isotropy plane (θ = 0◦ in this case). For
instance, for ∆θ = 0◦, 6.4% of the contacts are identified as weakness planes and are thus reoriented
accordingly to the isotropy plane. When θ = 30◦, 13.75% of the contacts are weakness planes,
whereas when θ = 40◦, 23.9% of the contacts are weakness planes. ∆θ and the weakness planes
properties are thus directly related to the degree of anisotropy of the medium [51].

3.2 Calibration of the model

For isotropic BPM, as discussed in [157], each interparticle parameter can be related to a
given macroscopic property. For instance, for a given coordination number Nb (its value directly
influences the UCS/UTS ratio and the shape of the failure envelope) [51]:
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Figure 3.6: Polar representation of the contact orientation distribution of the numerical samples in the α plane
for different values of the angle range ∆θ (for the case where the bedding is horizontal, i.e. θ = 0◦). n is the branch
vector linking the center of each pair of interacting particle.

– the elastic modulus Y , which defines the value of the contact normal stiffness kn, has to be
chosen in accordance with the Young’s modulus E;

– the constant P , which defines the value of the contact tangential stiffness ks, has to be chosen
in accordance with the Poisson’s ratio ν;

– the local tensile strength t has to be chosen in accordance with the uniaxial tensile strength
UTS and

– the local cohesion c and local friction angle φ have to be chosen in order to match the failure
envelope of the simulated material (including the UCS/UTS ratio). At this stage, if the
failure envelope of the numerical model does not match the experimental one, the calibration
procedure has to be performed again with a different value of Nb.

Obviously additional attention has to be paid for transversely isotropic BPM since they present
different properties depending on their orientation with respect to the loading. First, a preliminary
calibration should be performed without including the weakness planes into the model in order
to obtain a behavior similar to the behavior of the transversely isotropic material loaded in the
direction parallel to its bedding (configuration for which the behavior is the least affected by
the bedding). Then, the weakness planes can be introduced. Because they directly modify the
microstructure of the numerical medium, the amount of weakness planes controls the degree of its
anisotropy. The determination of the angle range ∆θ defining the amount of weakness planes (see
section 3.1.2) as well as the calibration of their local properties must thus be done considering the
evolution of both elastic and strength properties with respect to the orientation of the material
θ. Since the weakness planes are considered as elastic-frictional interfaces here, the macroscopic
behavior of the system is affected by their number i.e. ∆θ, stiffness i.e. Y wp and frictional
properties i.e. φwp.

The influence of ∆θ on the evolution of elastic and strength properties as a function of θ is
noticeable. For instance, if a similar strength anisotropy can be obtained with different values of
∆θ, the corresponding elastic anisotropy is more or less pronounced depending on ∆θ (Figure 3.7a).
In addition, for a given value of ∆θ, modifying Y wp will affect both the elastic and the strength
anisotropy (Figure 3.7b). Indeed, for a given value of ∆θ, the strength of the sample loaded
perpendicular to its bedding (θ = 0◦) tends to decrease when Y wp decreases. As a consequence,
for a given amount of weakness planes, there is a minimum value of Y wp below which the evolution
of the strength as a function of θ does not present the V shape usually reported in the literature
for anisotropic rocks. To sum up, the pair {∆θ, Y wp} directly influences the evolution of both E
and UCS as a function of θ, and only the right combination of these two parameters can lead to
the desired macroscopic behavior. The calibration procedure must thus encompass a systematic
parametric study on these two parameters to make sure that both the evolutions of E and UCS as
functions of θ correspond to the targeted ones. Moreover, the frictional properties of the weakness
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Figure 3.7: Influence of the amount and properties of the weakness planes on the macroscopic properties of the
simulated medium. Effect of a) amount (∆θ), b) stiffness (Y wp), and c) friction angle (ψwp) of the weakness planes
on the evolution of the axial elastic modulus E (dashed lines) and UCS (solid lines) as a function of the material
orientation with respect to the loading direction (θ). d) Effect of ψwp on the simulated failure envelope for the case
where θ = 0◦ [51].

planes (φwp) have a slight influence on the evolution of the UCS as a function of θ (Figure 3.7c)
but needs to be chosen carefully as it may affect the failure envelope (Figure 3.7d).

3.2.1 Reference behaviors

In order to verify the capability of our BPM in simulating the mechanical behavior of trans-
versely isotropic rocks, we confront its predictions with experimental results discussed in literature.
For this purpose, the BPM was calibrated so that its properties are representative of the Callovo-
Oxfordian (COx) claystone and of Tournemire shale respectively. Both rocks show transverse
isotropic characteristic but Tournemire shale exhibits a more pronounced anisotropy than COx
claystone.

Mechanical responses

To simulate triaxial compression tests, the loading is applied on the numerical samples (1×2×1
model units) through six rigid frictionless walls (Figure 3.8). Once the relevant confining stress is
reached, the top and bottom walls are moved vertically at a constant strain rate while the confining
stress is controlled by adjusting the lateral walls positions during the simulation.

In this section we give a comparison between numerical and laboratory results. The elastic
properties and failure envelopes of the calibrated BPM are compared with the experimental data.

– Tournemire shale
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Figure 3.8: a) Triaxial compressive test configuration and b) definition of the isotropy plane orientation (θ) with
respect to the loading [51].

We calibrated the BPM so as to reproduce a behavior representative of Tournemire shale which
has been charaterized in several studies [22, 134].

As illustrated in Figure 3.9a, the numerically predicted evolution of E as a function of θ
(the angle between the loading direction and the normal to the plane of isotropy) is in good
qualitative agreement with experimental observations obtained by [22] on Tournemire shale rocks.
[22] observed the value of 4 GPa as the apparent Young modulus for θ = 0◦ and the value of
10.4 GPa as the apparent Young modulus for θ = 90◦. The maximum deviatoric stress is qmax =
σ1Max−σ3, and the mean stress reads as p = σ1Max+2×σ3 for σ3 = 0.1, 5, 10, 20, 40, 80 [MPa].
The failure envelopes obtained for 3 different orientations of 0◦, 45◦, 90◦ are plotted in Figure 3.9b.
There is a good agreement between numerical and experimental results. For θ = 45◦ the failure
envelope obtained with the BPM does not match exactly the one obtained experimentally, although
the trends are similar. The set of parameters resulting from the calibration are given in Table 3.1.

Parameters Matrix Weakness plane

Coordination number (-) Nb = 10 -
Elastic modulus ([Pa]) Ym = 16e9 0.2Ym
Stiffness ratio ([−]) Pm = 0.3 Pwp = 1
Tensile strength ([Pa]) tm = 14e6 twp = 0
Cohesion ([Pa]) cm = 32e6 cwp = 0
Friction angle (◦) φc,m = 2 φc,wp = 0
Dilation angle (◦) φr,m = 0 φr,wp = 0
Angle range (◦) - ∆θ = 55◦

Table 3.1: Microparameters of the calibrated BPM for Tournemire shale.
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(a) (b)

Figure 3.9: a) Influence of the direction of loading with respect to the material orientation on a the uniaxial
compressive strength (UCS) and axial elastic modulus (E) of the calibrated BPM for Tournemire shale and b)
Comparison between numerical and experimental failure envelopes of Tournemire shale rock at different orientations.

– Callovo-Oxfordian (COx) claystone

In addition, we calibrated the BPM to the COx claystone which presents the particularity to be
less anisotropic than Tournemire shale. Following the reference documents of Andra [5, 6], the ratio
E90◦/E0◦ of the axial elastic moduli, respectively, parallel (θ = 0◦) and perpendicular(θ = 90◦)
to the bedding plane ranges from 1.05 to 1.4, with an average value E90◦/E0◦ = 1.35 [51]. As
illustrated in Figure 3.10a, the numerically predicted evolution of E as a function of θ is in good
qualitative agreement with experimental observations obtained on argillaceous sedimentary rocks
[134, 39]. Regarding the anisotropy of strength of the COx claystone, very few experimental data
are available in the literature. In our study, the model is calibrated so that its minimum strength
corresponds to the case where the loading is applied at 45◦ with respect to the bedding. The
value obtained with the calibrated BPM matches the value of UCS observed by [8] in laboratory
i.e. UCS = 21 ± 6.8 for θ = 0◦. As shown in Figure 3.10b, the failure envelope predicted by the
anisotropic BPM for the case where θ = 0◦ perfectly matches with the generalized Hoek-Brown
failure criterion that was fitted to the experimental data by [8]. The set of parameters resulting
from the calibration are given in Table 3.2.

Parameters Matrix Weakness plane

Coordination number (-) Nb = 8 -
Elastic modulus ([Pa]) Ym = 18e9 4Ym
Stiffness ratio ([−]) Pm = 0.3 Pwp = 1
Tensile strength ([Pa]) tm = 16e6 twp = 0
Cohesion ([Pa]) cm = 16e6 cwp = 0
Friction angle (◦) φc,m = 12 φc,wp = 2
Dilation angle (◦) φr,m = 0 φr,wp = 0
Angle range (◦) - ∆θ = 40◦

Table 3.2: Microparameters of the calibrated BPM for COx claystone.
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(a) (b)

Figure 3.10: a) Influence of the direction of loading with respect to the material orientation on the uniaxial
compressive strength (UCS) and axial elastic modulus (E) of the calibrated BPM for COx claystone. and b) Failure
envelope of the COx claystone (θ = 0◦): comparison between the Hoek-Brown failure criterion provided in [8], the
experimental data from [7] and the BPM predictions.

Failure patterns

– Tournemire shale

Figure 3.11 (down row), shows strain field (deviatoric strain) at the end of the simulation for differ-
ent confining pressures equal to: 20 MPa and three different orientation angles θ = 0◦, 45◦, 90◦.
For confining pressure of 20 MPa the predicted failure patterns ny BPM are in good agreement
with the experimental observations made by [22] on Tournemire shale as shown in Figure 3.11 (top
row). For all the samples with different orientations it can be seen that the fracture occurs in a
diagonal way and bisects the sample.

– Callovo-Oxfordian (COx) claystone

Because experimental evidences of failure processes taking place in the COx claystone were obtained
from plane-strain biaxial compressive tests, we first performed simulations considering the exact
same configuration. The difference of these tests from the triaxial tests presented in Sect. 3 is that
the sample dimensions are 1 × 2 × 0.1 model units and that the strain component is fixed equal
to zero through the z direction. Practically, the two walls located at the front and at the back of
the sample (Z direction) are kept fixed during the simulation so that the out-of-plane deformation
is avoided, hence ensuring the plane-strain conditions. The stress-strain response as well as the
strain localization pattern obtained with the anisotropic BPM is compared in Figure 3.12 to the
experimental observations done by [13] for a confining stress equal to 2 MPa and θ = 0◦.

As one can see, the model’s prediction is qualitatively in very good agreement with the experi-
mental observations in terms of mechanical response and shear banding. The shear band emerges
as a result of strain softening without any introduction of dedicated flaw within the numerical
medium as opposed to what is commonly done with continuous approaches.

Anisotropy of Tournemire shale and COx claystone

The anisotropy in Tournemire shale is more pronounced compared to COx claystone (Figure
3.13a). The ratio E90/E0 is equal to 2.14 and 1.37 for Tournemire shale and COx respectively,
while their pertaining ratio of UCSmax/UCSmin is 2.33 and 1.40 consecutively.

Overall for both rock types, the Young’s modulus E, increases when θ increases from 0◦ to 90◦

(Figure 3.13). This results from the fact that, for θ = 90◦, the weakness planes representing the
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Figure 3.11: top row) Failure patterns observed by [22] on Tournemire shale samples subjected to triaxial com-
pressive tests performed under 20 MPa with different orientations. down row) Failure patterns obtained from
BPM on Tournemire shale samples subjected to triaxial compressive tests performed under 20 MPa with different
orientations.

beddings are parallel to the loading direction and thus have a limited effect on the distribution
of the maximum principal stress inside the medium. The increase of E as a function of θ tends
to be monotonic for both Tournemire shale and COx claystone. An experimental observation has
been made by [22] and [8] showing the importance of bedding orientation on the brittle strength.
Concerning the strength of Tournemire shale and COx claystone we can observe a minimum srength
for both rock at θ = 45◦ (Figure 3.13b) as it is commonly observed in non laminated transversely
isotropic rocks. In the case of COx claystone the strength at θ = 0◦ and θ = 90◦ are similar. This
is slightly different for Tournemire shale.

3.3 Fracture propagation

The proposed BPM has been successfully utilized to simulate the initiation and propagation of
fractures in isotropic rocks at different scales and under different loading conditions [158, 75, 58].
We focus here on the propagation of mode I fracture in order to investigate the influence of TI
on such a critical process. The discontinuity representing a pre-existing fracture in the sample is
introduced in the medium in the form of a closed flaw. Closed flaws can be simulated in BPM
by removing the cohesive feature of all interactions located along the flaw surface as proposed
by [144, 182, 107]. This is different compared to the open flaw appraoch where the fracture is
simulated by removing the particles (see Figure 3.14).
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Figure 3.12: Shear banding observed during a biaxial compression test performed under a confining stress of
2 MPa and for θ = 0◦: a) incremental deviatoric (shear) strain field measured experimentally (between 1 and 2)
through digital image correlation ([13] modified from [49]), b) incremental deviatoric (shear) strain field computed
(between 1 and 2) in the BPM simulations.

(a) (b)

Figure 3.13: Variations of a) Young’s modulus (E) and b) uniaxial compressive strength (UCS) as functions of
beddings orientation with respect to the loading direction θ, for both COx and Tournemire shale.

The study is performed on samples of 1×2×0.5m3 containing an edge through thickness crack
of length 0.3m (see Figure 3.15a). This pre-existing crack has no initial aperture and can thus be
considered as a closed purely frictional fracture. Zones of high strength are defined at both ends
of the sample to avoid boundary effects during the loading. In addition, in order to ensure plane
strain condition, the translation of the particles in the out of plane direction (Z), as well as their
rotations around the X and Y axes are blocked to force the model to behave as a pseudo 2D model.
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Figure 3.14: Crack propagation patterns by BPM from Open (left) and closed (right) flaws, in open flaw the
discontinuity is created by removing the particles located at the vicinity of crack and in closed flaw the dsicontinuity
is created by removing the interparticle cohesive bonds along the crack surface. blue dots correspond to broken
interparticle bonds locations. from [58].

We chose to use such a configuration rather than a 3D sample with a finite thickness to eliminate
the influence of the third dimension on the emergent properties of the simulated medium as well
as to optimize the computational effort.

Figure 3.15: Uniaxial tensile test simulation on an edge cracked isotropic sample: a) stress-strain response and
spatio-temporal distribution of induced microcracks b) before the stress peak and c) after the stress peak.

3.3.1 Homogeneous/isotropic material

In this section, we first present several numerical results intended to emphasize the capability
of BPM to simulate representative isotropic rock behaviors focusing more particularly on uniaxial
tensile loading conditions, causing mode I fracture propagation.

As shown in Figure 3.15, the simulated behavior corresponds to the behavior expected for a
quasi-brittle material with, first, an elastic response and, second, the appearance of microcracks
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at the crack tips before the complete rupture of the sample. Material failure corresponds to
the propagation of a fracture aligned with the initial flaw. The fracture initiates from stress
concentration in the vicinity of the crack tips associated to the generation of a process zone, and
propagates along the direction of the minimum principal stress, as expected from classic fracture
mechanics.

Assessment of the BPM with respect to LEFM

As mentioned in section 1.2.2 stress intensity factors (SIFs) are the means by which LEFM
evaluates the stress state of a cracked material. One of the most prominent methods to calculate
SIFs numerically relies on the J-integral introduced by [149]. An alternative consists in using the
displacement extrapolation method proposed by [108] which evaluates the apparent SIFs from the
relative displacements of the crack lips. For instance, in the case of mode I loading, the apparent
mode I SIF (K∗I ) at the crack tip can be extrapolated from the local K∗I,i calculated from the local
normal displacements un,i along the crack lips through the following equation given by [32]:

K∗I,i =
E

4(1− ν2)

√
2π

r
un,i (3.13)

where r corresponds to the distance from the crack tip, E is the Young’s modulus of the material
and ν its Poisson’s ratio.

We applied the displacement extrapolation method to our case (Figure 3.15) and there is a
good match between the value obtained from the displacement method and the value obtained
from the theoretical expression given by:

KI = σ
√
πa
[
1.122− 0.231(

a

b
) + 10.55(

a

b
)2 − 21.71(

a

b
)3 + 30.382(

a

b
)4
]

(3.14)

where a sample with dimensions of 2h × b with an edge crack of length a is concerned. 2h being
the height, b being the width of the sample.

The same approach was also adopted and verified by [127] for a centered through thickness
cracked model (see Appendix A).

(a) (b)

Figure 3.16: Assessment of the BPM predictions with respect to LEFM: (tensile loading of a edge through
thickness cracked plate at σ = 1 MPa, stress intensity factor computed from the particles displacement (the shaded
area illustrates the mean diameter of the particle) a)neglecting the particles to close to the crack tip, b) considering
particles close to the crack tip. The theoretical value from equation 3.14 is plotted on the graph for comparison
purpose.

The value of the SIF calculated using the displacement extrapolation method (Figure 3.16) is in
very good agreement with the value computed from the boundary stress, confirming therefore the
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relevance of the BPM with respect to LEFM concepts. One has to mention that the extrapolation of
K∗I from the localK∗I,i must follow certain rules to be efficient. For instance, the set of particles used
for the extrapolation must be chosen carefully as discussed in a recent study where the displacement
extrapolation method was applied to compute SIFs in a lattice model [34]. In particular, these
particles must be located sufficiently far from the tip of the crack to avoid the effect of stress
singularity in the evaluation of K∗I,i and, at the same time, they must be located far enough from
the middle of the crack so as to limit the influence of the change in curvature of the crack lips. As
it is illustrated in Figure 3.16a, by considering the particles with coordinate r ∈ {a6 ,

3a
6 } indicated

by the shaded area, the resulting K∗I is in a good agreement with the theoretical SIF, showing
an error of 0.71%, while by considering the particles too close to the crack tip with coordinate
r ∈ {0, a3} the SIF shows an error of 196.05% with respect to the theoretical value.

3.3.2 TI medium

In this section, we investigate the influence of TI on mode I fracture propagation by performing
tests on BPM calibrated to Tournemire shale and COx claystone. In transversely isotropic media,
three principal crack orientations with respect to the isotropy (bedding) plane, are known as Di-
vider, Short Transverse, and Arrester, respectively, as illustrated in Figure 3.17. In the Divider
orientation, the crack plane is normal to the isotropy (bedding) plane. In the Short Transverse
orientation both the crack plane and the crack propagation direction are parallel to the isotropy
plane. Finally, in the Arrester orientation, the crack plane normal to the isotropy plane. For
a horizontally bedded material, the Divider, Short Transverse, and Arrester orientations corre-
spond respectively to a vertically oriented fracture propagating horizontally, a horizontal fracture
propagating horizontally, and a vertically propagating fracture [33].

In this section, we present simulations intended to gain some insights into the propagation of
mode I fractures in TI rocks by considering the aforementioned 3 configurations. In an attempt to
ensure the representativity of our results, we considered models calibrated to both COx claystone
and Tournemire shale which present different degrees of anisotropy (see section 3.2).

Figure 3.17: The three principal crack-plane orientations relative to bedding in transversely isotropic materials:
Divider, Short Transverse, and Arrester. After [33].

The stress-strain responses corresponding to each configuration are illustrated in Figure 3.18.
It is clear from the figure that the short transverse configuration provide a lower strength while the
two others show similar strengths. Interestingly, the stress-strain responses present slightly different
characteristics, the divider configuration showing a more brttle behavior than the arrester.

The fracture propagation in both COx claystone and Tournemire shale are shown in Figures
3.19 and 3.20. For both rocks, the fracturing process initiates at the crack tip and propagates along
the initial crack direction until the ultimate failure of the model. Despite the more anisotropic
characteristic of Tournemire shale compared to COx claystone, the failure patterns for both rocks
are quite similar. It seems that failure takes more time in the Tournemire shale as if it exhibits
less brittleness, suggesting more branching than in the COx claystone. This would make sense
given the denser network of weakness planes in the shale. For the Arrester configuration, the
failure pattern seems to be different from the other two configuration as it deviates from the initial
crack direction. The fracture path is more straight and localized for the divider configuration. We
observe cracks far from the fracture for the short transverse configuration.

We carried out BPM simulations on both COx claystone and Tournemire shale, considering
different orientations of the bedding with respect to the loading ranging from θ = 15◦ to θ = 75◦
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(a) (b)

Figure 3.18: Stress-strain responses (uniaxial tension) of 3 edge cracked samples subjected to tensile loading
considering, Divider, short transverse and arrester configurations for a) COx claystone. and b) Tournemire shale.

(Figures 3.21 to 3.24). It can be observed that bedding angles higher than θ = 15◦ causes the
deflection of propagating fracture for both materials. For θ = 15◦, the fracture path is horizontal
and aligned with the pre-existing crack. For θ > 15◦ the failure doesn’t seem to be necessarily
affected by the change in bedding orientation. The same observation can be made for Tournemire
shale (Figure 3.24).

Figure 3.19: Fracture propagation in COx claystone samples (Divider, Short Transverse, and Arrester) containing
an edge notch.
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The associated stress-strain responses are presented in Figures 3.22 and 3.23. As expected, the
strength (toughness) of the material increases when the beddings tend toward a parallel direction
with respect to the loading. For the COx claystone, the toughness as a function of bedding
orientation shows a monotonous evolution in general. Although from the bedding angle of θ =
75◦ to θ = 90◦ (Figure 3.22b) a drop can be seen. For Tournemire shale, the nonlinearity of
the evolution of toughness as a function of bedding angle is more pronounced (Figure 3.23b).
Concerning the fracture toughness KIc for both materials the same qualitative trend can be seen,
this trend is very similar to the trends observed experimentally for the uniaxial tensile strength.
KIc is minimum for θ = 15◦ and increases quasi-monotonously with θ to reach its maximum value
for θ = 75◦. Considering that both COx claystone and Tournemire shale are anisotropic rocks
we can have a comparison between their degrees of anisotropy by having a look at the ratio of
KIc90◦/KIc0◦ . This ratio is 1.92 and 3.37 for COx and Tournemire respectively.

Figure 3.20: Fracture propagation for three configurations of Tournemire shale (Divider, Short Transverse, and
Arrester) containing an edge notch.
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Figure 3.21: Fracture patterns for COx with Short-Transverse configuration, for beddings with different degrees
a) θ = 15◦, b) θ = 30◦, c) θ = 45◦, d) θ = 60◦, e) θ = 75◦.
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(a) (b)

Figure 3.22: a) Stress-strain response (uniaxial tension) of edge cracked samples of Short-Transverse COx for
different beddings, θ = 15◦, 30◦, 45◦, 60◦, 75◦, b) Evolution of KIc as a function of bedding angle θ.

(a) (b)

Figure 3.23: a) Stress-strain response (uniaxial tension) of edge cracked samples of Short-Transverse Tournemire
shale for different beddings, θ = 15◦, 30◦, 45◦, 60◦, 75◦, b) Evolution of KIc as a function of bedding angle θ.
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Figure 3.24: Fracture patterns for Tournemire shale with Short-Transverse configuration, for beddings with
different degrees a) θ = 15◦, b) θ = 30◦, c) θ = 45◦, d) θ = 60◦, e) θ = 75◦
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3.4 Conclusion

An effort was made to have a more profound understanding of fracturing process in transverse
isotropic media. For this purpose a BPM was developed to investigate the influence of transverse
isotropy on initiation and propagation of fractures. Two models were calibrated to represent the
behavior of two transverse isotropic rocks namely, COx claystone and Tournemire shale. Tourne-
mire shale shows a stronger anisotropy compared to COx claystone and this aspect was shown
by comparing the elastic modulii and fracture toughness of both rocks. The formulation of the
BPM and the introduction of weakness planes were extensively described. The calibration pro-
cess is explained and justified for both rocks. The mechanical behavior of both intact rocks were
modeled using the BPM to show the ability of the BPM in simulating rock materials. For this
purpose the mechanical properties of both rocks such as Young’s modulus and UCS were studied in
compression. The failure patterns of both rocks were simulated and compared with experimental
observations which showed a good agreement.

After justifying and describing the calibrated models the BPMs were then employed in simu-
lating propagation of mode I fractures. For this purpose and in an attempt to study the fracture
initiation and propagation in crack contained media, a single pre-existing edge notch was intro-
duced into the models. Three different configurations i.e. Divider, Short-Transverse and Arrester
ware considered. The impact of different bedding orientations were studied and the results for both
calibrated models were interpreted. Mode I SIFs were calculated using a displacement extrapo-
lation approach and then compared to theoretical values showing a good agreement between two
types of results. Fracture propagation paths and the impact of different bedding orientations were
then studied considering the anisotropic BPM calibrated to Tournemire shale and COx claystone.
The simulations performed using the BPM were merely mechanical and no hydraomechanical as-
pect was considered, however, the BPM has the ability to deal with hydromechanical couplings.
Ongoing efforts are currently done in order to characterize the propagation of hydraulically driven
fractures using the BPM.
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Chapter 4

Conclusion

We developed two different approaches based on two numerical methods namely the BPM and
the HM-XFEM in order to study the fracture propagation in transverse isotropic materials. Our
HM-XFEM is based on a numerical tool previously introduced by [65] and [139] for the simulation
of fluid-driven fracture propagation in transverse isotropic media. We managed to integrate the
transverse isotropic property into the existing HM-XFEM model where the impact of transverse
isotropy on the propagation of hydraulic fracture is studied. For this purpose we used a test-case
developed for the hydraulic fracture propagation in isotropic material and we adapted this test
case to the propagation of 3D fluid driven crack reorientation in a transverse isotropic medium
(Figure 4.1). We tested several orientations of the isotropy plane. In the developed model the
XFEM, is used in order to handle the discontinuities, which is an appropriate method in order to
avoid the difficulties encountered in the FEM, such as remeshing and the discontinuity comforming
to the mesh element edges. Our model is capable of simulating a total hydromechanical coupling
between the discontinuities (cracks) and the porous media; the transvers isotropic behavior of the
medium is taken into account. Our model relies on the recent developments carried out by [139]
where a cohesive approach is considered approach for the propagation of cracks on non-predefined
paths developed by Ferté [65]. The stability of the current model is ensured by the use of three
distinct approximation spaces developed in the precedent model [139]. The displacements field is
interpolated in a quadratic way, the pore pressure field is interpolated in a linear way and finally, the
fields associated to the cohesive cracks are discretized over an appropriate reduced approximation
space based on the vertex nodes of the edges intersected by the fracture.

(a) (b)

Figure 4.1: a) The resulting displacement field for bedding angle of θ = 0◦. and b) The resulting pore pressure
field for bedding angle of θ = 0◦.

A discrete modeling approach is also proposed to investigate fracture propagation in transverse
isotropic medium without the hydraulic coupling. Transverse isotropic characteristics are given
to the medium by introduction of the concept of weakness palens (Figure 4.2). For that purpose,
a bonded particle model is utilized to simulate uniaxial tensile tests on synthetic rock samples
containing a pre-existing crack. The approach reproduces all the typical characteristics of brittle
materials including, linear elastic behavior at small deformation, nucleation of stress induced mi-
crocracks before failure and development of macroscopic failure surfaces through the coalescence of
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these microcracks. Furthermore, the relevance of the modeling approach for studying mode I frac-
ture propagation is confirmed by assessing its capabilities with respect to classic fracture mechanics
concepts such as the consistency of the stress intensity factors at the fracture tip with respect to
the far field stress, the description of a process zone resulting from stress induced microcracks at
the fracture tip and the prediction of adequate fracture paths.

Figure 4.2: Introduction of transverse isotropy in the BPM: a) detection of the contacts dipping subparallel to the
isotropy plane (θ = 0◦ here) according to the angle range ±∆θ, b) reorientation of the contacts along the direction
of the isotropy plane.

Furthermore Using the proposed anisotropic BPM, a very good description of two transversely
isotropic rock’s behavior is achieved both in terms of deformation and failure processes. The model
is able to describe both damage evolution and strain localization prior to failure. A comparison
between the stress intensity factor obtained from BPM predictions and LEFM is done, showing
a great agrement between two. Different configurations for both rocks were considered where
we studied the effect of different bedding orientations on the failure patterns of the medium.
The influence of bedding orientation on the fracture toughness (KIc) is investigated. There are
further steps currently being taken in order to extend and develop the current models for more
complicated phenomena. There are ongoing efforts to develop the current BPM for the simulation of
hydraulicfracturing in transverse isotropic media which is a challenging problem in geomechanical
engineering. The HM-XFEM model that we developed currently is only able to simulate the
propagation of hydralic fractures along pre-defined paths. Further efforts need to be done in order
to extend the current model to fracture propagation on non-predefined paths.
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[51] Dinç O., Scholtès L. “Discrete Analysis of Damage and Shear Banding in Argillaceous Rocks”,
Rock Mechanics and Rock Engineering, Vol. 51, Issue 5, pp. 1521-1538, 2018.

[52] Ding X., Zhang L. “A new contact model to improve the simulated ratio of unconfined compres-
sive strength to tensile strength in bonded particle”, International Journal of Rock Mechanics
and Mining Sciences, Vol. 69, pp. 111-119, 2000.
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[132] Ndeffo M., Massin P., Moës N., Martin A., Gopalakrishnan S. “On the construction of
approximation space to model discontinuities and cracks with linear and quadratic extended
finite elements”, Advanced Modeling and Simulation in Engineering Sciences, Vol. 4-6, pp.
1-52, 2017.
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Appendix A

Influence of stress induced microc-
racks on the tensile fracture behav-
ior of rocks

The following paper is the result of a more comprehensive study on the fracture propagation
using BPM, complementary to Chapter 3 of this thesis.
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A B S T R A C T

The study characterizes the influence of preferentially oriented microcracks on the tensile fracture behavior of
rocks by means of a discrete modeling approach. A series of numerical experiments is performed so as to sys-
tematically evaluate the emergent properties of media containing microcracks swarms with predefined in-
tensities and orientations. Emphasis is put on the apparent Young’s modulus, tensile strength and fracture
toughness. Microcracks swarms reduce the strength of materials, affect their overall brittleness and induce
anisotropic behavior. They also directly influence the initiation and propagation of mode I fractures which can
deviate from their expected path as a result of branching.

1. Introduction

Knowledge of the strength and deformability of fractured rocks is
important for design, construction and stability evaluation of slopes,
foundations and underground excavations in either civil, mining or
petroleum engineering. At large scales, fractures control the strength
and deformation properties of natural and engineering rock structures
[1–3]. At a smaller scale, it is well known that microcracks affect both
the hydraulic and mechanical properties of rocks [4–8] and thus have
direct consequences on the stability of structures [9]. Due to their
formation conditions and to the stress states they were submitted to,
rocks generally exhibit microcracks. These microcracks are often pre-
ferentially oriented because they are related to the rock fabric itself as,
for example, in sedimentary or metamorphic rocks, but also because
they form as a result of stress perturbations related to either natural or
anthropogenic processes as detailed exhaustively in [10–12] (Fig. 1).

Microcracks (also referred to as microfractures in the literature)
generally form as mode I (opening) fractures in locations where the
minimum principal stress exceeds the local tensile strength of the ma-
terial and are thus preferentially oriented along the maximum principal
stress direction. Microcracks hence provide critical information on the
growth and development of fault zones, the evolution of regional stress
fields as well as on the earthquake cycle [11]. Obviously, depending on
their intensity, these microcracks may affect the propagation of frac-
tures and might thus have non-negligible impacts on the fracturing
processes developing in rock masses. Indeed, growth and propagation

of tension and shear fractures in rocks result from the nucleation and
coalescence of microcracks within the fracture process zone [14–16].
Fracture propagation occurs through branching mechanisms or “step-
path” failure mechanisms taking place at the grain scale which, in the
case of pre-cracked material, is most likely influenced by the amount as
well as by the orientation of natural or mechanically induced micro-
cracks.

Nonetheless, although the importance of microstructures on mac-
roscopic behaviors has been recognized for decades now [17], rela-
tively few experiments have systematically evaluated the influence of
pre-existing preferentially oriented microcracks on the fracture beha-
vior of rocks. For instance, Nasseri et al. [18] or Griffiths et al. [19] did
characterize the role of thermally induced microcracking on both the
strength and deformation properties of rock but only Nasseri et al. [20]
actually highlighted the consequences of preferentially oriented mi-
crocracks on the propagation of fractures. Of course, numerous analy-
tical works proposed to estimate effective properties of cracked or da-
maged materials [21,22,6,23]. However, despite the obvious elegance
of analytical methods for calculating macroscopic properties, difficul-
ties arise when it comes to the description of discrete mechanisms at
stake, e.g., in fracture propagation problems. In this context, numerical
methods provide more flexibility as they can take into account more
refined mechanical behaviors as well as rather complex geometric
characteristics for the discontinuities. Numerous computational
methods have been proposed to study the mechanical behavior of
fractured media. On one side of the spectrum, continuum numerical
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methods such as the finite element method (FEM), the extended finite
element method (XFEM) or the boundary element method (BEM) use
criterion generally based on the stress intensity factors (SIF) to simulate
fracture initiation and propagation. On the other side of the spectrum,
discontinuum methods like bonded particle models (BPMs) or lattice
based methods (LMs) propagate cracks as a result of interparticle or
element breakages according to the definition of their strength (e.g.,
their tensile strength). In such models, the propagation of fracture re-
sults from the nucleation, interaction and coalescence of microcracks
and does not require specific numerical treatments contrary to most
continuum approaches. Furthermore, discrete models such as BPMs are
appealing since they constitute pertinent analogs to rock materials
which present inherent discrete microstructures and provide an explicit
framework to test hypotheses about how the microstructure affects the
macroscopic behavior of material as proposed, for instance, by Schöpfer
et al. [24] or Hamdi et al. [25].

The focus of this work being toward understanding how stress in-
duced microcracks affect the mechanical properties of rocks, a com-
prehensive study is proposed based on a series of simulations performed
on synthetic rock samples containing pre-existing microcracks. In
Section 2, we provide a brief description of the BPM utilized for the
study and describe the strategy used to include microcracks swarms of
different intensities and orientations in the numerical specimens. In
Section 3, the uniaxial tensile behavior of both intact and microcracked
media is assessed and discussed. In Section 4, the initiation and pro-
pagation of mode I fracture is investigated considering, here again, both
intact and microcracked media. Finally, conclusions are given in Sec-
tion 5.

2. Methodology

To investigate the influence of microcracks on the tensile fracture
behavior of rocks we utilized the BPM implemented in the open source
software YADE Open DEM [26]. As for any classical DEM, the numer-
ical algorithm consists of two steps. In the first step, the interaction
forces taking place between the particles constituting the medium are
calculated following pre-defined force-displacement laws. In the second
step, the acceleration of each particle is computed by applying New-
ton’s second law of motion and their position updated by an explicit
time domain integration scheme. This process is repeated iteratively
until the end of the simulation.

The formulation of the BPM used in the present study is introduced
in Section 2.1. In Section 2.2, we describe the strategy proposed to
introduce pre-existing microcracks swarms into the numerical medium.

2.1. Model formulation

The rock material is simulated as an assembly of bonded spherical
particles. Even though the model is substantially similar to other BPM
(e.g. [27] or [28]), a major difference lies in the consideration of near
neighbor interactions through a controlled interaction range. This
specific feature provides the possibility to adjust the degree of inter-
locking of the constitutive particles forming the numerical medium and
to reproduce characteristic features of rock like materials [29]. In
particular, by increasing the number of bonds per particle, high values
of the compressive to tensile strength ratio as well as non linear failure
envelopes can be simulated. Practically, the definition of an interaction
range coefficient enables to define bonds between particles that are not
in strict geometric contact with one another but still in the neighboring
zone. Given a previously generated particle assembly, interparticle
bonds are formed between pairs of particles for which the following
equation is fullfilled:

⩽ +D γ R R( )AB int A B
0 (1)

with RA and RB the radii of the two particles A and B, DAB
0 the initial

distance between the two centroids of A and B, and ⩾γ 1int the inter-
action range coefficient. Following such concept, first proposed in [30],
the average number of bonds per particle, Nb, can be increased by in-
creasing γint . The approach provides a relatively simple yet effective
alternative to the use of non spherical particles [31] or dedicated for-
mulations proposed for instance by [32] or [33] to enhance particle
interlocking.

In addition to this microstructural feature, the behavior of the
system is defined through the normal and shear forces developing be-
tween each pair of interacting particles. DAB being the current value of
the distance between the two centroids, the normal force Fn is computed
from the normal relative displacement = −u D Dn AB AB

0 (un increases
when spheres get closer to each other) such as:

=F k un n n (2)

with kn computed as:

=
+

k Y R R
R R

2n
A B

A B (3)

where RA and RB are the radii of the particles and Y is an equivalent
elastic modulus (in Pa).

In compression, Fn is not restricted and can increase indefinitely. In
tension, Fn can increase up to a threshold value Fn

max defined as:

=F tAn
max

int (4)

Fig. 1. Preferentially oriented microcracks in rocks: (a) at the engineering scale in an excavation damaged zone (EDZ), (b) at the grain scale in a granite (from [13]).
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with t the bond tensile strength (in Pa) and = ×A π min R R( , )int A B
2 a

surface related to the size of the particles. When the tensile strength of
the bond is exceeded, a mode I (tensile) microcrack is generated, re-
presented as a circular surface with an area equal to Aint and oriented
perpendicularly to the branch vector joining A and B.

The shear force
⎯→⎯
Fs is computed in an incremental manner such as:

= +−F F k uΔs
t

s
t t

s t
( ) ( Δ ) (5)

with ks the shear stiffness calculated from the second elastic parameter
of the model, P (dimensionless) defined as:

=k Pks n (6)

The shear force can increase up to a threshold value Fs
max defined by

a Mohr-Coulomb type criterion:

= +F cA F tan ϕ( )s
max

int n (7)

where ϕ is the friction angle (in °) and c is the cohesion (in Pa). When
the maximum shear force is exceeded, a mode II (shear) microcrack is
generated, represented as a circular surface with an area equal to Aint
and oriented perpendicularly to the branch vector joining A and B.

In addition, a global non-viscous damping is used in the numerical
scheme in order to dissipate kinetic energy and to facilitate con-
vergence toward quasi-staticity (see for example [28] for details). This
numerical damping was arbitrarily fixed equal to 0.4 for all the simu-
lations performed in the present study and the loadings applied so as to
ensure quasi-static responses of the models.

2.2. Introduction of microcracks swarms

BPMs are classically built considering initially intact media within
which microcracks can nucleate as a result of the loading (the so-called
“stress-induced microcrack”). The purpose of the study being to grasp
the influence of pre-existing microcracks on the behavior of rocks, a
strategy was developed to replace a certain amount of the interparticle
bonds by microcracks prior to loading (Fig. 2). These debonded con-
tacts can be reoriented irrespective of their initial orientation thanks to
the joint contact logic introduced in [34]. Here, in order to represent
microcracks swarms resulting from a mechanical perturbation of the
rock material like, for example, a tunnel excavation, the drilling of a
borehole or even a certain tectonic history, we chose to define a unique
orientation for all the pre-existing microcracks (Fig. 2). Doing so, these
microcracks can be interpreted as resulting from local mode I rupture
due to either direct or indirect tensile loadings as commonly observed
in zones of high deviatoric stresses, e.g., in the vicinity of an excavation.
Obviously, the number of pre-existing microcracks introduced in the
medium can be adjusted depending on the degree of the stress pertur-
bation or of the damage under consideration. The amount of pre-ex-
isting microcracks is controlled by the angle range θΔ , which identifies
every interparticle bonds dipping subparallel to the plane of pre-
ferential stress perturbation so as to replace them by non cohesive
contacts exactly parallel to the plane of perturbation. This approach is

an adaptation of the technique used by Dinç and Scholtès to model
anisotropic argillaceous rocks [35].

Two parameters are defined to characterize the microcracks swarms
introduced within the medium:

• the microcracks intensity P32 (in −m 1) defined as the total surface of
microcracks over the total volume of the medium (as proposed in
[36]), calculated in our BPMs such as:

=
∑ =P

A
V

i
N

mc i
32

1 ,
mc

(8)

with Amc the surface of each microcrack such that =A Amc int with
Aint defined in Section 2.1, Nmc the total number of microcracks and
V the volume of the sample under consideration.

• the microcracks orientation θ (in °) defined, in the following, with
respect to the direction of the loading applied to the medium ( = °θ 0
means that the microcracks are oriented perpendicular to the
loading direction).

3. Tensile behavior

The capability of the BPM to model brittle rocks has been demon-
strated in many studies during the last decades [28,37,29]. In this
section, we first present several numerical results intended to empha-
size the relevance of such an approach to simulate representative rock
behaviors, focusing more particularly on uniaxial tensile loading con-
ditions. Then, we illustrate how microcracks affect the tensile proper-
ties of rocks depending on their intensity and orientation.

3.1. Intact material

3.1.1. Reference behavior
The model was calibrated so that its properties are representative of

a sedimentary rock (Tournemire argillite characterized in [38]) pre-
senting a Young’s modulus E equal to 21 GPa, a Poisson’s ratio ν of 0.15,
a uniaxial tensile strength UTS of 5MPa and a uniaxial compressive
strength UCS of 30MPa. The calibration procedure of the BPM was
presented in [29] and will not be detailed here. The parameters re-
sulting from the calibration are given in Table 1.

In order to illustrate the model’s predictions, a direct tensile test
simulation was performed on a 3D sample of × ×0.1 0.2 0.1 m3 (Fig. 3).
A loading rate of 0.2 −m.s 1 was selected based on a preliminary study so
as to ensure the quasi-staticity of the simulated response. In addition,
because the loading consists in forcing the displacement of the particles
making up the boundaries of the sample, interparticle bonds were
strengthened in the vicinity of the sample ends in order to avoid stress
concentration and to ensure the rupture to result from material failure
only. These zones of high strength present a length equal to × L0.2 2 ,
with 2L being the total length of the sample.

Overall, the simulated stress-strain response shows characteristics of

Fig. 2. Introduction of microcracks in the numerical medium: (a) identification of the interparticle bonds dipping subparallel to the plane of preferential stress
perturbation thanks to the angle range ± θΔ , (b) debonding and reorientation of the identified contacts along the plane of preferential stress perturbation.
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brittle rocks behavior with, firstly, a linearly elastic behavior, secondly,
the nucleation of microcracks at about 75% of the peak stress and,
thirdly, the brittle rupture of the sample. Pre and post failure spatial
distributions of stress induced microcracks are presented in Fig. 3b and
c respectively. As expected for brittle rock materials, all these micro-
cracks result from mode I interparticle rupture and present a pre-
ferential orientation subperpendicular to the loading direction. One can
note that, before the appearance of a localized surface associated to the
rupture of the sample, the microcracks are homogeneously distributed
inside the medium at nucleation (Fig. 3b). In agreement with rock da-
mage mechanics, these stress induced microcracks tend to decrease
progressively the overall stiffness of the material before failure. These
homogeneously distributed and preferentially oriented microcracks are
also commonly observed in rock samples subjected to compressive
loading and constitute a key feature of stress induced damage that we
aim to study in the following.

3.1.2. Sensitivity analysis
Before proceeding further into the analysis, it is essential to identify

potential bias emerging from the model formulation and its im-
plementation. Based on the set up presented in the previous section, a
series of simulations was performed on the exact same specimen to
determine the influence of the numerical parameters on the emergent
macroscopic properties. Because we focus specifically here on the ten-
sile fracture behavior, we only consider the effect of the model’s
parameters on its Young’s modulus E and on its uniaxial tensile strength
UTS.

In accordance with the calibration procedure presented in [29], the
uniaxial tensile response of the model is directly affected by Y and t (see
definitions in Section 2.1). More precisely, E is proportional to Y while
the UTS is proportional to t as illustrated in Figs. 4 and 5 respectively.
One can note also that these two parameters have independent effect on
the simulated macroscopic properties with no influence of Y on the UTS

and no influence of t on E.
To sum up, the Young’s modulus E of the numerical medium is a

direct function of the elastic modulus Y, while its uniaxial tensile
strength UTS is a direct function of the interparticle tensile strength t.

In addition to the constitutive parameters of the model, it is also
important to determine whether or not the simulated behavior is af-
fected by the resolution of the model (i.e. the size of its constitutive
particles). For instance, the particles making up a BPM do not ne-
cessarily correspond to the grains of the material under consideration
and may rather be considered as mesh elements whose size might be
chosen arbitrarily as in classical continuum approaches. For that
matter, another series of simulations was run on samples presenting the
same dimensions but containing different numbers of particles. As de-
picted in Fig. 6, the model is mesh objective in the sense that the overall
behavior is not affected by its resolution.

Going further, in an attempt to grasp the variability inherent to the
packing method (compaction of a cloud of particles randomly dis-
tributed within the predefined volume), each simulation was run on 5
different samples presenting similar overall properties. As depicted in
Fig. 6, the influence of the discretization on the emergent properties is
negligible even though one can notice a slight decrease of the tensile
strength with the decrease of the particle size.

This capability of the proposed BPM to ensure constant emergent
properties results from the possibility to adjust the interaction range
coefficient γint for each sample in order to ensure the same coordination
number Nb whatever the particle assembly ( =N 10b , for this study). Of
course, the assemblies must have similar structural properties (density,
particle size distribution and overall homogeneity) for this feature to be
effective.

With such result in mind, the discretization of the model can be
considered as a measure to control some aspects of the simulation such
as, e.g., the size distribution of the induced microcracks. Running
models with given particle size distributions can also be considered
depending on the objectives of the study. In such a case, the size of the
simulated domain would have to be adjusted so as to comply with the
computational effort since the latter is directly proportional to the
number of particles making up the medium.

3.2. Material containing microcracks

In this section we discuss the impact of pre-existing microcracks on
the Young’s modulus E and uniaxial tensile strength UTS of rock ma-
terials. To fulfill this objective, a series of simulations was performed on
samples containing microcracks swarms of different intensities (P32) and
orientations (θ).

Table 1
Microproperties of the calibrated BPM model (see Section 2.1
for definitions).

Interparticle parameters Value

Coordination number Nb0 [–] 10
Elastic modulus Y0 [GPa] 27
Stiffness ratio P0 [–] 0.4
Tensile strength t0 [MPa] 6
Cohesion c0 [MPa] 15
Friction angle ϕ0 [°] 0

Fig. 3. Uniaxial tensile test simulation on an intact sample: (a) stress-strain response and spatio-temporal distribution of induced microcracks, (b) before the stress
peak and (c) after the stress peak.
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Fig. 4. Influence of Y on the tensile behavior of the BPM: (a) stress-strain responses and (b) variation of E and UTS as functions of Y Y/ 0, with Y0 the elastic modulus of
the reference material (see Table 1).

Fig. 5. Influence of t on the tensile behavior of the BPM: (a) stress-strain responses and (b) variation of E and UTS as functions of t t/ 0, with t0 the interparticle tensile
strength of the reference material (see Table 1).

Fig. 6. Influence of the resolution of the BPM on its tensile behavior: (a) stress-strain responses of samples with same dimensions ( × ×0.1 0.2 0.1 m) containing
different numbers of particles Np, (b) variation of E and UTS as functions of the resolution defined as the ratio between the sample smallest size =L 0.1sample m and the
mean particle size Dmean.
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The numerical model used here is the same that was used in Section
3.1 (Fig. 3). Pre-existing microcracks are simply inserted within the
medium following the methodology presented in Section 2.2.

First, we considered microcracks swarms oriented perpendicular to
the loading direction ( = °θ 0 ) and focused on the influence of their
number on the simulated behavior. The stress-strain responses obtained
for specimens with microcrack intensity P32 equal respectively to 0 −m 1

(intact material), 549.45 −m , 1947.01 −m 1 and 4106.0 −m 1 are presented
in Fig. 7a. Clearly, both the elastic modulus and material strength de-
crease with the increase in microcrack intensity. In addition, one can
note that the samples with =P 032 =− Pm , 549.451

32
−m 1 and

=P 194732
−m 1 exhibit brittle behaviors with a sharp decrease of the

stress after the peak while the model with =P 4106.032
−m 1 doesn’t

show the same characteristic. The evolution of E and UTS as functions
of P32 (Fig. 7b) reveals the detrimental impact of microcracks on the
tensile behavior of the medium. Using least squares approximations, the
relationships between E and P32 and UTS and P32 can be formulated as
follows:

≈ − × − − × +E
E

P P(6.4e 8) (5e 4) 0.967
intact

32
2

32
(9)

≈ − − × +UTS
UTS

P( 2.3e 4) 0.978
intact

32 (10)

To go further, we investigated the influence of the microcracks or-
ientation on the response of our synthetic rock material. For that pur-
pose, we considered different values of θ ranging from °0 (cracks per-
pendicular to the loading direction) to °90 (cracks parallel to the
loading direction). The results are summarized Fig. 8.

Overall, it appears that E and UTS increase when θ increases from °0
to °90 whatever the amount of microcracks present in the medium. This
results from the fact that, for = °θ 90 , the microcracks are parallel to the
loading direction and thus have a limited effect on the distribution of
the maximum principal stress inside the medium while, for = °θ 0 , the
microcracks projected fractured surface is maximum with respect to the
maximum principal stress direction. The increase of E and UTS as a
function of θ tends to be monotonic, except for the case of the sample
with =P 194732

−m 1 for which the UTS reaches its minimum value for

Fig. 7. (a) Stress-strain responses (uniaxial tension) of 3 samples containing different amounts (P32) of horizontal ( = °θ 0 ) microcracks. (b) Evolution of Young’s
modulus (E) and uniaxial tensile strength (UTS) as functions of the microcracks intensity (P32).

Fig. 8. Variations of (a) Young’s modulus (E) and (b) uniaxial tensile strength (UTS) as functions of the microcracks orientation with respect to the loading direction
(θ), considering different microcracks intensities (P32).
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° ⩽ ⩽ °θ15 30 .
Remarkably, the induced anisotropy is more pronounced when

more microcracks are present within the medium. For instance, the
ratio E E/90 0 is equal to 1.45, 3.45 and 59.16 for P32 respectively equal to
549.45 −m , 19471 −m 1 and 4106 −m 1. Similarly, the ratio UTS UTS/90 0 is
equal to 1.17, 1.62 and 8 for P32 respectively equal to
549.45 −m , 19471 −m 1 and 4106 −m 1. It is also interesting to notice that
for the highest value of P32 (4106 −m 1), E and UTS are almost null when

< °θ 45 . This characteristic emphasizes the role of the microcracks or-
ientation with respect to the loading direction and, hence, the resulting
anisotropy which, in this case, suggest that the medium could not
support any load oriented such that < °θ 45 .

3.3. Discussion

As previously demonstrated in [24,39,19] for randomly distributed
sets of microcracks (i.e., for thermally induced microcracks), the
strength of rocks is dependent upon the amount of microcracks con-
tained inside the medium. An increase in the number of microcracks
results in a decrease of both UTS and E which can be related to the
microcrack intensity P32 (Fig. 7b and Eqs. (9) and (10)). The relation-
ships between E and P32 and between UTS and P32 are certainly influ-
enced by the microcracks orientation distribution (Fig. 8) but, overall,
seems logical since microcracks tend to weaken the structural integrity
of the material.

Preferentially oriented microcracks induce an anisotropy to the

Fig. 9. Failure patterns resulting from uniaxial tension tests simulations performed on samples containing different intensities (P32) of microcracks presenting
different orientations (θ) with respect to the loading direction. The colors represent the displacement of the particles: blue for displacements oriented toward the
bottom of the sample and red for displacement oriented toward the top. The dark disks represent the induced microcracks. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)
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medium whose degree is directly related to their intensity (Fig. 8). The
higher P32 is, the more pronounced the degree of induced anisotropy is.
Moreover, because of the preferential orientation of the microcracks,
the induced anisotropy show directional dependencies similar to what
has been observed in transversely isotropic rocks [40,41]. This micro-
cracks induced transverse isotropy has already been described in nu-
merous studies focusing on the effect of stress induced cracks on elastic
properties and wave propagation in rocks [42–45] or on damage in-
duced permeability [46–48]. We show here how they directly affect
both the elastic and strength properties of rocks.

Focusing now on the influence of pre-existing microcracks on the
failure patterns of the different specimens (Fig. 9), one can see that, on
the one hand, low microcrack intensities (e.g., =P 200.332

−m 1) do not
affect the development of the failure surface which tends to remain sub-
perpendicular to the loading direction for all orientations. On the other
hand, for the highest microcrack intensity ( =P 410632

−m 1), the failure

surface is greatly deviated when = °θ 45 (see Fig. 9). A conceptual re-
presentation of the mechanisms involved is proposed in Fig. 10. For low
P32, failure develops without seeing the pre-existing defects. The mi-
crocracks are scarcely distributed within the medium, thus limiting the
chance for the failure surface to be deviated from its intrinsic path. The
final failure surface remains sub-perpendicular to the loading regardless
of the orientation of the microcracks and the response of the specimen
remains brittle (Fig. 11a)). For high P32, failure develops as a result of
branching across the pre-existing microcracks (in a step-path manner)
and might thus be strongly deviated from its intrinsic path if these
microcracks are inclined with respect to the direction of the maximum
principal stress. This branching mechanism produces different re-
sponses at the material scale depending on θ as shown in Fig. 11b. For

= °θ 90 , the sample fails in a very brittle manner, resulting from the
simultaneous ruptures of all the intact rock bridges located in between
the microcracks. On the contrary, these rock bridges break in a

Fig. 10. Conceptual representation of tensile failure (dashed blue lines) developing in samples containing respectively small (a) and large (b) amounts of pre-existing
microcracks (orange dashes), considering different orientations with respect to the loading direction (oriented in the vertical direction here). (For interpretation of
the references to color in this figure legend, the reader is referred to the web version of this article.)
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Fig. 11. Stress-strain responses (uniaxial tension) of samples containing microcracks swarms presenting different orientations (θ) with respect to the loading di-
rection: (a) low microcracks intensity ( =P 549.4532

−m 1) and (b) high microcracks intensity ( =P 4106.032
−m 1).

Fig. 12. Uniaxial tensile test simulation on a centre cracked sample: (a) stress-strain response and spatio-temporal distribution of induced microcracks, (b) before the
stress peak and (c) after the stress peak.

Fig. 13. Comparison of the BPM predictions with respect to LEFM (tensile loading of a centre cracked plate at =σ 1 MPa): (a) crack opening computed respectively
from the particles displacement and from Eq. (12) (the shaded area illustrates the mean diameter of the particle) and (b) apparent stress intensity factor ∗KI computed
with the displacement extrapolation method proposed by Kuang [51] (the shaded area indicates the portion of the crack lips used for the extrapolation). The
theoretical value =K σ πaI is plotted on the graph for comparison purpose.

S. Moosavi et al. Computers and Geotechnics 104 (2018) 81–95

89

2.5 

2.0 

~ 1.5 
:;;: 

6' 1.0 

0.5 

0.0 

a 
t 

0 = 0 1"1 
0=45 1"1 
0 =90 1"1 

~-~0----~0~.2Jk~~0~.4~~~0~.6~~~0~.8==~~1~.0~~--Jl.2 
E1 [millistrain] 

(a) 

~ 
1e2 

8 

7~ 
1 

6 ~ 
\J 

/ Sb 0.1L e 
4 .~ 

E 
3 "-

0 .._ 
2 <ll 

..Q 

E 
1 :J 

c 
0 

0.000 0 .025 0.050 0.075 0 .100 0. 125 0. 150 0.175 
E1 [m illistra in] 

(a) 

l.O 1e - 6 

.. 
0.8 •• 

0.6 

0.4 
• 

• 
0.2 

0.0 
0.0 0.2 0.4 0.6 0.8 1.0 

r [m] 1e - 2 

(a) 

2.5 ,------------;====::::;l 

2.0 

~ 1.5 

~ 

0.24 

0.22 

0.20 

~ 
ol 

o.. 0.18 ::s 
~ 

0.16 

0. 14 

0. 12 

-~ 

(b) 

• 

• 

• • 
• 

0.0 0.2 

1.0 1.5 

E1 [millistrain] 

(b) 

• 

* • 

••• 
• 

0.4 0.6 

r [rn] 

(b) 

(c) 

0= 0 1"1 
0 = 45 1"1 
0= 90 1"1 

K17; - numeric 

K, = a.f'iriï 

Kt - extrapolaie<l 

2.5 

Il 

1 



progressive manner when the microcracks are inclined with respect to
the loading direction, producing a less brittle behavior at the macro-
scopic scale. The failure surface develops by finding its path along the
weakest regions of the medium which tends to delay the occurrence of
failure at the material scale in both pre and post peak regimes. This
delay in the failure process and the associated reduced brittleness can
actually be observed for < °θ 45 when a large amount of microcracks
are present in the medium.

4. Mode I fracture propagation

The proposed BPM has been successfully utilized to simulate the
initiation and propagation of fractures in rocks at different scales and
under different loading conditions [34,49,39]. We focus here on the
propagation of mode I fractures in order to investigate the influence of
microcracks on such a critical process. Firstly, we confront the BPM
predictions to elementary Linear Elastic Fracture Mechanics (LEFM)
concepts by simulating a cracked specimen under tension so as to assess
its relevance for such purpose. Secondly, we illustrate how fracture
propagation is affected by the presence of pre-existing microcracks

depending on their intensity and orientation.

4.1. Intact material

4.1.1. Reference behavior
The study is performed on samples of × ×0.1 0.1 0.01 m3 containing

a centre through thickness crack of length 0.02 m (Fig. 12). The crack is
modelled as an interface along which the particles are initially un-
bonded. This pre-existing crack has no initial aperture and can thus be
considered as a closed purely frictional fracture. As for the tests per-
formed in Section 3, zones of high strength are defined at both ends of
the sample to avoid boundary effects during the loading. In addition, in
order to ensure plane strain condition, the translation of the particles in
the out of plane direction (Z), as well as their rotations around the X
and Y axes are blocked to force the model to behave as a pseudo 2D
model. We chose to use such a configuration rather than a 3D sample
with a finite thickness to eliminate the influence of the third dimension
on the emergent properties of the simulated medium as well as to op-
timize the computational effort with respect to the objective of the
study (propagation of mode I planar fractures).

Fig. 14. Influence of Y on the mode I fracture behavior of the BPM: (a) stress-strain responses and (b) variation of KIC as a function of Y Y/ 0, with Y0 the elastic
modulus of the reference material (see Table 1).

Fig. 15. Influence of t on the mode I fracture behavior of the BPM: (a) stress-strain responses and (b) variation of KIC as a function of t t/ 0, with t0 the interparticle
tensile strength of the reference material (see Table 1).
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As shown in Fig. 12, the simulated behavior corresponds to the
behavior expected for a quasi-brittle material with, first, an elastic re-
sponse and, second, the appearance of microcracks at the crack tips
before the complete rupture of the sample. Material failure corresponds
to the propagation of a fracture aligned with the initial flaw. One can
note that, contrary to the case of the non-cracked specimen (Section
3.1.1), pre-failure damage is only concentrated in the vicinity of the
crack tips due to the concentration of stress in these areas (the so-called
“process zone”) and that all the microcracks nucleate along the final
failure surface without any damage induced in the bulk of the simulated
medium. The fracture initiates from stress concentration in the vicinity
of the crack tips and propagates along the direction of the minimum
principal stress, as expected from classic fracture mechanics.

4.1.2. Comparison with LEFM
Stress intensity factors (SIFs) are the means by which LEFM evalu-

ates the stress state of a cracked material. One of the most prominent
methods to calculate SIF numerically relies on the J-integral introduced
by Rice [50]. An alternative consists in using the displacement extra-
polation method proposed by Kuang [51] which evaluates the apparent

SIFs from the relative displacements of the crack lips. For instance, in
the case of mode I loading, the apparent mode I SIF ∗KI at the crack tip
can be extrapolated from the local ∗KI i, calculated from the local normal
displacements un i, along the crack lips through the following equation
[52]:

=
−

∗K E
ν

π
r

u
4(1 )

2
I i n i, 2 , (11)

where r corresponds to the distance from the crack tip, E is the Young’s
modulus of the material and ν its Poisson’s ratio.

In order to assess the capability of the BPM to describe the problem
at stake (loading of a cracked homogeneous isotropic medium in this
specific case), we first verified that the crack opening predicted by the
model corresponds to the theoretical opening given by the following
equation [53]:

= − −u r ν
E

σ r a r( ) 2(1 ) (2 )n
2

(12)

where un is the normal displacement along the crack lips, σ the far field
stress and a the half crack length.

Fig. 16. Influence of the resolution of the BPM model on its mode I fracture toughness. (a) Variation of KIC as a function of the resolution defined as the ratio between
the crack half length =a 0.001 m and the mean particle diameter Dmean. (b) Variation of KIC as a function of the square root of the mean particle radius Rmean.

Fig. 17. (a) Stress-strain responses (uniaxial tension) of 4 centre cracked samples containing different amounts (P32) of horizontal ( = °θ 0 ) microcracks. (b) Evolution
of the fracture toughness (KIC) as a function of the microcracks intensity (P32).

S. Moosavi et al. Computers and Geotechnics 104 (2018) 81–95

91

6.5 l eS 

6. 0 

l; 5.5 

ro 
2::<.. 5.0 

~ ········ ··1········.... I 
·-- -- --.. 

·············· ... 4.5 

4 .0 

6 8 9 

Resolution (Ltradure/ Dmean ) 

(a) 

3.5 

P 32 = 0 [1/ m] 

3.0 __.._ 
P 32 = 200. 3 [1/m] 

---- P 32 = 681. 27 [1/ m] 
2.5 --- P 32 = 1416.3 [1 / m] 

Cd 2.0 o.. 
:;s 

.... 1.5 
b 

1.0 

0.5 

0.4 0.6 0.8 1.0 

c1 [millistrain] 

(a) 

l eS 

6 

4 r··· 
2.4 2.6 

1.0 ... 
.. 

0.8 

] 0.6 
. ~ 

~ -...... 
~ 0.4 

0.2 

1.2 0.0 
200 

-F 

2.8 3.0 

V Rmean [ v'Ïll] 

(b) 

• 

• 

400 600 800 

• 

1000 

P32 [1/m] 

(b) 

-~ 

3.2 

1200 

.. 

3.4 
l e - 2 

1400 1600 



The comparison between the displacement of the particles located
along the crack lips and the analytical solution given by Eq. (12) con-
firms the accuracy of the BPM for describing the elastic deformation of
a cracked medium (Fig. 13a). One can note that the displacement of the
particles located close to the crack tip are slightly offset compared to
the analytic solution due to the fact that the particle assembly was not
built to be exactly conformed to the crack (the crack tips are not ne-
cessarily located at the exact location of an interparticle bond location).
Nonetheless, the values of the SIF calculated using the displacement
extrapolation method (Fig. 13b) is in very good agreement with the
value computed from the boundary stress (relative error of 1% for this
specific case), confirming therefore the relevance of the BPM with re-
spect to LEFM concepts. One has to mention that the extrapolation of ∗KI
from the local ∗KI i, must follow certain rules to be efficient. For instance,
the set of particles used for the extrapolation must be chosen carefully
as discussed in a recent study where the displacement extrapolation
method was applied to compute SIFs in a distinct lattice model [54]. In
particular, these particles must be located sufficiently far from the tip of
the crack to avoid the effect of stress singularity in the evaluation of ∗KI i,
and, at the same time, they must be located far enough from the middle
of the crack so as to limit the influence of the change in curvature of the
crack lips. In our case, we considered the particles with coordinate

∈ ⎡⎣ ⎤⎦r ,a a
3

2
3 for the extrapolation of ∗KI as indicated by the shaded area

in Fig. 13b.

4.1.3. Sensitivity analysis
As for the non-cracked material studied in Section 3, it is essential to

determine how the predictions of the BPM can be affected by its con-
stitutive parameters when applied to fracture propagation problems.
More precisely, because the propagation of fractures in quasi-brittle
materials is uniquely characterized by the value of their fracture
toughness KIC, we focus here on identifying which numerical para-
meters control the toughness of the BPM model by performing a series
of simulations based on the set up presented in Section 4.1.1.

As expected from Section 3.1.2, KIC is independent of Y (Fig. 14)
while it is directly proportional to t (Fig. 15). The toughness KIC of the
numerical medium is thus a direct function of the interparticle tensile
strength t.

In order to assess the influence of the model resolution on its frac-
ture behavior, we performed another series of simulations on samples
having the same dimensions but containing different numbers of par-
ticles. As shown in Fig. 16, the KIC of the BPM model depends on the

size of its constitutive particles. More precisely, KIC is proportional to
the square root of mean radius (Rmean) as suggested in previous studies
by Potyondy and Cundall [28] and Duriez [49].

In views of these results, it appears that the size of the particles of
BPM models dedicated to study fracture propagation cannot be chosen
arbitrarily in order to match the fracture toughness of a given material
if the model is calibrated based on the tensile strength of the same
material. Obviously, this limitation does not exist if the model is cali-
brated based on the fracture toughness of the material or, if its for-
mulation is modified so as to be non-local as proposed, in e.g. [55] or
[56].

In the following, we get rid of this limitation by always considering
the same particle size distribution for all simulations and by discussing
the results in terms of relative variation of KIC instead of absolute va-
lues.

4.2. Material containing microcracks

In this section, we investigate the influence of pre-existing micro-
cracks on mode I fracture propagation by incorporating microcracks
swarms of different intensities and orientations in the numerical set up
presented in Section 4.1.1.

We first studied the influence of the microcracks intensity P32 on the
simulated behavior by considering microcracks oriented perpendicular
to the loading direction such as = °θ 0 (the microcracks are thus par-
allel to the initial crack). The associated stress-strain responses are
presented in Fig. 17a. As expected, the strength (toughness) of the
material decreases with the increase in microcracks intensity. As for the
UTS, this diminution of KIC is actually a linear function of P32 as shown
in Fig. 17b and can be estimated from a least squares approximation as:

≈ − − × +K
K

P( 6e 4) 0.99IC

IC intact
32

(13)

Regarding now the influence of the microcracks orientation on the
material toughness, one can notice that the evolution of KIC vs. θ
(Fig. 18) is qualitatively similar to the evolution of UTS vs. θ (Fig. 8b).
KIC is minimum for = °θ 0 and increases quasi-monotonously with θ to
reach its maximum value for = °θ 90 . The toughness of the material is
thus minimum when the microcracks are oriented sub-parallel to the
initial fracture while it is maximum when the microcracks are oriented
sub-perpendicular to it. Moreover, as for the UTS, the degree of ani-
sotropy induced by microcracks increases with the increase in micro-
cracks’ intensity with K K/Ic Ic,90 ,0 being equal respectively to 1.09 for

=P 200.332
−m 1, 1.32 for =P 681.332

−m 1 and 3.68 for =P 1416.332
−m 1.

4.3. Discussion

The decrease of the material toughness observed when more and
more microcracks are present in the medium is, overall, logical and
confirms the trends observed in experiments dedicated to assess the
impact of thermal damage on fracture propagation [57,18]. It also
corresponds to the trend observed for the evolution of UTS as a function
of P32 in Section 3.2 which is consistent with experimental observations
showing that UTS and KIC are linearly related one with another [58].
The toughness anisotropy induced by the presence of preferentially
oriented microcracks has already been observed in granitic rocks [20]
and is, of course, more or less pronounced depending on the number of
microcracks present in the material. As for the Young’s modulus and the
uniaxial tensile strength of microcracked samples (see Section 3.2), the
evolution of the toughness as a function of the microcracks orientation
shows a trend similar to what has been observed in transversely iso-
tropic rocks (e.g., in shales [58]) with minimum toughness corre-
sponding to the case where the fracture propagates parallel to the mi-
crocracks plane ( = °θ 0 ) and maximum toughness when the fracture
propagates perpendicular to the microcracks plane.

Obviously, the dependence of the material toughness on the

Fig. 18. Variation of fracture toughness (KIC) as a function of the microcracks
orientation with respect to the loading direction (θ), considering different mi-
crocracks intensities (P32).
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Fig. 19. Fracture patterns corresponding to centre cracked samples containing different amounts (P32) of microcracks presenting different orientations (θ) with
respect to the loading direction subjected to uniaxial tension (vertical direction). The colors represent the displacement of the particles: blue for displacements
oriented toward the bottom of the sample and red for displacement oriented toward the top. The dark disks represent the induced microcracks. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 20. Stress-strain responses (uniaxial tension) of centre cracked samples containing microcracks swarms presenting different orientations (θ) with respect to the
loading direction: (a) low microcracks intensity ( =P 549.4532

−m 1) and (b) high microcracks intensity ( =P 4106.032
−m 1).
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orientation distribution of microcracks is directly related to the me-
chanisms taking place at the microscale. Microcracks act as weakness
planes which can cause the deflection of propagating fractures de-
pending on their amount as shown in Fig. 19. In general, the failure
mechanisms correspond to the ones observed in the intact material
(Fig. 10). On the one hand, scarcely distributed microcracks (e.g.,

=P 200.332
−m 1) do not affect the failure process and the fracture pro-

pagates along the expected path whatever the microcracks orientation.
On the other hand, densely distributed microcracks significantly in-
terfere with the propagating fracture as illustrated for =P 1416.332

−m 1

where the fracture significantly deviates from its initial direction. The
fracture kinks repeatedly during its propagation and presents thus a
much greater final surface area than a straight crack. This is even more
remarkable for the case where = °θ 0 for which the fracture propagates
in a non horizontal manner despite the fact that both pre-existing
fracture and microcracks are oriented perpendicular to the loading.
Once can note however that, contrary to what has been observed ex-
perimentally in shale [58], the propagating fracture does not evidently
tend to reorient itself along the microcracks plane, except maybe for
intermediate orientations (e.g., = °θ 45 ). This characteristic might be
due to the centre crack configuration used here which produces a
symmetric distribution of stress within the medium and would thus
deserve further investigation.

In terms of stress-strain responses (Fig. 20), it appears that the mi-
crocracks orientation modify the overall material behaviors only if they
are densely distributed within the medium (hence when they affect the
fracture process).

5. Conclusion

A discrete modeling approach is proposed to investigate the tensile
fracture behavior of rock like materials containing pre-existing micro-
cracks having a mechanical origin. For that purpose, a bonded particle
model is utilized to simulate uniaxial tensile tests on synthetic rock
samples containing microcracks swarms with pre-defined intensities
and orientations.

The approach reproduces all the typical characteristics of brittle
materials including, linear elastic behavior at small deformation, nu-
cleation of stress induced microcracks before failure and development
of macroscopic failure surfaces through the coalescence of these mi-
crocracks. Furthermore, the relevance of the modeling approach for
studying mode I fracture propagation is confirmed by assessing its
capabilities with respect to classic fracture mechanics concepts such as
the consistency of the stress intensity factors at the fracture tip with
respect to the far field stress, the description of a process zone resulting
from stress induced microcracks at the fracture tip and the prediction of
adequate fracture paths.

Overall, pre-existing microcracks tend to weaken both the elastic
and strength properties of the materials in which they exist. More
precisely, it is observed that the Young’s modulus E decreases quad-
ratically as a function of the microcrack intensity P32 while both the
uniaxial tensile strength UTS and mode I fracture toughness KIC de-
crease linearly with P32. In addition, because stress induced microcracks
usually present preferential orientations related to the loading history
of the material, they induce anisotropy of material properties of
otherwise apparently isotropic media. More specifically, the resulting
anisotropy, whose degree is directly related to the microcracks in-
tensity, show great similarities with transverse isotropy as confirmed by
the evolutions of E and UTS as functions of the microcracks orientation
with respect to the loading direction. Finally, if scarcely distributed
microcracks do not affect the way rupture occurs in brittle materials,
large amount of microcracks critically modify the mechanisms as well
as the kinematics toward the overall material failure by enhancing
branching or “step-path” failure mechanisms during fracture propaga-
tion. As a result of these incremental events occurring during the
fracturing process, fractures can greatly deviate from their expected

path, producing tortuous failure surfaces within the medium.
The outcomes of this study might find applications in civil and

petroleum engineering where damage zones containing tension induced
cracks can influence either the overall deformation of the rock structure
or the propagation of fractures from the excavation toward the rock
mass. Although the uniaxial conditions considered in this paper are
rather simplistic compared to most in-situ stress conditions, the possi-
bility to relate crack intensities to properties such as the tensile strength
or the fracture toughness, for instance, could be considered to explicitly
adjust constitutive parameters when modeling rock structures. Ongoing
efforts are currently done to pursue this study so as to characterize the
influence of microcracks on permeability changes in damaged zones
and on the propagation of hydraulically driven fractures.
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