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Résumé

Chapitre 1 : Introduction

L’auto-assemblage est défini comme un processus par lequel des composants désor-
donnés forment spontanément et de façon autonome des structures ou des motifs
ordonnés. Il s’agit aussi d’un phénomène omniprésent générateur d’ordre dans la
nature : la formation des membranes cellulaires, des systèmes planétaires ou des
cristaux en sont quelques exemples. L’auto-assemblage des particules dipolaires
comme méthode ascendante (dite "bottom-up") offre une nouvelle voie pour la fab-
rication de matériaux fonctionnels. Actuellement, les systèmes dipolaires servent
au développement de nombreuses applications telles que les valves, les absorbeurs
de choc, les cristaux photoniques et même à l’élaboration de nouveaux traitements
médicaux. Par ailleurs, les systèmes dipolaires sont abondants en physique de la
matière condensée (molécules et nanoparticules ferromagnétiques, particules col-
loidales magnétiques, bactérie magnétotactique, ...). Ils représentent un défi impor-
tant du fait de l’anisotropie et de la longue portée de l’interaction dipôle-dipôle. De
manière générale, l’auto-assemblage de particules magnétiques est essentiellement
gouverné par la recherche d’un niveau d’énergie minimal. Le principal objectif de
ce travail de recherche est de prédire les microstructures des ces systèmes en con-
sidérant de façon adéquate l’interaction complexe dipôle-dipôle ainsi que les effets
stériques et ceux dus à un éventuel confinement. Les aimants sphériques tendent
naturellement à s’organiser en chaînes, et ce, même en l’absence de champ magné-
tique. Ces dernières représentent un système ordonné simple et facilement réalisable
en appliquant un champ magnétique extérieur. De nombreuses structures peuvent
être comprises (ou déduite) à partir de chaînes dipolaires. Le premier volet de cette
thèse s’articule en trois chapitres et a pour objet de décrire de manière détaillée
les interactions entre des chaînes dipolaires. Le second volet, également scindé en
trois chapitres, traite des questions de cristallisation qui sont primordiales pour
l’élaboration de nouveaux matériaux.
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Chapitre 2 : Préambule - modèle général

En guise de préambule à la présentation de nos travaux de recherches, nous revoyons
les notions théoriques essentielles de l’interaction dipolaire classique. Nous en prof-
itons pour rappeler l’équivalence entre (i) l’interaction de deux dipôles ponctuelles
et celle (ii) de deux sphères magnétiques (uniformément magnétisées). Cette thèse
s’intéressant à des assemblées de N sphères magnétiques, nous avons préconisé deux
méthodes d’optimisation : (i) Sequential Least SQuare Programming (SLSQP) et
(ii) Constrained Optimization BY Linear Approximations (COBYLA).

Chapitre 3 : Interaction de filaments dipolaires

Ce manuscrit débute avec une analyse théorique de l’interaction de filaments dipo-
laires tels que des aiguilles ou des chaînes aimantées dans un fort champ magnétique
extérieur. L’interaction de deux aiguilles uniformément magnétisées de taille finie L
et séparées d’une distance R est revisitée. Tous les régimes pertinents d’attraction
et répulsion sont étudiés et discutés en détail. Pour deux aiguilles en vis-à-vis à
faible séparation inter-aiguilles (R/L . 0.2), le potentiel de paire répulsif est gou-
verné par une loi de puissance en R−1, contrastant avec la loi de puissance en R−3

trouvée à forte séparation (R/L & 2.5). Ainsi, un adoucissement du potentiel de
paire émerge à très courte séparation aiguille-aiguille. L’origine de cet adoucisse-
ment est un écrantage à longue portée induit par des paires attractives distantes
compensant la répulsion provenant des paires proches. Toute cette compréhension
acquise en revisitant l’interaction effective entre des aiguilles dipolaires a été ensuite
exploitée pour rationaliser l’interaction effective des chaînes constituées de sphères
magnétiques. Lorsque les corrélations de volume exclu sont faibles, c’est-à-dire au-
delà d’une séparation équivalente à la taile de quelques billes, les chaînes en vis-à-vis
possèdent pratiquement la même interaction effective que celle entre deux aiguilles.
En effet, en contraste avec le comportement des aiguilles, les chaînes dipolaires mon-
trent un durcissement typique à très courte séparation (au voisinage du contact).
Cette spécificité est due à la nature discrète des chaînes qui rend l’écrantage de la
répulsion moins efficace.
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Chapitre 4 : Agrégation de chaînes dipolaires

Ce chapitre aborde le problème de l’agrégation colonnaire de chaînes dipolaires.
Dans cette étude, nous prédisons les microstructures des états fondamentaux en
fonction du nombre de chaînes N constituant un bouquet. Les chaînes infiniment
longues sont d’abord analysées pour des raisons d’universalité. Pour un très faible
nombre de chaînes en interaction (N ≤ 3), les rubans sont les microstructures
les plus stables. Au-delà (N ≥ 4), des bouquets de chaînes arrangées selon un
motif en forme de fermeture Éclair à section compacte apparaissent. Pour toutes
les microstructures prédites par nos calculs de minimisation, le réseau sous-jacent
est un réseau tétragonal centré correspondant également à l’état fondamental du
massif. L’énergie du cristal massif est approchée selon une loi de puissance en
N−1/2. Une remarquable stabilité est obtenue lorsque la section du bouquet de
chaînes correspond à un carré ou à un rectangle dont le rapport d’aspect est proche
de ce dernier (c’est-à-dire l’unité). Le cas des chaînes de taille finie composées de n
billes est aussi discuté. On montre notamment que quelques centaines de billes par
chaîne sont nécessaires pour retrouver quantitativement le comportement obtenu
dans le cas infini (n =∞). Par ailleurs, l’écart relatif en énergie par rapport au cas
infini suit une simple loi de puissance en n−1.

Chapitre 5 - Chaînes dipolaires : De la structure
rectiligne à la structure hélicoïdale

Le cas complexe des chaînes hélicoïdales dipolaires est traité ici en considérant au
préalable des cas limites plus simples tels que les chaînes linéaires ou en zigzag.
Adopter cette approche s’est révélé être très utile pour mieux comprendre les car-
actéristiques physiques robustes et pertinentes qui s’appliquent aux édifices hélicoï-
daux. A partir de l’analyse de l’interaction de deux chaînes linéaires et en zigzag (en
fonction de la distance de séparation), une description précise et claire des mécan-
ismes de transition ferromagnétique/antiferromagnétique (c’est-à-dire des chaînes
possédant des moments dipolaires égaux ou opposés) est établie. Un comporte-
ment similaire est noté entre : (i) le profil d’énergie de la chaîne en zigzag seul
(en fonction de sa compaction) et (ii) le profil d’énergie de l’interaction entre deux
chaînes en zigzag en fonction de leur séparation mutuelle (à compaction fixée).
Par ailleurs, les chaînes en zigzag ne peuvent battre énergétiquement les chaînes
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linéaires que lorsque ces premières sont très compressées. Concernant les chaînes
hélicoïdales, les microstructures d’énergie minimale sont calculées en fonction de
plusieurs paramètres importants tels que le pas, le rayon, et la distance de sépara-
tion. Selon le rayon de l’hélice, l’état fondamental est concentrique (pour un rayon
suffisamment grand comparé à la taille d’une bille) ou non concentrique avec au-
cun enchevêtrement des chaînes hélicoïdales (pour un rayon suffisamment petit).
À rayon fixé, le profil d’énergie en fonction du pas pour une hélice isolée est simi-
laire au profil d’énergie obtenu pour une double hélice parfaitement concentrique.
De plus, quand le pas n’est pas trop petit, la distribution des moments dipolaires
obtenue pour deux hélices en interaction est essentiellement dictée par la distribu-
tion régnant dans une hélice isolée.

Chapitre 6 : Sédimentation de particules dipo-
laires dans une monocouche

Le traitement des problèmes de cristallisation débute par l’exploration du confine-
ment bidimensionnel. On s’y intéresse en particulier à travers l’étude de la sédimen-
tation d’une monocouche inclinée et constituée de colloïdes superparamagnétiques
où la répulsion interparticulaire est ajustable via un champ magnétique externe
appliqué. Expérience, théorie et simulations sont combinées afin d’examiner la
structure à l’équilibre de la monocouche. Un modèle simple issu de la théorie de la
fonctionnelle de la densité, basé sur une approximation de la densité locale à tem-
pérature nulle, est développé. Notre modèle analytique capture avec succès l’ordre
inhomogène variant de l’état solide à l’état liquide observé expérimentalement. Les
simulations Monte Carlo corroborent ces résultats et permettent d’explorer une
gamme encore plus large de conditions de sédimentation et de couplages magné-
tiques. En particulier, les simulations indiquent qu’une forte cristallisation se pro-
duit près de la paroi inférieure du récipient. Par ailleurs, le paramètre de maille
associé au cristal est typiquement dicté par une simple loi de puissance émanant de
l’équilibre entre la force de gravité et l’interaction dipôle-dipôle.
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Chapitre 7 : Particules dipolaires en couche ex-
posées à un champ magnétique externe

La cristallisation bidimensionnelle est maintenant examinée en considérant l’effet
d’un champ magnétique appliqué perpendiculairement à une monocouche (ou une
bicouche) cristalline constituée d’aimants sphériques ferromagnétiques. Les calculs
de minimisation qui concernent la monocouche montrent que le réseau cristallin
dans l’état fondamental est toujours rhombique. À champ magnétique nul, l’état
fondamental correspond à un cristal hexagonal (cas particulier de la structure rhom-
bique) s’accompagnant d’une dégénérescence continue de l’orientation du moment
dipolaire. À champ magnétique fini, l’angle de rhombicité croît de façon monotone
avec l’intensité du champ magnétique appliqué. Cette déformation du réseau a aussi
pour effet de lever la dégénérescence continue associée au réseau hexagonal. En re-
vanche, le super-réseau formé par la bicouche est invariant par rapport au champ
magnétique appliqué et coïncide avec le réseau tétragonal centré. Par ailleurs, les
deux couches constitutives adoptent toujours un réseau hexagonal parfait. À l’aide
des symmetries particulières prédites par nos minimisations numériques prélimi-
naires, des expressions analytiques exactes des états fondamentaux des deux sys-
tèmes, monocouche et bicouche, sont établies avec succès.

Chapitre 8 : Cristaux dipolaires tridimensionnels

Finalement, nous nous sommes intéressés aux problèmes de cristallisation dans le
massif composé de sphères aimantées en établissant un diagramme de phase de
l’état fondamental en fonction de la densité. Une nouvelle phase appelée prisme
clinohexagonal, rendant compte de tous les états fondamentaux à n’importe quelle
densité, est découverte. Cette nouvelle phase consiste simplement en un réseau
prismatique oblique à base hexagonale. Plus spécifiquement, nos calculs ont mon-
tré qu’aux densités intermédiaires, la phase prisme clinohexagonal coïncide avec
la phase orthorhombique centrée. L’analyse des paramètres d’ordre géométriques
montre principalement que l’obliquité de la cellule unitaire de la phase prisme cli-
nohexagonal croît avec la densité. Dans le régime des (très) hautes densités (c’est-
à-dire au voisinage de la densité de la phase hexagonale compacte), un cas limite de
la phase prisme clinohexagonal sans obliquité émerge. Ces résultats fournissent une
vision unifiée et clarifiée des transitions solide-solide se produisant à température
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nulle dans les systèmes dipolaires.

Chapitre 9 : Conclusion et perspectives

Les résultats présentés dans cette thèse aide à comprendre plus profondément les
mécanismes physiques impliqués dans l’auto-assemblage de particules dipolaires.
Par ailleurs, ces résultats rationalisent les observations expérimentales récentes.
Enfin, nos résultats pourraient constituer une base robuste et s’avérer très utile
pour la réalisation et la compréhension de futurs travaux de recherches visant par
exemple :

• l’effet du confinement (par exemple par le biais d’un cylindre) et/ou l’effet de
la gravité sur l’auto-assemblage des sphères dures dipolaires ;

• la réalisation d’expériences et/ou de simulations numériques sur la cristalli-
sation en monocouche ou bicouche (composée d’aimants permanents) sous
champ extérieur perpendiculaire ;

• l’effet de la température sur la cristallisation (par exemple sur la coexistence
entre la phase tétragonale centrée et la phase clinohexagonale prisme) ;

• l’établissement du diagramme de phase d’un gaz de particules dipolaires uni-
dimensionnelle à température finie ;

• le comportement de phase de mélanges à plusieurs composants.
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Chapter 1

Introduction

Self-assembly is a process in which disordered components spontaneously and au-
tonomously organize into ordered structures or patterns due to interactions among
the pre-existing components themselves, see Fig. 1.1. This phenomenon is ubiqui-
tous in nature, besides life on Earth is an outstanding example of functional self-
assembly [2, 3, 4]. Indeed, the functionality of the cell, which is the fundamental
unit to all the living beings, is ensured through many self-assembling processes (e.g.
the assembly of the DNA double helix or the formation of lipid bilayer membranes).
Examples of self-assembly can be also mentioned in physics and chemistry [2] such
as the planetary systems, the weather systems (as ordered patterns), the phase-
separated polymers, the formation of peptide amphiphile nanofibers as well as the
molecular, liquid and colloidal crystals. The tailoring of the self-assembly process
can be achieved by different means: biomolecules (via their bonding properties),
template (via pattern or confinement) and external field (electric, magnetic, laser
or gravity fields). Among this variety of strategies, magnetic-field-guided (or equiv-
alently electric-field-guided) self-assembly allows an important freedom to design
controlled structures [5].

Figure 1.1: An illustrative example of self-assembly process occurring in an ex-
periment with colloidal particles in external rotating electric fields: Panels (a)-(d)
depict about 450 silica particles of 2.12 µm diameter, undergoing a transition from
a (dilute) fluid state to a crystalline state upon a gradual increase of the field
(U = 0, 0.4, 0.5, 0.8 kV, respectively). Image reproduced from [1]. In the shown
example the horizontally field rotated with the frequency of ν = 30 kHz.
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This thesis deals with self-assembled dipolar particles. Our theoretical approach
will be based on the dipolar hard sphere (DHS) model which consists of hard spheres
with embedded point-like dipole at their centers. From a conceptual aspect, the
DHS model is the simplest one incorporating anisotropic long-range interaction
which allows to explore in a more universal fashion the structure and phase be-
havior. Consequently, it is an ideal model system often used as reference for the
understanding of more complicated systems in condensed matter [5]. The dipolar
hard spheres can be found at a wide range of length scale, for instance magnetic balls
[6], granulates [7], dust particles [8], colloidal particles [9], or other nanoparticles
[10]. Such components play a key role in condensed matter physics, especially for
the following fields: crystallization [11, 12], crystal growth [13], dipolar colloidal sus-
pensions (ferrofluids [14, 15], magnetorheological fuilds [16, 17]) or complex (dusty)
plasmas [18]. Note also that some living organisms synthesize dipolar nanoparticles
[19], thus the interest of the DHS model may expand to the biology.

The dipolar hard spheres provide a great practical interest too. The self-
assembly of dipolar hard spheres as bottom-up method offers a new route for the
fabrication of functional materials [2]. Some devices currently exploited are al-
ready based on the dipolar hard spheres, for instance magnetorheological dampers
(vehicle’s suspensions, human prosthesis), magnetorheological finishing (polishing
method), cooling system (loudspeakers), liquid seals (hard disks) or centrifugation
(disease detection method). Many others devices are in development such as pho-
tonic crystals [20], impact absorbers [21, 22, 23] to decrease the shock caused by a
crash, a gun shot or a earthquake, spacecraft thrusters [24], decontamination sys-
tems [25], micropumps [26], medical treatments [27, 28, 29, 30], magnetic morphing
mirrors [31] and self-healing electric circuits [32].

On the theoretical side, Jacobs and Beans in 1955 [33] have broken new ground
by using a "chain-of-spheres" model to predict experimental observations on mag-
netic behavior of elongated iron particles. Later, this interest for spherical magnets
was further amplified by the investigations of de Gennes and Pincus in 1970 [34]
demonstrating the formation of chains of spherical ferromagnetic grains along the
applied external magnetic field in a dilute magnetic fluid. On the other hand,
Luttinger and Tisza proposed in 1946 a method to calculate the dipolar crystal
ground states and successfully applied it in cubic systems [35]. It is only in the
early 1990s that the theoretical studies on infinitely long chains in strong external
magnetic field [36, 37] have inspired Tao et al. [38] to discover that the overall
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ground state in dipolar crystals is the body-centered tetragonal structure. Dipo-
lar particles are still a highly active field of research. Recent investigations have
shown that magnetic spheres in athermal systems form a broad diversity of struc-
tures (e.g., chains, rings, tubes) that depend on parameters such as the number of
beads [39, 40, 41, 42, 43, 44, 45, 46, 47], the external field [45, 47], the confinement
[43, 44], the mechanical forces [39, 46], etc. This rich phase behavior encourages
further exploration and understanding.

The overall goal of this thesis is to further understand the effects of intimate
physical mechanisms involved in the self-assembly of dipolar particles based on a
physically, simple and transparent approach. It is now well-known that dipolar sys-
tems exhibit a strong tendency even without magnetic/electric field to form chains
[48]. Many structures made up of dipolar spheres can be built from dipolar chains
as basic building blocks, for instance the body-centered tetragonal and the hexag-
onal structures. The dipolar chains are clearly of prime interest to understand the
process of assembly of magnetic spheres into crystal structures. We decompose this
manuscript into two main parts. The first part deals with dipolar chains in interac-
tion and the second one involves the crystallization of dipolar particles. Beforehand,
as a preamble, we introduce in Chapter 2 the general model.

The main first part of the thesis gather three published studies about interacting
dipolar chains, each appearing as separate chapter. We start our manuscript with
an investigation on the interaction of dipolar filaments. The aim here is to revist the
physics of two interacting dipolar needles. Doing so deeper understanding is gained
and exploited to grasp the behavior of interacting dipolar chains, see Chapter 3.
Then in Chapter 4, focus is put on the columnar aggregation mainly dictated by
the number of constitutive dipolar chains. The dipolar chains, whether linear or
zigzag-like, also turn out to capture the interaction of more generic dipolar helical
chains, see Chapter 5.

In the second part devoted to the crystallization, we present three detailed
studies as well. The two-dimensional confinement is explored in Chapter 6 through
the sedimentation of (repulsive) dipolar colloids in a tilted monolayer subject to a
perpendicular magnetic field. Then, Chapter 7 deals with (attractive) ferromagnetic
layered dipolar particles under a perpendicular magnetic field. So far, what we
have learned to the (bulk) body-centered tetragonal ground state structure can be
obtained from chain or layer aggregation. Thereby, the last Chapter 8 covers the
bulk crystal phase behavior of dipolar hard spheres prepared at any density.





Chapter 2

Preamble: General model

Contents
2.1 Dipole moments . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.1.1 Magnetic field . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.1.2 Dipolar interaction . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2 Magnetic spheres . . . . . . . . . . . . . . . . . . . . . . . . 8

2.2.1 Isolated magnetic sphere . . . . . . . . . . . . . . . . . . . . . 8

2.2.2 Interaction of two magnetic spheres . . . . . . . . . . . . . . 9

2.3 Energy minimization . . . . . . . . . . . . . . . . . . . . . . 12

2.3.1 Method without derivatives . . . . . . . . . . . . . . . . . . . 12

2.3.2 Method with derivatives . . . . . . . . . . . . . . . . . . . . . 12

2.3.3 Strategy to reach the global minimum . . . . . . . . . . . . . 13

2.1 Dipole moments

The Oersted’s experiment in 1820 has shown that a compass needle is deviated in
the vicinity of a current flowing through a conducting wire. Thereby, Oersted has
also revealed the strong link between the electric current and the magnetic field.
The Biot-Savart law [49] determining the equation of the magnetic field generated
by a electric current is established by Biot and Savart shortly after the Oersted’s
observations. These significant developments are considered as the starting point
of the magnetism. The strong relation between electric current and magnetism
involves at the microscopic scale, the motion of electrons (e.g. around the atomic
nuclei or their own axes) is the source of the magnetic field. The magnetic dipole
can be identified through the torque exerted in presence of magnetic field. Typically,
representation of dipole moments are illustrated in Fig. 2.1.
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Figure 2.1: Schematic representation of the magnetic dipole according to: (a) the
model of the current distribution ~J(~r ′) in a volume V , ~m = 1

2
˝
V ~r
′∧ ~J(~r ′)dV ; (b)

the model of the closed loop C carrying a current I, ~m = I ~S ; (c) the model of the
pair of fictitious magnetic charges (+q,−q), ~m = q~δ. The dashed lines depict the
magnetic field lines and the associated arrows indicate the direction of the magnetic
field ~B.

2.1.1 Magnetic field

The expression of the magnetic field ~B(~r) generated by a point-like dipole ~m at the
position ~r [50, 51, 52]:

~B(~r) = µ0

4π
1
r3

[
3(~m · ~r)~r

r2 − ~m

]
, (2.1)

where r = ‖~r‖ and µ0 = 4π× 10−7 (in SI units) is the vacuum permeability. When
we are dealing with N magnetic dipoles (~m1, ..., ~mN), the total magnetic field ~B(~r)
at the distance ~r follows the superposition principle [50, 51]:

~B(~r) =
N∑
i=1

µ0

4π
1

‖ ~r − ~ri ‖3

[
3(~mi · (~r − ~ri))(~r − ~ri)

‖ ~r − ~ri ‖2 − ~mi

]
, (2.2)

where ~ri designates the positions of the dipole ~mi (i = 1, ..., N). If not differently
specified in the manuscript, N will refer to as a number of particles.
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Figure 2.2: Scheme of two interacting magnetic dipoles ~mi and ~mj.

2.1.2 Dipolar interaction

The interaction energy between two magnetic dipoles ~mi and ~mj located at ~ri and
~rj, respectively, is obtained through the so-called Zeeman interaction term [50]

U(~rij) = −~mj · ~Bi(~rj), (2.3)

~Bi(~rj) being the magnetic field produced at ~rj by the dipole ~mi, see Fig. 2.2. By
using Eq. (2.1), it involves the following expression of the dipole-dipole interaction

U(~rij) = µ0

4π
1
r3
ij

[
~mi · ~mj − 3(~mi · ~rij)(~mj · ~rij)

r2
ij

]
, (2.4)

where ~rij = ~rj − ~ri and rij = ‖~rij‖. In the case of N interacting dipoles the
summation of all the pair interactions gives the total interaction energy

U = 1
2

N∑
i,j

µ0

4π
1
r3
ij

[
~mi · ~mj − 3(~mi · ~rij)(~mj · ~rij)

r2
ij

]
. (2.5)

The non-uniformity of the magnetic field ~B(~r) in the space involves a non-zero
gradient. For that reason, a magnetic dipole ~mi exerts a force ~Fij on a dipole ~mj
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Figure 2.3: (a) A two-dimensional view of the landscape of the magnetic field
intensity B originating from an isolated magnetic sphere placed at the origin. The
white lines depict the magnetic field lines and the arrows give the direction of ~B.
(b) Magnetic field lines made visible by iron filings sprinkled on a paper placed
above a bar magnet [53].

according to the expression ~Fij = −−−→grad U(~rij). From Eq. (2.4), it follows

~Fij = 3µ0

4πr5
ij

(~mi · ~rij)~mj + (~mj · ~rij)~mi + (~mi · ~mj)~rij

− 5(~mi · ~rij)(~mj · ~rij)~rij
r2
ij

. (2.6)

This expression is easily generalized to obtain the force ~Fi sustained by a dipole ~mi

in the presence of an assembly of N − 1 dipoles

~Fi =
N∑
j=1
i6=j

~Fij. (2.7)

2.2 Magnetic spheres

2.2.1 Isolated magnetic sphere

We now consider a magnetic sphere uniformly magnetized with a diameter d = 1 and
a (integrated) magnetic moment ~m = m~ez = ~ez, see Fig. 2.3(a). It is convenient to
assume y = 0 because of the azimuthal symmetry (i.e., the field pattern is rotation
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invariant around the z-axis) and also to introduce the polar angle θ with the vector
position ~r = r(sin θ, cos θ), see Fig. 2.3(a). So far, we have only mentioned the
magnetic field ~B(~r) for a point-like dipole, see Eq. (2.1). However, the magnetic
system we are looking at is made up of uniformly magnetized beads, see Fig. 2.3(a).
In fact, it turns out that a uniformly magnetized sphere generates (outside the
sphere) the same magnetic field as that produced by a point-like dipole (of identical
strength) located at its center [50]. The landscape of the magnetic field intensity
(with µ0

4π = 1) in the (x, z)-plane, see Fig. 2.4(a), is calculated from

B =


2, r <

1
2 ,√

4 cos2 θ + sin2 θ

r3 , r ≥ 1
2 ,

(2.8)

where r =
√
x2 + z2 and B =

√
B2
x +B2

z with Bx and Bz stemming from Eq. (2.1).
Concerning the magnetic field lines [54], see Fig. 2.4(a), we have

r(θ) = K sin2 θ, (2.9)

where K denotes the distance at which the field lines crosses the equator (i.e., the
x-axis in Fig. 2.3(a)).

2.2.2 Interaction of two magnetic spheres

To gain a sound understanding of the pair dipolar interaction, it is necessary to
begin by considering two parallel dipole moments ~m1 and ~m2 located at ~r1 = (x1, z1)
and ~r2 = (x2, z2), see Fig. 2.4(a). Such a situation is realized for instance in the
presence of a strong homogeneous external magnetic field. More specifically, let
us consider two identical dipoles immersed in a strong magnetic field ~B = B~ez,
with ~ez being a unit vector along the z−axis, so that ~m1 = ~m2 = ~m = m~ez. In
the same spirit of the equivalence between the magnetic field produced by a sphere
and point-like dipole discussed in Section 2.2.1, it can be also shown [55] that two
uniformly polarized/magnetized spheres interact identically to two point-like dipoles
concentrated in each respective sphere’s center. It is convenient to introduce the
energy scale as

U� ≡
Cm2

d3 . (2.10)
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Figure 2.4: (a) Geometry setup for two interacting dipolar beads ~m1 and ~m2 with
relative spatial separation ~r12. Notice that R corresponds to the distance between
the dipole moments axis. (b) Energy landscape of Ũ(R̃, H̃), see equation (2.11)
and text, for two interacting dipoles with one placed at the origin. The white area
around the origin corresponds to a depletion zone. The arrows indicate the direction
of the magnetic force. The magic angle θm together with the zero (transverse and
longitudinal) force angles (θ⊥ and θ‖, respectively) are also indicated.

Figure 2.5: Two parallel dipoles at contact standing side by side.
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Physically, it represents the repulsive potential value for two hard spheres of di-
ameter d at contact carrying parallel dipoles that stand side by side, see Fig. 2.5.
This definition involves that the magnetic field strength and the force will be given
in units of U�

m
and U�

d
, respectively. In general C will depend on the intervening

medium as well as the nature of the dipoles (magnetic vs electric). Thereby, by
using Eq. (2.4), the reduced potential energy of interaction Ũ for two such magnets
reads

Ũ(~r12/d) = U(~r12)
U↑↑

= 1
r̃3

12

[
1− 3 cos2 θ

]
, (2.11)

where r̃12 = r12
d

=
√
R̃2 + H̃2 and cos2 θ = H̃2

R̃2+H̃2 with R̃ = R/d and H̃ = H/d, see
also Fig. 2.4(a). A landscape of the potential energy of interaction as a function
of R̃ and H̃ is provided in Fig. 2.4(b). The special angle θm for which Ũ(θm =
acos(1/

√
3) ' 54.7◦) = 0 is called the magic angle, see also Fig. 2.4(b).

The force normal to ~B, denoted ~F⊥, is merely given by ~F⊥ = −−−→gradR U. In
reduced units, one obtains:

F̃⊥ = F⊥
U↑↑
m

= 3 sin θ
r̃4

12

[
1− 5 cos2 θ

]
. (2.12)

The special angle θ⊥ for which F̃⊥ = 0 is then given by θ⊥ = acos(1/
√

5) ' 63.4◦ >
θm. In other words, when approaching (say from infinite separation) the dipoles
at prescribed shift H̃, one switches from repulsion to attraction at θ⊥, see also
Fig. 2.4(b). In standard textbooks, see e.g. Ref. [56], the magic angle always
refers to the zero energy point. Notice that the radial component of the force (i.e.,

F̃rad. = 3(1− 3 cos2 θ)
r̃4

12
) has the same angular dependency [57]. However, to have a

complete picture of the dipolar interaction, it is natural to introduce the notion of
zero (longitudinal/transverse) force angle as done here.

Similarly, the longitudinal force parallel to ~B, ~F‖, is merely given by ~F‖ =
−
−−→gradH U. By analogy with Eq. 2.12, one can write:

F̃‖ = F‖
U↑↑
m

= 3 cos θ
r̃4

12

[
3− 5 cos2 θ

]
(2.13)

showing that the special angle θ‖ for which F̃‖ = 0 is then given by θ‖ =
acos(

√
3/5) ' 39.2◦ so that θ‖ < θm < θ⊥, see also Fig. 2.4(b).
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2.3 Energy minimization

2.3.1 Method without derivatives

A substantial part of our investigations is concerned by constrained optimization
problems stemming from the search for ground state energies of the dipolar sys-
tems while fully respecting the tedious nonoverlapping condition between the hard
spheres. To solve such optimization problems, two deterministic algorithms had
to be used. One called Constrained Optimisation BY Linear Approximations
(COBYLA) is a gradient-free algorithm created by Powell [58] which primarly em-
ploys linear approximations of the objective and constraint functions. These linear
approximations are obtained by linear polynomial interpolation at n + 1 points
(vertices) in the space of the n variables arranged as a simplex. The optimiza-
tion procedure follows the idea of Nelder and Mead [59] to drive the shrinkage of
the simplex. The goodness of different vertices during the different stages of the
COBYLA algorithm is measured by a merit function, however the constraints are
treated individually during the calculation of the new solution. Throughout the
procedure, a regular shape of the simplex is maintained by means of a trust region
radius (progressively adjusted) during the optimization.

2.3.2 Method with derivatives

The second algorithm called Sequential Least SQuare Programming (SLSQP) is
a gradient-based algorithm, published by Kraft [60], belonging to the sequential
quadratic programming (SQP) class of methods for optimization problems, see also
Appendix A. Basically, the SQP methods rely on the so-called line search strat-
egy. Starting from an initial guess, iterative updated of the objective function are
computed using each time an optimal search direction. The search direction is de-
termined by employing a quadratic approximation of the objective function with
a linear approximation of the constraints to transform the nonlinear problem into
a linear least square (LSQ) subproblem. Then, the LSQ suproblem is solved via
an adapted Lawson and Hanson’s method (NNLS algorithm) [61]. On the other
hand, the Hessian matrix (stemming from the quadratic approximation) is updated
by Broyden, Fletcher, Goldfarb and Shanno (BFGS) approximation and the step
length of the optimization is adjusted by an appropriate merit function, see also
Appendix A.
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2.3.3 Strategy to reach the global minimum

Both COBYLA and SLSQP algoritms are local optimizers and provide local minima,
whereas our objective is to find ground states, that is, global minima. To achieve
this aim, the optimization algorithms had to be runned separately with different
starting points. Each run providing a solution corresponding to a local minimum,
the best of all these local minima obtained should be the global minimum of the
objective function in the search space considered. Note that all our minimizations
throughout this manuscript have been realized by means of the open-source library
for NonLinear optimization (NLopt library) [62].
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Dipolar chains in interaction





Chapter 3

Interaction of dipolar filaments

The present chapter addresses the interaction of two magnetic filaments, such as
magnetic chains or needles, and whose results were published in European Physical
Journal E [63].
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3.1 Introduction

Magnetic materials with elongated linear shapes are quite ubiquitous in nature
[19] and every day-life. In nature, such objects that are sensitive to the earth’s
magnetic field can be found for example in magnetotactic bacteria [64, 65], birds
[66] or algaes [67]. One dimensional magnetic chain-like structures can be beneficial
in biomedicine [68, 69] for drug delivery [70] or hyperthermia treatment [71]. In
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nanotechnology, magnetic nanowires have enormous application potential in ultra-
high density storage [72].

Recent experiments [5, 57, 73, 74, 75] have been devoted to the analysis of the
interaction of one-dimensional magnetic bodies under an external field which is
closely related to our problem. Tanase and coworkers [73] looked at the response
of nickel nanowires to magnetic fields and were able to monitor the resulting pair-
interaction. Kornev and coworkers [57, 75] have pointed out that magnetic needles
made up of carbon nanotubes filled with magnetic particles are promising candi-
dates for self-assembly into regular superstructures. Darras et al. [9] have reported
on ribbon formation due to lateral aggregation of magnetic chains made up of su-
perparamagnetic colloids.

On the theoretical side, the case of infinite chains made up of spherical dipolar
beads is well understood [36, 37, 76]. Thereby the pair interaction is characterized
by an exponential decay with the inter-chain separation as advocated by Halsey
and Toor in the 90s [36, 37]. Much less is known for finite sized chains. A com-
bined experimental/theoretical study was undertaken by Furst and Gast [77] who
observed the lateral attraction of dipolar chains and the resulting rheological re-
sponse. Messina and Stankovic [42] recently showed that elongated dipolar rod-like
structures made up of parallel chains that exhibit a local tetragonal arrangement [38]
are energetically more favorable than round clusters [78]. Based on the method of
collective variables, Cebers [79] predicted an orientational ordering of a suspension
of magnetic needles in the absence of magnetic field. On the other hand, Belobrov
et al. [80, 81, 82] have advocated the relevance of degenerated vortex ground states
in (finite and infinite) two- and three-dimensional dipole systems.

3.2 Model

3.2.1 Two-chain interaction

The model of two parallel magnetic chains is sketched in Fig. 3.1(a). Such a con-
figuration is realized for instance in the presence of a strong homogeneous external
magnetic field ~B = B~ez, ~ez being a unit vector along the z−axis, so that all the
magnetic moments ~m = m~ez are identical. The total reduced potential energy of
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Figure 3.1: (a) Geometry setup for two interacting parallel magnetic chains. In
this illustration N = 4 so that the chain length L = 4d. (b) Geometry setup for
two needles of length L with dipole moment ~M. Notice that R always corresponds
to the distance between the dipole moments axis. On the far right, a cartoon
of (identical) infinitesimal constitutive dumbbell-like dipoles ∆~mi = Q∆L~ez with
~M = ∑

i ∆~mi = QL~ez is sketched. The mechanism of charge cancellation within
the needle is illustrated too, see also text around Eq. (3.8).

two chains made up of N beads each is given by

Ũ tot
N = U tot

N

U�
= 1

2

2N∑
i=1

2N∑
j=1
i6=j

U(~rij)
U�

(rij ≥ d), (3.1)

where U� is the energy scale, see Eq. (2.10). The sum in Eq. (3.1) can be separated
into two terms,

Ũ tot
N = 2Ũ intra

N + Ũ cc
N , (3.2)

where Ũ intra
N is the intra-chain contribution to the total energy, whereas Ũ cc

N is the
inter-chain (or cross chain) contribution to the total energy. More explicitly, the
reduced intra-chain energy Ũ intra

N is given by

Ũ intra
N = −

N−1∑
i=1

N∑
j=i+1

2
(j − i)3 = −2

N−1∑
i=1

N − i
i3

. (3.3)

This always negative energy in Eq. (3.3) can be seen as the cohesive energy of a
magnetic chain.

On the other hand, the inter-chain term Ũ cc
N in Eq. (3.2) can be either positive or
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negative depending on the relative H̃/R̃-shift of the two chains. Taking advantage
of the symmetry of the system, we arrive at the simple expression for the inter-chain
interaction energy

Ũ cc
N (H̃, R̃) =

N−1∑
i=−N+1

(N − |i|)
{

1
[(i+ H̃)2 + R̃2] 3

2
− 3(i+ H̃)2

[(i+ H̃)2 + R̃2] 5
2

}
. (3.4)

with R̃ = R/d and H̃ = H/d, see also Fig. 3.1(a).
The effective reduced force between these two chains in the direction perpen-

dicular to the external magnetic field (or equivalently the chains axis) is then given
by

F̃ chain
⊥ = − ∂

∂R̃
Ũ cc
N (H̃, R̃)

=
N−1∑

i=−N+1
(N − |i|)

{
3R̃

[(i+ H̃)2 + R̃2] 5
2
− 15R̃(i+ H̃)2

[(i+ H̃)2 + R̃2] 7
2

}
.

(3.5)

Similarly, the longitudinal effective force along the chains axis (or equivalently the
magnetic field direction) is given by

F̃ chain
‖ = − ∂

∂H̃
Ũ cc
N (H̃, R̃)

=
N−1∑

i=−N+1
(N − |i|)

{
9(i+ H̃)

[(i+ H̃)2 + R̃2] 5
2
− 15(i+ H̃)2

[(i+ H̃)2 + R̃2] 7
2

}
.

(3.6)

That way, when talking about attraction vs repulsion, it is the sign of these related
effective forces that will matter.

3.2.2 Two-needle interaction

Consider two identical uniformly magnetized needles of length L with negligible
section, see Fig. 3.1(b). The total dipole moment of one magnetic needle is ~M =
λL~ez with λ standing for the linear dipole moment density strength. For two such
parallel magnetic needles shifted from a length H in the z-direction we have:

Uneedles = Cλ2
ˆ L

0
dz1

ˆ H+L

H

dz2

[
1

[(z2 − z1)2 +R2]3/2

]

− 3Cλ2
ˆ L

0
dz1

ˆ H+L

H

dz2

[
(z2 − z1)2

[(z2 − z1)2 +R2]5/2

]
. (3.7)
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The two involved double integrals in Eq. (3.7) can be analytically evaluated and
the final result reads:

Uneedles = 2Cλ2
√
R2 +H2

− Cλ2√
(H + L)2 +R2

− Cλ2√
(H − L)2 +R2

. (3.8)

This result can strikingly also be seen as stemming from two dumbbell-like (electric)
dipoles carrying opposite effective charges Q and −Q at both ends, see Fig. 3.1(b),
where Q = λ 1. This representation is also referred to as magnetic charges in the
literature, see e.g. [75] [83, pp. 34 ff]. Again here, transverse and longitudinal
forces are merely given by

F needle
⊥ = − ∂

∂R
Uneedles(H,R)

= 2CRλ2

[R2 +H2]3/2 −
CRλ2

[(H + L)2 +R2]3/2 −
CRλ2

[(H − L)2 +R2]3/2

(3.9)

and

F needle
‖ = − ∂

∂H
Uneedles(H,R)

= 2HCλ2

[R2 +H2]3/2 −
(H + L)Cλ2

[(H + L)2 +R2]3/2 −
(H − L)Cλ2

[(H − L)2 +R2]3/2 ,
(3.10)

respectively. In the next section, we are going to explore in depth the physics of
two interacting needles by exploiting Eq. (3.8).

3.3 Magnetic needles

3.3.1 Facing needles

3.3.1.1 Effect of inter-needle separation distance

When dealing with facing magnetic needles (i.e., H = 0), the first natural question
that arises is how different is the (repulsive) interaction from the well known 1/R3-
repulsion of two point-like dipoles? The elongated shape of the needles makes
obviously the inter-needle interaction non-trivial.

1It is realized quickly by summation of the four interactions between the charges Q and −Q.
Note that the same trick applies to a rod with finite diameter [75] [83, pp. 34 ff]. The crucial
point here is that the divergence of the polarization/magnetization vanishes within the polar-
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Figure 3.2: Inter-needle interaction potential Uneedles [see Eq. (3.11)] as a function
of the reduced separation distance R/L. Limiting power laws as given by Eq. (3.12)
and Eq. (3.13) are indicated with dashed lines. The inset serves as an illustration
for the system.

In order to shed light on this intriguing question we rewrite Eq. (3.8) for H = 0
at prescribed needle size L, yielding

Uneedles(H = 0)
Cλ2/L

= 2L
R
− 2√

1 +R2/L2
. (3.11)

The corresponding profile of Eq. (3.11) is depicted in Fig. 3.2. As expected at
large relative separation distances (R/L � 1) the behavior of point-like dipoles
(with moments m =M = λL) is recovered where

Uneedles

Cλ2/L
= L3

R3 +O(L5/R5) ∼ 1
R3 (R/L� 1). (3.12)

As a matter of fact, at separations R ≈ 2.5L, the value of Uneedles is already within
10% of that obtained with point-like dipoles.

We now come to the intriguing limit where needles are close compared to their
extension (R/L� 1). A Taylor expansion of Uneedles in Eq. (3.11) at short separa-

ized/magnetized object.
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Figure 3.3: Inter-needle interaction potential Uneedles [see Eq. (3.14)] as a function
of the reduced needle length L/R. Limiting power laws as given by Eq. (3.15) and
Eq. (3.16) are indicated with dashed lines. The inset serves as an illustration for
the system.

tions R/L� 1 leads to

Uneedles

Cλ2/L
= 2L

R
− 2 +O(R2/L2) ∼ 1

R
(R/L� 1) (3.13)

showing that a simple inverse power law prevails. This result comes naturally when
referring to the dumbbell-like dipole picture. Hence, the repulsive interaction is
considerably softened in this regime of short separation distances compared to that
occurring with point-like dipoles.

3.3.1.2 Effect of needle length

We now would like to study an other relevant parameter, namely the effect of needle
size L at given separation R on the inter-needle interaction. In this situation with
H = 0 at prescribed separation R, Eq. (3.8) becomes

Uneedles(H = 0)
Cλ2/R

= 2− 2√
1 + L2/R2

. (3.14)
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The profile of Eq. (3.14) is sketched in Fig. 3.3. For short needles (L/R� 1), one
obtains

Uneedles

Cλ2/R
= L2

R2 +O(L4/R4) ∼ L2 ∼M2 (L/R� 1) (3.15)

which evidently reflects again the behavior of two interacting point-like dipoles.

For large needles (L/R� 1), the potential energy in Eq. (3.14) becomes

Uneedles

Cλ2/R
= 2 +O(R/L) (L/R� 1) (3.16)

suggesting a non-trivial saturation behavior for large needles. 2 Again, this result
(3.16) is immediate with the magnetic charges picture. It is to say that when
needles are large enough, their mutual repulsion remains unchanged upon increasing
their size. This phenomenon is due to a long range screening mediated by dipolar
interactions that involve pairs lying outside the magic angle, see drawing in Fig.
3.4.

To better understand and describe this screening effect, we consider the in-
teraction between a needle and a nearby symmetrically placed point-like dipole as
sketched in the drawing of Fig. 3.4. This interaction potential energy can be written
as follows

Uneedle
m = Cλm

ˆ L/2

−L/2
dz

1
(z2 +R2)3/2 − 3Cλm

ˆ L/2

−L/2
dz

z2

(z2 +R2)5/2 , (3.17)

which after integration leads to 3

Uneedle
m = Cλm

L

(R2 + L2/4)3/2 . (3.18)

The corresponding profile of Eq. (3.18) is depicted in Fig. 3.4, where two typical

2Notice that Eqs. (3.13) and (3.16) are essentially the same but merely differ by the energy
normalization.

3Notice that result (3.18) could be equally well obtained with the magnetic charges represen-
tation. Firstly, one computes the magnetic field, ~B±, produced by the two poles of the needle
at ~m-location, which reads: ~B± = −CλL(R2 + L2/4)−3/2~ez. Then, inserting this expression in
Uneedle

m = −~m · ~B±, one arrives at Eq. (3.18). This being said, the screening argument would not
be appropriate in this approach.
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Figure 3.4: Potential of interaction between a needle and a test point-like dipole
Uneedle
m [see Eq. (3.18)] as a function of the reduced needle length L/R. Limiting

power laws as given by Eq. (3.19) are indicated with dashed lines. The shaded
region (with plus sign) of the inset represents the angular field (prescribed by the
magic angle θm) where interacting pairs (i.e., the point-like dipole and the infinites-
imal elements of the needle) contribute positively to the potential energy. All the
other pairs lying outside this “positive" zone contribute negatively (signaled by mi-
nus sign in the concerned areas) to the potential energy and are responsible for the
screening.
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Figure 3.5: Inter-needle interaction potential Uneedles, see Eq. (3.8), as a function
of the reduced separation distance R/L for several reduced shifts H/L. The profiles
for point-like dipoles with ~m = ~M are shown with dashed lines. The insets provide
a sense of scale for H/L = 0.5 and H/L = 3.

regimes emerge:

Uneedle
m

Cλm/R2 =



L

R
+O(L3/R3) ∼ L for L/R� 1,

8R2

L2 +O(R4/L4) ∼ L−2 for L/R� 1.

(3.19)

In the regime of short needles the potential energy Uneedle
m increases with L as

expected. However, when needles are large enough the screening is such that the
potential energy Uneedle

m decays as L−2.

3.3.2 Shifted needles

The natural next step is to study the more general case of shifted needles. In that
situation two relevant forces come into play: (i) transversal forces (perpendicular
to the needles axis) and (ii) longitudinal ones (parallel to the needles axis). These
features are going to be discussed in detail in the very next paragraphs.
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3.3.2.1 Transversal forces

The starting point of the discussion is the very general expression of potential of
interaction energy Uneedles(R,H) given by Eq. (3.8). To address transversal forces,
we are asked to look at the variation of Uneedles(R,H) with respect to inter-needle
distance separation R at prescribed inter-needle shift distance H. One has to bear
in mind that R always represents the distance between the needles axis, see Fig.
3.1. Typical profiles of Uneedles(R/L) for prescribed values of H/L are reported in
Fig. 3.5 corresponding to three scenarios:

• At strong shift, see e.g. H/L = 3 in Fig. 3.5, the needles virtually behave like
point-like dipoles. Thereby, a long range attraction for R/L . 6 sets in.

• At intermediate shift, see e.g. H/L = 1 in Fig. 3.5, deviation from the point-
like dipole behavior becomes noticeable when the (transverse) separation R

is of the order of the needle extension L.

• At small enough shift, see e.g. H/L = 0.5 in Fig. 3.5, the needle-needle
interaction becomes purely repulsive in strong qualitative contrast with the
behavior of point-like dipoles.

Whereas when dealing with point-like dipoles the magic angle θm is unique, it is
no longer true with extended objects such as needles. Hence the zero energy angle,
θU , will depend in a non-trivial way on the reduced separation distance R/L (or
equivalently the reduced shift H/L) as a result of the root of

Uneedles[θ = atan(R/H) = θU ] = 0. (3.20)

It is important to recall that the zero energy angle θU does not represent an attrac-
tion/repulsion transition but merely a sign switch in the value of the potential of
interaction. In order to access the physically relevant former point, it is the zero
(transverse) force angle θ⊥ defined through the root of

F needle
⊥ = − ∂

∂R
Uneedles[θ = atan(R/H) = θ⊥] = 0 (3.21)

that we have to look at.
Profiles of zero energy and force angles stemming from Eq. (3.20) and Eq.

(3.21) combined with Eq. (3.8) are depicted in Fig. 3.6. The zero force angle θ⊥
as well as that in energy θU grow monotonically with inter-needle separation R/L
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Figure 3.6: Zero energy angle θU and zero (transverse) force angle θ⊥ as a function
of reduced inter-needle separation R/L. The limiting values obtained for point-like
dipoles with ~m = ~M are shown with horizontal dashed lines. The inset on the left
shows a zero transversal force configuration for R/L = 0.5 to provide a sense of
scale. The inset on the right shows the curves in the (R/L,H/L)-plane verifying
Uneedles = 0 and F needle

⊥ = 0 as indicated by U = 0 and F⊥ = 0, respectively. The
regions of attraction (F needle

⊥ < 0) and repulsion (F needle
⊥ > 0) are indicated.

and saturate to the values of point-like dipoles (i.e., θ⊥ ' 63.4◦ and θm ' 54.7◦,
respectively ), see Fig. 3.6. At R = 2L, θ⊥ as well as θU are already pretty close to
these limiting values within less than 5% deviation. The regime of short separation
distance, where the needle-needle separation is smaller or of the order of the needles
size (R . L), shows a strong deviation from the point-like dipoles behavior, see Fig.
3.6. As a result, a repulsion/attraction transition in the transverse direction only
occurs for shifts larger than a certain critical value Hc

⊥ that is roughly the half
needle size (Hc

⊥ ' 0.56L). 4 Similarly, a switch in the sign of the potential energy
can only occur for a shift larger than Hc

U/L = −1+
√

5
2 ' 0.62.

3.3.2.2 Longitudinal forces

To have a complete picture of the inter-needle interaction, we now address longi-
tudinal forces. To do so, an inspection of the profiles of Uneedles(H) at prescribed
reduced inter-needle separation R/L will be insightful, see Fig. 3.7. As expected, a

4As a matter of fact it can be readily shown that Hc
⊥/L is the root of x6 + 3x5 − 3x4 + x3 +

3x2 − 1 = 0.



3.3. Magnetic needles 29

Figure 3.7: Inter-needle interaction potential Uneedles, see Eq. (3.8), as a function
of the reduced shift H/L for several reduced separations R/L. The profiles for
point-like dipoles with ~m = ~M are shown with dashed lines. The insets provide a
sense of scale for R/L = 1 and R/L = 2.

repulsion/attraction transition can be readily seen upon shifting the needles. More
specifically, the minimum in Uneedles(H) gets deeper when approaching the needles,
i.e. by diminishing R/L. Concomitantly, the position of the minimum is shifting to
lower values of H/L when decreasing R/L. Notice that minima are always deeper
when dealing with equivalent point-like dipoles especially when R/L ∼ 1, see Fig.
3.7.

The zero energy and (longitudinal) force angles are reported in Fig. 3.8. By
analogy with θ⊥, the zero (longitudinal) force angle θ‖ is defined through the root
of

F needle
‖ = − ∂

∂H
Uneedles[θ = atan(R/H) = θ‖] = 0. (3.22)

The point-like dipole behavior for both θU and θ‖ is recovered from H/L & 2
within less than 3% and 9% deviation, respectively. Interestingly, attraction is only
allowed for non overlapping needles in the longitudinal direction, i.e. H/L > 1.
Nevertheless, negative values for Uneedles(H) can be obtained with H ≥ Hc

U ' 0.62L
as already discussed.
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Figure 3.8: Zero energy angle θU and zero (longitudinal) force angle θ‖ as a function
of reduced inter-needle shiftH/L. The limiting values obtained for point-like dipoles
with ~m = ~M are shown with horizontal dashed lines. The inset shows the curves in
the (R/L,H/L)-plane verifying Uneedles = 0 and F needle

‖ = 0 as indicated by U = 0
and F‖ = 0, respectively. The regions of attraction (F needle

‖ < 0) and repulsion
(F needle
‖ > 0) are indicated.

3.4 Magnetic chains

3.4.1 Facing chains

3.4.1.1 Effect of inter-chain distance separation

After having discussed in depth the physics of the interaction of magnetic needles,
we can confidently tackle the homologous case of magnetic chains. It is a good idea
to start with facing chains and thereby explore and understand the regimes where
whether or not a needles behavior is observed. To perform this task we now dissect
the potential of interaction given by Eq. (3.4) at H = 0 yielding

U cc
N (R) = Cm2

d3

N−1∑
i=−N+1

(N − |i|)
{

1
[i2 + (R/d)2] 3

2
− 3i2

[i2 + (R/d)2] 5
2

}
. (3.23)

To make the comparison with needles meaningful we recall that ~M = N ~m =
λL~ez and L = Nd so that λ = m/d, whereas point-like dipoles are realized when
N = 1. Profiles of U cc

N (R) as given by Eq. (3.23) can be found in Fig. 3.9 where
three regimes emerge:
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Figure 3.9: Profiles of the inter-chain interaction potential U cc
N [see Eq. (3.23)] as

a function of the reduced separation distance R/L for different number of beads N .
The profile for needle-needle interaction [see Eq. (3.11)], identical to that in Fig.
3.2, appears as a dashed line. The inset serves as an illustration for the system
(there N = 4).

• Distant chains with R/L & 2 behave like point-like dipoles, i.e. U cc
N ∼ R−3,

as expected.

• At an intermediate separation a typical needle-like behavior is recovered with
the typical softening characterized by U cc

N ∼ R−1.

• Interestingly, at very short separation close to contact (R/d . 2), a harden-
ing sets in. The latter is due to the discrete nature of the dipole moments
that enhances the repulsion near contact. 5 The distance dependence in the
hardening regime, see Fig. 3.9, is a complicated matter and moreover shows a
non-trivial behavior as a function of N . It is careful to introduce the relative
energy deviation, δU cc

N , defined as

δU cc
N = U cc

N − Uneedles

U cc
N

, (3.24)

whose profiles as a function of R/d can be found in Fig. 3.10. It reveals that
the distance interval (say Rhardening/d) where hardening sets in is a very slowly
(roughly logarithmically) growing function of N .

5Note that this hardening effect would still be present and quantitatively identical if the beads
were uniformly magnetized over the volume or surface.
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Figure 3.10: Relative energy deviation profiles δU cc
N [see Eq. (3.24)] as a function

of the reduced separation distance R/d for several values of N .

3.4.1.2 Effect of chain length

In order to study the effect of chain length and to be in a position to compare it with
that of needle length we will consider the common reduced length L/R. Profiles of
U cc
N (L/R) for several values of N are sketched in Fig. 3.11, where three regimes can

be clearly identified:

• At sufficiently large chain separation (i.e., L/R . 0.3) a point-like dipole is
recovered where U cc

N ∼ L2 as it should be.

• A plateau sets in at intermediate reduced chain length L/R. The width of
this plateau increases in an non-trivial manner with the number of beads N .

• For chains near contactR/d . 2, the interaction potential energy U cc
N increases

again due to a weaker screening with discrete beads. In this regime, a high
number of beads N enhances this increase in potential energy.

To gain more insight into the degree of repulsion screening occurring with chains,
we consider the analogous approach of a needle interaction with a point-like dipole
that is contained in Eq. (3.18). Thereby, the potential of interaction for a chain
standing next to a bead, U cm

N (R), see also inset of Fig. 3.12, reads:

U cm
N (R) = Cm2

d3

(N−1)/2∑
i=−(N−1)/2

{
1

[i2 + (R/d)2] 3
2
− 3i2

[i2 + (R/d)2] 5
2

}
. (3.25)
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Figure 3.11: Inter-chain interaction potential U cc
N [see Eq. (3.23)] as a function

of the reduced length L/R for several values of N . The profile for needle-needle
interaction [see Eq. (3.14)], identical to that in Fig. 3.3, appears as a dashed line.
The inset serves as an illustration for the system.

The case N = 1 can serve as a reference for the unscreened repulsion between
two equally elevated point-like dipoles, see Fig. 3.12. Upon increasing the chain
length or equivalently N , one notices that the repulsion, more precisely the value of
U cm
N (R) as well as its (sign changed) derivative, diminishes near the contact zone,

see Fig. 3.12. However, in contrast to the needle case, the screening is only partial
for chains even at N →∞ owing to the discrete nature of the constitutive beads, see
Fig. 3.12. The contact values of the interaction potential energy Ũ cm

N (R̃) = Ucm
N (R)
U�

(recalling that R̃ = R/d) and especially that of the force

F̃
cm(⊥)
N (R̃) = −∂Ũ

cm
N

∂R̃
=

(N−1)/2∑
i=−(N−1)/2

3R̃(
i2 + R̃2

)5/2 −
15i2R̃(

i+ R̃2
)7/2 (3.26)

quickly saturate upon increasing N toward Ũ cm
N→∞(R̃ = 1) ' 0.146 and F̃ cm(⊥)

N→∞ (R̃ =
1) ' 0.989, respectively. These values can be compared to the contact values for
the unscreened case (N = 1), see Fig. 3.12, where Ũ cm

1 (1) = 1 and F̃ cm(⊥)
1 (1) = 3,

see also Eq. (2.12).
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Figure 3.12: Potential of interaction between a chain and a test point-like dipole
U cm
N [see Eq. (3.25)] as a function of the reduced separation distance R/d. Dashed

curves correspond to the situation where the chain is replaced by a needle of same
length L and same (global) dipole moment N ~m. The inset serves as an illustration
of the system (there N = 5).

3.4.2 Touching shifted chains

In the light of what precedes, it is expected that shifted chains will behave like
needles as soon as the chains are not in the contact zone. A careful separate analysis,
see Fig. 3.10, indicates that the inter-chain separation R/d is a very slowly (roughly
logarithmically) growing function of N at prescribed relative energy deviation δU cc

N .
In order to have a good representation of excluded volume correlations and dipolar
interactions for shifted magnetic chains we will consider two relevant cases: (i)
barely touching chains with R̃ = 1, as also done by Jennings et al. [84] in the past,
where one bead is touching at most one bead of the other chain and (ii) assembled
chains having the shortest possible separation

√
3/2 ≤ R̃ ≤ 1 at given shift so that

one bead can touch up to two beads of the other chain.
The inter-chain potential of interaction for N = 10, see Eq. (3.4), as a function

of the reduced shift H̃ = H/d can be found in Fig. 3.13. An oscillatory behavior is
reported giving rise to alternating longitudinal attraction/repulsion upon shifting
the chains. Thereby, the periodicity is essentially dictated by the bead size. In more
detail, the highest energy is obtained for (unshifted) facing chains where H = 0,
see Fig. 3.13. Then, upon shifting the two chains the energy first decays until
H̃ = 1/2 when R̃ =

√
3/2 (for assembled chains in contact) and H̃ ' 0.53 when
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Figure 3.13: Reduced potential of interaction between two shifted chains Ũ cc
10 [see

Eq. (3.4)] as a function of the reduced shift H/d. Dashed curves correspond to the
situation where the chains are replaced by needles of same length L and (global)
dipole moment 10~m. The lower inset illustrates the situation where chains have
a fixed transverse separation R = d that is referred to as barely touching chains
(there N = 4). The upper inset shows the path of the end-bead for gliding chains
in contact (there N = 4).

R̃ = 1 (for barely touching chains). This first local minimum is significantly deeper
for assembled chains with touching beads where H̃ =

√
3/2, see Fig. 3.13. By

further shifting the two chains, oscillations take place where the global minimum is
reached for assembled chains at H̃ = 5/2. This latter point is discussed in depth in
a separate publication [45] where it is shown that this shift of two and half beads
always leads to the global minimum of two assembled chains.

3.5 Concluding remarks

To summarize, we have shed some light on the problem of interacting magnetic
filaments. By revisiting the effective interaction of dipolar needles we have been in
a position to better understand and characterize the interaction of magnetic chains.

The most significant signature for the interaction of needles is the softening
occurring at short separation (compared to the needle size) characterized by an
inverse power law R−1 of the transverse separation R. The origin of this softening
is a long range screening mediated by attractive pairs compensating the repulsion
stemming from neighboring pairs, see Fig. 3.4. In general, a dipole-like behavior is
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recovered when the needles are separated by distances of the order of the needles
itself. A repulsion/attraction transition takes place for smaller (longitudinal) shifts
than with point-like dipoles for the transverse component of the force. The trend
is reversed for the longitudinal component of the force.

Dipolar chains (in registry) exhibit a typical hardening at very short separation,
i.e. when they are separated by a few beads size. This feature is in strong qualitative
contrast with the needle behavior and it is due to the discrete nature of the chains.
In this regime of inter-chain separation, the discretization matters and as a result
the screening of facing bead-pairs by distant ones becomes less efficient. Otherwise,
at the contact zone, a remarkable non-trivial oscillatory behavior in the inter-chain
pair potential, whose periodicity is dictated by the bead size, sets in for shifted
chains.

This work should be helpful to predict and/or to explain to some extent the
phase behavior encountered in experimental dipolar systems such as magnetic nano-
materials [57, 73, 85, 86, 87, 88], living and bio-inspired systems [19, 65, 89], poly-
meric/colloidal systems [5, 90, 91, 92] or granular piles [93]. In particular, the ribbon
formation consisting of magnetic chains that has been reported experimentally by
several researchers [9, 74, 94] can be accounted for by our study.



Chapter 4

Bundles of dipolar chains

This chapter provides a theoretical investigation of the columnar aggregation of
dipolar chains published in Europhysics Letters [95].
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4.1 Introduction

A well-known and spectacular effect in dipolar systems is the formation of chain-
like structures that can be achieved even with zero magnetic/electric field [48].
These dipolar chain-like systems are ubiquitous in the every-day life and have many
potential applications. In the biological world, so-called magnetotactic bacteria own
a permanent magnetic moment and the resulting chain structure can act as a cellular
compass needle [64, 96, 97]. In nanotechnology, dipolar chains can be employed to
develop the next generation of hard drives [98].

The intriguing association of linear dipolar chains has been actively studied
in various experiments [5, 9, 77, 94, 99, 100, 101]. A mechanism based on lateral
aggregation that is fluctuation mediated was first suggested by Halsey and Toor [36].
Later, Martin et al. [102] showed by computer simulation that, even in the absence
of thermal fluctuations, topological defects in chains still lead to lateral coarsening.
Weis also reported ribbon-like formation in two-dimensional systems by computer
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simulations [103, 104] corroborated theoretically by Messina et al. [45, 63]. Closely
related to our systems of interest, Faraudo et al. [105] as well as Martin et al.
[106] observed the formation of bundles of chains in zipper configurations in their
computer simulations.

From a theoretical viewpoint, it is of fundamental importance to understand the
ground state of dipolar systems and especially here the case of bundles of chains.
The non-trivial self-assembly originating from dipolar interactions is very challeng-
ing to understand due to the long range and strong anisotropy involved there.
The theoretical pioneering works in the 1990’s Halsey and Toor [36, 37] and those
of Tao and Sun [38, 107] addressing the ground state of a bulk dipolar crystal
have immensely helped scientists and engineers to understand the phase behavior
of dipolar colloidal suspensions. A crucial finding is the body-centered tetragonal
(bct) structure as the bulk ground state. For finite systems, the role of rings is
essential in the low temperature limit (with no external magnetic/electric field)
[33, 34, 41, 44, 108, 109, 110, 111].

4.2 Model

The length scale of the system is set by the diameter d = 1 of the spherical dipolar
particle whose dipole moment strength is m = |~m| = 1, see Fig. 4.1.

N infinitely long ferromagnetic chains are generated by N dipolar spheres in
a unit cell that are periodically repeated in z-direction, see Fig. 4.1. In general,
for such a unit cell containing N dipolar particles located at ~r1, . . . , ~rN , the dipolar
energy per unit cell, Ucell, is given by:

Ucell = 1
2

N∑
i,j

∑
~Nz

′ C

|~rij + ~Nz|3

×

m2 − 3

[
~m · (~rij + ~Nz)

]2
|~rij + ~Nz|2

 , (4.1)

where ~Nz = Nz~nz designates the Bravais vector along the z-axis (~nz being the unit
spanning vector, see also Fig. 4.1) with integer component Nz ranging from −∞ to
+∞. The prime in Eq. (4.1) indicates that, when ~nz = 0, i must be different from
j. In order to overcome the slow convergence in Eq. (4.1), an efficient Lekner-like
sum technique for systems with periodicity in one direction was used [112]. The
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Figure 4.1: (colour on-line) Scheme of the geometrical setup for interacting infinite
dipolar chains. A unit cell containing three spherical dipolar particles (N = 3) with
its periodic replica are shown, see also text.
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energy scale is set by U↑↑, see Eq. (2.10). Thereby, the binding energy per particle,
uN , is merely given by uN = 1

N
Ucell
U↑↑

.

4.3 Method

The minimization of uN involves 3N parameters which are the Cartesian coordinates
of the constitutive particles in the unit cell. The efficient method called SLSQP,
taking natively into account constraints and requiring derivatives of the objective
function [62], is employed, see Section 2.3.2. In order to find the global minimum,
typically 103 to 106 starting random configurations were considered. More efficiency
is gained when considering touching (percolating) chains to start the minimization
procedure.

4.4 Infinitely long chains

An overview of our minimization results can be found in Fig. 4.2. A detailed
phase diagram as a function of the number of chains N is provided there, where
Fig. 4.2(a) indicates the profile of the (reduced) binding energy uN accompanied
with the corresponding microstructures. Top views of these chain bundles together
with the corresponding energy values are gathered in Fig. 4.2(b) for the sake of
clarity and completeness. A remarkable general feature is that the minimal energy
structures always consist of a compact columnar aggregation made up of zippered
chains. More specifically, two touching dipolar chains possess the shortest possible
separation between chain-axes

√
3

2 corresponding to a vertical shift along the z-axis
of 1/2, see also Fig. 4.2(a) for N = 2.

It is instructive to compare the binding energy gain relative to the purely two-
dimensional ribbon case made up of N infinite chains, see Fig. 4.2(a). In the regime
of (very) little N < 4, it is the ribbon structure that possesses the lowest energy,
see Fig. 4.2(a). At N = 4, the relevant square base structure sets in with a strong
energy drop. Besides, the binding energy u4 = −2.744 is already very close to that
of an infinitely wide ribbon (i.e., perfect hexagonal lattice) which is -2.759 [44].
The binding energy keeps on decreasing until N = 6 where a local minimum in the
uN -profile is reached. 1 This special minimum occurring at N = 6 corresponds to a

1Note that in this regime of small number of chains N , the five-chain bundle is exceptionally
lower in energy than the four-chain structure with a square base (u5 < u4), see also Fig. 4.2. This
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Figure 4.2: (colour on-line) (a) Reduced binding energy profiles uN as a function of
the number of infinitely long chains N . All the ground states are depicted with a
perspective view. A cross section of the chain bundles is realized to better visualize
the three-dimensional columnar arrangement. The energy profile of two-dimensional
ribbons made up of N chains is also shown for the sake of comparison. A side view
is also sketched for N = 2 to illustrate the typical vertical shift of 1/2 between two
touching chains, as well as the distance of closest approach

√
3/2 between the chain

axes. (b) Top view of the ground states with the corresponding energy values uN .
An example of local bct arrangement is marked by a black unit cell for N = 9. The
special rectangular and square bases leading to local minima in uN are indicated
for N = 6, 9, 12, 16, 20, see also Eq. (4.2).
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perfect (2× 3)-particle rectangular base, see also Fig. 4.2(b) for N = 6. The latter
can also be seen as the result of removing a one particle-thick edge from the the
square base of the nine-chain bundle, i.e., ((3 − 1) × 3)-particle base, see also Fig.
4.2(b) for N = 9.

As a matter of fact, this turns out to be a general rule: A chain bundle possessing
a ((p − 1) × p)-particle rectangular base, with p denoting an integer (larger than
three), will always be a local minimum in the uN -profile, see N = 6, 12, 20 in Fig.
4.2 with p = 3, 4, 5, respectively. The other special kind of ground states leading to
local minima in the uN -profile correspond to (p× p)-square base chain bundles, see
Fig. 4.2 with N = 9, 16 corresponding to p = 3, 4, respectively. Hence the base of
these advocated stable structures follow a helical-like pathway that can be written
as:

(2× 3)→ (3× 3)→ (3× 4)→ (4× 4)→ . . . , (4.2)

see also Fig. 4.2(b) for N = 6, 9, 12, 16, 20. It is worth to mention that the un-
derlying lattice of these special stable structures (with square or rectangular base
obeying Eq. (4.2)) coincides exactly with the bct one [38, 42]. Between two such
consecutive local minima in uN , a non-trivial phase behavior sets in when increasing
N , see Fig. 4.2. Typically, two scenarios occur for these structures whose base do
not obey Eq. (4.2):

(i) When the base is rectangular, see Fig. 4.2 for N = 8, 10, 15, 18, the structure
is defect-free coinciding with a bct lattice.

(ii) Defects, i.e. vacancies or excess particles relative to the regular base following
Eq. (4.2), emerge, see Fig. 4.2 with N = 5, 7, 11, 13, 14, 17, 19. In that
situation, the underlying bct lattice is very slightly distorted. 2

Having shown that chain-bundles are governed by an underlying bct lattice, a
natural question that arises is: Upon increasing N , how fast does the binding energy
uN reach the bct bulk limit u∞ =: u(bct) = −3.050 [38]? In this context, it is useful

effect is merely due to strong finite size effects there.
2A meticulous inspection of the energy values of structures with defects reveals very tiny energy

differences when compared to those stemming from a perfect undistorted bct lattice. Typically,
only the fourth or higher digit of precision is affected.
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Figure 4.3: (colour on-line) Relative energy deviation profiles δuN , see Eq. (4.3), as
a function of the number of chains N for bundles with square base. For convenience,
only some values of N are shown (blue dots) covering roughly six decades. The solid
line is the best fit yielding a power law of the form N−0.50. Two cross sections for
N = 16 and N = 169 are sketched.

to introduce the relative energy difference, δuN , defined as follows

δuN = uN − u(bct)

u(bct) . (4.3)

Results for δuN concerning square bases are provided in Fig. 4.3 over six decades.
3 The bct-limit energy is rather already nearly reached with a relative deviation of
about 5% with N = 16 and 3% when N = 36. Interestingly, the energy deviation
obeys δuN ∼ 1/

√
N . A very similar behavior was also reported in two-dimensional

self-assembly of dipolar spheres [44].

4.5 Finite-size chains

We now would like to address the problem of columnar aggregation with chains of
finite size. Thereby, the chain bundle corresponds now to a truncated (infinitely)
long one, when each constitutive chain is made up of n beads, see inset of Fig. 4.4.
4 This system should be also of interest for the experimentalist who is manipulating

3Notice that in this situation no minimization is required.
4For bundles with finite chains, a straightforward brute force sum is performed to compute the

binding energy. It is to say that no Lekner-like sum is employed.
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Figure 4.4: (colour on-line) (a) Reduced binding energy u(n)
N as a function of the

number of beads n of the constitutive chains for chain-bundles with square base
containing N = 4, 9 and 16 particles. The limiting energy values uN obtained for
infinite chains (i.e., when n→∞) are shown with horizontal dashed lines. The inset
serves as an illustration for the meaning of the extracted (truncated) chain bundle
of length n from the infinite chain bundle. (b) Reduced energy deviation profiles
δu

(n)
N as a function of n for N = 4, 9 and 16, see Eq. (4.4). The top right inset

represents the rescaled energy deviation δu
(n)
N /
√
N . Microstructures are provided

as inset, see bottom left, for N = 4 and 9 with n = 23 and 33, respectively, both
corresponding to about 10% energy deviation.
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finitely sized chains [48, 113, 114]. Profiles of the reduced binding energy, u(n)
N , for

three square cross sections with N = 4, 9, 16 are depicted in Fig. 4.4(a). Illustrative
microstructures for these three square cross sections are provided as an inset in
Fig. 4.4(b). Figure 4.4(a) tells us that the constitutive chains have to be long
enough in order to qualitatively recover the behavior encountered with infinitely
long chains. More specifically, the large the base the more stable the structure (i.e.,
u4 > u9 > u16). Roughly, hundred beads are necessary to recover the expected
(qualitative) behavior of infinite chains, see Fig. 4.4(a).

It is also insightful to quantify how fast the binding energy converges towards
that of bundles with infinite chains (i.e., uN = u

(∞)
N ). In the same spirit as δuN

given by Eq. (4.3), one now defines the energy deviation relative to infinite chains,
δu

(n)
N , as

δu
(n)
N = u

(n)
N − uN
uN

, (4.4)

whose profiles can be found in Fig. 4.4(b). A remarkable power law in 1/n emerges,
see Fig. 4.4(b), indicating a rather slow convergence. For instance, 1% deviation is
observed when n is about 230, 340, 450 for N = 4, 9, 16, respectively. Interestingly, a
master curve is obtained upon rescaling δu(n)

N by
√
N , see inset of Fig. 4.4(b). These

findings explain why chain bundles may have worse (i.e., less negative) binding
energy than for ribbons as experimentally found for finitely sized chains made up
of aligned glass spheres under an external electric field [113].

4.6 Concluding remarks

In summary, we have investigated the columnar assembly of N dipolar chains.
An essential finding is the remarkable stability of chain bundles with square base.
Rectangular bases with aspect ration close to unity represent also especially low
energy ground states. A general notable result is the underlying bct lattice for all
the ground states at any N . It was also shown that the bulk binding energy is
reached with a rate governed by 1/

√
N . We have also looked at the case of finite

chains of length n and found that the relative energy deviation from the infinite
case also follows a power law like 1/n.

In the regime of very small number of chains N ≤ 3, the ribbon structure is
the winning one. However, for finite chains, the ribbon structure can persist up to
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about hundred beads per chain with N = 4. More generally, our findings shed light
on the experimentally observed columnar microstructures of glass spheres [113] or
single-wall carbon nanotube polymer composites [115] under external electric field.

As part of works for this thesis, it has also been demonstrated [116] in Chapter
8 that the so-called clinohexagonal prism phase accounts for all the ground states in
the bulk prepared at any prescribed density. In this respect, it would be interesting
to explore in a future study the combined effect of (cylindrical) confinement and
density on the the underlying lattice of the columnar aggregation of dipolar chains
where helicity is expected [117, 118, 119].



Chapter 5

Dipolar chains: From linear to
helical form

The study on the highly challenging interaction of two helical dipolar chains de-
scribed in this chapter has also been submitted for publication in The Journal of
Chemical Physics [120].
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5.1 Introduction

Helical structures are ubiquitous in nature and scattered over a broad range of
length scales. On the macroscopic scale, objects such as screws and spiral springs
are common examples from the every-day life. On the molecular scale, the so-called
α-helix [121, 122] present in proteins or the DNA double helix [123] are essential
constituents in the realm of cell biology. On the nanoscale, bacterial flagella [124]
and microtubules [125] are other relevant biological examples. In physical chemistry,
carbon nanotubes [126, 127] or iron ones [128] and metal nanowires [129] can also
exhibit helical motives. In complex fluids, helical morphologies emerge in self-
assembled colloids in cylindrical confinement [117, 118, 130, 131, 132] or in V-shape
grooves [133]. A compressed semiflexible polymer confined in a nanochannel leads
to helix formation too [134]. In a similar context, helix formation can be kinetically
driven during the homopolymer collapse process [135].

Dipolar particles can facilitate and/or induce the formation of self-assembled
helical architectures. For instance, molecular magnets in suitable solvent can
lead to supramolecular chirality of wormlike micelles [136]. Magnetic colloids can
self-assemble into helical structures without the need for pre-existing templates
[137, 138]. Similarly, experiments with so-called Janus particles (characterized by
two different hemispheres leading to anisotropic pair potential) reveal spectacu-
lar spontaneous helical superstructures [139] that are corroborated by computer
simulations [140]. More generally, patchy particles can be the siege of predictive
supracolloidal helices [141].

It turns out that much less is known, especially on the theoretical side, about the
interaction between dipolar helical structures. However, some theoretical attempts
have been proposed in the past to elucidate interacting charged helices supposed to
mimic DNA-DNA interaction [142, 143, 144, 145]. Thereby, it is legitimate to want
to understand what are the basic physical mechanisms involved in the interaction
of dipolar helices.

5.2 Model and computational details

5.2.1 Helical chain geometry

We extend the single helical chain model employed by Stanković et al. [119] to
the case of two interacting helical chains. Consider two (infinite) helical parallel



5.2. Model and computational details 49

Figure 5.1: (a) Scheme of two interacting infinitely long and parallel helices A and
B to the z-axis. For convenience, the axis of the helix A passes through the origin.
The dark particles represent the spanning unit of the helices. The connecting helical
backbone passing through the centers of the dipolar hard spheres for each helix
is shown for clarity. The circular base of the corresponding embedding fictitious
cylinder of radius R is depicted. For the sake of clarity, the polar and azimuthal
angles (θ,φ) are only explicitly shown for two dipole moments labeled ~mA

0 and ~mB
0 .

(b) An illustrative helical chain made up of millimeter commercial magnetic beads
sustained by a (solid) cylinder whose the diameter is about 1 cm.
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chains, A and B, composed of dipolar hard spheres with a diameter d = 1, see Fig.
5.1(a). Each spherical particle iA,B embeds in its center a dipole moment ~mA,B

i

of identical magnitude | ~mA,B
i |= m = 1. The orientation of the dipole moment

~mA,B
i is specified by the azimuthal and the polar angle φA,Bi and θA,Bi , respectively.

Hence ~mA,B
i = (cosφA,Bi sin θA,Bi , sinφA,Bi sin θA,Bi , cos θA,Bi ). Both helical chains are

geometrically identical and characterized by two (common) independent geometrical
parameters, see Figure5.1(a):

• The radius R given by the distance between the axis of the helix and the
centers of the particles.

• The distance ∆z between the centers of two successive particles along the
helix axis.

It is useful to define the azimuthal angular shift (or the helical twist) Γ between
the centers of two successive particles, see Fig. 5.1(a). It is straightforward to
show that ∆z =

√
1 + 2R2 (cos Γ− 1) as a consequence of touching consecutive

hard spheres. Each helical chain is generated by a unit cell containing N spherical
particles periodically repeated (with a periodicity ~nz where nz = |~nz| = N∆z along
the z-axis), see Fig. 5.1(a). The first particle of helix A is assumed to be at
~rA0 = (xA0 , yA0 , zA0 ) = (R cos (αA) , R sin (αA) , 0) where αA denotes the angle between
~rA0 and the x-axis as sketched on Fig. 5.1(a). The Cartesian coordinates of the
remaining (N − 1) particles read:

xAi = R [cos (iΓ) cos (αA)− sin (iΓ) sin (αA)]

yAi = R [cos (iΓ) sin (αA) + sin (iΓ) cos (αA)]

zAi = i∆z.

(5.1)

Similarly, the Cartesian coordinates of the particles belonging to helix B read
(see also Fig. 5.1(a)):

xBi = Hx +R [cos (iΓ) cos (αB)− sin (iΓ) sin (αB)]

yBi = R [i cos (Γ) sin (αB) + sin (iΓ) cos (αB)]

zBi = Hz + i∆z.

(5.2)

The separation Hx is the distance between the helices axes and Hz (≤ ∆z) is the
relative shift between the helical chains along the z-axis, see Fig. 5.1(a). To ensure
the periodicity of each helix along the z-axis, the helical twist is subject to the



5.2. Model and computational details 51

condition Γ = K

N
2π where K ∈ N is the number of turns of the helix around its

axis within the unit cell. Note that in Fig. 5.1(a), K = 1.
In order to quantify the compactness of the helical chains, it is useful to introduce

the pitch p of the backbone of the helical chains given by:

p = nz
K
. (5.3)

5.2.2 Dipole-dipole interaction

For a unit cell containing 2N dipolar particles located at ~rA0 , rB0 , ..., ~rAN , ~rBN , the
dipolar energy per unit cell, Ucell, can be written as

Ucell = UA
self + UB

self + UAB
cross. (5.4)

UA
self and UB

self in Eq. (5.4) correspond to the cohesive energy of the helical chains
A and B, respectively, and read:

UA,B
self = 1

2

N∑
i,j

′∑
~Nz

C

|~rA,Bij + ~Nz|3

~mA,B
i · ~mA,B

j

−3
~mA,B
i · (~rA,Bij + ~Nz)~mA,B

j · (~rA,Bij + ~Nz)
|~rA,Bij + ~Nz|2

. (5.5)

UAB
cross in Eq. (5.4) stands for the cross-energy between the two helical chains A and

B, and reads:

UAB
cross = 1

2

N∑
i,j

∑
~Nz

C

|~rABij + ~Nz|3

~mA
i · ~mB

j

−3
~mA
i · (~rABij + ~Nz)~mB

j · (~rABij + ~Nz)
|~rABij + ~Nz|2

, (5.6)

where ~rABij = ~rAi −~rBj and ~Nz = Nz~nz designates the Bravais vector along the z-axis
(~nz being the spanning vector) with integer component Nz ranging from −∞ to
+∞. The prime in Eq. (5.5) indicates that, when ~Nz = 0, i must be different from
j. In order to overcome the slow convergence in Eq. (5.4), an efficient Lekner-like
sum technique for systems with periodicity in one direction was used [112]. The
energy scale is set by U↑↑, see Eq. (2.10). Thereby, the interaction potential energy
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per particle, u, is merely given by u = 1
2N

Ucell

U↑↑
.

5.2.3 Energy minimization

At prescribed separation distance Hx, a system of two helices depends on (4N + 3)
variables: The 4N variables stems from the two angular parameters (θ,φ) per dipolar
sphere for the unit vector defining the direction of the dipole moment. The three
other variables are the longitudinal shift Hz of the helix B and the angles of rotation
αA and αB. To compute the energy minimum, we perform a minimization of u
using a constrained minimization algorithm called SLSQP [62], see Section 2.3.2.
Note that upon searching the global minimum, typically 103-104 starting random
configurations were considered.

5.3 Dipolar linear chains

5.3.1 Single linear chain

A (straight) linear chain can be envisioned as a limit of a helical chain in two
manners: (i) Either with a diverging pitch (p → ∞ at fixed R) or (ii) in the
limit of one particle per turn (N = 1). Thus, this relevant limit of the straight
linear chain should be insightful to understand (non trivial) helical chains with
arbitrary pitch. In this respect, a good starting point is the detailed study of the
magnetic field produced by a dipolar linear chain. Figure 5.2(a) provides a two-
dimensional view of the landscape of the intensity of the produced magnetic field
together with its field lines. It clearly arises that high field values are strongly
localized around the poles of the particles, see Fig. 5.2(a). This feature is also true
for a single isolated sphere, see Fig. 5.2(b). However the magnetic field distribution
becomes strongly anisotropic for a linear dipolar chain, compare Fig. 5.2(a) and
(b). More specifically, the magnetic field around the poles is increased compared to
the single dipolar particle case as it should be, see Fig. 5.2. Nonetheless, this zone
is not relevant for the inter-chain interaction due to excluded volume effect. On
the other hand, in the accessible area compatible with steric effect, the magnetic
field becomes strongly screened [38, 63]. Consequently, the inter-chain interaction
is in general limited to weak dipolar couplings. As far as field lines are concerned, a
flattening is observed compared to the single dipolar hard sphere case, see Fig. 5.2.
The z-component of the magnetic field along the chain axis, Bz, contains relevant
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Figure 5.2: A two-dimensional view of the landscape of the magnetic field intensity
B = ‖ ~B‖ (in units of U�

m
) originating from (a) a linear chain [see Eq. (2.2)] and

(b) an isolated magnetic sphere [see Eq. (2.8)]. It is a representative portion of
the infinite system in (a). The white lines depict the magnetic field lines and the
arrows give the direction of ~B.

information about the ground state of two interacting chains at prescribed relative
shift. Typically two scenarios emerge related to the Zeeman energy term (−mzBz):

• When Bz is positive, a parallel chain will have its dipole moments parallel to
those of the chain at x = 0, see Fig. 5.2(a). This configuration will be referred
to as a ferromagnetic state. This situation will occur when the two parallel
chains are out-of-registry, see Fig. 5.2(a).

• When Bz is negative, a parallel chain will have its dipole moments antiparallel
to those of the chain at x = 0, see Fig. 5.2(a). This configuration will be
referred to as an antiferromagnetic state. This situation will occur when the
two parallel chains are in- (or nearly in-) registry, see Fig. 5.2(a).

5.3.2 Interaction of two linear chains

Besides of its experimental relevance [9, 57, 74, 75, 94, 146, 147], the two chain case
scenario is also of fundamental importance [38, 45, 63, 95, 106, 116, 148, 149]. In
the context of interacting dipolar helical chains, it constitutes an important and in-
structive limiting case that we are going to address in this part. The phase diagram
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Figure 5.3: (a) Minimum energy landscape of the dipolar energy u as a function
of the longitudinal shift Hz and the inter-chain separation distance Hx. Here, the
origin (0, 0) coincides with the center of a constitutive dipolar hard sphere. The
white area around the origin corresponds to the forbidden overlapping zone. An
illustration of the system is also provided as an inset. The arrows indicate the
direction of the magnetic force per particle [see Eq. (2.7)]. The ferromagnetic and
antiferromagnetic states are delineated by a white dashed line. (b) The energy
profile of the ground states u as a function of Hx. The ground states at Hx =

√
3/2

(ferromagnetic) and Hx = 1.0 (antiferromagnetic) are sketched. The energy of a
single linear chain is indicated with the dashed line.
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(ferromagnetic vs antiferromagnetic state) in the (Hx, Hz)-plane, accompanied with
the energy landscape, is presented in Fig. 5.3(a). The region of lowest energies cor-
responds to the interstice (around Hx = 0.5) left between two touching spheres (of
a given chain) corresponding to a ferromagnetic state, see Fig. 5.3(a). The over-
all ground state occurs when two chains appear in the zipper configuration (with
Hx =

√
3/2, Hz = 0.5, u = u2 chains = −2.582) as expected [38, 95]. Upon sliding

the chains from this overall ground state down to the point (Hx = 1.0, Hz = 0.0)
where chains are in contact and in-registry, the potential energy u exhibits a re-
markable non-monotonic behavior, see Fig. 5.3(a). Interestingly the ferromag-
netic/antiferromagnetic transition occurs at Hz = 0.25 in agreement with the mag-
netic field lines already discussed, see also Fig. 5.2(a). This feature holds for any
allowed value of Hx including Hx → ∞. The force fields in Fig. 5.3(a) indicate
two stable ground states with touching chains: The ferromagnetic state with chains
in-registry and the antiferromagnetic state with chains out-of-registry. The energy
profile of the ground states as a function of the inter-chain distance Hx only is
reported in Fig. 5.3(b). It is to say that at prescribed Hx, the special value of
Hz leading to the lowest energy is selected. The ferromagnetic state is found to be
energetically favorable for Hx . 1 1 with chains out-of-registry (Hz = 0.5), see inset
Fig. 5.3(b). Then, the antiferromagnetic state emerges when Hx & 1.0 with chains
in-registry (Hz = 0), see also illustration in Fig. 5.3(b).

5.4 Dipolar zigzag chains

5.4.1 Single zigzag chain

The zigzag chain motif is ubiquitous and highly relevant in condensed matter physics
[150, 151, 152, 153, 154]. Geometrically speaking, the zigzag chain can be seen either
as the association of two discontinuous linear chains in contact or as a special helical
chain with two beads per turn (i.e., N = 2). In our formalism, the coordinates of
the two constitutive particles are given by Eq. (5.1). We define the zigzag chain
angular parameter β as R = sin β

2 , see also illustration in Fig. 5.4. Upon varying β

1A meticulous analysis of the data reveals that the transition between the ferromagnetic and
antiferromagnetic states occurs at about Hx = H∗x = 0.9997 which is surprisingly not exactly
unity. At H∗x a strong discontinuous transition occurs: For H∗x = H∗−x , the ferromagnetic state
is characterized by a longitudinal shift Hz = 0.5 whereas for H∗x = H∗+x , the antiferromagnetic
state emerges with Hz = 0.022. This transitions is followed by a continuous (relative) sliding of
the two touching chains from H∗+x to unity.
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Figure 5.4: (Left panel) Minimum energy u for a single zigzag chain as a function
of the angular parameter β corresponding to a zigzag chain radius R, see the insets.
Three configurations are displayed for β = 0.0◦ (linear chain), 44.4◦ (ordinary zigzag
chain) and β = 60.0◦ (ribbon), corresponding respectively to R = 0.0, 0.35 and
R =

√
3/4 ' 0.433. (Right panel) The the self-energy contribution uself and the

cross-energy contribution ucross as a function of the angular parameter β.

from 0◦ to 60◦ (0 ≤ R . 0.43), the zigzag chain structure evolves continuously from
a chain to a ribbon, see also Fig. 5.4. The ground state energy profile of the system
as a function of β (or equivalently R) is presented in Fig. 5.4. As a general rule, it
is found that the dipole moments always follow the z-axis (i.e. zigzag chain axis).
The energy profile in Fig. 5.4 brings to light that almost all the various forms of
zigzag chains are energetically worse than the straight chain. The energy limit of a
single linear chain (u = u1 chain = −2.404) is only beaten by a zigzag chain whose
angular parameter is β & 59◦ (i.e., R & 0.429), see Fig. 5.4. The non-monotonic
shape of the energy profile, see Fig. 5.4, is the result of a competition between (i)
the interaction of particles belonging to the same (discontinuous) chains (i.e. the
self-energy contribution) and (ii) the interaction between inter-chain particles (i.e.
the cross-energy contribution). The self-energy contribution diminishes the value
of u with increasing β whereas the cross-energy increases the value of u. In details,
for β . 45◦, the self-energy variation is beaten by the cross-energy leading to an
increase of the potential energy u, see Fig. 5.4. Thereby, the straight linear chain
(β,R = 0.0) is stable against compression which is reminiscent of a spring at rest.
The trend is inverted when β & 45◦.
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Figure 5.5: Energy profiles u as a function of the inter-zigzag chain distance Hx.
Four relevant cases characterized by R = 0.10, 0.20, 0.40 and R =

√
3/4 ' 0.43

(β = 11.5◦, 23.6◦, 53.1◦ and β = 60.0◦) are displayed. The dashed line represents
the limit case of the straight double chain (R, β = 0.0). Snapshots of the typical
(labeled) ground states are depicted with a top- and perspective-view.
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5.4.2 Interaction of two zigzag chains

We now come to the case of two interacting zigzag chains. An interesting experi-
mental realization of this problem is provided by the assembly of magnetic Janus
particles [147] or colloids with magnetic patches [155]. The total energy of interac-
tion per particle u as a function of the inter-zigzag chain distance Hx, for various
zigzag chain shapes with radius R = 0.10, 0.20, 0.40 and R =

√
3/4 ' 0.43, are

displayed in Fig. 5.5. As a general feature, the energies stemming from zigzag
chains with R . 0.4 are always higher than those of two interacting linear chains,
see Fig. 5.5. This observation is highly analogous with the behavior of the energy
profile of the single zigzag chain previously discussed, see Fig. 5.5. It turns out
that for interacting zigzag chains, the dipole moments do not necessarily (perfectly)
follow the zigzag chain axis, see snapshots in Figure 5.5. To discuss in more de-
tails the evolution of the microstructures, we start with the more extended zigzag
chains characterized by small angular parameter β (here β = 11.5◦ and β = 23.6◦

or R = 0.10 and R = 0.20), see Fig. 5.5. Both zigzag chain pairs exhibit a similar
microstructural evolution as a function of the inter-zigzag chain separation distance
Hx. The same holds for the shape of the corresponding energy profiles (except for
the position of the overall ground state), see Fig. 5.5. At the distance of closest
approach Hx ' 0.84 for R = 0.20, the two zigzag chains interlock by adopting a
rectangular cross-section in a ferromagnetic state as sketched in Fig. 5.5. This
structure has the highest degree of contact between the zigzag chains at this small-
est separation distance 2. By slightly separating the zigzag chains from each other,
the degree of contact between zigzag chains decreases where a remarkable V-shape
of the cross-section sets in. The related dipole moments distribution becomes non
uniform, see Fig. 5.5 for Hx ' 0.90. There is also a non trivial strong correlation
between inter-zigzag chain dipole moments, see snapshots in Fig. 5.5 for Hx ' 0.90.
By further separating zigzag chains from each other, they become coplanar and still
remain interlocked in the gaps, see Fig. 5.5 for Hx ' 1.00 or Hx ' 1.25. The non
uniform character of the dipole moments distribution persists as well as the cross
zigzag chain dipole moment correlations, see Fig. 5.5 for Hx ' 1.00 or Hx ' 1.25.
The global minimum observed for Hx ' 1.00 is related to an optimal interlocking
of the two zigzag chains, see snapshot in Fig. 5.5. In a more general fashion, the
highly non trivial monotonic energy profile is a result of a delicate interplay between

2This special (high density) state at closest approach is not always the overall ground state at
prescribed zigzag chain shape (i.e. at given R or β).
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steric effect and dipolar correlations. The local maximum occurring at Hx ' 1.32
correspond to a reversal of the dipole moment of one zigzag chain, leading to an
antiferromagnetic state, see Fig. 5.5. Concomitantly there is a re-entrance of the
V-shape of the cross-section and the zigzag chains are now in-registry. Then, there
is a little decrease of the energy until Hx ' 1.40, see Fig. 5.5. This local minimum
at Hx ' 1.40 corresponds geometrically to the contact of the two embedding cylin-
ders, see snapshot in Fig. 5.5. Note that a re-entrance of the ribbon structure sets
in. For Hx & 1.40 the energy increases monotonically where the antiferromagnetic
state persists.

The other typical form of the energy profile is reported for dense zigzag chains
with R = 0.40 and R ' 0.43, see Fig. 5.5. The strong energy shift between R = 0.40
and R ' 0.43, see Fig. 5.5, merely reflects the high self-energy difference, see also
Fig. 5.4. It is worth to mention that in this regime of high compaction of zigzag
chains, the energy profile is in general much less complicated then those encountered
at low compaction (here R = 0.10 and R = 0.20). The overall ground state coincides
with the distance of closest approach (here Hx ' 0.87 for R ' 0.43) between the
zigzag chains, see Fig. 5.5. There, the cross section is square and the zigzag chains
are perfectly interlocked in the gaps, see snapshot for Hx ' 0.87 in Fig. 5.5. Upon
increasing the inter-zigzag chain separation distance Hx, a cross-section with the
V-shape sets in until Hx ' 1.73, see also snapshot Hx ' 1.30 in Fig. 5.5. The latter
corresponds to a ribbon made up of four perfectly interlocking chains. Thereby, a
plateau emerges for a large separation window ranging from Hx ' 1.00 to Hx '
1.73. For Hx & 1.73, the energy increases monotonically with Hx where the two
zigzag chains remain coplanar, see Fig. 5.5. The ferromagnetic/antiferromagnetic
transition occurs at Hx ' 1.87 where the zigzag chains get in-registry.

The magnetic phase diagram (ferromagnetic vs antiferromagnetic) in the plane
(R,Hx) is depicted in Fig. 5.6. An insightful geometrical picture is provided by the
contact of two embedding cylinders, see illustrative snapshot in Fig. 5.6, leading
to the simple law Hx = H(contact)

x = 2R + 1. Indeed, the numerically calculated
(ferromagnetic/antiferromagnetic) transition line (see square symbols in Fig. 5.6) is
in rather good agreement with the simple geometrical idea of touching embedding
cylinders, see Fig. 5.6. As a matter of fact, an excellent agreement with the
geometrical model is found in two limits: (i) the chain limit (with R . 0.05) and
(ii) in the high packing regime (with R & 0.30), see Fig. 5.6.
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Figure 5.6: Phase diagram (ferromagnetic vs antiferromagnetic state) in the (R,Hx)-
plane. The square symbols delimit the magnetic phase boundary. The dashed line
(Hx = 2R + 1) represents the limit geometrical situation where the two cylinders
embedding the zigzag chains are in contact (see inset) or cease interlocking. Two
illustrative phases at R = 0.30 (β = 36.9◦) are shown in inset.

5.5 Dipolar helical chains

5.5.1 Single helical chain

The understanding of the complex interaction between two helical dipolar chains
necessitates beforehand to elucidate the ground state of of a single dipolar helical
chain. The behavior of the minimum energy profile u as a function of the pitch
p is sketched in Fig. 5.7(a). As already advocated in Ref. [119], a remarkable
non-monotonic behavior is observed, see Fig. 5.7(a). As a general rule, the linear
chain is stable against undulation in the extended helical chain regime. It is only
at sufficiently high packing (or equivalently sufficiently small pitch) that energy is
gained upon compacting the helical chain. Notice there the strong resemblance
with the energy profile of a single zigzag chain, compare Fig. 5.4 and Fig. 5.7(a).
We have also monitored the magnetic order parameter mz

3. Interestingly a vivid
non-monotonic behavior is also reported, see Fig. 5.7(b). At weak compaction (in
the linear chain limit) mz is about unity. At high compaction mz recovers high
values up to mz ' 0.84. Between this two limits, mz can assume values as low

3In the case of a single dipolar chain each constitutive particle possesses the same projected
dipole moment along the z-axis.
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Figure 5.7: (a) Minimum energy u as a function of the pitch p for a single dipolar
helical chain. Microstructures of the ground states are depicted for different values
of p in inset. The radius of the helix is fixed at R = 1.105. (b) The z-component
of the dipole moment mz as a function of p. An illustration of mz is sketched as an
inset.
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as mz ' 0.22, reminiscent of tubular structures with stacked rings [41]. When the
pitch is not too small (p & 1.3 or p−1 . 0.8), the dipole moment ~m is tangential to
the helical backbone, see also snapshots in Fig. 5.7(a), so that mz = ∆z.

5.5.2 Interaction of two helical chains

5.5.2.1 Effect of pitch length

Concentric double helical chains Dipolar linear- and zigzag-chains having
been clarified, we now address the more complex situation of two interacting (more
generic) helical chains. In this part, we discuss the influence of the pitch p on the
interaction of two helical dipolar chains. We first look at the ground states consist-
ing of concentric helical chains (i.e., Hx = 0). The corresponding energy profile u
as a function of the pitch p is reported in Fig. 5.8(a). The shape of the profile is
highly similar to that encountered in the case of the single helical chain, compare
Fig. 5.7(a) with Fig. 5.8(a). At very high pitch the ground state corresponds to
a ribbon of two chains (with u = u2 chains) as it should be, see Figure 5.8(a). In
the other relevant limit of small pitch, the energy of the two chain-ribbon is more
or less recovered, see Fig. 5.8(a). Depending of the choice of R, lower or higher
energies than u2 chains can be achieved.

We introduce the magnetic order parameter < mz > defined as:

< mA,B
z >= 1

N

N−1∑
i=0

mA,B
z,i , (5.7)

which will be referred to as the magnetization. Its profile as a function of the pitch
p is displayed in Fig. 5.8(b). In agreement with the behavior of the energy profile,
a similar shape is found for the magnetization < mz > when compared to the single
helical chain case, see Fig. 5.7(b) and Fig. 5.8(b). It is to say that two concentric
dipolar helical chains behave like a helical ribbon.

Separated helical chains Typical profiles of dipolar energy per particle u as a
function of Hx are sketched in Fig. 5.9. In the large pitch regime (i.e., low com-
pression regime), see Fig. 5.9 for p ≥ 7.3 (or N ≥ 10), a clear scenario emerges.
The overall ground states at prescribed pitch correspond to two concentric heli-
cal chains. A remarkable common feature is the unwinding (or unentanglement)
transition that sets in upon separating the helical chains from each other, see cor-
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Figure 5.8: (a) Minimum energy u as a function of the pitch p for two concentric
helical chains. The microstructures of the ground states are depicted in insets for
different values of p. (b) The magnetization < mz > as a function of p. The dotted
line stems from a minimization involving a single commonmz (or equivalently cos θ)
value for all beads. Typical local dipole arrangements are displayed.
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Figure 5.9: Minimum energy u as a function of the separation distance Hx at
prescribed R = 1.105 for different values of the pitch p. The microstructural trans-
formations as a function of Hx are illustrated (side and top view) on the upper panel
for p = 7.3 (N = 10) and the lower panel for p = 13.3 (N = 15). Typical local
dipole moment arrangements are highlighted. For the sake of clarity, the labeled
microstructures A, B, C and D associated to p = 2.0 (N = 7) are deported on the
sides.
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Figure 5.10: The magnetization 〈mz〉 as a function of the separation distance Hx

for p = 13.3 (N = 15), p = 7.3 (N = 10) and p = 2.0 (N = 7). The dashed line
indicates the magnetization value for a single helical chain for p = 7.3 and p = 13.3.
For the sake of clarity, the magnetization value (〈mz〉 = 0.29) for the single helical
chain case is not reported for p = 2.0.

responding snapshots in Fig. 5.9. This transition is concomitantly accompanied
by a strong discontinuous energy drop, see Fig. 5.9. The double straight (lin-
ear) chain structure is asymptotically reached for a diverging pitch (p→∞) when
Hx = 0.0 and Hx =

√
3/2 ' 0.87, see Fig. 5.9. In that limit situation (p� 1), the

unentaglement transition occurs at Hx ' 0.87, see Fig. 5.9.
In the regime of small pitch (here p = 2.0 corresponding to a strong helix

compression, see Fig. 5.9), severe constraints originating from strong excluded
volume effects emerge leading to a edgy discontinuous energy profile, see Fig. 5.9.
The overall ground state there is still described by two concentric helical chains.
For Hx ∈ [0.0, 0.08], there is a steep increase of the energy, see Fig. 5.9. Steric
effects lead to a forbidden zone for Hx ∈ [0.08, 0.13]. Then, for Hx ∈ [0.13, 0.27] a
similar steep increase of the energy occurs which is followed by a wide forbidden
zone going beyond Hx ' 2.0, see Fig. 5.9.

As far as the magnetization 〈mz〉 is concerned, in general, it is identical on each
chain leading to a ferromagnetic state (i.e. 〈mA

z 〉 = 〈mB
z 〉), see Fig. 5.10 4. In the

regime of large pitch (p ≥ 7.3), the value of 〈mz〉 remains rather constant during
4We have found in some instances that antiferromagnetic states (i.e., opposite magnetization

of the two chains) emerge for tiny separation distance window, not shown in Fig. 5.9 and Fig.
5.10.
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Figure 5.11: Minimum energy u as a function of the separation distance Hx (with
N = 7) for different values of the helix radius R = 0.0 (double chain), 0.25 and R =
0.60. The microstructures of the helical chains are illustrated (side and top views)
on the top for R = 0.60 and on the sides for R = 0.25. The three corresponding
forbidden zones are shown and the lower limit (H−FZ) and the upper limit (H+

FZ) are
indicated for R = 0.60. Typical local dipole moment arrangements are highlighted.

the whole process of the two helical chain separation, see Fig. 5.10. In contrast, in
the small pitch regime (p ≤ 2.0), the magnetization 〈mz〉 varies significantly and
does not reflect that stemming from the single helical chain case (here 〈mz〉 = 0.29),
see Fig. 5.10. This effect is attributed to the strong correlation between the two
interlocking helical chains. Upon separating the helical chains from each other,〈mz〉
drops considerably over a rather short distance interval, see Fig. 5.10.

5.5.2.2 Effect of small helix radius

It is expected that for a small enough helix radius, concentric helical chains are
forbidden due to steric effects. Hence, the present purpose is to look at the effect
of small helix radius on the ground states of interacting dipolar helical chains. The
energy profiles of u as a function of the separation distance Hx for several values
of the helix radius R are depicted in Fig. 5.11. For R = 0.60, it is found to that
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concentric helical chains are still allowed (with u = −2.396). Upon increasing the
separation distance Hx between the helical chains (Hx ∈ [0.0, 0.28]), the energy
increases and the helical chains are entangled there, see Fig. 5.11. The unwinding
transition occurring at Hx ' 1.0 is preceded by a wide forbidden zone (Hx ∈
[H−FZ, H

+
FZ] with H−FZ ' 0.28 and H+

FZ ' 1.0) resulting from steric effects, see Fig.
5.11. It is precisely at this unwinding transition that the overall ground state
emerges (with u = −2.414), see Fig. 5.11. Notice that there is a short separation
distance window Hx ∈ [1.83, 1.95] where the antiferromagnetic state emerges, see
Fig. 5.11.

Upon decreasing R until about R ' 0.5, H−FZ decreases (and vanishes for R '
0.5), meaning that the allowed zone of interwinding helices shrinks, see Fig. 5.11.
Concomitantly, H+

FZ decreases as well, meaning that the unwinding transition is
shifted to lower separation distances. It turns out that the width of the forbidden
zone depends on R in a non trivial manner. Below R ' 0.50, entangled helical
chains are forbidden (H−FZ). We have observed that for some values of R the overall
ground state can be shifted to higher values of Hx > H+

FZ. An illustrative example
with R = 0.25 is provided in Fig. 5.11 where H+

FZ ' 0.95 and the overall ground
state is Hx ' 1.01 5. When approaching the limit of vanishing helix radius (R →
0), the double chain-ribbon case is reached asymptotically where H+

FZ =
√

3/2 '
0.87. Notice the ferromagnetic/ antiferromagnetic transition occurring atHx ' 1.43
which has to be compared with the value of Hcontact

x = 2R + 1 = 1.50.

5.6 Concluding remarks

To summarize, we have investigated the ground states of two interacting dipolar
helical chains going from straight linear chain to helical chains via zigzag-like con-
formations. This geometrical pathway to the complex dipolar helical edifices has
considerably helped us to rationalize their highly challenging interaction.

The straight linear chain case permits a precise quantitative analysis of the intri-
cate interplay between excluded volume effect and dipolar correlations. In particu-
lar, the evolution of the ground state as a function of the inter-chain separation dis-
tanceHx has been addressed. There, a remarkable ferromagnetic/antiferromagnetic
transition (i.e., chains possessing equal/opposite dipole moments) sets in around

5This observation is consistent with the behavior of interacting zigzag chains, see Fig. 5.5 with
R = 0.20.
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Hx ' 1.0. All these results concerning interacting linear chains can be rationalized
with the knowledge of the magnetic field lines associated to the single chain. When
dealing with interacting zigzag chains, an analogous behavior to the linear chain
situation is found. For a single zigzag chain, it turns out that it is nearly always
energetically beaten by the straight chain. It is only in the two-chain-ribbon regime
(two touching chains out-of-registry) that the zigzag chain becomes energetically
favorable. In a similar fashion, the potential energy becomes lower than that of the
single ribbon only for highly compress zigzag chains (i.e. in the ribbon regime).

Given the strong one-dimensional character of helices, magnetic interactions
are strongly screened and become negligible when dipolar helical chains are not
interlocked. Typically, when the helix radius is large enough the overall ground
state consists of two concentric helical chains winding around each other. Upon
separation, a local energy minimum sets in where the helical chains are no longer
entangled. At prescribed helix radius R, the overall ground state energy as a func-
tion of the pitch resembles also that found with a single helical chain. The same
applies to the magnetization 〈mz〉. The dipole moment distribution is essentially
dictated by that found in an single (isolated) helical dipolar chain when the pitch is
not too small. When the helix radius becomes small enough so that the helices can
not wind around each other due to steric effects, then the ground state scenario is
qualitatively affected. More specifically, the ground states consist of non-concentric
and not entangled helical chains.

An interesting experimental realization of our system has been published very
recently [156]. There, magnetic colloidal particles where dynamically shaked down
by means of AC magnetic fields to achieve, among others, helical magnetic chains
[156]. Our findings should shed some additional light on recent experimental studies
highlighting the intriguing formation of multiturn helical superstructures with, for
instance, magnetic colloids [137, 138] or Janus particles [139, 147, 157]. This work
provides also possible hints about the role of dipolar interactions in the packing
of α-helices [158] who are dipolar helical objects [159] too. Further interpretation
and/or test of recent models [141, 160] and simulation data [140, 161, 162, 163] on
closely related systems can also be accomplished thanks to this contribution.
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Crystallization of dipolar particles





Chapter 6

Sedimentation of dipolar particles
in a monolayer

This chapter covers a study on sedimentation of superparamagnetic particles com-
bining experiment, theory and simulations. The main results were published in
Physical Review E [164].
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6.1 Introduction

The self-assembly of colloidal particles into crystalline structures has attracted sig-
nificant attention over the last decades [165, 166, 167, 168, 169, 170] (for a review, see
[171]). Besides opening the way to many technological applications in various fields
including photonics, chemical sensors and catalysis [172, 173, 174], the study of col-
loidal self-assembly has also provided new insights into the physics of crystallization
thanks to the experimentally accessible length, time and energy scales of colloidal
systems [7, 166, 175, 176, 177]. Sedimentation is commonly used to manufacture
colloidal crystals, as it provides a simple way to locally increase the volume fraction
of a colloidal suspension to induce crystallization. Since the seminal work by Per-
rin [178], sedimentation has stimulated a wealth of statistical mechanics studies of
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Figure 6.1: A picture of the experimental device with the coil centered around the
rectangular recipient resting on a tilted plate.

complex fluids under gravity [179, 180, 181, 182, 183, 184, 185, 186, 187, 188, 189]
(for a review, see [190]). Measuring the equilibrium density profile of colloidal
suspensions provides a method to characterize the thermodynamical properties of
the system [180, 181]. The classical density functional theory (DFT) constitutes
a well-known tool to describe the equilibrium density profiles for different inter-
particle interactions, including hard spheres or screened Coulomb [180, 182, 183],
electrostatic [181, 184] or magnetic [185] pair potentials, and mixtures of colloids
and polymers [186, 187].

Recently, crystallization in a tilted monolayer was studied for a system of hard
spheres, allowing a full description of the phase diagram of two-dimensional hard-
sphere colloids [188]. On the other hand, sedimentation experiments of a ferrofluid
have been conducted recently in a three-dimensional system and successfully fitted
by a perturbed virial expansion approach [189].

6.2 Experimental system

The experiments have been realized by Lydiane Bécu and David Gonzalez-
Rodriguez at the LCP-A2MC laboratory in Metz. A suspension of superparam-
agnetic particles (Dynabeads M-450, Life Technologies) 1 is allowed to sediment to

1Diameter 2R = 4.4 µm, ρpart = 1.5 g/cm3, Vpart = 4/3π(2.2.10−6)3 m3 and χeff =
6.10−11 Am/T [191].
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Figure 6.2: Sedimentation of a two-dimensional monolayer of paramagnetic colloids.
(a) Sketch of the experimental setup allowing a layer of colloids confined in the
(x,y)-plane to be tilted by an angle α to drive sedimentation along the y-direction.
(b) Experimental sedimentation profile reconstructed from snapshots recorded at
different positions y for a tilt-angle α = 1.6◦ at B = 0.9 mT. A threshold has been
applied to the images for better visibility. The scale bar corresponds to 50 µm. (c)
Detail of a typical experimental image. Particles arranged on a hexagonal lattice
are surrounded by six neighbors and are highlighted in yellow.
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the bottom of a rectangular quartz cuvette (Hellma analytics), forming a 1 cm ×
1 cm bidimensional array of average initial density ρi. A coil of diameter 13 cm
and height 2.5 cm with 95 loops is centered around the cuvette to generate a mag-
netic field Bz perpendicular to the array, inducing a repulsive magnetic potential
between neighboring colloids. The coil and cuvette rest on a plate that can be tilted
to a chosen angle α with respect to the horizontal, subjecting the particles to an
in-plane gravity component, g sinα, which drives particle sedimentation along the
y-direction, see Fig. 6.2 (a) for a sketch of the setup. The whole setup is built on the
stage of an inverted microscope equipped with a CCD camera. It is thus possible to
translate the setup along the y-direction in order to access the full density profile of
the colloidal array. Due to the small angle existing between the sample plane and
the imaging plane, the imaging plane needs to be refocused during stage translation,
whereas focus differences within one image are negligible. A typical experimental
snapshot reconstructed from images recorded along the y-direction is presented in
Fig. 6.2(b). A dense ordered sediment is observed at the lowermost edge of the
plane bottom around y = 0. In this region, the sediment exhibits a polycrystalline
microstructure, characterized by localized crystallites with a hexagonal lattice (Fig.
6.2(c)) [177]. Upon increasing y, the ordering decreases (Fig. 6.2(b)).

6.3 Theoretical model

To quantify the ordering of the colloidal suspension, we investigate the spatial
variation of the density profile, ρ(y). The latter is defined as the laterally integrated
density profile that reads

ρ(y) = 1
Lx

ˆ Lx

0
n(x, y)dx, (6.1)

where n(x, y) stands for the local particle density on the (x, y)-plane and Lx is the
length across the bottom edge, see also Fig. 6.2(b). We analytically describe ρ(y)
by a DFT approach that we briefly describe in what follows. The pair potential of
two parallel identical magnetic dipoles of magnitude χB, see Eq. (2.4), is

U
(dip)
ij = µ0

4π
χ2B2

r3
ij

, (6.2)
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Figure 6.3: Density profiles normalized according to the theoretical model as a
function of the normalized upslope distance, see Eq. (6.13) and definition of ymax
and ρ0 in the text. The black line in each plot is the theoretical prediction given
by Eq. (6.13). Experimental profiles (a) for different values of the magnetic field
B at fixed inclination angle α = 2◦ and (b) for different values of α at constant
magnetic field B = 0.9 mT. (c) Simulation profiles for different values of g∗ and Γ.
Experimental snapshots of the sedimented monolayer recorded at y =490-980 µm
are shown for α = 2◦ and B =0.5 mT (d), B =0.9 mT (e) and B =1.9 mT (f). The
scale bars correspond to 50 µm.

where µ0 is the permeability, χ is the magnetic susceptibility, and rij is the distance
between the two dipolar particles i and j. At prescribed coordinate y, it is assumed
that the local density ρ(y) results from a hexagonal lattice with lattice constant
a(y) yielding ρ(y) = 2/[

√
3a(y)2]. Thereby, the dipole potential energy associated

with particle i located at yi obeys

U
(dip)
i = 1

2
∑
j

U
(dip)
ij = 2M

5
µ0

4πχ
2B2ρ(yi)3/2 (6.3)

where M = 2−7/233/45M0 ≈ 11.116 is a geometrical constant with M0 ≈ 11.034
denoting the Madelung constant obtained by lattice sum [192, 193]. The gravity
contribution is merely given by

U
(gravity)
i = mcgyi sinα, (6.4)



76 Chapter 6. Sedimentation of dipolar particles in a monolayer

where mc is the effective mass of a colloid (corrected for buoyancy), so that the
total potential energy associated with particle i at yi reads

Ui = U
(gravity)
i + U

(dip)
i . (6.5)

Within this framework, we are able to write the free energy of the system per unit
width Lx, see also setup in Fig. 6.2(a), as [180]

βF =
ˆ ∞

0

{
ρ(y)

[
ln(Λ2ρ(y))− 1

]
+ ρ(y) y

`s
+ 2M

5 Γ`3
sρ(y)5/2

}
dy, (6.6)

where Λ is the (irrelevant) thermal wavelength. The first term in Eq. (6.6) repre-
sents the ideal gas part. The second term is the gravity contribution with

`s = (βmcg sinα)−1 (6.7)

denoting the sedimentation length, where β = 1/kBT (kB is the Boltzmann constant
and T the temperature). The last term corresponds to the dipole-dipole interaction
with

Γ ≡ µ0

4π
χ2B2

kBT`3
s

(6.8)

being the dimensionless magnetic coupling. At equilibrium, the free energy is min-
imized, subjected to the condition of conservation of the total number of particles,
i.e. ˆ ∞

0
ρ(y)dy = ρx, (6.9)

where ρx is the projected density, obtained as the total number of particles divided
by Lx. The Euler-Lagrange equation related to Eq. (6.6) is given by

1
β

[
ln(Λ2ρ(y))− 1 + Λ2 + y

`s
+MΓ`3

sρ(y)3/2
]
− λ = 0. (6.10)

where λ is the Lagrange multiplier associated with constraint (6.9). By denoting
ρ0 = ρ(y = 0) = ρ0(ρx) we also have

1
β

[
ln(Λ2ρ0)− 1 + Λ2 +MΓ`3

sρ
3/2
0

]
− λ = 0. (6.11)



6.4. Monte Carlo simulations 77

Finally, by combining Eq. (6.11) and Eq. (6.10), the Euler-Lagrange equation can
be written as:

lnρ(y)
ρ0

+MΓ
(
ρ(y)3/2 − ρ3/2

0

)
`3
s = − y

`s
. (6.12)

At this stage, static quantities are fully determined by assigning values to Γ and
ρx and employing `s as unity of length. In the high temperature limit Γρ3

x`
3
s � 1,

the logarithmic term in Eq. (6.12) dominates and the well known Perrin’s result
ρ(y) = ρx

`s
exp(−y/`s) is recovered [178]. Interestingly, in the low temperature

limit Γρ3
x`

3
s � 1, the logarithmic term in Eq. (6.12) becomes negligible. In that

regime which corresponds to experimental conditions, the following relevant result
is obtained (

ρ(y)
ρ0

)3/2

= 1− y

ymax
, (6.13)

where

ρ0 = (5/3)2/5γ2/5ρ2
x, (6.14)

ymax = (5/3)3/5γ−2/5ρ−1
x (6.15)

with
γ = (Γρ4

x`
4
sM)−1 = 4πmcg sinα

Mµ0χ2B2ρ4
x

(6.16)

reflecting the ratio between the gravity potential and the magnetic interaction.
Equation (6.13) will be referred to as the zero-temperature local density approxi-
mation (LDA) result (or model). In what follows, this remarkably simple analytical
expression (6.13) will be tested against experiments and simulations.

6.4 Monte Carlo simulations

To gain further insight into the physical mechanisms of sedimenting paramagnetic
colloids in two dimensions, Monte Carlo (MC) simulations [194, 195] based on the
(exact) Hamiltonian,

βUMC =
∑
i

yi
`s

+ 1
2
∑
i6=j

Γ`3
s

r3
ij

, (6.17)

are performed in the canonical ensemble mimicking the experimental situation. The
number of particles N is fixed at N = 1000. 2 The simulation cell consists of a

2We have performed beforehand some simulations with N=2000. It turns out that the density
profiles are virtually indistinguishable from those obtained with with N=1000. Hence we are
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Lx × Ly rectangular box with periodicity in the x-direction, consistent with the
setup in Fig. 6.2. The long-range dipole-dipole interactions are computed using
a Lekner-like sum technique adapted for systems with periodicity in one direction
[112]. Typically 105 − 106 MC steps are devoted for equilibration and statistics are
gathered over an additional 106 MC steps.

6.5 Density profiles

The experimental density profiles normalized according to the zero-temperature
LDA model, see Eq. (6.13), are displayed in Fig. 6.3(a) and (b). 3 We adopt as
our baseline conditions α = 2◦ and B = 0.9 mT, corresponding to γ ≈ 3.0× 10−4 4.
Figure 6.3 shows the effect (a) of varying the strength of the magnetic field and (b)
of changing the slope. In both cases, an excellent agreement between theory and
experiment is found. Figure 6.3(d)-(e) shows experimental snapshots for α = 2◦ and
different strengths of the magnetic field. A similar structural evolution is observed
upon increasing the slope at constant magnetic field. In the same spirit as the
experiments, we also choose a reference system in our simulations (Γ = 100, g∗ = 1)
defining the reference sedimentation length `(ref)

s In order to establish a tractable
comparison between experiments and simulations, we introduce a reduced effective
gravity g∗ ≡ geff

gref
where geff = g sinα and gref = g sinαref. For the reference case,

`s = `(ref)
s where g∗ = 1 and Γ = 100. A rectangular cell with Lx = 25`(ref)

s and
Ly = 1000`(ref)

s has been used for all the presented simulations. The density profile
of the reference case is displayed in Fig. 6.4(b). A smoothing of the simulation
density profiles 5 covering a wide range of Γ and g∗ values (see Fig. 6.4), leads
to a virtually quantitative agreement with theory, see Fig. 6.3(c). Hence, the
experimental profiles exhibit an identical behavior to that of the smoothed density
profiles stemming from the MC simulations. The absence of oscillations in the
experiments is due to polycrystallinity, detectable in Fig. 6.2(c), which averages
out the density oscillations of single domains.

confident that our two-dimensional systems with N=1000 do not suffer from finite size effects.
3Density profiles ρ(y) are obtained by counting the number of particles located in a window of

width dy = 100 µm centered around the coordinate y. When a smaller width is used, the resulting
profiles become very noisy, due to window becoming smaller than the polycrystal sizes.

4The corresponding value of the gravitational length in our experiments, based on a tempera-
ture T ≈ 300 K and a particle buoyant weight mcg ≈ 2.210−13 N, is ls ≈ 1 µm.

5The smoothed density profiles are achieved by coarsening the bin width of bare (oscillating)
profiles over typically 20`(ref)

s .
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Figure 6.4: Monte Carlo simulation density profiles with magnetic coupling Γ =
100 for different values of the gravity parameter (a) g∗ = 0.5, (b) g∗ = 1, and
(c) g∗ = 2. Three additional profiles at prescribed g∗ = 1 with (d) Γ = 25 and
(e) Γ = 400. are also displayed. The thick (black) line is the LDA theoretical
prediction, see Eq. (6.13). The circles represent the smoothed density profiles,
see also text. The insets show a magnified view. Accompanying microstructure
snapshots are sketched on the top of panels (a)-(e) and magnified versions are
shown at the bottom half of the figure. The unit length is `(ref)

s for the whole figure.
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Figure 6.5: Lattice constant a, see inset in Fig. 6.4(b) for illustration, as a function
of Γ with g∗ = 1. The solid line is the best fit for a power law of the form Γ0.25. The
insets are a magnified view of the boxed regions in snapshots shown in Fig. 6.4(b)
and (e). The unit length is `(ref)

s .

The vivid oscillatory behavior revealed in the bare simulation density profiles
is a signature of the strong layering occurring around the bottom edge, see Fig.
6.4 [180, 182]. Sufficiently far away from the bottom edge, non-smoothed profiles
quantitatively match with theory, signaling a disordered state, see also snapshots
provided in Fig. 6.4. Increasing gravity alone at prescribed magnetic field (Γ =
100) enhances the ordering and its range, see Fig. 6.4(a)-(c). Concomitantly, the
(apparent) lattice constant a (distance between two successive peaks, see inset in
Fig. 6.4(a)) decreases with gravity. Upon increasing the magnetic field at prescribed
gravity (g∗ = 1), see Fig. 6.4(b), (d) and (e) the range of the layering becomes
broader. Thereby, the lattice constant increases with Γ, see Fig. 6.4 and Fig. 6.5.
More specifically, a remarkable power law like a/`s ∼ Γ1/4 emerges, see Fig. 6.5.
The latter can be rationalized with the simple idea of a balance between gravity
force (∼ g = constant) and repulsive magnetic force (∼ Γ/a4). Interestingly, at
strong coupling Γ ≥ 400, see Fig. 6.4(e) , the density profile is reminiscent of a
standing wave as a result of a non trivial balance between gravity (pushing the
particles towards the bottom) and strong repulsive magnetic interaction (expelling
particles from the bottom). In the situation of moderate layering with Γ = 25, see
Fig. 6.4(d), it is worth mentioning that the simple zero-temperature LDA prediction
remains robust to describe the smoothed density profile. Thereby, even at a finite
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temperature well above zero, the zero-temperature LDA approach remains suited
to characterize density profiles far from strong ordering.

6.6 Concluding remarks

In summary, we have experimentally and theoretically advocated the ordering medi-
ated by a non-trivial balance between sedimentation and long-ranged dipole-dipole
interparticle repulsion occurring within a colloidal monolayer. The experimental
density profiles are in excellent agreement with predictions from density functional
theory and Monte Carlo simulations. Thereby, a strikingly simple analytical solu-
tion, based on the zero-temperature limit in the local density approach, has been
derived, see Eq. (6.13). The latter accounts for the experimentally found density
profiles ranging from the solid-like state (close to the bottom edge) to liquid-like
state (far from the bottom edge). Computer simulations indicate that strong crystal
layering occurs, near the container’s bottom wall, as signaled by vivid oscillations in
density profiles. The associated lattice constant is roughly dictated by Γ1/4, reflect-
ing merely a force balance between gravity and dipole-dipole interaction. Such os-
cillations are smoothed out in experiments, an effect attributed to polycrystallinity.
It would be interesting for future studies to check whether our approach can be gen-
eralized to other soft repulsive potentials such as a power law of the interparticle
distance [196] or a screened Coulomb potential. Overall, our findings demonstrate
that the microstructure of the sediment can be tuned and predicted by choosing
the sedimentation slope and the external magnetic field, thus providing an efficient
and convenient technique for the fabrication of controlled ordered monolayers.





Chapter 7

Layered dipolar particles in
external magnetic field

This chapter is devoted to the theoretical investigation of mono- and bilayer systems
under an external perpendicular magnetic field whose results will be published soon
[197].
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7.1 Introduction

Two-dimensional dipolar systems (monolayers or few-layer systems) are a fertile
area of research [103, 171, 198]. Some experimental examples are (thin) magnetic
films [198, 199, 200], magnetic bubbles in garnet films [201, 202], magnetic particles
on a substrate [7, 166, 203, 204, 205] or floating on the surface or the meniscus of a
liquid [206, 207, 208]. Such systems can benefit to the design of novel materials (e.g.
photonic band-gap [209] and data storage devices [210]) and can also act as a model
to better understand biological certain mechanisms/processes (e.g. microtubule
[211] and lipid layers formations [212]). Large two-dimensional dipolar systems
exhibit a rich phase behavior especially observed in computational simulations [213,
214, 215, 216] including systems in an external field [217] (for a review, see [103]). In
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a pioneering theoretical work, the ground state of a planar rhombic lattice with an
arbitrary rhombicity angle has been addressed [81, 218]. In particular, the influence
of an (imposed) lattice symmetry on the resulting dipole moment distribution (in
the ground state) was advocated. A related recent study involving an interaction
cutoff confirmed the latter findings [219]. Conversely, under a tilting magnetic field,
many structural transitions are induced in a two-dimensional superparamagnetic
suspension depending on the field strength and the density [220].

In our study where we have to deal with permanent dipole moments (i.e., ferro-
magnetic particles), the only relevant component of the external magnetic field is
perpendicular one.

7.2 Model

The crystal layered structures made up of dipolar particles are illustrated in Fig. 7.1
for the monolayer and in Fig. 7.4 for the bilayer. The constitutive dipolar particles
are hard spheres of diameter d that sets the unit of length. They each possess a
dipole moment of identical magnitude ‖~m‖ = m set to unity. The presence of the
external normal magnetic field, ~B = B~ez (with ~ez standing for the unit vector along
the z-axis), involves the Zeeman term −~m · ~B (= −mzB). Hence, in general, for
a prism unit cell containing N dipolar particles located at ~r1, . . . , ~rN , the dipolar
energy per unit cell, Ucell, follows:

Ucell = 1
2

N∑
i,j

∑
~n

′ C

|~rij +
↔
t · ~n|3

~mi · ~mj

−3 ~mi · (~rij +
↔
t · ~n)~mj · (~rij +

↔
t · ~n)

|~rij +
↔
t · ~n|2


−

N∑
i=1

mi,zB, (7.1)

where
↔
t is a 2× 2 matrix whose two columns are given by the spanning vectors ~a

and ~b. ~n designates a vector with integer components (nx, ny), each ranging from
−∞ to +∞. The prime in Eq. (7.1) indicates that, when ~n = 0, i must be different
from j.

On the numerical computational side, in order to overcome the slow (conditional)
convergence [221] in Eq. (7.1), an efficient Ewald sum technique adapted to the
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Figure 7.1: Sketch of the geometric setup for an infinite monolayer in an external
magnetic field. A monoatomic unit cell (light spheres) with its replica (dark spheres)
are shown. A top-view of the unit cell is provided as inset.

parallelogram base with periodicity in two dierctions was used [222]. As far as the
(exact) analytical approach is concerned, an innovative dedicated tractable sum was
developed, see details in Appendix B. The energy scale is set by U↑↑, see Eq. (2.10).
Thereby, the reduced dipolar energy per particle, u, is merely given by u = 1

N
Ucell
U↑↑

.

7.3 Method

Ground states are obtained by minimization procedures starting with a generic
parallelogram cell made up of two particles. Thus, for the one-layer case, the mini-
mization of u at prescribed magnetic field involves nine parameters corresponding to
the two modules of spanning vectors a and b, the angle γ = (̂~a,~b), the two Cartesian
coordinates of the second constitutive particle, and the four related dipole orien-
tation angles, see also Fig. 7.1. In the two-layer situation, an additional variable
sets in which is the transverse shift between the two layers. The efficient SLSQP
method taking natively into account constraints and requiring derivatives of the
objective function [62] is employed, see Section 2.3.2. Typically 2 × 103 starting
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random configurations were needed to reach the global minimum.

7.4 Monolayer in external field

Results about the monolayer are now presented. Preliminary numerical calculations
indicate that the unit cell of the crystal ground state is always rhombic (a = b = 1)
and monoatomic (N = 1). Thereby, the angle γ will be referred to as the rhombicity
angle. A major finding is the slight but relevant symmetry breaking of the hexagonal
lattice upon applying an external magnetic field, i.e. γ > 60◦ when B > 0. This
intriguing result can be inspected in Fig. 7.2(a), where γ(B) is plotted. Clearly,
the deviation from the hexagonal lattice increases monotonically with the magnetic
field B, see Fig. 7.2(a). An important physical consequence is that the continuous
degeneracy of the inplane dipole ~mρ = ~m −mz~ez, existing in a perfect hexagonal
lattice (γ = 60◦) [218], is now suppressed in presence of an external magnetic field
that induces rhombicity (γ > 60◦). The related profile of the induced magnetization
mz(B) is displayed in Fig. 7.2(b). It exhibits a quasi linear in the crystal phase and
reaches a value of the order of 20% around the solid/gas transition, see Fig. 7.2(b).
1 The latter is merely reached when the decohesion energy is beaten by the Zeeman
term, see also Eq. 7.2. The related profile of the ground state energy as a function
of the applied magnetic field B, u(B), can be found in Fig. 7.2(c). As expected,
the cohesive energy increases with B (i.e., getting less favorable) whereas the total
energy decreases. The gas/solid transition occurs at B = Btr = 3.04 dictated by a
vanishing cohesive energy, see also Fig. 7.2(c).

Deeper understanding can be gained by solving exactly and analytically the
depicted problem of magnetic layers exposed to a magnetic field. It turns out
that this formidable challenge is feasible noticing the still strong symmetry of the
problem and upon dexterously rewriting the Hamiltonian given by Eq. (7.1) in a
tractable way. In a general manner, it is insightful to write the dipolar energy u for
a rhombic lattice in the following (exact) form:

u = E0(γ) + E1mz + E2(γ)m2
z (7.2)

with E0(γ) representing the cohesive energy of the rhombic lattice, E1 = −B stem-
ming from the Zeeman term, and E2(γ) > 0 causing the dipolar decohesion. In

1 Concomitantly, the azimuthal angle φ of the dipole corresponds to γ/2 in agreement with
past studies without external magnetic field [218, 219].
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Figure 7.2: (a) Rhombicity angle γ, (b) z-component of the dipole moment mz and
(c) total and cohesive energy profiles as a function of the external magnetic field
intensity B for the monolayer. A top- and side-view of the rhombic unit cell are
displayed as insets.
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Table 7.1: Numerical values of χ,Btr and E0 in different scenarios.
Monolayer Bilayer

Exact theory HLA model Exact theory
χ B-dependent 6.042× 10−2 5.868× 10−2

Btr 3.0391 3.0372 3.2062
E0 B-dependent -2.759 -2.905

Appendix B.1, we provide and derive the full exact analytical and tractable expres-
sion of u(mz, γ;B) obtained at prescribed magnetic field B. Having this at hand,
one can extract the magnetization in the ground state stemming from the condition
∂u
∂mz

∣∣∣
B

= 0 that trivially yields

mz = B

2E2(γ) . (7.3)

Hence, the susceptibility χ of the system is merely identical to (2E2)−1. Similarly,
the minimum energy condition requires also simultaneously ∂u

∂γ

∣∣∣
B

= 0, leading to a
highly intricate dependence of γ with B, see Appendix B.1.1 for calculation details
and Fig. 7.2(a) for a visualization of the corresponding profile γ(B). Consequently,
the ground state energy of the rhombic phase reads

u(B) = E0(B)− χ(B)
2 B2, (7.4)

whose profile is displayed in Fig. 7.2(c).
Another analytical route which is much more simple, but not exact, would be

to neglect the rhombicity angle variation, i.e. always assuming a hexagonal lattice
[γ(B) = 60◦], see Appendix B.1.2 for details. The latter approach will be referred
to as the hexagonal lattice approximation (HLA). In this scenario, the ground state
energy reads

uHLA = −2.759− 3.021× 10−2B2, (7.5)

where E0 = −2.759 corresponds to the well known cohesive energy of a hexagonal
lattice [41, 219] and χ = 6.042 is the related susceptibility, see Appendix B.1.2 for
the full derivation. The profile of uHLA(B) specified by Eq. (7.5) is displayed in
Fig. 7.2(c) too, rationalizing also the (quasi) linear behavior found in mz(B), see
Fig. 7.2(b). The various values of χ and Btr are gathered in Table 7.1.
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Figure 7.3: Sketch of the geometric setup for an infinite bilayer in an external
magnetic field. A diatomic unit cell (light spheres) with its replica (dark spheres)
are shown.

7.5 Bilayer in external field

We now address the bilayer system whose setup is sketched in Fig. 7.3. Interestingly,
our numerical optimization predicts that the two layers adopt a hexagonal lattice
in the crystal ground state at finite applied external magnetic field. It is to say that
the two-layer superlattice is invariant upon exerting a magnetic field and coincides
with the body-centered tetragonal lattice. 2 This strong symmetry preservation
allows an exact analytical description too that is detailed in Appendix B.2. As
a matter of fact, relation (7.2) gets simplified where the γ-dependence vanishes.
It can be shown, see also Appendix B.2, that the (exact) dipolar energy u in the
ground state verifies:

ubilayer = −2.905− 2.934× 10−2B2, (7.6)

whose profile can be found in Fig. 7.4(a). Notice the high ressemblence with the
(approximate) monolayer energy uHLA, see Eq. (7.5). The enhanced cohesion upon

2The azimuthal angle φ of the dipole corresponds to γ, thus the bilayer magnetization matches
that of the body-centered tetragonal ground state. In contrast with the monolayer case, here there
is no longer a continuous degeneracy of the dipole moment orientation.
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Figure 7.4: (a) Total and cohesive energy profiles and (b) z-component of the dipole
moment mz as a function of the external magnetic field intensity B for the bilayer.
A top- and side-view of the two-layer superlattice are displayed as insets.
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stacking (here E0 = −2.905) leads to two notable features:

(i) A lower susceptibility emerges where (see Appendix B.2.1 for derivation)

mbilayer
z = 5.868× 10−2B, (7.7)

whose profile appears in Fig. 7.6(b), see also Table 7.1.

(ii) The solid/gas transition is shifted to higher magnetic field, see Fig. 7.4(a) and
also Table 7.1.

7.6 Concluding remarks

In summary, we have investigated theoretically the ground state of mono- and
bilayer dipolar systems in a perpendicular external magnetic field. The unit cell
of the monalayer ground state is always found to be rhombic. Without external
field, the well-known hexagonal lattice with a continuously degenerate ferromagnetic
state is recovered as ground state [218]. At non-zero external field, the hexagonal
lattice symmetry and the related continuous degeneracy are broken. These features
established by numerical minimization are fully supported by an exact analytical
solution derived by assuming a rhombic unit cell. The symmetry breaking is very
small, noticing that an even more elegant analytical solution based on a hexagonal
lattice approaches very closely the exact results. In strong contrast, numerical
minimization has predicted that the ground state structure of the bilayer system is
invariant under an applied perpendicular magnetic field. At finite external magnetic
field, the lattice of each layer is hexagonal and the composite superlattice of the
bilayer coincides with the body-centered tetragonal lattice. From the symmetry
features predicted by our preliminary minimization calculations, exact analytical
expressions have also been developed.

More generally, our findings can lead to new pathways of tuning the crystal
structures of magnetic layers. Indeed, in an experimental situation the crystal
structure can survive beyond the (theoretically) predicted transition magnetic field
(Btr) due to energy barriers.





Chapter 8

Three-dimensional dipolar crystals

The effect of densification on the crystal ground states elucidated in the present
chapter are reported in Physical Review Letters [116].
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8.1 Introduction

Crystallization of dipolar systems has recently received a great deal of attention
due to their intriguing phase behavior [48, 223, 224]. In molecular systems such
as hydrogen cyanide, two crystal structures have been experimentally observed (e.
g., tetragonal and orthorhombic phases upon decreasing temperature [225] or in-
creasing pressure [226]). In an analogous way and interestingly, so-called complex
fluids such as colloidal systems made up of dipolar particles can exhibit such solid-
solid transitions too. A great advantage there over the classical molecular systems
is that the crystal phases in colloidal suspensions can be visualized in direct real
space, e.g., by confocal microscopy [12]. Besides, the possibility to steer the crystal
structure by an external (electric and/or magnetic) field, makes colloidal systems
very promising candidates for photonic applications [227, 228, 229]. A common fea-
ture of all these observed phases at different length scales is the strong orientational
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ordering leading to assembled “ferrochains” owing to the anisotropic dipole-dipole
driving force.

On the theoretical side, although dipolar hard spheres certainly correspond to
the most simple and investigated dipolar system, its full phase diagram is still puz-
zling [230, 231, 232, 233, 234]. It is by now well-known that the ground state of dipo-
lar hard spheres corresponds to the body-centered tetragonal (bct) structure. Tao
and Sun predicted theoretically this phase in the early 90’s [38] and it was later con-
firmed by computer simulations [107, 235, 236] and experiments on colloidal systems
[10, 12]. Nevertheless, the delicate problems of freezing and solid-solid transitions
are still under debate [236, 237, 238, 239]. The new phase called clinohexagonal
prism (chp) merely consists of an oblique prismatic lattice with a hexagonal base.
We show that the chp phase, overlooked in the literature, sheds important light on
the mechanisms of crystallization in dipolar systems. The remarkable fact that the
base is hexagonal is in full agreement with the concept of locally optimized (ex-
cluded volume vs dipolar) lateral correlations [45]. Basically, the three-dimensional
ground states can be envisioned as the stacking of two-dimensional ground state
layers with a continuous shift that is density dependent. 1

8.2 Model

The constitutive dipolar particles of investigated crystals are hard spheres of di-
ameter d, that sets the length unit, possessing a dipole moment ~mi with i desig-
nating the label of an arbitrary particle. The orientation of the dipole moment
~mi is stated by means of the azimuthal φi and the polar angle θi according to
~mi = (cosφi sin θi, sinφi sin θi, cos θi), see Fig. 8.1. In general, for a prism unit cell
containing N dipolar particles located at ~r1, . . . , ~rN , the dipolar energy per unit
cell, Ucell, is given by:

Ucell = 1
2

N∑
i,j

∑
~n

′ C

|~rij +
↔
t · ~n|3

~mi · ~mj

−3 ~mi · (~rij +
↔
t · ~n)~mj · (~rij +

↔
t · ~n)

|~rij +
↔
t · ~n|2

 , (8.1)

1This intuitive pictures breaks down at very high packing, in the vicinity of the hcp phase,
where dipole moments point in the normal direction of the dense chains (i.e., perpendicularly to
the hexagonal lattice base). It is to say that the latter direction corresponds to that of non-dense
chains, see also Fig. 8.2.
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Figure 8.1: Scheme of a parallelogram-based prism as unit cell containing two
dipolar particles (N = 2). The size of the constitutive beads is reduced for the
sake of clarity.

where
↔
t is a 3 × 3 matrix whose three columns are given by the spanning vectors

~a, ~b, and ~c, also denoted in Fig. 8.1. ~n designates a vector with integer components
nx, ny, nz, each ranging from −∞ to +∞. The prime in Eq. (8.1) indicates that,
when ~n = 0, i must be different from j. In order to overcome the slow convergence
[221] in Eq. (8.1), an efficient Ewald sum technique adapted to the prism cell was
used [222]. The energy scale is set by U↑↑, see Eq. (2.10). Thereby, the reduced
potential energy of interaction per particle, u, is merely given by u = 1

N
Ucell
U↑↑

.

8.3 Method

In what follows, ground states are obtained by minimization procedure [62] called
COBYLA, see Section 2.3.1, starting with a generic parallelogram-based prism
made up of two particles (N = 2). The parallelogram base is generated by the
spanning vectors ~a = a(1, 0, 0) and ~b = b(cos γ, sin γ, 0) where γ = (̂~a,~b). In
turn, the prism is generated by the oblique spanning vector ~c = (cx, cy, cz) =
c(sinϑ cosϕ, sinϑ sinϕ, cosϑ) with ϑ ≡ arccos(cz/c) and ϕ ≡ arctan(cy/cx), see
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Figure 8.2: Clinohexagonal prism (chp) crystal structure and some special relevant
limits/cases bco, bct, hcp, fcc, and hp. Corresponding values of the reduced cohesive
energy u are provided too. Standard unit cells are in gray and equivalent (special)
chp cells for the phases bco, bct, and fcc are represented by blue dashed lines. The
characteristic angle of 60◦ is indicated as well. (F) and (AF) stands for ferromagnetic
and antiferromagnetic arrangements, respectively. Lengths (a, b, c) are given in units
of the bead diameter d. The packing fractions ηbct, ηhcp, ηfcc, ηhp of bct, hcp, fcc,
hp structures, respectively, are reported too. The constitutive beads are omitted
for the sake of clarity.
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Figure 8.3: Reduced crystal cohesive energy u as a function of the rescaled packing
fraction η∗. The two (chp) special/limit structures bct and hcp are illustrated with
obliquity ϑ = 30◦, 0◦, respectively, see also text. The inset is a magnification around
the chp/rhp transition occurring close to η∗ = 0.951.

Fig. 8.1. Thereby, ϑ and ϕ will be referred to as the prism obliquity and prism
azimuthal angle, respectively. At prescribed density, thirteen variables are involved
for the system: three for the Cartesian coordinates stemming from the center of one
particle (the other one is set at the origin), four for the angular parameters of the
dipole moments (θ, φ), three for the sidelengths of the cell (a, b and c), and three for
the angular parameters of the cell (γ, ϕ and ϑ). Typically, 103-104 starting simplex
were considered to reach the global minima.

8.4 Dipolar crystal phases

As a major result, all the ground states at any density fall within the new clino-
hexagonal (chp) phase. The crystal lattices associated with the chp phase has the
following properties, see also Fig. 8.2 and inset of Fig. 8.3: The base is hexagonal
with spanning vectors ~a = a(1, 0, 0) and ~b = a(1/2,

√
3/2, 0). On the other hand,

the prism is generated by the oblique spanning vector ~c with an obliquity ϑ and
azimuthal angle ϕ. An overview of the relevant dipolar crystal phases can be found
in Fig. 8.2. This catalog emphasizes nicely the crucial role and ubiquity of the
chp phase in dipolar crystals. Indeed, the chp phase can extrapolate between the
bct phase (the overall ground state with u = −3.050) and the hcp phase at highest
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Figure 8.4: Reduced crystal cohesive energy per unit volume ηu as a function of
the packing fraction η. The inset is a magnification around the chp/rhp transition
occurring at around η = 0.738.

Figure 8.5: (a) Same bco cell as in Fig. 8.2 with the beads shown explicitly. (b)
Representation of the ten neighbors surrounding one constitutive bead of the chp
cell coinciding with the bco cell.
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compaction, see Fig. 8.2. The face-centered cubic (fcc) phase possessing the same
packing fraction as that of hcp is slightly beaten by the latter (compare u = −2.965
vs -2.962, respectively), see Fig. 8.2. Interestingly, the bco phase turns out to coin-
cide with the chp phase in the ground state of dipolar hard sphere as already evoked.
This striking fact is illustrated in Fig. 8.2 and Fig. 8.5(a), where a chp equivalent
cell is shown. Similarly, special equivalent chp cells for bct and fcc structures are
also provided in Fig. 8.2. For an antiferromagnetic coupling, the hexagonal prim-
itive (hp) structure is the ground state which is the zero-obliquity-limit of the chp
crystal structure with cx = cy = 0, cz = 2, see Fig. 8.2.

The dependency of the cohesive energy u of the dipolar crystal on the packing
fraction η is now analyzed. It is useful to introduce the following rescaled packing
fraction η∗ defined as

η∗ ≡ η − ηbct

ηhcp − ηbct
, (8.2)

where the values of ηbct and ηhcp are given in Fig. 8.2. In the absence of external
field, as it is the case here, the ground states are always found to be ferromagnetic,
where all dipoles point in the same dense direction (except for hcp) as intuitively
expected from the picture of assembled ferrochains. In the low packing regime
(typically η∗ < 0), a coexistence between the bct phase and its vapor (at infinite
dilution) is found. It is to say that if a system is prepared below ηbct, it will
spontaneously fully condense to the bct crystal and leave accordingly an empty
space at zero temperature. These features fully agree with Groh and Dietrich
results [239]. This bct-void coexistence was also reported experimentally [12] and
by Monte Carlo simulations on electrorheological ER fluids [236]. The situation
becomes less simple for denser systems (η∗ > 0), see energy profile u(η∗) in Fig. 8.3.
Upon increasing the packing fraction, the cohesive energy u increases monotonically
and continuously from bct to hcp, see Fig. 8.3. However, there is a first-order
transition as signaled by a discontinuity of the derivative of u(η∗) at η∗ = 0.951 =:
η∗tr corresponding to a packing fraction ηtr = 0.738, see also inset in Fig. 8.3.
Thereby, the phase diagram is as follows: (i) Below the transition point η < ηtr,
the ground state corresponds to the chp phase with a single particle per unit cell.
In that situation, the chp phase corresponds also to a (special) bco crystal and
vice versa. (ii) Above the transition point η > ηtr, the ground state corresponds to
a right hexagonal prism (rhp) phase (which is a limit of chp with zero obliquity)
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characterized by two particles per unit cell, see also inset in Fig. 8.3. The inner
particle of rhp phase, in the ground state, is found to be located at z = ~c/2 whereas
the x− and y−positions correspond to the center of mass of the hexagonal base, i.e.
(~a+~b)/3. In other words, the rhp cell can be seen as a (very slightly) distorted hcp
cell. We have analyzed the possibility of density jumps by considering the Maxwell
construction in the adequate (η, ηu)-plane shown in Fig. 8.4. Doing so, no common
tangent is detectable and hence no phase coexistence prevails. This result is in
qualitative contrast with the phase coexistence reported in [239].

8.5 Geometric order parameters

To deepen our understanding of crystallization of dipolar hard spheres, we have
monitored the geometric order parameters of the unit cells as a function of density.
In order to take into account the special duality of the bco and chp phases, Fig.
8.6(a) displays the chp obliquity ϑ and the chp azimuthal angle ϕ, whereas Fig.
8.6(b) shows the sidelengths of the bco unit cell. Below the transition point η < ηtr,
ϑ and ϕ increase with η∗ indicating a compaction-mediated tilting of the vector ~c,
see Fig. 8.6(a). The profile of ϑ(η) has a simple geometric interpretation and can
be rationalized as follows. In the ground state, the chp structure is found to be
close packed with a = b = c = 1, see inset of Fig. 8.6(a) and Fig. 8.5(b), as a
consequence from the packing fraction

η = Vbead

Vchp cell
, (8.3)

ϑ is merely dictated by

ϑ(η) = arccos
(

π

3
√

3
1
η

)
, (8.4)

see Fig. 8.6(a). Besides, the ground state at prescribed η is such that each par-
ticle possesses ten neighbours (six within a hexagonal layer and four with the two
adjacent ones) as illustrated in Fig. 8.5(b). Thus, in the chp representation:

c2 = c2
x + c2

y + c2
z = 1 (8.5)
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Figure 8.6: (a) Angular order parameters ϑ and ϕ as a function of the relative
packing fraction η∗ in the chp representation, see Eqs. (8.4) and (8.6). The inset
illustrates ϑ and ϕ in the chp unit cell. (b) Sidelengths a, b ≥ a, c = 1 of the
bco unit cell, see also inset, as a function of η∗. The shaded region corresponds to
η∗ > η∗tr where the bco phase is beaten by rhp. The profile a(η∗), b(η∗) and a/b are
obtained from Eqs. (8.10a) and (8.10b).
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with cx = 1/2, cy = sinϑ sinϕ and cz = cosϕ. This feature leads to the following
constraint

sin2 ϑ sin2 ϕ+ cos2 ϑ = 3
4 (8.6)

Hence, combining Eqs. (8.4) and (8.6) provide ϕ(η) analytically as well:

ϕ(η) = arcsin
(

1
2

√
4π2 − 81η2

π2 − 27η2

)
, (8.7)

see Fig. 8.6(a). Concomitantly, the ground states coincide with a bco structure
polarized along ~c with cbco = 1 and the required angle of 60◦ between ~c and the bco
body diagonal to match an equivalent chp cell involving

tan 60◦ =

√√√√(abco

2

)2
+
(
bbco

2

)2

cbco

2
(8.8)

see also Fig. 8.2 and Fig. 8.5(a). Thus the particular sidelengths of the bco
structure a = abco and b = bbco, see Fig. 8.6(b), must verify

a2
bco + b2

bco = 3. (8.9)

Moreover, the packing fraction being given by η = πab
3 recalling that c = cbco = 1

in the ground state, we arrive at the following expression for the sidelength a and
b (a ≤ b):

a = abco(η) =

√√√√3
2 −
√

81η2 − 4π2

6η , (8.10a)

b = bbco(η) =

√√√√3
2 +
√

81η2 − 4π2

6η , (8.10b)

see Fig. 8.6(b). Similar results were obtained by Groh and Dietrich [239] by analyz-
ing close packed bco structures. The physical interpretation of the crystallization
under compaction is as follows: c = 1 is a signature of chains polarized along ~c.
These chains self-assemble into hexagonal lattice sheets giving rise to the chp phase
that coincides with a unique bco structure at prescribed packing fraction η, see also
Fig. 8.2. In the overall ground state (η∗ = 0), the bct state is characterized by a
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Figure 8.7: Sidelengths behavior of a (left) and c (right), around chp/rhp transi-
tion, as a function of η∗. The inset illustrates the corresponding geometric order
parameters of the chp cell. Notice that c = 1 when η∗ < η∗tr, not shown due to the
severe difference in length scale variation involved there.

square base (a = b =
√

6
2 = 1.225) in the bco representation. Upon compressing

the system, the bco cell shrinks by getting elongated from a/b = 1 (bct at η∗ = 0)
to a/b = 1/

√
2 = 0.707 (fcc at η∗ = 1), see Fig. 8.6(b). In the highly packed

regime η∗ > η∗tr, the rhp phase is characterized by ϑ = ϕ = 0, see Fig. 8.6(a).
At the chp/rhp transition (η∗ = η∗tr), a strong discontinuity of the angular order
parameters is reported, see Fig. 8.6(a).

To have a complete vision of the crystal phase behavior of the system, we also
analyze the the sidelengths of the chp and rhp unit cells as a function of density,
see Fig. 8.7. Below the transition η∗ < η∗tr, a = b = c = 1, see Fig. 8.7, showing
that the chp structure is close packed where each particle possesses ten touching
nearest neighbors. Above the transition η∗ > η∗tr, a non-trivial scenario occurs
where the hexagonal base (~a,~b) is no longer close packed as signaled by a = b

slightly but non-negligibly larger than unity, see Fig. 8.7. This slight base stretching
(a = b > 1) is concomitantly accompanied by a little compression of the transverse
height (c <

√
8/3 = 1.633) when compared to the "ideal" hcp structure, see Fig.

8.7. The non compactness of the hexagonal lattice sheets is however in qualitative
agreement with the idea that within a sheet, local dipole-dipole interactions are
repulsive due to the (perpendicular) polarization along ~c in the rhp phase. In the
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Figure 8.8: Reduced crystal cohesive energy u as a function of the packing fraction
η. The three (chp) special/limit structures hp (ϑ, ϕ = 0◦), bct (ϑ = 30◦, ϕ = 0◦)
and fcc (ϑ = 30◦, ϕ = 30◦) are illustrated.

same spirit, a contraction of the height c favors dipole-dipole attractive interactions
lying along the (non-touching bead) chains parallel to ~c.

As a final result, we briefly discuss the relevance of the chp phase in the antifer-
romagnetic state. In this situation, the unit cell is made up of two opposite dipoles.
The complete energy profile at prescribed density is reported in Fig. 8.8. Firstly,
we confirm the overall ground state advocated by Lavender et al. [240] two decades
ago, namely the hp phase corresponding to the packing fraction ηhp, see Fig. 8.2
and Fig. 8.8. Then, when η > ηhp, it is a pure chp superlattice that wins with no
bco equivalent. Dipoles are always coplanar to the hexagonal lattice sheet where
each layer is antiferromagnetically coupled with its two adjacent ones, just as with
the hp case, see Fig. 8.2 and Fig. 8.8.

8.6 Concluding remarks

To summarize, we have discovered a new phase, clinohexagonal prism (chp), that
provides a unified view on crystallization of dipolar systems at vanishing temper-
ature. At any prescribed density (or equivalently packing fraction η) the ground
state can always be described by a chp phase with a proper obliquity. Typically,
the obliquity increases monotonically when densifying the system below the chp/rhp
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transition. If an antiferromagnetic coupling is imposed, say due to an external spa-
tially varying E/B-field, then the overall ground state is the hexagonal primitive
(hp) phase. At larger densities (η > ηhp), ground states consist of pure chp struc-
tures (with finite obliquity) that have no common bco structures.

This work should be helpful to predict and/or to explain at some extend the
phase behavior encountered in experimental dipolar systems such as ferrofluids
[241], self-assembly of magnetic magnetite nanoparticles [10], or electrorheologi-
cal fluids [12, 242]. In this respect, it would be interesting to investigate in a future
work the stability/evolution of the chp phase when subject to a biaxial electric or
magnetic field [101, 163]. The role of the chp phase should also be relevant in solid-
solid transitions such as colloidal martensitic ones where stacked hexagonal layers
structures set in [243, 244].

On the theoretical side, this discovery should trigger new interest in the crystal
structure prediction ranging from molecular materials to colloidal/granular systems.
Indeed, a future robust work should from now on include this phase to assess the
veracity of the predicted ground states, especially when bco/hcp or bco/hp phase
boundaries are involved. In this respect, the possible occurrence of the chp phase
will play a decisive role in better understanding the phase behavior (in the low
entropy limit 2) of closely related model dipolar fluids [236, 239, 245, 246, 247, 248],
ionic microgels [249, 250], or star polymers solutions [251].

2Given the fact that bco and chp phases coincide in the ground state at intermediate densities,
it is expected that both phases can emerge at finite temperature due to the tiny cohesive energy
difference there. For similar reasons, rhp/hcp and fcc phases can both emerge at high densities.





Chapter 9

Conclusion and perspectives

We have seen that self-assembly is the spontaneous organization of a system due to
interactions between pre-existing components. Besides fascinating and intriguing
human being, the magnetic interactions offer a way to guide the self-assembly and
develop new technologies in many fields (e.g. medicine and nanotechnology). Some
self-assembling processes in biological world rely also on dipolar particles (e.g. mag-
netosome chain and alpha helix). In that respect, it is crucial to understand how
dipolar particles interact and assemble. To reach this objective, the first part of this
thesis has been dedicated to dipolar chains which are the most simple and common
self-assembled ordered structure. In a second part, the aggregation of dipolar par-
ticles into crystal structures which is primordial to build functional materials has
been addressed.

As far as dipolar chains are concerned, an original approach involving dipolar
filaments is considered. In this approach, the understanding of interacting needles
was important to grasp that of dipolar chains. There, a relevant softening at short
separation sets in. However, at very short separation (comparable to the bead size)
the chain-chain interaction exhibits a remarkable hardening due to the discrete na-
ture of the chains. On the other hand, the regime where the two dipolar chains are
touching has received attention as well. Thereby, a remarkable non-trivial oscilla-
tory behavior depending on the shift between the two chains has been observed.
The lowest energies have been found when dipolar chains are out-of-registry. Such
a trend has been recovered in a subsequent work dealing with the columnar ag-
gregation of dipolar (infinite) chains. Indeed, bundles of dipolar chains in zipper
configuration with narrow sections and underlying body-centered tetragonal lat-
tice have emerged from our minimization calculations. In addition, the bundles of
dipolar chains with a square section or a rectangular one (whose the aspect ratio
is close to unity) display a remarkable stability (i.e., low-energy ground states).
Additional calculations on bundles of chains of finite size have also indicated that
these chains need to be long enough (few hundred beads) to recover the qualita-
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tive features of the infinite limit. Our findings should be helpful to rationalize and
to explain experimentally observed ribbons formation of magnetic chains. Dipolar
linear chains, then zigzag chains have been successfully used as limiting cases to
capture the main features of interacting helical chains. It was shown that linear
as well as zigzag chains allowed a precise and clear description of the mechanisms
of the ferromagnetic/antiferromagnetic (i.e., chains with parallel/opposite dipoles)
transitions. Moreover, a similar behavior has been noticed between: (i) the non-
monotonic energy profile stemming from the single zigzag case (as a function of its
compaction) and (ii) the energy profile of the interacting zigzags as a function of
their separation distance (at prescribed compaction). It was also found the the lin-
ear chain is energetically beaten only for highly compress zigzag chains. Concerning
the helical chains, two main regimes have been identified depending on their radius.
When the helix radius is large enough (comparable to the bead size), the ground
state is found to be concentric. Conversely, when the helix radius is small enough,
the ground state is found to be non-concentric. The profiles of the overall ground
state energy as a function of the helix pitch (i.e., the compression of the helix) for
the single and the double helical chain turned out to be very similar. In addition, if
the pitch is not too small, single and double helical chains exhibit the same dipole
moment distribution.

The crystallization matter has been the main subject of the second part of this
manuscript. In particular, two-dimensional confinement has been addressed through
two investigations: (i) sedimentation experiments of (repulsive) superparamagnetic
colloids in a monolayer and (ii) layered (attractive) ferromagnetic particles in an
external magnetic field. An original sedimentation experiment with dipolar parti-
cles in a tilted monolayer and subject to a perpendicular external field has been
realized and also mimicked in Monte Carlo simulations. In conjunction, we have
successfully developed a simple density functional theory approach based on a zero-
temperature local density approximation. Indeed, an excellent agreement has been
obtained with the density profiles stemming from the experiments and simulations.
Simulations have been insightful upon providing more details on the crystallization
properties of the equilibrium structure. Especially, the vivid oscillations in density
profiles have shown that the lattice constant of the crystal formed near the con-
tainer’s bottom roughly obeys a very simple power law reflecting the force balance
between gravity and dipolar interaction. Coming to the layered (attractive) fer-
romagnetic particles in an external magnetic field, an exact analytical solution is
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found. There, we were in position to describe exactly and analytically the crystal
ground state as a function of the magnitude of the applied perpendicular external
magnetic field. The latter expressions have been established relaying on lattice sym-
metries revealed by our preliminary numerical minimization. As a major results,
we have discovered that the hexagonal lattice as well as the continuous degener-
acy of the ferromagnetic state are broken when an external perpendicular magnetic
field is applied. In strong contrast, we have seen that the bilayer system provides
more stability since the hexagonal superlattice of each of the two constitutive lay-
ers is invariant under external magnetic field. Moreover, the bilayer’s superlattice
coincides with the body-centered tetragonal lattice which corresponds to the bulk
ground state. Bulk crystallization of dipolar particles was also in the scope of this
thesis. A new phase has been discovered which consists of an oblique prismatic
lattice with a hexagonal base called clinohexagonal prism. Our calculations have
demonstrated that this new phase describes all the ground states of dipolar hard
spheres prepared at any density. The ability of the clinohexagonal prism phase to
extrapolate from the body-centered tetragonal phase to the hexagonal close-packed
provides a unified and clarified view of freezing and solid-solid transitions in dipolar
systems at vanishing temperature.

All these related findings should help to deeper understand the intimate physical
mechanisms involved in the self-assembly of dipolar particles. Besides, these results
rationalize recent experimental observations. Moreover our findings should open a
whole new range of possibilities to pursue further investigations. For instance, the
study of dipolar chains provides an excellent starting point to probe confinement
effect (e.g. by means of a cylinder) and/or gravity effect on self-assembly of dipolar
hard spheres. Concerning our investigations on the sedimentation-mediated crys-
tallization, the density functional theory developed to describe the density profiles
in sedimentation experiments does not reproduce the vivid oscillations revealed by
the computer simulations. As a consequence, a future density functional theory
with the ability to account for the oscillating density profiles near by the bottom
of the container would be a significant achievement. Larger distortions of the lat-
tice of the monolayer made up of ferromagnetic (attractive) particles under external
magnetic field might be experimentally observed due to energy barriers. Except the
sedimentation study, we have only dealt with athermal systems. In that respect,
studies including finite temperature could be very promising. For instance, it would
be interesting to check if the body-centred orthorgonal/clinohexagonal prism coex-
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istence in the bulk prevails. In a more fundamental perspective, the phase diagram
of dipolar particles in one-dimensional should be advocated. Notice that in this the-
sis, we have only considered one-component system, but the relatively unexplored
binary mixtures should reveal a rich and complex phase behavior.
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SLSQP algorithm

A.1 Nonlinear programming problem

The Sequential Least SQuares Programming (SLSQP) algorithm including the For-
tran source code has been published by Kraft in 1994 [252, supplements] on the
basis of its own technical report previously issued in 1988 [60]. Only the main fea-
tures of the SLSQP algorithm will be summarized in this section, for further details,
refer to the Kraft’s technical report [60] used as guideline for this appendix. The
SLSQP algorithm belongs to the class of methods for optimization problems called
sequential quadratic programming (SQP). The SQP methods have been introduced
for the first time by Wilson in 1963 [253] to treat constrained nonlinear optimization
problems. Since then, the SQP methods have been gradually developed to become
one of the most popular ways to solve nonlinear optimization problems. The suc-
cess of these methods is mainly due to its remarkable efficiency for a wide range
of optimization problems and especially its ability to handle robustly the optimiza-
tion problems with both the inequality and the equality constraints. A nonlinear
programming problem (NLP) with constraints may be written in the general form
as [60, p. 8] [254, p. 421]

min
~x∈Rn

f(~x) (A.1a)

subject to gj(~x) = 0, j = 1, ...,meq, (A.1b)

gj(~x) ≥ 0, j = meq + 1, ...,m, (A.1c)

li ≤ xi ≤ ui, i = 1, ..., n, (A.1d)

where f : Rn → R relating to the objective function and g : Rn → Rm relating
to the constraints are smooth functions. The number of equality constraints meq,
the total number of constraints m and the number of variables n are integers. The
values li and ui are the lower and upper bounds on the variables xi.
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A.2 Line search strategy

Basically, the SQP methods rest on the line search strategy, that is solving itera-
tively the optimization problem from an initial guess ~x0 for the solution and then
using a search direction ~p to reduce the objective function f(~x) in Eq. (A.1a). In
each iteration, a new vector solution ~xk+1 is obtained from the current vector ~xk

according to the relation [60, p. 9] [254, p. 30]

~xk+1 = ~xk + αk~pk, (A.2)

where ~pk and αk are the search direction and the step length at the kth iteration,
respectively.

A.3 Quadratic programming problem

The SQP methods can be seen as the Newton’s method applied to the Karush-
Kuhn-Tucker (KKT) optimality conditions of the NLP problem in Eq. (A.1) [254,
p. 321]

~∇~xL(~x∗, ~λ∗) = 0 (A.3a)

gj(~x∗) = 0, j = 1, ...,meq, (A.3b)

gj(~x∗) ≥ 0, j = meq + 1, ...,m, (A.3c)

λ∗j ≥ 0, j = meq + 1, ...,m, (A.3d)

λ∗jgj(~x∗) = 0, j = 1, ...,m, (A.3e)

where L(~x∗, ~λ∗) is the Lagrange function at the optimum point ~x∗ associated with
the optimum Lagrange multiplier vector ~λ∗ according to the relation

L(~x∗, ~λ∗) = f(~x∗)−
m∑
j=1

λ∗jgj(~x∗). (A.4)

Another (and more transparent) way to explain the SQP methods is to make a
quadratic approximation of the Lagrange function L(~x,~λ) in Eq. (A.4) and a linear
approximation of the constraints gj(~x) in Eq. (A.1b) and Eq. (A.1c). Both ap-
proaches lead to transform the initial problem in Eq. (A.1) (NLP) into a quadratic
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programming (QP) subproblem of the following form [60, p. 9] [254, p. 533]:

min
~p∈Rn

1
2~p

T
↔
B(~x,~λ)~p+ ~∇~xf(~x)~p+ f(~x) (A.5a)

subject to ~∇~xgj(~x)~p+ gj(~x) = 0, j = 1, ...,meq, (A.5b)
~∇~xgj(~x)~p+ gj(~x) ≥ 0, j = meq + 1, ...,m, (A.5c)

where
↔
B(~x,~λ) = ~∇2

~x~xL(~x,~λ) is the Hessian matrix. Note that the last term f(~x),
being a constant, can be latter ignored. Upon inspecting the Eqs. (A.2) and (A.5),
at the kth iteration, three parameters (α, ~p and ~λ) are needed to obtain an updated
vector ~xk+1 in the SQP methods. Obviously, there are as many varieties of SQP
methods as possibilities to determine these three parameters [254, Chapter 18].

A.4 The search direction

The SLSQP approach starts with the LDLT -factorization [255] of the Hessian ma-
trix

↔
B(~xk, ~λk). Doing so, the QP subproblem in Eq. (A.5) can be transformed into

the following Linear least Squares with Equality and Inequality constraints (LSEI)
subproblem [60, p. 13]:

min
~p∈Rn
‖
↔
D

1/2↔
L
T

~p+
↔
D
−1/2↔

L
−1
~∇~xf(~x)‖ (A.6a)

subject to ~∇~xgj(~x)~p+ gj(~x) = 0, j = 1, ...,meq, (A.6b)
~∇~xgj(~x)~p+ gj(~x) ≥ 0, j = meq + 1, ...,m, (A.6c)

where
↔
L is a lower triangular matrix and

↔
D is a diagonal matrix. After appropriate

successive variables changes and a reduced QR factorization, doing so, the SLSQP
approach is in a position to provide the search direction ~p verifying Eq. (A.5), see
Refs. [60, pp. 21 ff] and [61, pp. 158 ff].

A.5 The step length

Notice that by setting the step length to the unity (α = 1), the global convergence
is ensured only if the starting point is near a local optimum, otherwise an erratic
behavior of the algorithm may occur. In order to guarantee a global convergence of
the SLSQP algorithm, the step length α needs to be adjusted by using the so-called
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`1 merit function [60, p. 10] [254, p. 540] defined as

ϕ(~xk, ~λk) = f(~xk) +
meq∑
j=1

ρkj (~λk)|gj(~xk)| +
m∑

j=meq+1
ρkj (~λk)|min(0, gj(~xk))| (A.7)

with the penalty parameters

ρkj (~λk) = max
(
ρk−1
j + |λkj |

2 , |λkj |
)
, (A.8)

knowing that the starting parameters ρ0
j can be set to zero. Since ~λk and ~pk are now

known at this stage, the step length αk is obtained by minimization of the merit
function ϕ(~xk + αk~pk, ~λk) via a modified version of Brent’s method [256].

A.6 The Hessian matrix

The calculation of the Hessian matrix
↔
B(~xk, ~λk) in Eq. (A.5) requires to compute the

second derivatives of the Lagrange function, that is, those of the objective function
and the constraints in Eq. (A.4). For computational efficiency reasons and because
it is also sometimes complicated to obtain the second derivative expressions, resort
to the Broyden, Fletcher, Goldfarb and Shanno (BFGS) approximation can be
useful. The BFGS approximation consists in updating the

↔
B
k

=
↔
B(~xk, ~λk) matrix

by following the relation [60, p. 11] [254, p. 536]

↔
B
k+1

=
↔
B
k

+ ~qk(~qk)T
(~qk)T~sk −

↔
B
k

~sk(~sk)T
↔
B
k

(~sk)T
↔
B
k

~sk
(A.9)

with

~sk = ~xk+1 − ~xk = αk ~dk, (A.10a)

~qk = θk~ηk + (1− θk)
↔
B
k

~sk, (A.10b)

~ηk = ~∇~xL(~xk+1, ~λk)− ~∇~xL(~xk, ~λk), (A.10c)

θk =


1, (~sk)T~ηk ≥ 0.2(~sk)T

↔
B
k

~sk,

0.8(~sk)T
↔
B
k

~sk

(~sk)T
↔
B
k

~sk − (~sk)T~ηk
(~sk)T~ηk < 0.2(~sk)T

↔
B
k

~sk.
(A.10d)



Appendix B

Layered dipolar particles in
external magnetic field:
Analytical expressions

B.1 Monolayer in external field

When we have considered the case of a monolayer in an external perpendicular
magnetic field, preliminary numerical minimization has revealed two major sym-
metries. The monolayer’s lattice is always rhombic (i.e., ‖~a‖ = ‖~b‖) and the phase
is a ferromagnetic state, see Chapter 7. To obtain an analytical description of the
problem, it is useful to choose the y-axis (or equivalently x-axis) to coincide with
the bisector of (̂~a,~b), see Fig. B.1. Thereby, the dipole moment ~m forms an angle
α with the y-axis, so that ~m = (mρ sinα,mρ cosα,mz) with m2 = m2

ρ+m2
z = 1, see

Fig. B.1. Within this framework and after some lengthy algebra, one arrives at the
following exact expression for the energy per particle at prescribed rhombicity γ:

u(mz, γ, α;B) = S1(γ) + cos(2α)S2(γ)(1−m2
z)− 3S1(γ)m2

z −Bmz (B.1)

with

S1(γ) =− 1
16 (cos(γ/2))3

{
ζ(3) + 4π2

3 (tan(γ/2))2

+ 8π
tan(γ/2)

∞∑
n=1

∞∑
u=1

[
n

u
K1 (2π tan(γ/2)nu)

+ n cos(nπ)
u− 1/2 K1 (2π tan(γ/2)n (u− 1/2))

]} (B.2)
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Figure B.1: Sketch of the geometric setup for an infinite monolayer in a perpendic-
ular magnetic field where the bisector of (̂~a,~b) coincides with the y-axis.

and

S2 (γ) =− 1
16 (cos(γ/2))3

{
3ζ(3)− 4π2

3 (tan(γ/2))2

− 8π2 ∞∑
n=1

∞∑
u=1

(
n2 [K2 (2π tan(γ/2)nu) + 3K0 (2π tan(γ/2)nu)]

+ n2 cos(nπ) [K2 (2π tan(γ/2)n(u− 1/2))

+ 3K0 (2π tan(γ/2)n(u− 1/2))])} .

(B.3)

B.1.1 General expressions for the ground state

One can shows S2 < 0 with 60◦ < γ < 120◦. Hence, in the ground state α = 0◦ in
Eq. (B.1). For the hexagonal case γ = 60◦ (or equivalently 120◦), we have S2 = 0 so
that α is arbitrary demonstrating the continuous degeneracy of the dipole moment
in the hexagonal ground state. In general, in all cases, the total energy per particle
of the monolayer can be cast into the form

umonolayer(mz, γ;B) = Emonolayer
0 (γ) + Emonolayer

1 mz + Emonolayer
2 (γ)m2

z (B.4)
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with

Emonolayer
0 (γ) =S1 + S2 (B.5)

=− 1
4 (cos(γ/2))3

{
ζ(3)− 8π2 ∞∑

n=1

∞∑
u=1

[
n2K0 (2π tan(γ/2)nu)

+ n2 cos(nπ)K0 (2π tan(γ/2)n(u− 1/2))
]} (B.6)

Emonolayer
1 =−B (B.7)

Emonolayer
2 (γ) =− 3S1 − S2 (B.8)

= 1
8 (cos(γ/2))3

{
3ζ(3) + 4π2

3 (tan(γ/2))2

+ 8π2 ∞∑
n=1

∞∑
u=1

(
n2 [K2 (2π tan(γ/2)nu)− 3K0 (2π tan(γ/2)nu)]

+ n2 cos(nπ) [K2 (2π tan(γ/2)n(u− 1/2))

− 3K0 (2π tan(γ/2)n(u− 1/2))])} .
(B.9)

where ζ(3) is a zeta function, K0(r) and K2(r) are modified Bessel functions of
the second kind. By minimizing the energy given in Eq. (B.4) with respect to mz

( ∂u
∂mz

∣∣∣
B

= 0), we obtain the magnetization

mz(γ;B) = B

2Emonolayer
2 (γ)

(B.10)

and consequently the total energy

umonolayer(γ;B) = Emonolayer
0 (γ)− B2

4Emonolayer
2 (γ)

. (B.11)

At prescribed magnetic field B, further minimization of Eq. (B.4) with respect to
γ ( ∂u

∂γ

∣∣∣
B

= 0) provides a value γ = γ∗, leading to the final ground state

umin
monolayer(B) = Emonolayer

0 (γ∗(B))− B2

4Emonolayer
2 (γ∗(B))

(B.12)

and magnetization
mz(B) = B

2Emonolayer
2 (γ∗(B))

. (B.13)
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B.1.2 Hexagonal lattice approximation (HLA)

If we neglect the rhombicity and always assume a perfect hexagonal lattice for the
ground state, Eq. (B.4) becomes

umonolayer(mz;B) = Emonolayer
0 (60◦) + Emonolayer

1 mz + Emonolayer
2 (60◦)m2

z. (B.14)

With this approximation the corresponding minimal energy reads

uHLA
monolayer(B) = Emonolayer

0 (60◦)− B2

4Emonolayer
2 (60◦)

(B.15)

and the related magnetization is

mz(B) = B

2Emonolayer
2 (60◦)

= χB (B.16)

with χ = 1
2Emonolayer

2 (60◦)
= 0.0604183.

B.1.3 Solid/Gas transition

The critical value of the magnetic field Btr where the crystal phase is beaten by the
gas one is given by the condition

umin
monolayer(Btr) = ugas = −Btr. (B.17)

By solving Eq. (B.17), we find

Btr = −umin
monolayer(γ∗tr, Btr) ≈ 3.0391119, (B.18)

γ∗tr ≈ 61.1212. (B.19)

Notice that the energy difference between the deformed lattice and the ideal one is
small but not negligible. For instance

umin
monolayer(Btr) = −3.0391119, (B.20)

uHLA
monolayer(Btr) = −3.0375619. (B.21)
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Figure B.2: Sketch of the geometric setup for an infinite bilayer in a perpendicular
magnetic field where the bisector of (̂~a,~b) is parallel to the y-axis.

B.2 Bilayer in external field

In the case of a bilayer in a external perpendicular magnetic field, preliminary
numerical minimization has shown that the lattice of each of both constitutive
layers is hexagonal (i.e., γ = 60◦) in the ground state, see Chapter 7 and also
Fig. B.2. In addition, the bilayer’s supperlattice coincides with the body-centered
tetragonal lattice and the phase is a ferromagnetic state, see Chapter 7 and also
Fig. B.2. Similarly to the monolayer case, we choose the y-axis (or equivalently
x-axis) parallel to the bisector of (̂~a,~b), see Fig. B.2. Within this framework, the
energy per particle reads

ubilayer(mz, α;B) = 2umonolayer(mz;B) + uinterlayer(mz, α;B) (B.22)

where umonolayer(mz;B) is given by Eq. (B.14) and the energy between the two
interacting layers represents

uinterlayer(mz;B) = −1
2(I1 + I2(α)) (B.23)
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with

I1 = 32π
3
√

3

∞∑
n=1

∞∑
m=−∞

n cos(3nπ
2 )√

1 + 1
3(2m− 3

2)2
K1

nπ
√

1 + 1
3(2m− 3

2)2


+ 8

3π tanh
(√

3π
) (B.24)

and

I2(α) = −3
[
3m2

0 cos2(α)D1 + m2
0 sin2(α)

4 D2 + 3m2
z

4 D3 −
√

3m2
0

2 sin(2α)D4

]
(B.25)

where

D1 = 32π
27
√

3

∞∑
m=−∞

∞∑
n=1

cos
(
nπ

2

)−n2K0

nπ
√

1 + 1
3(2m− 1

2)2


+
nK1

(
nπ
√

1 + 1
3(2m− 3

2)2
)

√
1 + 1

3(2m− 3
2)2

+ 8π
27 tanh

(√
3π
)
,

(B.26)

D2 =128π2

27
√

3

∞∑
m=−∞

(2m− 1
2)2

1 + 1
3(2m− 1

2)2

∞∑
n=1

n2 cos
(
nπ

2

)
K2

nπ
√

1 + 1
3(2m− 1

2)2


+ 16π

9
√

3
[
6π +

√
3 sinh(2

√
3π)

]
sech2

(√
3π
)
,

(B.27)

D3 =128π2

27
√

3

∞∑
m=−∞

1
1 + 1

3(2m− 1
2)2

∞∑
n=1

n2 cos
(
nπ

2

)
K2

nπ
√

1 + 1
3(2m− 1

2)2


+ 32π

27
√

3
[
−3πsech2

(√
3π
)

+
√

3 tanh(
√

3π)
]
,

(B.28)

D4 = − 64π2

27
√

3

∞∑
m=−∞

(2m− 1
2)√

1 + 1
3(2m− 1

2)2

∞∑
n=1

n2 sin
(
nπ

2

)
K1

nπ
√

1 + 1
3(2m− 1

2)2

 .
(B.29)
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B.2.1 General expressions for the ground state

The minimization of the energy given by Eq. (B.22) with respect to the angle α
( ∂ubilayer

∂α

∣∣∣
B

= 0) leads to the value α = −30◦ and consequently the total energy
becomes

ubilayer(mz;B) = Ebilayer
0 + Ebilayer

1 mz + Ebilayer
2 m2

z, (B.30)

where

Ebilayer
0 = Emonolayer

0 (60◦) + 1
2I1 + 3

4(D4 − 6D1), (B.31)

Ebilayer
1 = −B, (B.32)

Ebilayer
2 = 3

8

(
9D1 + 1

4D2 − 3D3 − 3D4

)
+ A. (B.33)

The term Emonolayer
0 (60◦) in Eq. (B.31), see also Eq. (B.5), reads:

Emonolayer
0 (60◦) =− 1

3
√

3

{
2ζ(3)− 16π2 ∞∑

n=1

∞∑
u=1

[
n2K0

(
2π√

3
nu

)

+ n2 cos(nπ)K0

(
2π√

3
n(u− 1/2)

)]}
,

(B.34)

and the term A2D in Eq. (B.33) is

A = 1
3
√

3

{
3ζ(3) + 4π2 + 8π2 ∞∑

n=1

∞∑
u=1

[
n2K2

(
2π√

3
nu

)

+ n2 cos(nπ)K2

(
2π√

3
n(u− 1/2)

)
− 3n2K0

(
2π√

3
nu

)

− 3n2 cos(nπ)K0

(
2π√

3
n(u− 1/2)

)]}
.

(B.35)

Then, by minimizing the energy established in Eq. (B.30) with respect to mz

( ∂ubilayer
∂mz

∣∣∣
B

= 0), we obtain the following magnetization

mz(B) = B

2Ebilayer
2

= χB (B.36)



122 Appendix B. Analytical expressions

with χ = 1
2Ebilayer

2
= 0.05868 and the corresponding minimal energy

umin
bilayer(B) = Ebilayer

0 − B2

4Ebilayer
2

. (B.37)

B.2.2 Solid/Gas transition

The critical value of the magnetic field Btr where the crystal phase is beaten by the
gas one is given by the condition

umin
bilayer(Btr) = ugas = −Btr. (B.38)

By solving Eq. (B.38), we find

Btr = −umin
bilayer(Btr) ≈ 3.2062124. (B.39)
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Auto-assemblage de particules dipolaires

Abrégé : Cette thèse couvre l’auto-assemblage de particules dipolaires (mag-
nétiques/électriques). Ces systèmes sont abondants en physique de la matière
condensée (molécules et nanoparticules magnétiques, particules colloïdales magné-
tiques, bactérie magnétotactique, etc.). Sur un plan fondamental, ils représentent
un défi important en raison de l’anisotropie et de la longue portée de l’interaction
de paire. Le principal objectif de ce travail de recherche est de prédire les mi-
crostructures de ces systèmes en tenant compte de façon adéquate de l’interaction
complexe dipôle-dipôle ainsi que des effets stériques et ceux dus à un éventuel
confinement. Comprendre et revisiter les interactions de filaments dipolaires tels
que des aiguilles et des chaînes faites de billes dipolaires est une première étape
importante de cette thèse. En effet, les chaînes sont les constituants élémentaires
de nombreux systèmes dipolaires, notamment sous l’effet d’un champ magnétique
extérieur appliqué. Ensuite, l’agrégation colonnaire des chaînes dipolaires est
examinée, ce qui conduit aussi naturellement à l’étude des cristaux dipolaires
massifs où une nouvelle phase est découverte. Le cas plus générique des chaînes
hélicoïdales est discuté en considérant les situations limites que sont les chaînes
linéaires droites et en zigzag. L’association des chaînes dipolaires, dans le cas
bidimensionnel, forme des rubans, puis une monocouche avec un réseau hexagonal.
La réponse non triviale d’un tel réseau à un champ magnétique perpendiculaire
imposé est aussi étudiée. Il est démontré qu’un réseau rhombique peut être induit
de cette façon. Finalement, la sédimentation de particules paramagnétiques dans
une monocouche inclinée en présence d’un champ magnétique est explorée via une
étude mêlant expériences, théorie et simulations. L’ordre induit par gravité s’avère
être une voie prometteuse pour l’élaboration contrôlée de réseaux bidimensionnels.

Mots-clés : Interaction dipôle-dipôle, colloïdes, physique statistique, matière
molle, systèmes granulaires



Self-assembly of dipolar particles

Abstract: This thesis covers the self-assembly of dipolar (magnetic/dielectric)
particles. These systems are abundant in condensed matter physics (magnetic
molecules and nanoparticles, magnetic colloidal particles, magnetotactic bacteria,
etc). They also represent a fundamental challenge owing to the both long range
and anisotropic nature of the pair interaction. The main objective of this research
work is to predict the microstructures of these systems by properly handling the
intricate dipole-dipole interaction combined with steric and possibly confinement
effects. Understanding and revisiting the interaction of dipolar filaments such
as needles or chains made up of dipolar beads is a first important achievement
in this thesis. Indeed, the chains are the fundamental building blocks of many
dipolar systems especially under applied external magnetic field. Then, the
columnar aggregation of dipolar chains is investigated which naturally leads to the
study of the bulk dipolar crystals. A new phase is discovered there. The more
generic case of helical chains is discussed by considering limiting situations such
as straight linear chains and zigzag chains. The association of dipolar chains in
two-dimensions forms ribbons then a monolayer with triangular lattice symmetry.
The interesting response of such a layer to an imposed perpendicular magnetic is
addressed as well. It is demonstrated that rhombicity can be induced that way.
Finally, sedimenting paramagnetic particles in a tilted monolayer in presence of
a magnetic field are investigated by experiments, theory and simulations. The
gravity-mediated ordering is found to be a promising route to elaborate tailored
two-dimensional patterns.

Keywords: Dipole-dipole interaction, colloids, statistical physics, soft
matter, granular systems
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