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Résumé Etendu

Observation et Commande non Linéaire d’un Manipulateur Robotique
Léger Actionné Par Des Fils En Alliage A Mémoire De Forme (SMA)

par Serket QUINTANAR GUZMAN

Chapitre 1. Introduction

Depuis leur introduction en tant que ressource militaire, les véhicules aériens sans pi-
lote (UAV) ont pris une importance croissante dans différents secteurs de I'industrie.
Jusqu’a présent, la plupart des applications d’UAV impliquent uniquement des taches
de surveillance et/ou de télédétection. Actuellement, une variété d’applications mettant
en ceuvre une manipulation aérienne peut étre trouvée dans la littérature. Par exemple,
un actionneur simple et léger pour les taches d’ouverture de porte est présenté dans [6].
Les auteurs de [16] proposent un systéeme d’inspection des contacts de pont utilisant
la manipulation aérienne et [17] étudient la conception et le contrdle d’un bras double

conforme pour la capture d’objets.

La proposition présentée dans cette these vise a fournir une solution alternative a la
capacité de charge utile limitée des UAV. Pour résoudre ce probleme, il est nécessaire
d’envisager la mise en ceuvre d’actionneurs non conventionnels, tels que des matériaux

intelligents, tels que: des alliages & mémoire de forme.

Probléme et motivation

Les cables SMA constituent une excellente alternative aux actionneurs classiques en
raison de leur rapport résistance-poids élevé. Cependant, leur dynamique hautement
non linéaire les rend difficiles a contréler. Un ensemble de techniques capables de gérer
des systemes hautement non linéaires sont celles de la commande par retour d’état. Dans

le cas des fils SMA, peu de recherches ont été rapportées dans cette domaine [18, 19].

La principale raison a cela est le manque d’acces a certains états du fil SMA lors de la
mise en ceuvre. La meilleure solution a ce probleme est la mise en place d’un observateur
d’état. Néanmoins, 'estimation des états fils SMA présente son propre ensemble de défis,

en raison de la nature hystérétique des fils SMA.

Le but de cette étude est la mise en ceuvre expérimentale d’une commande par retour

d’état pour la régulation de la position d’un bras robotique léger actionné par des fils



Résumé Etendu xxiv

SMA. La conception d’un modele observable et 1'estimation de I’état font partie de la
portée de ce travail. Une étude formelle sur I'observabilité du modele mathématique

proposé et la convergence de la technique d’estimation développée est fournie.

Chapitre 2. Manipulateurs aériens légers

La manipulation aérienne est définie, d’'une maniere générale, comme ’action de saisie,
de transport, de positionnement et/ou d’assemblage de pieces mécaniques, instruments,
etc., effectuée par un véhicule aérien sans pilote a décollage et atterrissage vert (VToL)

équipés d’un dispositif de préhension et/ou d’un bras robotique [20].

Dans la littérature, on peut trouver différents types de manipulateurs aériens a des fins
différentes. On trouve également peu d’approches légeres. Un simple manipulateur
aérien est présenté dans [4], ou I'UAV est capable d’interagir avec son environnement
en appliquant une force & un mur. De méme, les auteurs de [5] présentent un prototype
de manipulateur aérien, constitué d’un hélicoptere miniature a quadrimoteurs capable

d’appliquer une force a ’environnement en vol.

Le contréle d’'un bras robotique a liaisons multiples ayant un poids total de 400 g est
présenté dans [8]. Dans [21], un bras robotique conforme a la réglementation 2 DoF est
développé a ’aide de servos linéaires, d’un poids total d’environ 325 grammes. Dans [7],
les auteurs modélisent et controlent un bras de robot léger imprimé en 5 DF, imprimé

en 3D, d’un poids total de 250 grammes.

Les actionneurs classiques tels que les servomoteurs, les moteurs a courant continu ou
les actionneurs hydrauliques présentent un faible rapport poids/puissance, comme le
montre la Fig. 2.9. Ainsi, la conception d’applications robotiques légeres basées sur des
actionneurs conventionnels est limitée. Dans cet esprit, la présente recherche propose
un bras robotique léger actionné par des fils en alliage & mémoire de forme (SMA) et

des mécanismes personnalisés imprimés en 3D, d’un poids total inférieur a 100 g.

Alliages & mémoire de forme (SMA)

Les alliages & mémoire de forme (SMA) sont un type de matériaux intelligents qui
peuvent “se rappeler” de leur forme d’origine apres avoir subi une déformation physique.
Ce type d’alliages a la capacité de retrouver sa forme prédéfinie d’origine en appliquant
certains stimuli tels que des variations thermomécaniques. Ce phénomeéne est appelé
Effet de Mémoire de Forme (SME). Le SME se produit en raison d’une transformation

interne de la structure cristalline du matériau. Cette transformation se produit entre
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deux phases appelées martensite et austénite. Lorsque le SMA est a une température
plus basse, sa structure passe & la phase de martensite, phase relativement molle et
malléable, au cours de laquelle le fil peut étre facilement déformé. Lorsque chauffé a une
température supérieure a sa température de transformation, le fil SMA se transforme en

phase austénite, phase dure, retrouvant ainsi sa forme et ses dimensions initiales [22].

Plusieurs propriétés physiques des fils en NiTi sont étudiées et testées. Pour leur util-
isation en ingénierie en tant qu’actionneurs, les principaux avantages sont les suivants:
1) Rapport poids/puissance élevé, 2) Petite taille et miniaturisation aisée, et 3) Fonc-

tionnement sans bruit.

Malgré leurs nombreux avantages, les cables SMA présentent également différentes lim-
ites et défis: 1) Faible efficacité énergétique. 2) Dégradation et fatigue, 3) Vitesse lente

et 4) Non linéarité.

Chapitre 3. Conception mécanique et modele mathématique

Cette section présente la conception mécanique d’un bras de robot léger actionné par
SMA, destiné a servir de manipulateur aérien pour les petits UAV. Ce bras robotique con-
siste en un seul degré de liberté (DoF) actionné par des fils SMA. La Fig. 3.1 montre un
modele de conception assistée par ordinateur (CAO) de la conception du bras du robot.
Parmi les caractéristiques prises en compte pour la conception et le développement de
cet actionneur, on peut citer: 1) Légere et petite taille, 2) Compatibilité ROS (Robot

Operating System), 3) Communication sans fil et 4) Construction simple.

Conception mécanique

La conception donnée propose un bras robotique avec 1 DoF activé par un ou deux
(selon la configuration, voir la sous-section 3.1.2) Flexinol® fils. La pince est activée
par un troisieme fil Flexinol® plus fin. Des détails supplémentaires sur la configuration

expérimentale sont donnés dans la sous-section 3.1.6.

Le bras robotique comporte deux liaisons imprimées en 3D sur mesure (longueur 100
mm) et une plage de mouvements le long du plan vertical X-Z entre 90 et 110 degrés avec
deux coupleurs cylindriques. Son poids total est d’environ 80 g, ce qui ne représente que
40% environ du poids des designs légers trouvés dans la littérature, comme celui présenté
dans [7]. Le mécanisme d’enroulement (voir la sous-section 3.1.3) permet d’utiliser des
fils SMA plus longs afin d’augmenter la liberté de rotation sans augmenter la dimension

du bras robotique.
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La Fig. 3.10 montre un schéma fonctionnel de la configuration expérimentale et du
banc de test concus pour les résultats présentés dans cette these. Une image de la

configuration expérimentale réelle est affichée dans la Fig. 3.11.

L’entrée de controle est calculée dans Matlab/Simulink. Cette valeur de tension est
envoyée via 'interface série au microcontroleur ESP-12E,; puis transformée en un signal
PWM et appliquée a chaque fil via une interface d’alimentation basée sur MOSFET. La
position angulaire est mesurée au moyen d’un potentiometre (Bourne 3382G) associé a
un CAN ADS1115 16 bits. La mesure est traitée par le microcontroleur et renvoyée a

I'interface Matlab/Simulink via une communication série.

Modéle mathématique

D’une maniere générale, le modele mathématique peut étre divisé en deux sous-systemes:
1) fil SMA et 2) cinématique et dynamique de robot. Ces sous-systémes sont intercon-

nectés de maniere récursive, comme le montre la Fig. 3.13.

1. Le modele de fil SMA décrit la relation entre la tension appliquée et la force
générée dans le fil. Ce modele est divisé en 3 sous-systemes: modele de transfert
de chaleur, modele de transformation de phase et modele constitutif. La Fig. 3.14

montre l'interaction entre ces 3 sous-systemes.

e Le modele de transfert de chaleur décrit le chauffage électrique du fil par effet
Joule et le processus de refroidissement par convection naturelle [23] (voir
Eq.(3.1)).

e La transformation de phase du fil SMA dépend directement de la direction de
la dérivée temporelle de la température et de la contrainte. Par conséquent,
en raison du comportement d’hystérésis, deux équations sont nécessaires pour
décrire complétement ce phénomene. La dynamique du processus de trans-

formation complet est décrite dans Eq.(3.6) [24].

e Le modele constitutif du fil décrit la relation entre contrainte (o), déformation
(€), température (T') et fraction de martensite (§). Ce modele a été proposé
pour la premiere fois par [25], puis amélioré par [26]. Le modele constitutif

est écrit en Eq.(3.9).

2. Le modele cinématique et dynamique décrit le modele de conception mécanique et

ses relations avec le reste du systeme.
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e Le modele cinématique associe le modele du fil SMA a la mécanique du bras
robotique lui-méme. Le rapport de contrainte du fil SMA et la vitesse angu-
laire du bras dépendent de la géométrie du design. Cette relation cinématique
est en Eq.(3.12)

e Le modele dynamique décrit la dynamique du systeme mécanique. Ce modele
établit la relation entre le mécanisme de coupleur, le ressort de torsion et
les couples appliqués par les fils SMA, ainsi que les effets de la charge et
du préhenseur. Ce modele est dérivé du modele général pour un systeme
mécanique rigide a n degrés de liberté. Le modele est donné dans Eq.(3.14)

et Eq.(3.15) pour la configuration biaisée et antagoniste, respectivement.

Enfin, Eq.(3.22) et Eq.(3.22) présentent respectivement le modele d’espace a états pour

les configurations biaisée et antagoniste, les vecteurs d’état étant définis comme suit:
. T . . T

z(t) = [ 6 60 Th o1 & } etx(t)=|6; 60 T1 o1 & 62 6o Tr o2 & }

pour les configurations biaisée et antagoniste respectivement.

La validation du modele est effectuée a travers une série de tests expérimentaux et de
simulation. Le but de ces tests est de valider le modele sous différents points et condi-
tions de fonctionnement, c’est-a-dire différentes charges utiles et différentes fréquences
et amplitudes d’entrée de commande. Les dix scénarios différents ont été testés en sim-
ulation et a titre expérimental. Les figures de 3.19 a 3.26 montrent les résultats de
tous les tests effectués. Le tableau 3.4 condense les résultats des tests effectués pour la

validation du modele.

Chapitre 4. Commande par retour de sortie

Les performances de trois approches de controle différentes sont comparées pour la
régulation et le suivi de la position angulaire de la configuration biaisée du bras robo-
tique proposé. Les controleurs sélectionnés pour cette étude sont: le controle PID, le

controle du mode de glissement (SMC) et le controle adaptatif (AC).

Aux fins de comparaison, nous commengons par la mise en ceuvre d'un contréle PID,
qui est 'une des approches les plus simples pour le controle de la position angulaire de
Particulation robotique. La Fig. 4.3 montre le diagramme pour le contréleur PID. Dans

ce diagramme, la plante est décrite par le modele présenté dans Eq.(3.21).

En matiere de controle des systemes non linéaires, le SMC est 'une des stratégies les
plus appliquées en raison de sa robustesse et de sa conception relativement simple. Le

SMC est un type spécifique de VSC, qui consiste en une loi de controle de commutation
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a grande vitesse. Le SMC a pour objectif de piloter les états de I'usine sur une surface
définie par l'utilisateur (surface glissante). La structure du contréle appliqué dépendra
du fait que la trajectoire de la plante soit au-dessus ou au-dessous de la surface de

glissement [27]. Le schéma de principe de ce controleur est présenté dans la Fig. 4.4.

Les techniques de controle adaptatives comprennent un ensemble de techniques différentes
permettant de régler automatiquement les parametres de controle en temps réel, afin de
maintenir les performances souhaitées tout en gérant les incertitudes des parametres et
des modeles [28]. Différentes techniques de controle adaptatif ont été appliquées pour le
controle des fils SMA. La méthode choisie pour cette étude comparative sur le controle

du retour de sortie est le controle adaptatif présenté par les auteurs dans [29].

Simulation et résultats erpérimentaux

Les trois approches de controle présentées sont testées en simulation et des expériences
sous différents scénarios. Les scénarios d’opération comprennent la régulation et le suivi

des positions angulaires et des conditions de charge utile souhaitées.

Les figures 4.6 a 4.11 montrent les résultats de tous les tests en simulation. La table 4.2
résume les résultats pour la régulation de position et la table 4.3 montre les résultats du

suivi de la position avec et sans charge utile.

Les résultats expérimentaux sont illustrés aux figures 4.12 a 4.17. La table 4.5 résume
les résultats pour la régulation de position et la table 4.6 affiche les résultats pour le

suivi de position.

Le controle adaptatif et le SMC se révelent capables de gérer la dynamique non linéaire
du systéme pour la régulation et le suivi. Le controle adaptatif présente des résultats
légerement meilleurs dans la plupart des tests. Le controle adaptatif s’est avéré étre la

meilleure approche pour le type de systéeme traité dans cette these.

Chapitre 5. Filtre de Kalman étendu et observateur 4 mode glissant

Lorsqu’on parle d’estimation pour les SMA, les recherches dans la littérature sont
limitées et portent principalement sur 'estimation des états mécaniques (position et
vitesse) des actionneurs a base de SMA. Nous avons trouvé peu d’observateurs pour
I'estimation des états de fil SMA ou la dynamique de commutation du SMA est prise
en compte. Cependant, le plus souvent, les travaux trouvés dans la littérature ne four-

nissent aucune analyse de stabilité ou de convergence. Le chapitre 5 décrit le processus
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de modélisation permettant d’obtenir un modele observable du bras robotique a fil SMA
sans commutation et adapté au développement d’un observateur d’état a entrées incon-

nues.

Pour répondre au besoin de la loi de commutation pour ’estimation d’état, une approche
de saisie inconnue est proposée. Considérer le terme de commutation (£) comme une
entrée inconnue élimine la commutation du modele du systeme. Avec cette approche, il
n’est pas nécessaire de déterminer la loi de commutation du systeme. Le systeme devient
un systeme non linéaire sans commutation, permettant la mise en ceuvre de techniques

plus simples d’estimation et de controle.

En prenant le taux de fraction de martensite comme entrée inconnue, un modele de
la forme en Eq.(5.3) est proposé. Par conséquent, la théorie du modele de perturba-
tion singuliere est appliquée au modele avec une entrée inconnue. Cette procédure est
effectuée afin de gérer la grande rigidité du systeme. Nous considérons la vitesse an-
gulaire comme un état quasi statique et son équation dynamique est remplacée par un
équivalent algébrique. Aprés la normalisation des équations d’état du bras robotique

biaisé, nous obtenons le modele présenté dans Eq.(5.14), avec un nouveau vecteur d’état

xs:[Q T o f]

Il est clair que le modele présenté dans Eq.(5.14) n’est pas observable conformément a
la théorie proposée par [30] pour une observabilité non linéaire d’entrée inconnue. En
supposant que la vitesse angulaire puisse étre “mesurée”, en calculant la dérivée de la
position angulaire mesurée, nous définissons un nouveau vecteur de sortie (hs (t)) décrit
dans Eq.(5.21), étant donné que le tenseur pi = %Q # 0 Vz (t). Nous pouvons en
conclure que l'entrée inconnue est observable depuis la sortie a tout moment et a tous
les points d’opération. La codistribution compléte observable est calculée a ’aide de la
méthode proposée par [30]. La codistribution observable Q; a le rang complet et toutes
les différences d’état. En conclusion, le systeme présenté est faiblement localement

observable.

Enfin, le modele présenté dans Eq.(5.14) est discrétisé par une approximation d’Euler

de premier ordre.

Filtre de Kalman étendu a entrées inconnues

Pour l'estimation de 1’état et des entrées inconnues d’un systéeme du type traité dans
cette these, nous proposons un filtre de Kalman étendu avec des modes glissants pour
une estimation d’entrée inconnue. Cet observateur est présenté dans les équations (5.38)
a (5.45).
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L’entrée inconnue est estimée avec un estimateur basé sur le mode glissant. En utilisant
cette approche, 'entrée inconnue peut étre estimée a ’aide d’une surface glissante définie

en fonction du terme d’erreur utilisé pour estimer ’entrée inconnue donnée (e;, ).

Une analyse de convergence et de stabilité est présentée pour l'observateur d’état a

entrées inconnues proposé.

Validation d’observateur

Trois scénarios ont été testés en simulation (avec et sans bruit de sortie ajouté) et en
expériences. Les figures de 5.2 & 5.7 montrent les résultats de ces tests. Les tables 5.4

et 5.6 condensent les résultats des tests effectués pour la validation de I'observateur.

Le filtre de Kalman étendu proposé avec estimation de I’entrée inconnue en mode glissant
(EKF-UI) est capable de traiter le bruit de mesure avec une estimation moins précise
de I'entrée inconnue, sans affecter la précision de l'estimation d’état. Il montre une
convergence rapide et une bonne précision sous différents scénarios avec et sans charge

utile.

Chapitre 6. Commande par retour d’état

La stratégie de controle basée sur ’équation de Riccati en fonction de 1'état (SDRE)
est une technique de régulation optimale non linéaire. La méthode SDRE implique
la factorisation (paramétrisation) du systéme non linéaire en le produit d’une fonction
a valeur matricielle (dépendante de ’état) et du vecteur d’état. Cette factorisation

amene le systéeme a une structure linéaire ponctuelle avec des matrices de coefficients

dépendants de 1’état (SDC) [31].

Peu de recherches ont été rapportées sur la mise en ceuvre du controle SDRE pour les
systemes basés sur SMA. La difficulté de mesurer les états des fils SMA et ’exigence d’un
retour d’état complet rendent cette technique difficile & mettre en ceuvre expérimentalement.
Sur la base de la synthese de la littérature, nous proposons la mise en ceuvre de ’approche
de controle SDRE pour la régulation et le suivi de la position angulaire du bras robo-
tique a fil SMA biaisé présentés au Chapitre 3. Une approche basée sur 1’observateur

est utilisée pour fournir le vecteur d’état complet a la boucle de controle SDRE.

L’implémentation des techniques de controle SDRE nécessite un systeme non linéaire

controlable de la classe C', c’est-a-dire pouvant étre dérivé en permanence. Le systeme
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non linéaire dans Eq.(6.13) est un modele de commutation dans lequel la loi de com-
mutation dépend de plusieurs facteurs, tels que les températures de transformation,
la température et les contraintes du fil SMA et leurs dérivées temporelles respectives.
Cependant, il est possible d’inférer la loi de commutation directement a partir du signe
de la dérivée temporelle de la fraction de martensite (5) Nous rapprochons la fonction
de commutation d’une fonction différenciable continue en implémentant des fonctions
arc tangentes du taux de fraction de martensite. Nous pouvons reformuler Eq.(3.7) et
Eq.(3.8) comme indiqué dans Eq.(6.19).

Par conséquent, le modele obtenu par cette procédure n’est pas entierement contrélable
en raison de la dépendance de la position angulaire (z1) sur la température (x3) et
du stress (x4). Nous proposons un nouveau vecteur d’état controlable réduit z. =
[ 9 6 o }T et le vecteur d’état non contrélable n = T, ou le vecteur d’état non
controlable est stable d’entrée a sortie. Enfin, nous réécrivons le modele comme indiqué

dans Eq.(6.24).

Le modele dans Eq.(6.24) convient a l’application du SDRE en temps continu. Ce
modele est ensuite discrétisé a 1’aide d’une approximation d’Euler du premier ordre afin
d’obtenir un modele & temps discret pour la mise en ceuvre de SDRE a temps discret.
Avant la discrétisation, la théorie du modele de perturbation singuliere est & nouveau

appliquée pour traiter la rigidité du systeme.

Apres paramétrage des modeles a temps continu et discret, les controles SDRE et
DSDRE proposés pour le bras robotique SMA biaisé sont testés en simulation et en

expérimentation.

Les figures 6.1 a 6.6 montrent les résultats de tous les tests pour SDRE, DSDRE et le
controle adaptatif en simulation. La table 6.1 résume les résultats pour la régulation
de position dans la simulation, tandis que la table 6.2 montre les résultats du suivi de

position avec et sans charge utile.

Les figures 6.7 a 6.12 montrent les résultats de tous les tests effectués pour les controles
SDRE, DSDRE et adaptatif a titre expérimental. Le tableau 6.3 résume les résultats
de la régulation de position dans les expériences. Le tableau 6.4 affiche les résultats du

suivi de position avec et sans charge utile.

Le controle DSDRE s’est révélé étre la meilleure approche pour la régulation et le suivi
de la position angulaire du systeme traité dans cette these. Cette approche montre une
réponse plus rapide et une erreur relative plus faible au total pour tous les scénarios

testés.
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Chapitre 7. Conclusions et perspectives d’avenir

Cette recherche a présenté la mise en ceuvre expérimentale d’une approche de commande
par retour d’état pour la position angulaire d’un bras robotique léger (LWRA) actionné

par des fils en alliage & mémoire de forme (SMA).

La mise en ceuvre expérimentale d’approches de contréle par retour d’état a été limitée
en raison du manque d’acces aux états du fil SMA. Ces techniques de controle permettent
d’obtenir de meilleurs résultats en termes de précision et de temps de réponse en controle,
en fonction des résultats obtenus dans cette recherche. La mise en ceuvre de I'interface
EKF-UI proposée ouvre la possibilité a la mise en ceuvre expérimentale de ce type
d’approches, permettant ainsi le développement d’approches de controle plus rapides et

plus précises pour les systemes basés sur SMA.



Chapter 1

Introduction

This thesis presents the design, estimation and control of a Lightweight Robotic Arm
(LWRA) actuated by Shape Memory Alloy (SMA) wires . In section 1.1, the research
context is discussed, followed by the motivation to conduct this study and the research
challenges in section 1.2. Section 1.3 presents the aim and scope of this study. The
scientific and practical contributions of this research are outlined in section 1.4. Finally,
in section 1.5 the structure of the thesis is presented and section 1.6 lists the publication

outputs of this research and related collaborative projects.

1.1 Context of the Study

Since their introduction as a military asset, Unmanned Aerial Vehicles (UAV) have come
a long way, gaining big importance in different fields of industry and becoming an ever
increasing market in the last decade. Only in 2016, the global market for commercial
applications of drone technology was estimated at about $2 billion dollars with exponen-
tial growth projections to as much as $127 billion by 2020 [32]. The advances on UAV
technology have led to an important commercialization and huge diversification on the
use of UAVs. Nowadays, commercial applications of UAVs can be found in a wide range
of industries, such as infrastructure, agriculture, transport, security, entertainment and

media, insurance, telecommunications and even mining.

Up until now, most of UAV applications involve only monitoring and/or remote sensing
tasks, implicating little to no physical interaction with the environment. It is only
in recent years that the field of aerial manipulation has become a topic of interest
for researchers and industrial development. The possibility to equip a UAV with an

actuator, to give it the ability to interact with its surroundings, opens a wide range
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of possibilities for new applications. Currently, a variety of applications implementing
aerial manipulation can be found in the literature. For example, in [33] a valve turning
task with a double arm manipulator is discussed. In [34], the authors propose a canopy
sampling of the environment. Furthermore, in [6] a simple lightweight actuator for door
opening tasks is presented. The authors in [16] propose a system for contact inspection
on bridges using aerial manipulation, and in [17] the design and control of a compliant

dual arm for object grasping is discussed.

In spite of the mentioned advances and new implementations on aerial manipulation,
there still exist multiple issues that need to be addressed in the field of aerial manipu-

lation. Some of the main issues are listed as follows [35]:

1. Due to the lack of a stable base, any movement of the manipulation mechanism

and/or the payload, directly affects the position and stability of the UAV;

2. The propulsion performance of UAVs varies according to the surroundings, such

as, open spaces or walls in close vicinity;

3. UAVs are highly nonlinear coupled systems, often under-actuated, which increases

the complexity of their control design;

4. The payload limitation of most UAV systems renders impossible for them to ac-

commodate industrial dexterous robotic manipulators.

The proposal in this research seeks to provide an alternative solution for the fourth
point, the limited payload capability of UAVs. Although there has been progress on
the development of lightweight manipulators, employing lightweight materials and dif-
ferent methods of manufacturing, the current conventional actuators are an important
constraint to achieve lighter systems. Conventional actuators, such as servomotors or hy-
draulic actuators, have a low Weight/Power ratio (See Fig. 2.9) and frequently, they do
not allow a further reduction in weight and/or size without an important lost on power
capabilities of the manipulator. The limited availability of payload on small aerial vehi-
cle has motivated the robotic community to further study the problem [1-3]. However,
the available solutions are still not sufficient when applied to small UAVs, where the

available payload is considerably reduced.

To address this issue, it is necessary to look into the implementation of unconventional
actuators, such as intelligent materials, as for instance among others, the SMAs. These
alloys are materials with Shape Memory Effect (SME), a phenomenon which allows
them to recover their original form upon external mechanical or thermal stimuli. These

characteristic allows them, under specific circumstances, to generate movement, thus
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actuate systems (the full characteristics and dynamics of these materials are given in
Chapter 2).

Although the implementation of SMAs as alternative actuators for lightweight manipu-
lators promises numerous advantages, it also presents several challenges that need to be
addressed. The implications and difficulties of the implementation of SMAs as alterna-

tive actuators are discussed in the next subsection.

1.2 Problem statement and Motivation

SMA wires are a great alternative to conventional actuators due to their high force
to weight ratio. However, their highly nonlinear dynamics makes them difficult to be
controlled, thus to develop applications based on them. A set of techniques capable of
dealing with highly nonlinear systems, are those of the state feedback control. This con-
trol approach allows to take into account the behavior of all the states of the controlled
system to compute the control input. In the case of SMA wires, few research works are
reported in this area [18, 19]. In addition, none of them, to the best of our knowledge,
has reported experimental results. The main reason for this is the lack of access to
some of the states of the SMA wire during implementation. Inner states of the material,
such as martensite fraction (see section 2.2), are impossible to measure in out-of-the-lab
environments. Other states, such as the temperature, are difficult to measure, as the

thickness of the wires represents a challenge in this aspect.

In order to implement and test any feedback control approach, it is necessary to develop a
way to access these states without increasing the weight of the prototype with numerous
sensors. The best solution to this issue is the implementation of a state observer, in order
to estimate the states. Nevertheless, the estimation of the SMA wire states carries its
own set of challenges, due to the hysteretic nature of SMA wires. Although some efforts
have been made on this topic, most of the implementations reported in the literature
lack formal proofs of stability for a switching system or even observability proofs of the

model. This work is aimed to address these problems.

1.3 Aim and Scope

The aim of this study is the experimental implementation of a state feedback control for
position regulation of a lightweight robotic arm actuated by SMA wires. This control

approach will have to fulfill the following requirements:
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e Real-time compatible. The selected control approach must be feasible to be applied

experimentally in real-time.
e Capable of dealing with the highly nonlinear dynamics of the SMA wires.

e Show a better performance than current output feedback control approaches in

terms of accuracy and response time.

The development of a state feedback control implies the implementation of a state esti-
mation technique as discussed in the previous subsection. Consequently, the design of
an observable model and state estimation are part of the scope of this work. A formal
study on the observability of the proposed mathematical model and convergence of the

developed estimation technique is provided.

1.4 Significance of the Study

The contributions of this research project in the fields of lightweight manipulators and

SMA wires observation and control are highlighted in this section.

1. A Lightweight Robotic Arm (LWRA) actuated by SMA wires is proposed and tested
in simulation and experiments.
A lightweight robotic arm actuated by SMA wires with a weight of less than 100
g is tested in simulation and experiments under different scenarios, including a

grasping and carrying task.

2. A nonlinear non-switched observable model for the LWRA actuated by SMA wires
s presented.
A nonlinear non-switched mathematical model using the singular perturbation
theory and unknown inputs is proposed for a lightweight robotic arm actuated by

SMA wires. This technique is based on constitutive modeling of SMA.

3. The nonlinear observability is proven.
A nonlinear observability analysis for system with unknown inputs is performed

for the proposed nonlinear non-switched system of the proposed LWRA.

4. An Extended Kalman Filter with state and unknown input estimation (EKF-UI)
is proposed.
An EKF-UI is proposed for the estimation of states and unknown input of the
LWRA, based on a nonlinear non-switched observable model. The proposed ob-
server estimates the mechanical states of the system’s overall actuation (angular

position and velocity) and its internal states, such as martensite fraction and stress.
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5. A stability and convergence analysis is carried out.
A stability and convergence analysis is performed for the proposed EKF-UI, given
necessary conditions for convergence on the estimation of the states and unknown

input.

6. A controllable continuously differentiable model is proposed.
A controllable model is proposed based on arctangent functions to render the

model continuously differentiable.

7. A State-Dependent Riccati Equation (SDRE) control approach is developed for the
proposed system.
The SDRE control is tested in simulation and experiments in continuous and

discrete-time.

8. A comparative study among different approaches in control theory is carried out.
The results of different output feedback and state feedback control techniques are

quantitatively and qualitatively compared, for different scenarios.

1.5 Thesis Outline

The remaining of this thesis is formed by six further chapters, organized as detailed in

the following paragraphs.

In Chapter 2, an analysis of existing lightweight aerial manipulators is given. Subse-
quently, the theory on SMAs and their dynamics is discussed. Finally, an overview of

the state of the art on applications and mathematical models for SMAs is given.

In Chapter 3, the mechanical design of the proposed LWRA actuated by SMA wires is
presented. The mathematical model is then presented and an experimental validation

is discussed.

In Chapter 4, a comparative study among three different approaches of output feedback
control is presented. The three proposed controllers are tested in simulation and experi-
mentally. This study is later used for comparative analysis with a state feedback control

approach.

Chapter 5 presents the modeling process to obtain a non-switched observable model of
the proposed lightweight robotic arm. Subsequently, an Extended Kalman Filter with
state and unknown input estimation (EKF-UI) is proposed together with a stability
and convergence analysis. Finally, the proposed observer is tested in simulation and

experiments.
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Chapter 6 details the modeling process to obtained a controllable model suitable for
SDRE control implementation, in continuous and discrete time. This model is developed
based on the model presented in Chapter 3. A continuous-time SDRE control and a
discrete-time SDRE are presented and tested in simulation and experiments. The results
of these two control approaches are compared with the results of the Adaptive Control

approach presented in Chapter 4.

Finally, Chapter 7 concludes the thesis with the summary of the findings and contribu-

tions, followed by an outlook of future projects.

1.6 Publications

Part of the scientific contributions and content of this thesis have been published in
journal and conference proceedings. This publications can be accessed at the following

sources:

e S. Quintanar-Guzmaén, S. Kannan, H. Voos, M. Darouach, and M. Alma, “Adaptive
control for a lightweight robotic arm actuated by a shape memory alloy wire,” in

ACTUATOR 2018 16th International Conference on New Actuators, 2018

e S. Quintanar-Guzman, S. Kannan, H. Voos, M. Darouach, and M. Alma, “Experi-
mental validation of adaptive control for a shape memory alloy actuated lightweight
robotic arm,” in ASME. Smart Materials, Adaptive Structures and Intelligent Sys-
tems, Volume 1: Development and Characterization of Multifunctional Materials;
Modeling, Simulation, and Control of Adaptive Systems; Integrated System Design
and Implementation, no. 51944, p. VO01T03A032, 2018

e S. Quintanar-Guzmaén, S. Kannan, H. Voos, M. Darouach, and M. Alma, “Observer
design for lightweight robotic arm actuated by shape memory alloy (sma) wire,”
in 14th International Workshop on Advanced Control and Diagnosis (ACD), 2017

e S. Quintanar-Guzmaén, S. Kannan, A. Aguilera-Gonzalez, M. A. Olivares-Mendez,
and H. Voos, “Operational space control of a lightweight robotic arm actuated by
shape memory alloy wires: A comparative study,” Journal of Intelligent Material
Systems and Structures, vol. 30, no. 9, pp. 1368-1384, 2019

e S. Quintanar-Guzmén, S. Kannan, M. A. Olivares-Mendez, and H. Voos, “Lightweight
robotic arm actuated by shape memory alloy (sma) wires,” in 2016 8th Interna-
tional Conference on Electronics, Computers and Artificial Intelligence (ECAI),
pp. 1-6, June 2016
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e S. Kannan, S. Bezzaoucha, S. Quintanar-Guzman, J. Dentler, M. A. Olivares-
Mendez, and H. Voos, “Hierarchical control of aerial manipulation vehicle,” in In-
ternational Conference on Mathematical Problems in Engineering, Aerospace and
Sciences, vol. 1798 of American Institute of Physics Conference Series, p. 020069,
Jan. 2017

e L. A. van der Elst, S. Quintanar-Guzman, and J.-R. Hadji-Minaglou, “Design of an
electromechanical prosthetic finger using shape memory alloy wires,” in 2017 IEEE
International Symposium on Robotics and Intelligent Sensors (IRIS), pp. 5661,
Oct 2017

e S. Kannan, S. Bezzaoucha, S. Quintanar-Guzméan, M. A. Olivares-Mendez, and
H. Voos, “Adaptive control of robotic arm with hysteretic joint,” in Proceedings
of the 4th International Conference on Control, Mechatronics and Automation,
ICCMA ’16, (New York, NY, USA), pp. 46-50, ACM, 2016

e S. Kannan, S. Quintanar-Guzmaéan, S. Bezzaoucha, M. A. Olivares-Mendez, and
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Proceedings of the 5th International Conference on Mechatronics and Control En-
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Chapter 2

Lightweight aerial manipulators

This chapter presents a literature overview on aerial manipulation and the necessary
concepts on Shape Memory Alloy (SMA) wires to fully comprehend the following chap-
ters on observation and control of systems actuated by SMA wires. First, a review of
the existing solution for lightweight aerial manipulation reported in the literature is pre-
sented in section 2.1. Following, a lightweight aerial manipulator design based on SMA
wires is proposed and the theory and characteristics of SMAs are laid out in section 2.2.
Finally, a literature overview on current SMA wire applications reported in literature is

discussed in section 2.3 and the conclusions of the chapter presented in secition 2.5.

2.1 Aerial Manipulators

Aerial manipulation is defined, in a general fashion, as the action of grasping, transporta-
tion, positioning, and/or assembly of mechanical parts, instruments, etc., performed by
a Vertical Take-off and Landing (VToL) Unmanned Aerial Vehicle (UAV) equipped with
a gripper and/or robotic arm [20]. In recent years, aerial manipulation has attracted in-
creasing interest as a relatively new field of research. The ability of interacting with the
environment from an aerial base, opens the possibility to a wide range of applications,
such as remote inspection in areas difficult to reach for humans [47], automated package

delivery [20], construction tasks in hostile environments [48], among others.

The field of aerial manipulation includes a wide range of aspects, such as, study and
design of aerial platforms, actuators, grippers and end-effectors, dynamic interaction
between UAV and aerial manipulator, control and estimation development, trajectory
planning, and environment interaction (sensing of the environment, camera configura-

tion, etc.).
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FIGURE 2.1: ARCAS multirotor with the attached 6-DoF manipulator [1].

In the literature, different types of aerial manipulators for different purposes can be
found, for example, the authors in [16] present a one Degree of Freedom (DoF) actuator
designed for an octo-rotor UAV to conduct hammering test by applying contact force.
On the other hand, we find approaches with hyper-redundant manipulators with numer-
ous DoF. The authors in [2] present a set of two seven DoF manipulators to perform
a grasping task. These manipulators are designed to be mounted on a 20 kg payload
helicopter (see Fig. 2.2). In [1], the authors present a novel mechanism considering a
moving battery to counterweight the statics of a 6-DoF robotic arm, and a multilayer
architecture to control a multirotor UAV. This approach has a total weight of 8.2 kg
including the counterweight system (see Fig. 2.1). Another example is the one pre-
sented in [3, 49], where the authors design and control a hyper-redundant manipulator
for mobile manipulating UAVs. Here, the objective is to use the redundancy of the
manipulator to minimize the influence of the manipulator on the stability of the aerial
vehicle. In this approach, at least 9 servo joints are used, which leads to a total weight of
approximately 1.3 Kg (see Fig. 2.3). In [50] the authors discuss the mechanical design of
a 6 DoF aerial manipulator for the purpose of assembly using UAVs. Here, commercially

available servos are used for actuation, with a total weight of 1.5 Kg.

The authors in [17] proposed the first anthropomorphic, compliant dual arm system
designed for aerial manipulation with multirotor platform. The proposed systems has a

total weight of 1.3 kg with a lifting capability of 0.3 kg per arm.

All the above mentioned aerial manipulators require UAVs with high payloads available
to be installed on. None of these proposals can be implemented in small UAVs with
payloads in the order of 500 grams. The next subsection reviews the existing solutions

on lightweight manipulation, designed for small UAVs.
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FIGURE 2.2: 7-DoF grasping manipulators for a 20 kg Payload Helicopter [2].

FIGURE 2.3: 6 DoF hyper-redundant manipulator for Mobile Manipulating UAVs [3]

2.1.1 Lightweight aerial manipulators

Lightweight approaches are found in the literature, where the manipulator is only capable
to apply force to its surroundings. A simple aerial manipulator is presented in [4],
where the UAV is capable of interacting with its environment by applying force to a
wall. This manipulator is capable of forces up to 5 N and has a weight of 200 g (see

Fig. 2.4). Similarly, the authors in [5] present the design, modeling and control of an
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FIGURE 2.5: Schematics of the aerial manipulator proposed by the authors in [5].

aerial manipulator prototype, consisting of a miniature quadrotor helicopter capable of
applying force to its surroundings while flying. The total weight of this design is around
100 g (see Fig. 2.5).

Among these non robotic arm lightweight approaches, in [6], an aerial robot with a
manipulator to perform door opening missions is designed and controlled. Its weight is

160 g and it is composed of an air-bag actuator (see Fig. 2.6).

In [8], the control of a robotic multi-link arm is presented. This robotic arm is a 3-link
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FIGURE 2.6: Implementation of the door opening mission [6]

lightweight manipulator with a total weight of 400 g, leaving a 200 g payload available
(see Fig. 2.8). In [21], a lightweight compliant 2 DoF robotic arm is developed using
linear servos, with a total weight of about 325 grams. In [7], the authors model and
control a 3D printed 5-DoF lightweight robot arm with a total weight of 250 grams (see
Fig. 2.7).

Conventional actuators such as servomotors, DC motors or hydraulic actuators present
a low power to weight ratio as it can be appreciated in Fig. 2.9. Thus the design of
lightweight robotic applications based on conventional actuators is limited. With this
in mind, the present research proposes a lightweight robotic arm actuated by Shape
Memory Alloy (SMA) wires and custom-designed 3D printed mechanisms, with a total
weight of less than 100 g. This design is aimed for small UAVs with payloads up to 500
g, leaving more than 80 % of the payload available for carrying tasks. The following
section details what SMAs are, their advantages and disadvantages as actuators, and

applications found in the literature.
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FIGURE 2.8: 3-link lightweight manipulator [8]

2.2 Shape Memory Alloys Background

Shape Memory Alloys (SMA) are a type of smart materials that can “remember” their
original shapes after undergoing physical deformation. This type of alloys has the ability
to recover its original pre-defined shape by applying certain stimuli such as thermo-
mechanical variations. This phenomenon is known as Shape Memory Effect (SME). The
SME occurs due to an inner transformation of the material’s crystalline structure. This
transformation happens between two phases called martensite and austenite. When the
SMA is at a lower temperature its structure shifts to the martensite phase, which is
a relatively soft and malleable phase, during which the wire can be easily deformed.

When heated over its transformation temperature, the SMA wire transforms back into



Chapter 2. Lightweight aerial manipulators 15

the austenite phase, a hard phase, recovering its initial form and size [22]. This heating

can be done through different techniques as it will be discussed later on.

Through the years, multiple materials have been found and developed which posses this
SME. Among the most common SMAs one can find for example Nickle-Titanium, Gold-
Cadmium and Copper-Zinc-Aluminum. However, the Nickel-Titanium alloy (commonly
know as NiTi) has proven to be the more effective and suitable for engineering appli-
cations [51]. For this research, Flexinol (Dynalloy commercial NiTi wires) wires will be

used for the develop of the model and experimentation.

2.2.1 Advantages and Limitations

There are several physical properties of NiTi wires being studied and tested, such as:
shape memory, pseudo-elasticity, corrosion resistance, magnetic susceptibility, damping,
mass ratio, miniaturization capability, noiseless operation, heat capacity, bio-compatibility,
thermal conductivity, and other mechanical properties including hardness, impact tough-
ness, fatigue strength and machinability. These properties make SMA wires ideal for a
wide range of applications in fields like bio-medical, aerospace, engineering and sports

equipment, micro-actuators, among others.

For their application in engineering as actuators, the main advantages are:

1. High power-to-weight ratio. As shown in Fig. 2.9, SMA wires have the highest
weight to power ratio among all conventional actuators such as DC Motors or Hy-

draulic actuator. This characteristic makes them ideal for lightweight applications.

2. Small size. In addition to their lightweight, this material can be easily adapted to
small environments and can be easily miniaturized. Together with mechanical sim-
plicity, we can develop small size actuators with low production and maintenance

costs.

3. Noiseless operation. Being driven by internal material transformation, SMA based

actuators are virtually noiseless.

In spite of their numerous advantages, SMA wires also present different limitations and

challenges.

1. Low energy efficiency. Since this material need thermal stimuli to change phases,
it has a high energy consumption when compared to other classical actuators such

as DC motor. During the actuation of these type of materials, most of the heat
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FIGURE 2.9: Comparison Weight/Power ratio for different kinds of actuators [9]

energy is lost to the environment, leading to a low efficiency, often less than 1%
[52].

2. Degradation and fatigue. Exceeding the mechanical or thermal limits of SMA
wires, if not damage the memory effect, can seriously diminish their life span.
However, even when working within the safe operational limits, SMA wires are
susceptible of changes in parameters and dynamics due to degradation and thermal

or mechanical fatigue. Good quality materials, as Flexinol, can reduce this effect.

3. Slow speed. The overall dynamic of a SMA based actuator depends on the thermal
dynamics of the wire itself. The thermal dynamics is often restricted by environ-
mental conditions (for cooling) or operational thermal limits (for heating) leading

to slow response.

4. Nonlinearity. SMA wires are a great challenge in terms of control and mathemat-
ical modeling. Being a highly nonlinear system, their behavior is often difficult

to model or predict, leading to inaccuracies in control performance. Among these
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nonlinearities there are dead zone, strict thermal and mechanical limits, hystere-
sis, among other. Although all of these characteristics represent certain problem
when using SMA wires, the main and most challenging one is hysteresis. Thus
SMA wires have not only a big mayor loop of hysteresis, but also minor loops that
appear when an incomplete transformation is carried out. This phenomenon will

be further explained in the next subsection.

2.2.2 Hysteresis in SMA

Let us define a system f (t,u) where u (¢) is the input signal and y (¢) the output. The
system will be called hysteretic if its response is multivalued, depending not just on the
input w (t), but also on its previous values. The hysteresis loop u — y defined by this
behavior has dimensions of energy, and is the macroscopic manifestation of the energy
dissipation and memory in the system [53]. In the specific case of SMA actuators,
the most important hysteresis loop is the martensite fraction - temperature one. This
loop occurs during the phase transformation of the SMA material due to the friction
that the movement of the austenite-martensite interface generates [54]. Hysteresis is an
important part of the dynamics of any SMA based actuator, and it is of great importance

for model and control development.

Figure 2.10 shows the hysteresis loop of a single SMA wire based actuator under different
amplitudes of sinusoidal voltages. In this figure, the major and minor hysteresis loops
can be observed. The major loop occurs with a full cycle of the SMA wire transformation,
thus a complete forward and reverse transformation martensite - austenite - martensite.
The minor loops happen due to partial transformation cycles, when the SMA wire is
heated or cooled without reaching its final transformation temperatures (Mg or Ay).
Besides this behavior, it is reported in literature that the major and minor hysteresis
loops can shift depending on conditions such as stress or pre-strain, causing the loop to
extend vertically with an increase in stress or a decrease in applied pre-strain [54], as

shown in Fig. 2.11.

The transformation temperature’s stress dependency is approximately represented as

[55]:
do

1
- 2.1
T Co (2.1)

1
where —— is the stress rate.
m
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FIGURE 2.12: SMA crystalline structure transformation without mechanical loading
[10].

2.2.3 Phases of SMA

SMAs consist of two different micro-structural phases, each one with different crystalline
structures, thus different characteristics and behavior. The reversible transformation
from one phase to another gives to SMAs their particular behavior. The first phase
exists at high temperature and is called austenite (A, parent phase) while the second one
called martensite (M, product phase) appears at low temperatures. This transformation,
known as martensitic transformation, occurs by shear lattice distortion. In addition,
the martensite phase can have two forms dependent on the different orientation of the
crystalline structure: twinned martensite (M?), and detwinned or reoriented martensite

(M%) [10].

The forward transformation (austenite to martensite) takes place when the system is
cooled down in the absence of mechanical loading, resulting in twinned martensite. Upon
heating, a reverse transformation occurs and the crystalline structure transforms back
to austenite. Figure 2.12 shows the forward and reverse transformation with no applied
load, together with the four characteristic SMA transformation temperatures. The for-
ward transformation will start at the martensitic start temperature (M) and finish at
the martensitic finish temperature (My) while for the reverse transformation starts at
the austenitic start temperature (As) and finished at the austenitic (A¢), only under zero
load. If the system stress is augmented by applying a mechanical load at low tempera-
tures, we will have a transformation from twinned martensite to detwinned martensite,

resulting in a shape change that will be retained even after the load is released. A further
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FIGURE 2.13: SMA crystal structure transformation, unloading and subsequent heat-
ing [10].

reverse transformation (heating over Af) will lead to complete shape recovery (due to
SME). When the SMA is cooled down again (below M;), a forward transformation to

twinned martensite will take place again, as shown in Fig. 2.13 [10].

Finally, when a reverse transformation takes places at a non zero load, a direct transfor-
mation from austenite to detwinned martensite occurs (See Fig. 2.14). It is important
to notice that the transformation temperatures strongly depend on the magnitude of

the applied stress. Higher stress will lead to higher transformation temperatures [10].

In the present dissertation it is assumed that the proposed SMA actuated robotic arm
has a pre-stress always present and high enough to generate a direct transformation from

austenite to detwinned martensite upon appropriate thermal stimuli.

2.2.4 Shape Memory Effect

Shape Memory Effect in the case of SMA can be categorized into 3 different types [56]

1. One-way memory effect. In this case, the material retains the deformation caused

by external forces once these are retired. When heated over the transformation
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FIGURE 2.14: SMA crystal structure transformation, in presence of applied load [10].

temperature, it recovers its original shape, and subsequent cooling does not lead

to any further deformation.

2. Two-way memory effect. Materials with this effect present the same behavior as
the ones with one-way effect, with the exception that shape change occurs when

cooling even with no external forces applied.

3. Pseudoelasticity. Phase transformation, hence shape change, occurs without ther-

mal stimuli when mechanical loading is applied at temperatures over Ay.

The present work is focused on one-way memory effect wires for the design, control and

observation of the proposed system.

2.2.5 Pseudoelasticity

The pseudoelasticity effect, also known as superelasticity, occurs when high levels of
stress are applied to the SMA at temperatures above A;. As discussed before, an in-
crease in the stress levels results in an increase of the transformation temperatures.
This increased temperature causes a stress induced reverse transformation (austenite -
martensite), when the stress is released, a forward transformation takes place and the
material transforms back to austenite. This transformation stress induced transforma-
tion, as the temperature induced, also presents a hysteretic behavior. The hysteresis

of this phenomenon can be represented by the stress - martensite fraction (¢ — Rm)
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FIGURE 2.15: Pseudoelastic behavior of SMA [10].

hysteresis loop. Where the reverse transformation starts at o> and finishes at o™/,

while the forward transformation starts at o finishing at o7, as shown in Fig. 2.15

[10].

The present work does not deal with pseudoelasticity, thus it is assumed the transfor-

mations in the system occur due to thermal stimuli.

2.2.6 Heating and Cooling methods

As explain before, SMAs respond to thermal stimuli. To apply these stimuli, there
are different methods for both heating and cooling processes. Table 2.1 summarizes the

different cooling and heating techniques found in the literature. Each of these techniques

are explained below.

2.2.6.1 Heating techniques

1. Resistive heating: also known as Joule effect, is the process by which a conductor
produces heat when an electrical current is applied to its terminals. For SMA

based micro or lightweight actuators, this is the most common technique due to
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TABLE 2.1: Heating and cooling methods for shape memory alloys.

Heating Cooling

Resistive heating Natural convection
Capacitance-assisted resistive  Forced convection

[57] Cools chips technology
Ambient heating [58]

Peltier heating Peltier cooling

Laser [59] [60]

Induction [61]

its convenience and susceptibility to miniaturization since it does not require any

extra systems or moving parts.

2. Capacitance-assisted resistive: this process is based on Joule effect, where the
material is heated by applying an electric current. However, in this technique the
current is applied by discharging a large capacitor, which decreases considerably

the heating time [57].

3. Ambient heating: this technique consists in heating the surroundings of the SMA
so thermal convection takes place. This can be done through any kind of fluid,

such as air, or liquids, such as water or oil.

4. Peltier heating: Peltier effect is a temperature difference created by applying elec-
tric current across a junction between two semiconductor materials. Depending
on the direction of the current and increase or decrease of temperature can be
generated on every side of the device. The reduced available contact area between
the SMA and the Peltier plate, is the greatest inconvenient of this approach. In
addition, the high energy consumption of this method, often does not justify its

implementation.

5. Laser: in this technique, laser light is used as a wireless thermal actuation energy.
The SMA wire is irradiated with the laser source which produces a temperature
rise. Currently, there are few studies on the effect that changing the laser pa-
rameters, such as wavelength and optical power, has on the heating effect of this
method [59].

6. Induction: The inductive heat transfer is done through microwaves or electromag-
netic fields, thus it does not require physical contact with the SMA [61].
2.2.6.2 Cooling techniques

1. Natural convection: this technique consist of cooling the device by contact with still

fluids such as gases and liquids. Natural air convection is the most common and
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easiest cooling approach but also the slowest. The immersion in different liquids,
such as oil or water, has also been studied [62]. This method, although it provides
a faster cooling, is inefficient and difficult to implement for small applications or

lightweight approaches.

2. Forced convection: consist on cooling the material by contact with a flow of fluid
(gas or liquid). The effectiveness of this method depends on the flow rate and the
type of fluid use. A study on this method is presented in [62]. In this study, it
is clear that the smallest increment in the flow, even with air, results in a faster
cooling dynamic. Nonetheless, it is important to mention that uncontrolled air

flow introduces disturbances in the system.

3. Peltier cooling: Peltier effect, previously explained, is used for both, heating and

cooling through thermal conduction.

4. Cool chips technology: this technology uses electrons to carry the heat from one
side of a vacuum diode to the other. This method does not contain moving parts,

thus is suitable for micro-applications [58].

2.2.7 SMA actuator layouts

As mentioned before, a one way SMA wire needs an opposite force to generate a mechan-
ical deformation effort when cooling in order to generate movement. To generate this
force there are different actuator layouts, each with different characteristics, advantages

and disadvantages.

The SMA actuator layouts can be classified into different categories, most commonly
by the number of SMA wires in the layout [63] or the type of movement they generate
[64]. By the type of movement we can find two basic classifications: 1) Linear SMA wire
actuator and 2) Rotary actuator. The linear actuator, as the name indicates, generates
a linear movement, parallel to the SMA wire length (Fig. 2.16 (a)). On the other hand,
the rotary actuator generates work over a revolute joint, which produces a rotary motion
(Fig. 2.16 (b)).

The classification by number of SMA wires consists of three main types: 1) Single
SMA wire, 2) Antagonistic SMA wires and 3) Bundle SMA wires. This classification is
further subdivided according to the way the bias force is generated. Table 2.2 shows the

complete classification.
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FIGURE 2.16: Motion SMA wire actuator layouts classification (a) Linear and (b)
Rotary.

2.2.7.1 Single SMA Wire - Constant stress

This type of layout uses one single SMA wire and, as previously discussed, with the one-
way SMA wires a bias mechanism is necessary as the one-way SMA wire can only provide
force in one direction. In this class, the bias force is generated by a non-smart material.
Depending on this material we can find two sub-classes. First the constant stress type,
where the deformation force is generated by a constant weight attached to one end of
the SMA wire (Fig. 2.17 (a)), which as the name indicates, applies a constant force
over the SMA wire. This configuration permits to consider the stress over the SMA
wire as constant, which makes the transformation temperatures constant, simplifying

considerably the control and modeling. This approach is rarely used in real applications
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TABLE 2.2: SMA actuator layout classifications

SMA number \motion | Linear ‘ Rotary
Single SMA Wire Constant stress
Spring biased
Antagonistic SMA wires
Constant stress
Spring biased
Equal antagonistic
Non-equal antagonistic

Bundle SMA wires

W '
(a) Single SMA actuator
(b) Antagonistic SMA actuator ) Bundle SMA actuator

FIGURE 2.17: Classification of SMA wire actuator layouts by amount of SMA wires
(a) Single wire, (b) Antagonistic and (¢) Bundle Wires.

due to the inconvenience of adding weight to the actuator and the additional space
needed for this weight. In addition, this configuration has a low maximum displacement,

when compared to other approaches, as antagonistic.



Chapter 2. Lightweight aerial manipulators 27

2.2.7.2 Single SMA Wire - Spring biased

The second single SMA wire layout sub-class is the spring biased. In this approach a
spring (linear or torsional) is used to apply the deformation force over the SMA wire
(Fig. 2.17 (b)). When the length of the SMA wire changes, also does the spring’s
applied force. This dynamic loading also generates a dynamic stress. The changing
stress has to be considered during modeling and control, due to the dependency of the
transformation temperatures on the stress. Even though this approach increases the

modeling and control difficulty, it also generates higher displacements.

It is important to mention that the spring selection during the design stage is critical for
the well functioning of this layout. The spring stiffness must allow sufficient contraction
of the SMA wire to generate displacement, while providing sufficient bias force to strain

the SMA wire during the cooling process.

2.2.7.3 Antagonistic SMA Wires

In this actuator layout, two SMA wires are set to apply their forces opposite to each
other over the same axis (See Fig. 2.17 (b)). This antagonistic force generates the bias
force needed to deform each SMA wire. The dynamic of this layout is as follows, when
the first SMA wire is cooled, the second wire is heated to contract and apply force over
the first one, so the first wire is strained. On the contrary, when this first wire is heated,
the second one is cooled to relax and decrease the force applied, which allows a greater

contraction, thus bigger displacements.

Although this approach has better results in achieving greater displacements, it also
has some important disadvantages. The use of a second wire implies more complicated
models and control laws, due to the double loop hysteresis generated. In addition, the
correct synchronization of both wire’s work-cycle is critical to the well functioning of
this design. Other disadvantages like higher energy consumption have to be taken into

account.

2.2.7.4 SMA Bundle Actuator

This approach is used to magnify the actuator force. This happens when more than one
SMA wire actuates in the same direction, parallel to each other (See 2.17 (c¢)). The main
advantage of this layout is the increment in the available force without increasing the

cooling-heating cycle time. However, the high energy consumption has to be considered.
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The bias force can be applied by a dead weight (Constant stress Fig. 2.18 (a)), by a spring
(linear or torsional) (Spring biased Fig. 2.18 (b)) or by other SMA wire (antagonistic
Fig. 2.18 (c¢) and (d)). The antagonistic arrangement can be at the same time equal
(Fig. 2.18 (c)) or non-equal (Fig. 2.18 (d)) depending on the number of wires, if it is

symmetric or not.

2.3 SMA Applications

SMAs have drawn significant attention and interest since a few decades. However, it was
not until recent years when the term shape memory technology (SMT) was introduced
and a wide range of SMA wires’ applications started to be developed. Their various
characteristics make SMA wires suitable for a wide range of fields. An example of these
applications is the bio-inspired micro-robots manufacturing, where SMAs are considered
as a good alternative to traditional actuators, due to characteristics such as corrosion
resistance, simple mechanical structure and bio-compatibility [65-68]. SMA wires have
also been used in medical devices like intra-arterial supports [69] or wires for suturing
[70], in orthopedic devices as a spinal cage implant [71], adaptive ankle—foot orthoses [72]
or skeletal fixation devices (mandibular segmental) [73], as well as dental and orthodontic

applications [74, 75].

In parallel, SMA wires have also proved to be a good alternative when dealing with
aerodynamic problems requiring high-precision coordination, and some solutions have
been applied for small prototypes and UAVs. For example in [76], a morphing segment
actuated by multiple embedded SMA wires was implemented in a UAV wing, where the
capability to maintain a smooth twisting concentrated on a segment of the wing was
tested with a prototype. Similarly, we can include the work in [77], which presents a
wing shape control using SMA wires as actuation devices. Furthermore, the authors in
[78] present a blade actuator that is developed for the helicopter blade-tracking problem,
which utilizes the SMA as the active actuator material to drive a rotor blade trim tab for
the purpose of maintaining rotor tracking. All these articles and several others propose

solutions to improve the aerodynamic properties of the flying devices.

Among the many applications of the SMA wires, several specific purpose actuators have
been reported in the literature, such as: construction vibrations dampers [79], camera
lens focus actuators [80], car mirror actuators [81] or SMA based motors [82]. More-
over, SMA wires have become alternative actuator of particular interest in recent year in
robotic manipulators since they allow motion without using larger drives. For instance,
the human-like robotic arm developed by [83], where a neural network control for arti-

ficial muscles was implemented on a robotic arm joint using a SMA wire as actuator.
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FIGURE 2.18: SMA wire bundle actuator layouts (a) Constant stress, (b) Spring biased,
(c) Equal Antagonistic and (d) Non-equal Antagonistic.
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Another example is given by [84], where the authors propose a fuzzy-PID control of an

anthropomorphic artificial finger actuated by three antagonistic SMA muscle pairs.

Different robotic applications can be found in the literature. For example in [11], the au-
thors propose a novel compliant SMA actuated rotary system. Also, there exist multiple
designs for SMA actuated endoscopic reported in the literature [85-87]. These designs
achieve compliant miniature actuators with low forces. On the other hand, we also
find robotic arms designed to lift considerable payloads, however comparatively heavy
and big [26, 83]. In addition, we can find various works on robotic hands, prosthetic
and grippers using SMA wires as actuators [43, 88-90]. In addition to the aforemen-
tioned, multiple general purpose actuators have been developed for micro-positioning

applications using advanced control techniques [91-93].

Nonetheless, most of the mentioned applications are micro-scale or require complicated
mechanical systems to be implemented. For this reason, the design presented through-
out this thesis, seeks to keep the simplicity of the mechanics and therefore achieves
a lightweight actuator capable of producing a relevant amount of force, leading to a

suitable performance per weight ratio.

In spite of their multiple advantages, SMA wires (as previously discussed) present several
challenges for accurate control due to their hysteretic behavior. A reliable model is
crucial for the development of an accurate control law. Nowadays, there exists multiple
models and different approaches for modeling SMA wires, as well as control strategies.

The following subsection reviews the most relevant modeling strategies.

2.4 SMA Modeling

There are several models in the literature for describing the behavior of SMAs. Broadly
speaking, these models can be classify into two categories: microscopic and macroscopic
models. The first category refers to the models from the material science perspective,
where the model is concerned with the microscopical internal behavior of the SMA
(crystallographic transformations). On the other hand, macroscopic models focus on
the thermomechanical relations and the hysteresis effects, in order to simulate SMA’s
behavior in an overall mechatronic system and thereby, function as a control design aid.
The literature review in this work, is concerned only with the macroscopic models, since
the final goal is to develop control and estimation approaches for a SMA wire based

actuator.

Macroscopic SMA models are classified into three different categories depending on the

approach used to describe the material’s behavior. First, we find the phenomenological
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models, where the system is described as a general linear system plus a mathematical
hysteresis model. Second, the constitutive models, where the physical laws acting over
the SMA and their interaction are modeled explicitly. Finally, we have the Input-
Output models, where little to no previous knowledge of the system is needed, thus the
parameters are identified online and then the model developed. A literature overview

on SMA models is discussed in the next subsections.

2.4.1 Phenomenological models

The models in this classification consider the hysteresis phenomenon as an isolated
mathematical phenomenon and not as a part of the systems dynamics itself. In these
modeling methods, a transfer function is constructed to describe the observed hysteresis

between a forcing function and the output variable [94].

Preisach model is the most common approach for SMA hysteresis modeling. Various
authors have investigated this technique, including [95-98]. Preisach model is based
on the integration of the individual response of a series of relays (hysterons) switching
between two fixed states (7,3). For every pair of threshold values (5, a), where o > 3,
a hysterion g [-,-] is defined. Every hysterion is then weighted using the Preisach
function or density function p (3, «), so there is a unique representation of the collection
of relays integrating the half-plane P = {(,«) |a > 8}. Finally the complete Preisach
model is described by the integration of each individual hysteron adjusting its output

according to the current input value as follows:

y(t) = //P,u,(ﬂ,a) Yap [ (t)] da dp (2.2)

where y (¢) is the measured output and u (¢) the input [52].

Other methods found in the literature for hysteresis modeling include Duhem-Madelung
model [99], where the hysteresis is modeled by a series of integrated gaussian probability
density functions (PDFs). We also find Krasnosel’skii-Pokovskii (KP) model [100], whose
principle is similar to Preisach method, where a series of individual hysteresis operators
are integrated. Likewise, we find the Prandtl-Ishlinskii (PI) model [101], also known as
stop operator, where the individual hysteresis element is modeled based on the backlash
operator, also known as play operator. The classical PI hysteresis is defined as the sum
of several backlash operators, each one having a different threshold and slope. These
models do not concern the final objective of this thesis, so they will not be further

discussed.
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2.4.2 Input-Output models

Input-Output models use online parameter identification to construct a model where the
characteristics of the system are completely or partially unknown. For this approach,
the system can be considered as a grey or black box. The system is considered a grey
box if partial information of the system is known and included as a physical nonlinear
model in the process. The system is considered as a black box if no physical information
of the system is used to develop the model. From the grey or black box an input-output
model is developed. Among these models we can find the grey box model presented in
[102], which is based on the numerical knowledge of the input-output behavior of the

plant. The estimated function F is defined as [102]:

F(®), = [y ()] —au(k-1) (2:3)

where [y(” ) (k)] . 1s the estimation of the v-st derivative of the output and u is the control
input. Then a cancellation of the non-linear terms F is established as [102]:
[F (k)] B, +A(R)

w(k)= - 4+ . (2.4)

N—— ~~
NL Cancellation Closed loop tracking

where € (k) = y (k) — y* (k) is the tracking error and A (e (k)) is a closed-loop feedback

controller based on the tracking error.

Black box models are also widely used for model free control. Example of this is the
Laguerre filters based model presented in [93]. Among these input-output models there
exist also models based on frequency response, as the one presented in [103], or models
based on the estimation of a different time constant for each part of the hysteresis loop
as in [88]. Here, the authors present a dynamic model of the actuator, while the SMA

model is treated as a grey box and identified online.

2.4.3 Constitutive models

Finally we find the constitutive models. As mentioned before, constitutive models are
physical models of the system, where the relation between the microscopic behavior
of the crystalline structure of the SMA and the thermodynamic behavior is described.
Within this classification we can find three different kinds of models, 1) microscopic, 2)

micro-macro models and 3) macroscopic models.

Numerous constitutive models have been proposed to describe the SMA dynamics. The

earliest SMA constitutive model reported, is the free-energy model presented by Falk in
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[104], where a polynomial-free energy model with only two states variables (strain and
temperature) is introduced. Several improvements and modifications to this model are
reported in the literature. This is considered a microscopic model, which is out of the
scope of the present work. For further details on constitutive microscopic models please
refer to [105].

The second type of constitutive models, are the micro-macro models. These type of
models rely on micro-mechanics to describe the material behavior at microscopic scales,
using then scale transitions to derive macroscopic equations [105]. Micro-macro consti-
tutive models can be, at the same time, classified into two main modeling approaches,
micro-mechanical [106] and micro-plane/micro-sphere models [107]. Micro-micro mod-
els provide an accurate description of the SMA behavior. However, they need several
state variables and material parameters, which makes them challenging and computa-
tionally expensive to implement. On the other hand, the third type of constitutive
models, macroscopic models, generally use a simplified approximation of micro-macro
models or phenomenological considerations. This characteristic makes them easier and
more efficient to implement, which in turn makes them more suitable for mechatronics

applications, as the one presented in this dissertation.

There exists several macroscopic constitutive models reported in the literature. These
models can be broadly classified into four different categories according to the theory
used for its development. First we find the models based on the theory of plasticity. In
these models, the phase transformation process and detwinning process are modeled by
loading functions and flow rules analogous to classic plasticity theories. In this category
we can find models as the one proposed in [108], where a 3D model to simulate the
polycrystalline behavior of CuZnAlMn alloy is described. Or the model presented in

[109], where, using Gibbs free energy expression, a model is derived.

Second we find the thermodynamic potentials based models. The models in this category
are developed from the construction of an energy potential from microscopic or physi-
cal considerations and constitutive relations are then derived based on thermodynamic
principles. In this category we find models as the ones proposed in [110-112]. The third
category corresponds to the models based on finite deformation and geometric nonlin-
earity. These models us finite strain formulation to accurately simulate large structural
rotations and distortions, as the models proposed in [113, 114]. Finally we find the
models based on statistical physics, which are based on local equilibrium considerations

for single crystal SMAs. Example of this is the model proposed in [115].

All these models allow to describe the inner transformation of the SMAs in relation to
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variables as temperature and stress. Based on these models, a mechatronic-application-
oriented constitutive model was developed over the years. In [116], a two-phase micro-
scopic phase transformation model of SMAs was introduced for the first time using the
sub-layer model. In a following publication [55], the same authors extended their model
to include a third newly discovered phase called rhombohedral phase. Sub-layer model
considers the different phases coexisting inside the SMA in parallel sub-layers with their
respective characteristics. Few years latter, [117] extended this work to model minor
hysteresis loops. This model allows to compute the martensite fraction rate of the SMA,
thus opens the possibility to retake the model proposed by Tanaka in [118], where the
first SMA thermomechanical model was presented. This work assumes that the ther-
momechanical behavior of the SMA can be fully described by strain, temperature and

martensite fraction as state variables, and proposes the following constitutive relation:
& = B¢+ Q¢+ 0T, (2.5)

where o is the SMA wire stress, € the strain, T the temperature and £ the SMA marten-
site fraction. E, Q2 and © are the material parameters, Young modulus, thermal expan-
sion coefficient and phase transformation constant respectively. The martensite fraction
(£) is an internal variable of the SMA, used to describe the phase transformation process,
which is the part of the model that defines the hysteresis of the material. This stress
and temperature dependent variable describes the transformation from full martensite
(& =1) to full austenite (£ = 0). The authors in [25, 26, 119] present different improve-
ments to Tanaka’s model using different phase transformation kinetics and including the
stress and temperature dependency of martensite fraction in the model. The authors in
[26] present the most significant improvement to the constitutive SMA model for mecha-
tronics implementations. Here, the authors propose a simple and application oriented
model, which through dynamic and kinematic relations, provides a complete position
model for a SMA based actuator system. This model is divided into four sub-models
describing the complete dynamics of a SMA based actuator (see Fig. 2.19): 1) Heat
transfer model, 2) SMA wire phase transformation model, 3) Wire constitutive model
and 4) Actuator’s dynamics. The system proposed in this dissertation is modeled based

on the model presented in [26]. This model is detailed in Chapter 3.

2.5 Conclusions

In the first section of this chapter, an overview of the aerial manipulators found in
literature is discussed. This discussion is focus on the lightweight aerial manipulator and

manipulators design for small UAVs. In the following section, the theoretical background
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FIGURE 2.19: Elahinia’s block diagram SMA actuator based model.

of Shape Memory Alloys is presented. In this section, the characteristics, advantages

and disadvantages of SMAs are presented. Characteristic as phase transformation and

hysteretic behavior are explained in detail. Following, some of the current applications

for SMA systems are outlined. Finally, the different classification for SMA modeling are

discussed.






Chapter 3

Mechanical design and

Mathematical model

This chapter presents the mechanical design, mathematical model development and
validation, of the SMA wire actuated robotic arm. The first section 3.1 presents the
mechanical characteristics and details of the robotic arm, the different possible config-
urations and describes the electronics used on the control board as interface with the
control software. Section 3.2 describes the mathematical model of the robotic arm. This
section is mainly composed of two subsections: 1) SMA wire model and 2) Kinematic
and Dynamic model. Finally, section 3.3 presents a series of tests to validate the pro-
posed mathematical model based on experimental data. The chapter conclusions are

presented in section 3.4.

3.1 Mechanical Design

This section presents the mechanical design of a lightweight SMA actuated robot arm
intended as an aerial manipulator for small UAVs. The optimal use of available payload
of an aerial vehicle is critical for the design of aerial manipulators in general. In the
current dissertation, a small lightweight robotic arm is proposed. This robotic arm
consists of a single Degree of Freedom (DoF) actuator actuated by SMA wires. Figure
3.1 shows a Computer Aided Design (CAD) model of the robot arm design. Among the

characteristics taken into account for the design and development of this actuator are:

e Lightweight and small size,

e Robot Operating System (ROS) compatibility (for further implementation with
UAVs),

37
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e wireless communication,

e simple construction,

The given design proposes a robotic arm with 1 DoF activated by one or two (depending
on the configuration, see subsection 3.1.2) Flexinol® wires. The gripper is activated by a
third thinner Flexinol® SMA wire. Further details on the experimental setup are given

in subsection 3.1.6.

The robotic arm has two custom-made 3D printed links (100 mm length) and a range of
movement along the vertical plane X-Z between 90 and 110 degrees with two cylindrical
couplers. It has a total weight of about 80 g, which is only about 40% of the weight of
lightweight designs found in the literature, such as the one presented in [7]. The winding
mechanism (see subsection 3.1.3) enables the use of longer SMA wires in order to in-
crease the rotation span without increasing the dimension of the links. It is important to
emphasize that an increase in the length of the wires will increase the energy consump-
tion. For this reason a balance between range of motion and energy consumption should
be considered, especially when considering a mobile application like aerial manipulator.

The following subsection describes in detail every mechanical part of the robotic arm.

3.1.1 Joint Mechanism

The joint mechanism is the system responsible for the conversion of the SMA wire’s strain
into angular displacement of the arm (see Fig. 3.2). The design of this mechanism is

inspired on the work presented by the authors in [11].

In [11], a Compliant Differential SMA Actuator (CDSA) inspired by the biological struc-
ture of the human elbow joint is proposed. This actuator mimics the extension/flexion
motion of the human arm. The joint is composed of three main elements: 1) two SMA
wires in antagonistic configuration, 2) two cylindrical couplers and 3) a torsion spring.
Figure 3.3 shows a CAD assembly of the CDSA model proposed by [11].

In the system shown in Fig. 3.3, each SMA wire is attached directly to each individual
coupler. The wires actuate as antagonistic artificial muscles and provide a bidirectional
driving force to the couplers. The spring, embedded in between the couplers, allows to
transmit the force between couplers, acting as the tendon on the human elbow. The
torsion spring provides a coupling between cylindrical couplers, as well as the necessary
recovery force for the SMA wires. This kind of coupling allows certain control over the
overall stiffness of the actuator. As mentioned before, the transformation temperatures

of the wires dependent, among other factors, on the wire’s stress. If the stress is reduced,
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F1cURE 3.1: Proposed SMA wire actuated robotic arm CAD model.

F1GURE 3.2: Proposed SMA wire actuated robotic arm CAD model. Joint Mechanism.
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FIGURE 3.3: Compliant Differential SMA actuator (CDSA) [11].

so are the transformation temperatures. When the stiffness of the joint is controlled
by cooling or heating the antagonistic SMA wires, we can generate a faster or slower

response of the actuator as needed.

The CDSA works as follows: When the Upper SMA wire is heated, it applies a pulling
force over the Coupler-1 due to the contraction of the wire. This force generates an
angular displacement of the coupler. The load attached to Coupler-1, follows the move-
ment of the later one. With the rotation of Coupler-1, the torsion spring is twisted
and transmits this force to Coupler-2. This generates a pulling force over the Lower
SMA, so it strains. On the contrary, when the Lower SMA wire is heated, the forces are

transmitted in the opposite direction, straining the Upper SMA wire.

For the design of the joint mechanism presented in Fig. 3.2, the CDSA was taken as
a design reference. The couplers were adapted and optimized to reduce weight and in-
crease the rotation/strain ratio. The couplers have an external radius of 12.5 mm and
a 7.5 mm radius to the SMA wire, maximizing the rotation/strain ratio, while allowing
easy manipulation for assembly with elements as shaft, sensor and SMA attachment (See
Fig. 3.4). The coupler design ensures maximizing torque transfer between SMA wire
and coupler since the force of the wire is applied tangentially to the coupler at every
position. The pieces are 3D printed using GreenTEC PRO material. GreenTEC PRO
is made from a high-performance and heat-resistant renewable biodegradable biopoly-
mer. The extruding material, is high temperature, impact and stress resistance. These
characteristics make the GreenTEC PRO an ideal material for applications with SMA

wires.

Table 3.1 shows the final weight of each coupler alone and with the respective additional

pieces for assembly included. Figure 3.5 shows the assembly of the joint mechanism.

The Coupler-1 is mechanically fixed to the shaft, so the position of this coupler, and

the position of the final actuator, can be measured. The angular position of Coupler-1
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FIGURE 3.4: CAD notations of arm’s couplers. a) Coupler-1, b) Coupler-2.

TABLE 3.1: Coupler weights alone and fully assembled.

Coupler Stand alone [g] Assembly [g]
Coupler-1 5.6 6
Coupler-2 3.8 4

Brass insert

SMA attaching

FIGURE 3.5: Joint mechanism assembly.

(01) is measured with respect to the Z — axis. For more detailed information on the

construction of the arm please refer to [12].
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3.1.2 Robotic arm configurations

With the given joint mechanism presented, it is possible to have two different configura-
tions of actuation. The first configuration is proposed by the authors in [11], referred to
as antagonistic configuration. This configuration uses two SMA wires as previously dis-
cussed, where Wire-2 (see Fig. 3.1) becomes SMA-2. The second configuration consists
in replacing the Wire-2 by a hard wire, restricting the movement of Coupler-2. This
restriction brings the system to a single wire biased configuration, where the bias force

is caused by the torsion spring.

Every configuration has different characteristics, advantages and disadvantages. As
reported by the authors in [11] an antagonistic configuration can offer a higher strain
to rotation ratio and faster response of the actuator. However, the use of a second wire
also implies higher energy consumption and a significant increase in the complexity of
the system for estimation and control tasks. Since the final goal of the robotic arm is
to be implemented in mobile environments, the energy consumption is a very important

factor in the design.

3.1.3 Winding mechanism

For applications in mobile and reduced environments it is important to keep the dimen-
sions of the system restricted. A winding mechanism is designed with this purpose. This
mechanism allows the implementation of longer SMA wires, to achieve higher rotational

displacements, without increasing the overall dimension of the arm.

The system consists of two groove bearings per wire, where the wire is wound around.
This system provides little friction and weight increase, while increasing by three the
possible length of the wire with the same arm dimensions. Figure 3.6 shows the winding

system assembly.

The lower shaft is mechanically fixed to the position sensor so the position of the coupler
can be measured. The majority of pieces in this section are custom designed and 3D

printed with a low density and temperature resistant coPolyester.

3.1.4 Gripper mechanism

This mechanism consists of 3 main parts: 1) Scissor mechanism, 2) Gripper and 3) Shaft.
Figure 3.7 shows the assembly of this section of the arm. With exception of the shaft,
which is a carbon fiber commercial shaft, all the pieces of the gripper are 3D printed.

The gripper, printed as one piece, reduces the need of external attachments which, at
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Groove bearing

Position sensor
(3382H)

FIGURE 3.6: Joint mechanism assembly.

Scissor mechanism
(SMA-3 bias spring)

FIGURE 3.7: Gripper mechanism assembly [12].



Chapter 3. Mechanical design and Mathematical model 44

2b

N7
2c

FIGURE 3.8: Scissor mechanism (gripper bias spring). a) Spring segment kinematic,
undeformed (plain) and deformed (thick) b) CAD spring segment [12].

the same time, decreases the lifting weight. This system is activated by a SMA wire
(SMA-3) wound through the scissor mechanism. This mechanism transforms the strain
of the SMA wire into linear displacement along the shaft, which is later converted into
rotational displacement by the gripper mechanism (see Fig. 3.8). The scissor mechanism
also actuates as bias spring for the SMA wire, providing the necessary recovery force.

For further details on the construction and design of the gripper please refer to [12].

3.1.5 Control board

A custom made control board based on [12] is used to communicate and control the
robotic arm. This board is capable of wireless communication (via Wi-Fi) and ROS
interoperability. It can control up to three SMA wires with a MOSFET interface and

monitor the ambient temperature.

The board also provides the angular position measurements of Coupler-1. The position is
measured with the rotational sensor 3382H. This information is acquired by an ADS1115,
a 16 bit ADC, and then sent to the control board. The system is powered with 7.6 V
and programmed using arduino interface. The code of the control board is shown in

Appendix A.
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FIGURE 3.9: Robotic arm control board [12].
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FIGURE 3.10: Experimental setup block diagram.

3.1.6 Experimental setup

Figure 3.10 shows a block diagram of the experimental setup and test bench designed
for the results presented in this dissertation. An image of the actual experimental setup

is displayed in Fig. 3.11.

The control input is computed in Matlab/Simulink. This voltage value is sent via serial
interface to the micro-controller ESP-12E, then processed into a PWM signal and ap-
plied to each wire through a MOSFET based power interface. The angular position is
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SMA wire actuated
robotic arm

Serial interfacel

oltage Source

FIGURE 3.11: Experimental setup.

measured through a potentiometer (Bourne 3382G) in combination with an ADS1115
16 bits ADC. The measurement is processed by the micro-controller and sent back to
the Matlab/Simulink interface via serial communication. The SMA wires used for these
experiments are manufactured by Dynalloy. Flexinol® wires of 0.31 mm diameter and
40 cm length are used for SMA-1 and SMA-2, while the gripper is actuated by a third
Flexinol® wire of 0.22 mm diameter and 10 cm length. The two cylindrical couplers are
joined together by a torsion spring with a stiffness coefficient of 3.2 Nmm per degree.

Table 3.2 shows the characteristics of the 3 SMA wires used as actuators in the proposed

system.
TABLE 3.2: SMA wires characteristics.
Wire Diameter [mm] Length [mm]| Pull force [N] Cooling time [s]
SMA-1 0.31 40 12.55 6.8
SMA-2 0.31 40 12.55 6.8
SMA-3 0.22 7.5 5.59 2.7

All the experimental results shown in the current work were obtained with the test bench

shown in Fig. 3.12 with the robotic arm grounded.
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FIGURE 3.12: Test bench.

3.2 Mathematical model

This section details the mathematical model of the SMA actuated robotic arm, for both
configurations (biased and antagonistic). In a general form, the mathematical model can
be divided into two subsystems: 1) SMA wire and 2) Robot kinematics and dynamics.

These subsystems are recursively interconnected as can be seen in Fig. 3.13

3.2.1 SMA wire model

The SMA wire model describes the relation between the applied voltage and the gener-
ated force in the wire. This model is divided into 3 subsystems: Heat transfer model,
phase transformation model and constitutive model. Figure 3.14 shows the interaction

among these 3 subsystems, which are detail in the following subsections.

3.2.1.1 Heat transfer model

The heat transfer model describes the electrical heating of the wire by Joule effect and

the cooling process by natural convection [23]:

ar V2

Mty g = gy~ M) Au (T = Tams) (3.1)
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(B) Antagonistic SMA wires configuration.

FIGURE 3.13: SMA actuated robotic arm model block diagram.
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FIGURE 3.14: SMA wire model block diagram.

where V' is the voltage, R is the electric resistance, ¢, is the specific heat, m,, is the
mass per unit length, A,, is the wire surface area, T,,,; the ambient temperature and T
is the SMA wire temperature. Here h is approximated by a second order polynomial of
the temperature:

h(T) = ho + hoT? (3.2)

It has been reported in the literature that the electric resistance of the SMA wires is not
a constant parameter [120]. Not only this parameter has a different value for martensitic
and austenitic material, but it is a function of the temperature and stress of the wire
[121]. However, the variations on the electric resistance due to temperature and stress
are negligible with respect to the changes due to phase transformation. For this reason,
the dependence of the electric resistance on the temperature and stress is neglected. The

resistance is mathematically described as:

R (5) = Rpé+ (1 - g)Ra (33)

where R,, and R, are the electric resistance in full martensite and full austenite respec-

tively.

3.2.1.2 SMA wire phase transformation model

This model computes the martensite fraction (). The phase transformation of the

SMA wire depends directly on the direction of the time derivative of the temperature
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and stress. Therefore, due to the hysteresis behavior, two equations are needed to fully
describe this phenomenon. The phase transformation while heating (forward transfor-

mation) is given by [25]:
Y
&= 7{008 l[aa (T — As) + bao] + 1} (3.4)
forAS—l—CiAgTSAf—l—é.

Inversely, the transformation from austenite to martensite, during cooling, is described

by the following equation [25]:

1—&a
2

1+&a
2

£E= cos [aps (T — Mp) + byro]| + (3.5)

for M, + CLM <T < My+ CLM, where My, My, Ag, Ay are the start and end transfor-
mation temperatures for martensite and austenite transformation respectively, £3; and

&4 are the maximums of £ at the martensite and austenite phase respectively. Here

— s — s — _aa — _am ;
as = (A4 ay EASTAR ba o by oIvE C4 and C)js are material

parameters.

The full transformation process dynamics is described as follows [24]:

=4 (T,0)T+& (T,0)6 (3.6)

where

.
fg—Msin <aA (T — Ay — 10>> aa,
2 CcA

if A, <T— L <A &T—2L>0
C

1 4 1 “
&r (TaU) =\ - — & sin <CLM (T—Mf—0'>>CLM, (3'7)
2 CM
. o . o
if Mp<T——< Mg &T—~—<0
CM CM
0, otherwise

1 .
e (T,0), A <T-L <A &T-Z50
CA CA CA

1 .
§ (T.0) = § ——&r (T\0), My <T— 2 <M, &T--2 <0 (3.8)
M

CMm M

0, otherwise
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3.2.1.3 Wire constitutive model

The wire constitutive model describes the relation between stress (o), strain (¢), tem-
perature (7') and martensite fraction (£). This model was first proposed by [25] and

later improved by [26]. The constitutive model is written as follows:
&= Fé+ Q€+ 0T, (3.9)

where (2 and © represent the phase transformation constant and thermal expansion
coefficient, respectively. Herein
Q= —Feg (3.10)

and g¢ is the initial strain. The Young’s modulus (F) is computed as a function of the

martensite fraction and the martensite and austenite Young’s modulus as follows [119]:

E(§) =Ea+&(Em — Ea) (3.11)

3.2.2 Kinematic and dynamic model

This subsection describes the model of the mechanical design (corresponding to the

kinematic and dynamic model) and its relation with the rest of the system.

3.2.2.1 Kinematic model

This model relates the SMA wire model with the mechanics of the robotic arm itself. The
strain ratio of the SMA wire and angular velocity of the arm depends on the geometry

of the design. This kinematic relation is given as:
£= —— (3.12)
where 7 is the coupler radius, Iy the initial length of each wire and 6 the angular velocity

of the coupler. Equation (3.12) describes the inversely proportional relation between the

angular position of each coupler (#) and the strain of the wire (¢).

3.2.2.2 Dynamic model

The dynamic model describes the dynamics of the mechanical system (i.e. robotic arm).

This model establishes the relation between the coupler mechanism, torsion spring and
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torques applied by the SMA wires, as well as the effects of the load and the gripper.
The dynamic model of an n-degrees-of-freedom, rigid mechanical system is given by the

following nonlinear equation [122]:
M (0)6 + Vi (9,9>9+G(9)+Fd927 (3.13)

where 6, 8, § represent the position, velocity and acceleration vectors respectively; M (9) €
R™™ is the inertia matrix; Vi, (9, 0) € R™" is the centripetal-Coriolis matrix; G (6) €
R™ describes the effect of gravity; Fj is a constant, diagonal, positive definite, viscous
coefficient matrix; and 7, is the input torques vector. For the particular case of the
proposed SMA-actuated robotic arm there exist two possible cases. For the biased SMA

wire system we have:
J10 + MLGT10ad SIN(0) — b6 = Twy, — Ts (3.14)

while for the antagonistic configuration the dynamic model is described as:

{ J101 + mpgripeasin(61) + b1y =7, — 7 (3.15)

Jobly + bofly = —7,,, + T

where the subindex 1 and 2 denote the respective Coupler-1 and Coupler-2, J is the
inertia of the coupler, g is the gravity constant, r,,4 is the radius from the center of the

joint to the load. The term my, is the total mass at the end-effector center of gravity:
mr = Mg + Mioad (316)

where mgy and 1,4 are the gripper and payload mass respectively. In addition, 7, and
T are the torques applied by the SMA wires and torsion spring respectively. The torsion
spring and SMA wires torques are obtained from basic physical laws, where the SMA
wire’s force (F,) is deduced by a proportional relation to the stress (o). The stress can

be computed by integration of Eq. (2.5):
Tws (Uz) = Fwﬂ’i = AUiTZ' (3.17)

where i = 1,2 is for SMA-1 and SMA-2, r is the coupler radius and A the cross-sectional
area of the wire. The stress is considered to be completely transmitted to the coupler
since the force is applied tangentially independently of the coupler’s position, and the
loses caused by friction on the winding mechanism are neglected. The torsion spring

torque 75 depends on the configuration of the system. For the biased SMA wire system
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the torque is equivalent to:
Ts (917 91) = k01 + bsbr + 75, (3.18)
For a two SMA wires system, the spring torque is calculated as:
7y (01,02, 01,02) = ks (01 = 02) + b, (61 — b (3.19)

where kg is the spring constant and b, is the spring’s friction factor, 6; is the angular

position of coupler-i with respect to Z-axis and 7, is the initial torque of the spring.

3.2.3 Robotic arm state space model

Here we will briefly study the state space models of the biased SMA wire and antagonistic

systems.

3.2.3.1 Biased SMA wire system state space model

Consider the following non-linear system:

(3.20)

where z (t) = [#1, 2, -+ ,xn]" is the state vector and u (t) is the control input.
- T
For the biased SMA wire system, the state vector is definedasz (t) = | 6, 61 Ti o1 & ]

and the system’s model is:

( - o _

Ajiflx N %@ — Fegilend sin () — J%Ts (21, 22)
f(x,u) = T61 (fl:'3,l'5) (3 21)

Eqi(xzs)r . .
—1(1105)% + 01T, (23,25) + b
i §r (23, 24) Tey (3, 25) + &0 (T3, 4) T4 |
Yy (t) =T1
where
Te, (z3,61) = ! uy — @3) Au, (23 — Tamp)
“ ’ Rl (535) My, Cpy My, Cpy o

U1=V12
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and Rj (z5), h1(x3) and 75 (x1,x2) are described by the eq. (3.2), (3.3) and (3.18)

respectively.

The switching of the system is implicit in states x4 and x5 with the martensite fraction

rate term, which is fully described in Eq. (3.6).

3.2.3.2 Antagonistic system state space model

Consider the non-linear system of the form presented in Eq. (3.20), and a state vector
T

definedasx(t)=| 0, 6, T0 o1 & 62 0y To oo &

Let us then redefine the function f (x,u) as follows:

1)
—A}fl Ty — %xz — 77”10“?7?”0“’1 sin (1) — %17'5 (21,22, 75, 26)
T61 (373,1'5)
Eq(x5)r .
—l(lls)lfvz + 01T, (23,&1) + &
Fla) = §r (03, 04) Tey (3, 75) + &5 (3, 04) T4
7 x7 (3.22)

Aoro b 1
— 8229 + Far + T (21, T2, T, T7)

Te, (x8,210)

E5 (z19) T .
—Q(Z;O)QUW + 09T, (w8, x10) + 262
i &r (z8, 9) Te, (w8, 10) + &6 (38, T9) Ty |
y@t) =m
where

1 hl (IL’3) Aw

T, = — L - T

€1 (x37 x5) R1 (1_5) mwl Cpl ul mw1 Cpl (x3 amb)
1 hg (337) Aw2
T, = — - T
eo ($8, 1'10) Ry (1'10) Mg Cpy U2 Mg oy (xB amb)
u = =

In the case of the antagonistic configuration, the system can switch into four different
modes while cooling and/or heating SMA-1 and SMA-2. The switching of the system is
implicit in states x4, x5, T9 and z19 with the martensite fraction rate term of each wire,

which is fully described in Eq. (3.6).
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FIGURE 3.15: Hysteresis major and minor loops. Experimental results.
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FIGURE 3.16: Sinusoidal voltages at different amplitudes.

3.2.4 Hysteresis

As discussed in Chapter 2, one of the main nonlinear dynamics of the SMAs is the
hysteresis. These materials present a hysteretic behavior that depends not only on the
input but in operation conditions like the pre-stress. Figure 3.15 shows the major and
minor hysteresis loops of the proposed biased SMA wire robotic arm. These hysteresis

loops were obtained with the series of sinusoidal waves shown in Fig. 3.16.
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3.3 Model validation

This section presents the validation of the state space model presented in Eq. (3.21).

Table 3.3 shows the parameters used to obtain the results discussed in this section.

TABLE 3.3: Model Parameters.

Pr Vi Pr V1
Thermal Model
R, 4.3836 2 R, 5.4795 Q
ho 95 J/m2Cs ho 0.0001
A 3.8956E-4 m?  p 6450 kg/m?
Cp 320 J/kg°C Tomb 26 °C
Constitutive Model
Ey 28 GPa E4 75 GPa
©  -0.055 MPa/°C A, 0.073 mm?
50 1 g0 180 M Pa
Phase Transformation
Ay 68 °C Ay 7R °C
M, 62 °C My 52 °C
Cy 5.6 Mpa/°K Cy 5.6 Mpa/°K
Kinematics and Dynamics
€0 0.03 Lo 04 m
T 7.5E-3 C1 0.3
ks 0.0025 Nm/1° b, 0.3
Tso 0.5

Pr: Parameter, V1: Parameter Value.

The validation of the model is performed through a series of experimental and simulation

tests. The purpose of these tests is to validate the model under different operation points

and conditions, i.e. different payloads and control input frequencies and amplitudes. The

system was tested under the following conditions:

1. No Load: First the system was tested with no added payload. Two different kinds

of tests were performed.

(a) Step Signal - The system was tested at several consecutive step signals of

different amplitudes. Figure 3.17 shows the voltage signal used for this test.

(b) Sinusoidal Signal - The system was tested at three different sine waves with

same amplitude (2.6 V peak-peak voltage) and different frequencies (0.1, 0.2

and 0.3 rad/s). The sine waves are shown in Fig. 3.18
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Ficure 3.18: Different frequency sine voltages.

2. Load test: The arm was tested under three different payloads: 14 g, 31 g and 60

g. For each added weight, the system was tested in two different scenarios:
(a) Step Signal - In this scenario, the same methodology applied for the No Load,
Step Signal test was used (See Fig. 3.17).

(b) Sinusoidal Signal - The system was tested with a sine wave of 2.6 V peak-peak
amplitude and 0.1 rad/s frequency(see Fig. 3.18, solid line).
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3.3.1 Validation criteria

Five different criteria were used to validate the proposed model. These five parameters
allow us to determine the pertinence of the mathematical model for estimation of the
real plant dynamics and control development. Let us define the estimation error as the

difference between the measurements (y) and the model prediction (7),
ey =Y—9 (3.23)

The five parameters of the error considered as a mean to determine the performance of

the model are the following:

1. Mean (EM): Defined as the arithmetic mean of the error vector.

1 n
EM = =3¢, (i)
n
=1

2. Relative error (E,): Defined as the quotient between the L?-norms of the error

and measurements.
_ leyle
Tl

3. Maximum error (MxE): Defined as MxE = max (|ey])

4. Standard Deviation (SD): Used to measure the dispersion of a set of values,
defined as:

Z (ey (i) — EM)?

n—1

SD =

5. Best Fit Percentage (BF P): Defined as the percentage of the measurements that
the output reproduces [123].

BFP = <1_ ”eyHQ )

1y — 9l

where 7 is the mean of y.

3.3.2 Model validation results

The ten different scenarios presented at the beginning of this section (3.3) were tested
in simulation and experimentally. Figures from 3.19 to 3.26 show the results of all the
performed tests. Table 3.4 condenses the results of the tests performed for the model

validation.
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TABLE 3.4: Model validation results.

Test EM [rad] E, MxE [rad] SD[rad] BFP [%]
No load tests
Steps 0.0007 0.0759 0.1125 0.0435 92.4
Sine 0.1 rad/s -0.0156 0.0576 0.1120 0.0384 94.3
Sine 0.2 rad/s -0.0238 0.1283 0.1984 0.0705 87.5
Sine 0.3 rad/s -0.0437 0.1844 0.2783 0.0946 82.6
Load tests
4g -0.0073 0.0742 0.1393 0.0409 92.6
Steps 3lg -0.0164 0.6373 0.0844 0.0279 93.7
60 g -0.0099 0.0893 0.1269 0.0386 91.2
4g -0.0138 0.0626 0.1051 0.0381 93.8
Sine 3lg -0.0118 0.0578 0.1028 0.0325 94.3
60 g -0.0113 0.0686 0.0978 0.0332 93.2

EM: Error Mean, E,: Relative error, MxE: Maximum Error, SD: Standard Deviation,
BFP: Best Fit Percentage.

The two first tests under no load conditions (step response and sine at 0.1 rad/s) show
a good capability of the model to predict the plant’s behavior under sudden and smooth
changes at the control input. For both tests we have a BFP over 92% and a relative
error accurate up to 2 decimals. Although the maximum error value is around 9%, this
occurs only during the first cycle. This can be confirmed with the standard deviation,
which is under 3%. This discrepancy in the first cycle occurs during all the tests. We
attribute this phenomenon to the difference in initial conditions between the real plant

and the mathematical model.

Next we analyze the response of the system under different frequencies (See Fig. 3.20 and
Fig. 3.21). It is clear that the performance of the model decreases when the frequency
increases. After further analysis, we attribute this decrease on the performance to a
change on the system’s underlying dynamics due to higher frequency input signals. As
seen in Fig. 3.22, the shape of the hysteresis changes in response to the input frequency.
Even though the model seeks to follow the inputs, it becomes clear that this model, with
the given parameters it is not suited for higher frequency applications. This finding does
not present a big disadvantage for the use of this model, since a tracking of 0.1 rad/s is

a good enough speed for the current application.

Finally, the tests executed under added load show that the model can predict correctly
the behavior of the system under different payloads. A good performance of the model
under different payloads is critical for the current robotic application, where the final

goal is to perform grab and carry tasks. The presented model shows a good prediction
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FIGURE 3.19: Model vs Measurements, a) Angular position, b) Angular position error,
¢) Angular Velocity, d) Angular Velocity error.

of the robotic arm behavior under different scenarios. We conclude the proposed model

is suitable for further estimation and control development.

3.4 Conclusions

In the first section of this chapter, the mechanical design for a lightweight robotic arm
actuated by SMA wires has been presented. The proposed design has an overall weight
of less than 100 g and can be actuated by two or three SMA wires depending on the
chosen configuration (biased or antagonistic configuration). In the following section,
the mathematical model for the two different configurations is presented in state space
form. The presented model is a highly nonlinear switching system with 5 and 10 states
for the biased and antagonistic configurations respectively. Finally, in the final section,
the mathematical model for the biased configuration of the lightweight robotic arm is

validated in simulations and experimentally. The model was tested under 10 different
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scenarios including step and sinusoidal voltage inputs, as well as changes on the lifted
payload. The model shows a good behavior, with a Best Fit Percentage value over 90 %
for most of the scenarios. The validated model is used in following chapters to validate

the proposed observer and controller development.
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for 0.2 rad/s sine voltage, d) Angular Velocity for 0.2 rad/s sine voltage, e) Angular
position for 0.3 rad/s sine voltage, f) Angular Velocity for 0.3 rad/s sine voltage.
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Chapter 4

Output Feedback Control

This chapter presents the results of a comparative analysis among three different types
of output feedback controllers. These controllers are tested in simulation and experi-
ments over different scenarios for angular position regulation and tracking of the SMA
wire actuated robotic arm presented in Chapter 3. Section 4.1 presents an overview of
the types of output feedback controls found in literature for SMA wire based systems.
Section 4.2 describes the mathematical model of the three control strategies chosen for
comparison in this chapter. Finally, section 4.3 discusses the results in simulation and
experiment of the three applied control approaches. The results of this analysis will be
used in Chapter 6 to validate the performance of the proposed observer based control.

The chapter conclusions are presented in section 4.4.

4.1 Literature Overview

In the literature, there exist several different approaches for the control of SMA wires,
varying from the controlled variable to the chosen technique. In most of the cases, the
model and control technique are deeply connected. Until few years ago, the control
techniques for SMAs found in literature could be classified into three categories: linear
control and Pulse Width Modulation (PWM), nonlinear control, and inverse model based
control. Nowadays, a new approach has emerged with the implementation of intelligent
control, such as neural networks or fuzzy control. This section will give an overview of

the research concerning the SMA control.

69
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4.1.1 Linear control strategies

Many linear control strategies can allow a fairly accurate control without complicated
calculations or any previous knowledge of the controlled plant. This category is consti-
tuted by the classical Proportional-Integral-Derivative (PID) control and its variations
as P, PD or PI control, among others. Some of the most relevant works on linear control
is for example the one presented by Ikuta in [116], where a PID control is proposed
to control an antagonistic SMA based actuator with combined electric resistance and
position feedback. This approach allowed Ikuta to experiment with direct stiffness con-
trol and indirect force control. Also, in [124] a PI control is implemented for a SMA
based six-segment hydrofoil after a new adaptive actuation control approach failed to
be implemented in real-time. In [125], the authors propose a two step PI control for
position control. In this approach, when the position error is large, a high proportional
gain is applied with a low pass filter, once the error has reached the boundary layer, the
control switches to a PI controller to minimize the steady state error. Some further im-
provements have been made to PID control, as the one presented in [102], where a PID
together with a model free control is applied to control a SMA spring based actuator.
This combination of control techniques is called intelligent PID (i-PID). In addition to
PID, in this category we also find the PWM based controls. Some studies have been
conducted to analyze the effect of a PWM or Pulse Width Pulse Frequency (PWPF)
control signal over the SMA systems. Among these studies we find the one presented
by the authors in [126]. Here, a PWM based control for an SMA based actuator showed
30% less energy consumption than an equivalent PI control without PWM, maintain-
ing the same level of accuracy. The authors in [127] propose the control of an SMA
based Minimally Invasive Neurosurgical Intracranial Robot (MINIR), with temperature
feedback, PWM control and switching circuits. The switching circuits allow to actuate

multiple SMA wires simultaneously and independently using only one power supply.

Different intelligent control approaches have been reported, where the authors improve
the simple PID control using intelligent control techniques such as Fuzzy control. In
[128], a Fuzzy PID control is proposed for the control of a 3 link snake robot. This
approach is later improved by the implementation of a Fuzzy PD+I, which allows to

reduce from 125 rules for the fuzzy control to just 30.

The authors in [129], improve significantly the PID control performance by using fuzzy
control technique for online tuning. This work attempts to control a compact rotational
manipulator. In addition, we find the literature techniques which also apply PWM to
the Fuzzy-PID, allowing less energy consumption and the advantages of an improved

PID with intelligent control approach. Example of this are the results presented in [130]
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where a two DOF joint actuated by three SMA wires is controlled, and the artificial
finger in [84] is controlled using a fuzzy PWM-PID approach.

4.1.2 Nonlinear control strategies

In this category we can find all type of controls with nonlinear structures as for example
the Variable Structure Controls (VSC). The VSCs are a type of control techniques that
change their structure at different operating conditions, frequently depending on the
tracking error. Elahinia in [131] presents a VSC for force control of a rotary SMA
based actuator. Another type of VSC was applied in [132] to control the position of
an antagonistic rotary actuator, where a set of High and Low structures were designed
for large and small position errors. The authors in [133], propose a different type of
VSC called Sliding Mode Control (SMC). The SMC is one of the most used controls
for SMAs, due to its robustness and ability to deal with the hysteretic behavior of the
SMAs. In [133], a SMC is used together with a Luenberger observer for position control
of a flexible beam through temperature references. Furthermore, in [134] a simple and
robust tracking control method based on a hyperbolic tangential SMC and Time Delay
Estimation (TDE) is proposed. Here the TDE is used to compensate for the hysteresis
of the SMA dynamics, while the hyperbolic tangential SMC drives the system to the
sliding surface in an hyperbolic trajectory, without exceeding the velocity limitation for

the actuator.

Nonlinear controls also include other techniques as Backstepping or feedback lineariza-
tion. In [13], a backstepping control is proposed for a rotary SMA based actuator. This
technique uses the nonlinear model of the plant to calculate a desired internal vari-
able from the desired reference, until the needed control signal is obtained, as shown
in Fig.4.1. In addition, the authors in [135] introduce a feedback linearization for posi-
tion control of an antagonistic SMA rotary actuator based on the continuous nonlinear
model of the actuator. Almost two decades later, Tabrizi et al. [24] proposed a force
control scheme based on partial feedback linearization and sliding surfaces. In this work,
a position controller is used to generate a desired torque which is then used as reference

for the force tracking controller.

In recent years, thanks to the increased computational capacity of modern computational
systems, intelligent control techniques such as Neural networks have become prominent
topic of research for SMA based system control. The authors in [136] present an output-
feedback adaptive neural control for position control of a compliant differential SMA

actuator. Here, based on a fourth-order strict-feedback nonlinear model, an adaptive
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Angular position (measured) 1) Calculate desired stress

Angular velocity (calculated) 2) Calculate desired martensite fraction

Desired voltage

Desired angular position 3) Calculate desired temeprature

4) Calculate desired voltage

Backstepping Control

Temperature Estimator

FIGURE 4.1: Backstepping control block diagram [13].

observer-based output-feedback adaptive neural control method is developed to rigor-

ously guarantee closed-loop stability.

4.1.3 Inverse model based control strategies

Inverse model based strategies use an inverse mathematical model of the nonlinear dy-
namic of the system to cancel its effects. The inverse model is then combined with
linear controllers to increase speed and accuracy [63] . In the case of SMAs, the can-
celed nonlinearity is the hysteresis. For this purpose, models as the Preisach model,
Prandtl-Ishlinskii, among others are used. Riccardi et al [137], present a control strategy
for time-varying hysteretic systems applied to a magnetic SMA system. The controller
is based on the combination of a feedforward hysteresis cancellation using a modified
Prandtl-Ishlinskii inverse model and a closed-loop control law with adjustable param-
eter. These parameters are updated online based on a set of learning laws based on
Lyapunov design tools. Another adaptive approach is presented by the authors in [138].
Here the authors propose a control for linear systems with unknown input hysteresis,
based on an off-line approximated Krasnoselskii-Pokrovskii (KP) hysteresis model. A
Model Reference Control (MRC) is used to compensate for the inaccuracies of the in-
verse hysteresis model. To ensure the tracking error asymptotically converges to zero,
the relation between the tracking error and the KP model parameter errors is used to

develop an adaptive control algorithm which updates the KP model parameters.

Similarly, the authors in [97] present an adaptive approach based on recursive identi-
fication and adaptive inverse control of hysteresis in SMAs. The hysteresis is modeled
using Preisach operator with a piece-wise uniform density function. Two recursive iden-
tification techniques are developed and compared, based on output error and output
time difference respectively. In addition, we find the control proposed in [139], where

an inverse hysteresis model based on a generalized Prandtl Ishlinskii model is applied
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FIGURE 4.2: Fuzzy based inverse Preisach and PID block diagram control [14].

to compensate the hysteretic behavior. Later, a robust dynamic model based control is

applied to drive a SMA based micro-actuator to the desired position.

Other than adaptive approaches, in the last decade various works on intelligent control
and inverse hysteresis models have been reported. Example of this is the work proposed
by the authors in [14]. Here, a fuzzy-based inverse Preisach model is used to cancel the
hysteresis in a feedforward control approach. After, a PID control is used to close the

loop as feedback controller (see Fig. 4.2).

We can also find Neural Network based techniques, as the one proposed in [140]. Here,
the authors propose a neural network open-loop control for position control of a SMA
based actuator. A multilayer feedforward neural network is trained to model the vari-
ation of voltage as a function of displacement, so it represents the inverse model of the

plant.

4.2 Output feedback control for the SM A wire robotic arm

The performance of three different control approaches is compared with for angular

position regulation and tracking of the robotic arm.

The controllers selected for this study are: PID control, Sliding Mode Control (SMC) and
Adaptive Control (AC). The following subsections describe the design and evaluation of

these four controllers.
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F1GURE 4.3: Block diagram for PID Controller.

4.2.1 PID control

For the purpose of comparison we start with the implementation of a PID control,
which is one of the simplest approaches for the control of Robotic joint angular position.
The advantages and disadvantages of using a PID approach to control a system with

hysteresis are discussed in survey article [141].

Let us define the angular position error (e) as:
€ = 91 — 97« (4.1)

where 0, € R is the desired angular position of the arm with respect to the Z-axis and

é is defined as the derivative of the error with respect to the time:

d
b — — 4.2
e= e (4.2)
Then, the control law for the PID control is given by:
uj = Kpe + K; / edt + Kgé, (4.3)

where K, K; and K represent the proportional, integral and derivative gains respec-

tively.

Figure 4.3 shows the block diagram for the PID controller. In this diagram, the plant is
described by the model presented in Eq. (3.21).

4.2.2 Sliding Mode Control

When talking about control of nonlinear systems, the SMC is one of the most applied
strategies due to its robustness and fairly easy design. The SMC is a specific type of
VSC, which consists of a high-speed switching control law. The SMC aims to drive the
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plant’s states onto a user-defined surface (sliding surface). The structure of the control
applied will depend on whether the trajectory of the plant is above or below the sliding

surface [27].

The inability of a real actuator to meet the high-speed switching requirements of this
type of controller generates a problem known as chattering. This problem is perceived
as an oscillation around the sliding surface. To overcome this problem a technique called
boundary layer is applied, which is a smooth approximation of the switching element
[142].

The first step to construct a SMC control is to select the sliding surface, which should
represent the desired dynamic of the plant’s states in steady state. The sliding surface

s selected for this case is a first-order function of the error e, defined in Eq. (4.1) [27]:
s=cpe+cqé, (4.4)
where ¢, defines the slope of the sliding surface. Then the control law is established as:

M1sgn(s) ,|s|>¢ (4.5)

v =

M2s sl < @

where M1 and M2 are positive definite constants, ¢ is the value of the boundary layer

and sgn(-) defines the sign function as:

—-1,-<0
sgn() =4 0,-=0 (4.6)
1,->0

The block diagram of this controller is shown in the Figure 4.4.

4.2.3 Adaptive Control

This approach includes a set of different techniques which provide a systematic way of
automatically adjusting the control parameters in real time, in order to maintain the

desired performance while handling parameter and model uncertainties [28].

Different Adaptive control techniques have been applied for the control of SMA wires.
For example in the work presented by [29, 44| a Direct Linear Adaptive control law
is developed for a single SMA wire actuated robotic arm. While in [91, 92] an Indi-

rect Adaptive Predictive control using Laguerre functions was used. In [143] and [136]
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F1GURE 4.4: Block diagram for SMC Controller.

Adaptive nonlinear control has been applied to control the SMA actuator using universal
approximators such as Neural-Networks. An adaptive inverse model was implemented
in [143] using Dynamic Neural Network (DNN) identifier while, in [136], an observer
based output feedback control was implemented using Neural-Network in an Indirect
Adaptive method. Similarly, in [144] a Direct adaptive inverse model based controller
using a dynamic neural network was implemented. The Adaptive Nonlinear Control
based on universal approximators such as Neural-Networks can also be classified un-
der Intelligent Adaptive control. This approach requires the identification of a large
number of parameters and the quality of the approximator depends on the number of
neurons and persistent excitation condition. The chosen method for this comparative
study on output feedback control is the adaptive control presented by the authors in [29)].
Contrary to the intelligent adaptive control methods, the authors in [29] use a Direct

adaptive control method which requires only one parameter to be tuned in real-time.

For the construction of the adaptive control we consider the general dynamic model for

the robotic arm presented as follows:
M(0)6+V,, (e,é)9+g(9) FFH+3(0,0,) =7, (4.7)

where 0, 9,9 represent the position, velocity and acceleration of the couplers, M () is
the inertia matrix, V,, (0, 9) is the centripetal-Coriolis matrix, g (0) is considered as the
effect of gravity, Fy is the viscous coefficient term, ® (6, 6,) is the nonlinear hysteretic

term, 7, is the input torque applied to the manipulator joint by the SMA wire.
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Based on Eq. (4.1), let us define the filtered error r (t) as:
r(t)=¢é(t)+ae(t), (4.8)

where « is a known positive gain, different for each SMA wire. After algebraic manipu-

lations, the system dynamic in open loop can be mathematically described as [145]:
M (0)7 = —Vp, (9,9)7’4—7—7 (4.9)
and

~ = M (6) (9 n aé) Vi, (9, 0’) (9} + ae) g (0)+ Fy+ @ (0,6,) (4.10)

Based on the open loop dynamics (4.9), we choose the control input as:
7 =4+ Kr, (4.11)

where 7 is the control input vector, K is a positive control gain matrix and 4 is the

estimate of . This value is estimated as follows:
4=T"1r (4.12)
where T' is the positive adaptation gain. Finally the closed-loop dynamic is given by:
M (0)7 = —Vp, (0, 0’) r+ Kr+ 5 (4.13)

and y =~v — 4.

Figure 4.5 shows the block diagram of the closed-loop system with the adaptive control.

4.3 Simulation and experimental results.

The three control approaches presented are tested in simulation and experiments under
different scenarios. The operation scenarios include regulation and tracking of desired

angular positions and payload conditions as follows:

1. Position regulation. The three controllers are tested under a series of three refer-
ence steps: one small step up (0.2 rad), one large step up (0.6 rad) and one step

down (0.8 rad), see Fig. 4.6, solid line.
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FIGURE 4.5: Block diagram for Adaptive Controller.

2. Position tracking. The three controllers are tested for tracking a sinusoidal ref-
erence at three different frequencies (0.1, 0.2 and 0.3 rad/s). See Fig. 4.8, solid

lines.

3. Position tracking with payload. The controllers are tested for position tracking of

a sinusoidal reference at 0.1 rad/s with a 31 g payload.

For a quantitative comparison, the 3 controllers presented above are analyzed by evaluat-
ing different characteristics for regulation and position tracking. For position regulation
four characteristics are analyzed: maximum Overshoot (OS), average Settling Time
(ST), average Steady State Error (SSE) and relative error (E,). For position tracking
three characteristics are considered: Time to reach and start following the reference,
called for practical purposes as Reference Follow Time (FT), Tracking Error (TE) and
the relative error (F,). These parameters are compared in simulation and experiments.

The results of the tests are discussed in the following subsections.

4.3.1 Simulation results

The control signal u generated by all the control methods is limited by a saturation
block, in order to protect the SMA actuator from over heating. In the same way, the
lower voltage is limited to 0 V due to the one way heating control, inherent to the
system. The maximum saturation voltage (V) is set to Vg = 5V. The controllers are

tuned heuristically with different gains for regulation and tracking as shown in Tab. 4.1.
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TABLE 4.1: Controller parameters in simulation.

Parameters
Control _ _
Regulation Tracking
PID1 PID2

— K,=45 K,=3 K,=17
K;,=05 K;=02 K, =3
K;=15 K;=15 K;=1.5

¢ =10 ¢ =10

SMC K, =10 K, =10
K, =13 K, =3

K;=14 K;=14

Adaot i a=4 a=17
aptive K=15 K=15

Figures 4.6 to 4.11 show the results of all the tests in simulation. Table 4.2 summarizes
the results for position regulation. It is clear that a simple PID control it is not capable
of dealing with the nonlinearities of SMA wires. While PID1 has a good performance to
follow step up references, the settling time for the step down is over 50 s. On the other
hand, PID2 is incapable of reaching the reference for the steps up but has an acceptable
performance for step down reference. It has a settling time of 26 s and the smallest
steady state error. It becomes clear that a conventional PID approach cannot handle
both dynamics for position regulation. The SMC shows a good behavior for both steps
up and down. However, the settling time is considerably longer than the one showed by
the adaptive control. The adaptive control shows the fastest response and the smallest

relative error for position regulation.

Table 4.3 shows the results of position tracking with and without payload. For tracking
all three controllers show a similar behavior with and without load for a frequency of
0.1 rad/s. When the frequency increases to 0.2 rad/s, the PID is no longer capable of
following the reference and its relative error increases to double of that shown by the
SMC and adaptive control. The SMC and adaptive control present a similar behavior
for tracking control, although the adaptive control has a slightly better performance
with shorter settling times and relative error. However, non of the three controllers is

capable of following the 0.3 rad/s sinusoidal reference.

The adaptive control and SMC prove to be capable of dealing with the system nonlinear
dynamics for regulation and tracking. The adaptive control presents slightly better
results in most of the test. Nevertheless, the real advantage of the adaptive control is
the fact that this control will adapt to possible changes in parameters over time, while

the SMC will need to be tuned after any change in the system.



Chapter 4. Output Feedback Control 80

TABLE 4.2: Comparative table of output feedback controls performance for position
regulation in simulation.

Control OS [rad] ST [s] SSE [rad] E,
Small Step up (0.2 rad)

PID1 0 24.4 0.0152 0.4581
PID2 0 > 40 N/A 0.4911
SMC 0.4775 15 0.0085 0.4492
Adaptive  -1.0458 12.6 -0.0035 0.4463
Large Step up (0.6 rad)
PID1 12.48 20.2 0.0112 0.4581
PID2 0 > 40 N/A 0.4911
SMC 26.73 25.8 0.0149 0.4492
Adaptive 20.95 16.8 -0.0089 0.4463
Step down (0.8 rad)
PID1 0 > 50 N/A 0.4581
PID2 0 15.6 -0.0024 0.4911
SMC 0 33.2 0.0033 0.4492
Adaptive 0 14.4 0.0051 0.4463

OS: Overshoot percentage; ST: Settling time; SSE: Steady State Error; E,.: Relative
Error.

4.3.2 Experimental results

The conditions for the experimental tests are the same as described for the simulation
tests. The control input u is saturated between 0 and 5 V to avoid overheating of the
wire. Table 4.4 shows the parameters of the three controllers for regulations and tracking
of angular position. The controllers were tuned heuristically based on the gains used in

simulation. The gains are moderately different from the ones used in simulation.

The experimental results are shown in Figures 4.12 to 4.17. The Table 4.5 summarizes
the results for position regulation. The results obtain in experiments are close to the
ones shown in simulation. The controllers PID1 and PID2 present a better performance
in experiments. For the small step up test, PID2 reaches the reference at 27.2 s and
PID1 reaches at 32 s for the step down test. The SMC presents a faster response and
a lower steady state error of the controllers for the step up regulation. However, this
controller takes almost double the time, as compare to adaptive control, to reach the
reference for the step down. In general the adaptive control shows a better performance

for position regulation.

Table 4.6 shows the results for position tracking. For position tracking all three con-

trollers show a good performance for tracking of a sinusoidal reference at 0.1 rad/s,
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TABLE 4.3: Comparative table of output feedback controls performance for angular
position tracking in simulation.

Control FT [s] TE [rad] E,
Sine 0.1 rad/s

PID 16 0.0159 0.0740
SMC 15 0.0150 0.0637
Adaptive 14.2 0.01558  0.0636

Sine 0.2 rad/s

PID 4.8 0.0719 0.2230
SMC 9 0.0455 0.1322
Adaptive 9 0.0425 0.1207
Sine 0.3 rad/s
PID 2.8 0.2532 0.6323
SMC 2.6 0.1208 0.3240
Adaptive 2.4 0.1146 0.3104
Sine 0.1 rad/s, 31g payload
PID 16.2 0.0173 0.0731
SMC 16 0.0161 0.0639

Adaptive 14.6 0.0167 0.0636

FT: Reference Follow Time; TE: Tracking Error; E,: Relative Error.

TABLE 4.4: Controller Parameters in experiments.

Parameters
Control i .
Regulation Tracking
PID1 PID2

— K,=45 K,=438 K,=17
K;,=05 K;=09 K, =3
K;=15 K;=15 K;=1.5

¢ =10 ¢ =10

sMe K, =10 K, =10
K, =13 K, =3

K;=14 K;=14

Adaot i a=3.8 a=7
aptive K=15 K=15

with and without payload. When the frequency increases, the relative error of the three
controllers increases, not being able to follow the reference at 0.3 rad/s. In the case of
position tracking adaptive control shows a faster response and a lower relative error as

expected based on simulation results.

In conclusion, the adaptive control proved to be the better approach for the kind of

system dealt with in this dissertation. Although SMC shows good results, close to those
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FI1GURE 4.6: Output feedback controllers for angular position regulation in simulation.

of the adaptive control, the adaptive control has, as its name suggests, the ability to
adapt to changes in ambient and system parameters, such as changes on convection
coefficient. This was proven in simulation in [39]. The adaptive capability makes the

adaptive control a good control approach for output feedback control.

4.4 Conclusions

The first section of this chapter presents an overview of the different control techniques
developed and applied on SMA based actuated systems. Three of this methods, named
PID, Sliding Mode Control and a model based Adaptive Control are further explained
and applied in simulation and experiments for angular position control of the biased
lightweight robotic arm proposed in the previous chapter. The three controllers are
tested for position regulation and tracking under different scenarios. The adaptive con-
trol showed to be the best, out of the three chosen control techniques, to deal with the
nonlinearities of the controlled system. The results of this chapter are used on Chapter

6 for comparative purposes.
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F1GURE 4.8: Output feedback controllers for angular position tracking in simulation,
a) 0.1 rad/s sine, b) 0.2 rad/s sine, ¢) 0.3 rad/s sine.



Chapter 4. Output Feedback Control

—~
&
~

0.8 | —
R IR PRI PID
0.6 N R [P SMC

o o
N

-}

Angular Position Error [rad]

O 71T
ot
S
H;
04
S

—~
o
~—

=
ot

S

Angular Position Error [rad]

|
=
ot

Angular Position Error [rad]

L
0 o0 100
Time [s]

FIGURE 4.9: Output feedback controllers errors for angular position tracking in simu-
lation, a) 0.1 rad/s sine, b) 0.2 rad/s sine, ¢) 0.3 rad/s sine.



Chapter 4. Output Feedback Control

Lo}
ey}
S
= 0.5
S
+~
B!
@)
Al
50
go ;”--‘ Reference .--.... PID :
- T SMC - - - AC |
<: i \ \ \ \ \ \
0 50 100
Time [s]

F1GURE 4.10: Output feedback controllers for angular position tracking with 31 g
payload in simulation.

TABLE 4.5: Comparative table of output feedback controls performance for position
regulation in experiments.

Control OS [%] ST [s] SSE [rad] E,
Small Step up (0.2 rad)

PID1 2.77 7.8 -0.0181 0.3821
PID2 0 > 40 N/A 0.4307
SMC 0.2575 3.4 -0.0013 0.3523
Adaptive  5.3691 19.6 -0.0043 0.3666
Large Step up (0.6 rad)
PID1 3.0458 224 -0.00869  0.3821
PID2 0 27.2 0.0165 0.4307
SMC 2.6275 16.4 -0.0090 0.3523
Adaptive  5.587H 20.8 -0.0112 0.3666
Step down (0.8 rad)
PID1 0 324 0.0006 0.3821
PID2 0 26.4 -0.0013 0.4307
SMC 0 23 0.00273 0.3523
Adaptive 0 13.2 -0.0058 0.3666

OS: Overshoot percentage; ST: Settling time; SSE: Steady State Error; E,.: Relative
Error.
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FIGURE 4.11: Output feedback controllers errors with 31 g payload in simulation.
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TABLE 4.6: Comparative table of output feedback controls performance for angular
position tracking in experiments.

Control FT [s] TE [rad] E,
Sine 0.1 rad/s

PID 16.8 0.0157 0.0799
SMC 14.2 0.0146 0.0714
Adaptive 13.6 0.0141 0.0679

Sine 0.2 rad/s

PID 4.8 0.0399 0.1461
SMC 4.6 0.0351 0.1269
Adaptive 4 0.0332 0.1155
Sine 0.3 rad/s
PID 3.2 0.1187 0.3552
SMC 3.2 0.0791 0.2539
Adaptive 2.8 0.0669 0.2210
Sine 0.1 rad/s, 31g payload
PID 9.6 0.0185 0.0774
SMC 7.6 0.0179 0.0702
Adaptive 7.4 0.0178 0.0712

FT: Reference Follow Time; TE: Tracking Error; F,: Relative Error.
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FI1GURE 4.12: Output feedback controllers for angular position regulation in experi-
ments.
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FI1GURE 4.14: Output feedback controllers for angular position tracking in experiments,
a) 0.1 rad/s sine, b) 0.2 rad/s sine, ¢) 0.3 rad/s sine.
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Chapter 5

Extended Kalman Filter for State
and Unknown Input Estimation
with Sliding Modes

This chapter presents the development and validation of the proposed observer for state
and unknown input estimation. Section 5.1 presents an overview of the observers found
in literature for SMA based systems. Section 5.2 describes the development of the observ-
able discrete-time mathematical model for the single SMA wire robotic arm presented in
Chapter 3. Section 5.3 presents the proposed Extended Kalman Filter observer for state
and unknown input estimation with sliding modes (EKF-UI). Further in this section,
the convergence analysis of the proposed observer and its implementation is discussed.
Finally, section 5.4 discusses the validation of the experimental results of the observer
against simulation results and experimental measurements. The chapter conclusions are

presented in section 5.5.

5.1 Literature Overview

When talking about estimation for SMAs, the research found in the literature is limited
and mostly focused on the estimation of the mechanical states (position and velocity)
of SMA based actuators. We found few observers for estimation of the SMA wire states
where the switching dynamic of the SMA is considered. However, more often than not,
the works found in literature fail to provide any stability or convergence analysis. The
following paragraphs present a review of the state of the art in observers for SMA wire

based systems.

95
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The authors in [146] present a non-switching Extended Kalman Filter (EKF) for the
estimation of position, velocity, stress and temperature of an SMA wire based actuator.
The SMA manipulator state vector is defined as x = | § § o T } This proposal
avoids the switching in the model by computing the stress from the dynamic equations
and not the constitutive model. The model is then discretizied and an Extended Kalman
Filter proposed. It is important to mention that the model proposed in this research is

not rank observable.

In [147], the authors present a simple SMA wire rotational actuator with a bias spring.
They propose an augmented EKF for the estimation of the temperature and stress
of the SMA wire and the bias spring’s coefficients, where the augmented parameters
correspond to these coefficients. The model used for the development of the augmented
EKF is a switching model based on a constitutive model. The authors do not provide
any observability or stability proof. The authors in [148] develop a position control of
a spherical joint using feedback linearization. For the feedback linearization the wire’s
temperature is needed, thus the authors propose a simple first degree nonlinear switching
model for the estimation of the SMA wire’s temperature as shown in the next equation:
‘;; —hAy (TSMA - Tamb)

mCp + MLpeat QT (TSMA) /€i

Topa = (5.1)

where the variable ) represents the coupling between changes in temperature and strain.
This variable is described by a switching equation outlined by different equation for

heating and cooling respectively.

A Luenberger observer for temperature estimation based on position measurements is
introduced in [133] for an antagonistic endoscope like actuator. The authors propose a
neural networks to process each position to obtain an equivalent temperature as reference
for a Sliding Mode Control (SMC).

In [149], an sliding mode observer for the estimation of temperature, velocity and accel-
eration of an antagonistic SMA based actuator is presented. A basic observer structure
is defined as:

i =f(z)— H(Ci—2)— Kl (5.2)

where [ is an error based sign vector (sliding gain) and H is the gain matrix for a
Luenberger observer obtained form the linearization of f (z). From the estimated states,

a non-stress dependent martensite fraction calculation is applied.

In [150] an EKF is applied to a single SMA wire actuator with biased spring. The EKF

is used to estimate the SMA wire’s temperature and spring displacements from the
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measurement of the electric resistance. This estimation is latter used for the training of
a couple of Artificial Neural Networks (ANN), in order to estimate the total displacement
of the actuator. The authors in [151] present a simple linearized model for a SMA based
smart joint for minimally invasive surgeries, which is later used to develop a sliding
mode control law with disturbance observer. This observer is used to compensate for

the inaccuracies caused by the linearization.

The authors in [136] propose a state observer for a compliant differential SMA based
actuator. The estimator is developed for an antagonistic configuration of the actua-
tor, where the state vector is defined as x = | 6, Opiq1 o ], and the temperature
is considered an internal dynamic. An adaptive Neural Network (NN) is implemented
to estimate the states, based on a fourth-order strict-feedback nonlinear model of the
actuator. The authors present an asymptotic stability analysis of the closed-loop sys-
tem (including an output-feedback adaptive neural control) using the time-separation

principle and Lyapunov synthesis. The observer is experimentally tested.

More recently, the authors in [152] proposed an observer based on a Linear Parameter
Varying (LPV) model of the SMA wire based on the constitutive model. The proposed
observer is a Luenberger observer for state estimation, where the state vector is x =
[ 0 0 ¢ T } To the best of our knowledge, this is the only reported observer for
martensite fraction estimation (£). This observer is developed for a system with constant
stress, since it does not consider the effect of the later in the system. The lack of
consideration of the stress effect, could imply this observer will not be suitable for
systems with big changes in stress during operation, like the antagonistic configurations

or, as is the case of this implementation, a system with changing payloads.

5.2 EKF-UI for biased SMA wire robotic arm

This section describes the modeling process to obtain a non-switching discrete-time

observable model of the biased SMA wire robotic arm, suitable for observer development.

From the literature overview, we can see there are not many formal studies on the de-
velop of estimation techniques for SMAs. Most of the work found in this field, lack
formal proves of model observability or observer stability and convergence when includ-
ing the switched dynamic of this system. In addition to these issues, all the current
approaches require the switching law of the system to be known in order to estimate
the system states. This switching law depends on multiple system states (temperature
and stress) and parameters (transformation temperatures) which makes it difficult to

estimate. With this in mind, a new approach for observer development is proposed.
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To address the need of the switching law for state estimation, an unknown input approach
is proposed. Considering the switching term (5) as an unknown input, eliminates the
switching from the system’s model. With this approach, there is no need to determine
the switching law of the system. The system becomes a non-switching nonlinear system,

allowing the implementation of simpler techniques for estimation and control.

5.2.1 Non-switching single SMA wire system

Consider the nonlinear switching system presented in Eq.(3.21). Taking the martensite
fraction rate as the unknown input, let us propose a nonlinear non-switching system as

follows:
= fi(z (), u(t)) + @1 (x(t)d(z(t),u(t))
= h(z(t))

where z (t) € R™ is the state vector and u (t) € R™ is the input vector, which is upper

(5.3)

bounded with ulequpq, Vt. In addition d (z,w) is an unknown input with distribution
vector ® (x (t)) and upper bound d > d Vt. The model of the biased SMA actuated

robotic arm with martensite fraction as the unknown input is written as follows:

x2
A}—flm - %.%’2 — MLIleed gin (1) — Jilksxl - J%bsxg
1 hi(z3)Aw
i@ )= | e (@3~ Tamb) (5.4)
171 o O1h1(23)Aw
T xo + Rl(%)nﬁmcm T T ony L (3 — Tymp)
0
F T
0
O (x(t)=1 0 (5.5)
Q
- 1 -
d(x(t),u(t) =£(t) (5.6)
h(t) =1 (t) (5.7)
We simplify the Young modulus of the system as follows:
1 1
E,=-E, +=-E, .
1=5 + 5 (5.8)

so the distribution vector of the unknown input (®; (x (t))) is now constant.
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5.2.2 Singular Perturbation Model

When the system in Eq. (5.3) is discretized, simulation of the discrete-time model shows
that an extremely fast sampling time (in the order of us) is needed for the system to
agree with the dynamic response of its continuous-time equivalent. This sampling time
is experimentally unfeasible with the current equipment, in addition to be unnecessary
to capture the actual dynamics of the system. This phenomenon occurs due to the
extremely small inertia of the Coupler-1 (J;), which generates a fast dynamic of the

angular velocity in comparison with the rest of the states.

The system in Eq. (5.3) meets the characteristics of a singularly perturbed system, where
the angular velocity can be considered as a quasi-static state and its dynamic equation

replaced by an algebraic equivalent. This process is laid out in the next paragraphs.

Consider the singularly perturbed system as follows [153]:

(5.9)
ez =g(t,z, z,€)

{ x = fs(t,x,z,€)

where f (t,x, z,€) and g (¢, z, 2, €) are nonlinear continuously differentiable functions and

€ is a small positive parameter. When we set € = 0, the function Z degenerates into:
0=g(t,z,z0) (5.10)
so we obtain a reduced order model:
&= fs(t,z, h. (t,z),0) (5.11)

where

z = hs, (t,x) (5.12)

J My, C
Now consider the mechanic and thermal time constants T, = 1 and Ty = —— P
b hi (T) Ay,

of the the system in Eq.(5.4). Where b = by + bs. Based on the parameters in Tab. 3.3,
we know T; > T,,,, so we choose T} as the time unit introducing the dimensionless time

variable t, = T Let us introduce the normalized state equations of the biased robotic
¢
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arm as follows:

0 :
Y T
dt, °
Tm d9 Alrl ; mrgrioad . 1
Zm &Y _ _§— LI load 1 (9) — 210
T, dt, b * o o) -y

dT 1 hi(T) Ay

:Tt< Uy — 1(T) 1(T_Tamb)>
dtr‘ Ry (6) My, Cpy My, Cpy

do T (_Elﬁé n ©1 wy ©1hy (T) Ay,
dt, llo Ry (f) My, Cpy My, Cpy
s
dt,

(T - Tamb) +Qd (t)>
— Tyd (t)

In its normalized form, the system presented above can be considered a singularly per-

turbed system of the form in Eq.(5.9), where:

Ty Jih1 (T) A,

~0 5.13
T; bmy, ¢p, (5:13)

Let us define a new state vector zs = [ 0 T o ¢ }, and the singularly perturbed

state space model for the biased SMA wire robotic arm with unknown input as follows:

{ B (1) = Fo (s (0), 0 (0) + @, (2 (1)) d (2 (6),u (1) s
ys (t) = hs (x5 (1))
where
_ e -
hi(zs2)Aw
R1(acs4)1mw1cp1 Uy — lr(nwflpl L (xs2 — Tamp)
fs (l’s (t) U (t)) = El?"l h [Sh @1h1($s2)Aw1 T (515)
- llo 2+ Br (@) My Opy uyp — Ty Cpy (:CSZ - amb)
. O -
- . -
0
P, (x5 (t)) = 5.16
(zs (1)) 0 (5.16)
1
d(ws(t),u(t) =¢(t) (5.17)
hs (t) = xs1 () (5.18)
how = A0 gy LI G (1) — L (5.19)
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5.2.3 State and Unknown Input Nonlinear observability

Consider a system with unknown inputs of the form given in Eq.(5.37). Now let us

define the tensor ué as follows [30]:

ps = Lgihj, Vi, j (5.20)
wherei,j = 1,...,w, and w is the unknown input vector. The matrix® = | &; ... &,
T
and h=| hy ... hy ... h, | ,where z > w is the total number of outputs of the

system. It is necessary condition for a system to be observable that the tensor p is not
singular on a given neighborhood xg [30], meaning the unknown input is observable from

the output of the system.

It is clear that the model presented in Eq.(5.14) does not meet this condition, thus
the unknown input is not observable from the given output of the system. Assuming
that the angular velocity can be “measured”, computing the derivative of the measured

angular position. Let us define a new output vector (hs (t)) as follows:

Airy MLITIoad g 1

gy — —LElead iy (141 ) — Ths®

hs (t) _ b 53 b ( sl) plvstsl (521)
Ts1 (t)

Then the tensor pi = %Q # 0 Vz (t). So we can conclude the unknown input is

observable from the output at all times and operation points.

Consider the system of the form Eq.(5.14), with the output vector Eq.(5.21). The system

is considered locally observable if
rank () =n (5.22)

and 5
:Ej .
me - 1, ceey 523
5 € m:J n (5.23)

where (2, is the observable codistribution of the system and m <n + 2.

The analytic method proposed by the author in [30], is applied to compute the observable
codistribution of the biased SMA wire robotic arm in Eq.(5.14) and Eq.(5.21). To apply

this method, the system is restructured as a system of the form:

io= g (a) + 3 F @) u+ S ¢ () w;
=1 7j=1 (524)

Yz = hs (:L's)
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where u is the known inputs vector defined as u £ [uy, - -+ ,um,]' and w the unknown
input vector (w = [wy, - ,wmw]T). The function h, (zs), z = 1,--+ ,m, is a set of
scalar functions, with m, being the number of outputs of the system. Considering

T .
u= [ VE Tums } and w = £. We apply the mentioned method as follows [30]:

1. Select a set of m,, scalar functions in hs such that ,ué £ Lgihj # 0 Vi, j.

Airy

At (5.25)

i = Lyhy =

2. Step 2
9" =vgg° (5.26)
i = V(())go + 10! =

—ksO + Ai1m10 — MLgTicaqsin (6)

— AT (po hog?)

_ My Cpy )
Awlg?@ (ho n hﬂf%) _0_ Eiry —ksO + Ayrio — mpgrigaq sin (0)
Mwy Cpy lo b
-1
) (5.27)
R
0
§' =g’ +vigh = b (5.28)
Ay“l
L AlTlﬂ .
3. Step 3
oh
Qo = span { (%(cx) } =
(5.29)
_ —ks — mpgrieedsin (0) Ay
= {( b 0 b 0 7( 1 0 0O )
le{ ( ksngb”"“dsm(g) 0 Alb“ 0)( 100 0),
A0 (R, — R, w
(0 0 — 171 ( ) . 0)7(0 A17“1A 1h2@$2 0 0)}
bmw1cp1 (Rmx5 + (1 - 335) Ra) by, Cpy

(5.30)
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4. Calculate ), for m > 2.

ng{ ( ks~ mpgrioasin () -, Alb” 0),<1 000),

b

Aim©O (R, — R, w

<O 0 — 171 ( ) . O>,<O Al’l“lA lhg@l’z 0 0>}
bmwlcpl (Rmx5 + (1 - JI5) Ra) bmwl Cpy

5. After computation we can conclude that any new vector in 29 or higher, is a linear

combination of the vectors in €);. Such that Q* = )

6. The observable codistribution €2; has full rank and all the state differentials belong

to it. In conclusion the presented system is weakly locally observable.

5.2.4 Model discretization

Discretizing the model presented in Eq.(5.14) by first order Euler approximation, we

have the following non-linear discrete system:

Trr1 = T + (fr @k, ur) + Pp (2r) d (21, ur)) Ts (5.32)
Ye = hy (zp)
where T is the sampling time and
_ o ;
1 (2, ) Aw,
uy — (z2, — Tamp)
Rilz M, C My C k
fr (T, up) = E17“1h 1(way, )My (;11 1g11h1($2k)Aw1 (5.33)
_ llo 2k + R1(x4k)mw10p1 - My Cpy ($2k - amb)
- 0 -
0
0
Py, () = 0 (5.34)
1
ho(t) =] " (5.35)
| L1y (t)
Aqr mrgr . 1
wp = Z 1m3k — Lgb load gin (x1,,) — gksxlk (5.36)

Sampling Time selection

The sampling period is chosen based on two factors. First, the indicative values for

different kind of systems recommended in [15] (See Tab. 5.1 ). The system here presented
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is a combination between the thermal model of the SMA wire (Temperature) and the
dynamics of the robotic arm (Servo-mechanisms). Based on this criteria and the values
on the Tab. 5.1, the recommended sampling time is between 0.001 and 0.05 s, which is
the fastest between the two kind of system. The second factor is based on the capabilities
of the computer used for the realization of this project. The interface and calculations
were implemented using Matlab/Simulink and the Matlab Desktop Real-Time library.
The fastest sampling time achieve during testing was 0.02 s. This sampling time allows
to observe the complete dynamics of the system, since the action force is provided by a
thermal system (SMA wire) with a considerably slower dynamic.

TABLE 5.1: Choice of sampling period for digital control systems (indicative values)
[15].

Type of variable (or plant) Sampling period (s)

Flow rate 1-3
Level 5-10
Pressure 1-5
Temperature 10 - 180
Distillation 10 - 180
Servo-mechanisms 0.001-0.05
Catalytic reactors 10 - 45
Cement plants 20 - 45
Dryers 20 - 45

5.3 Extended Kalman Filter with Unknown Input

For state and unknown input estimation of a system of the type dealt with in this
dissertation, we propose an Extended Kalman Filter with sliding modes for unknown

input estimation. Consider the following discrete non-linear system:

Trp1 = f (@, ug, i) + ¢ (x1) d (T, ug)
(5.37)

Y = h (2, wy)

where zj = [ T1k T2k . Tpk ! € R™ is the state vector at instant &, u; € R" and
yr € RP are the input and output vectors at time instant k, d (xg,ux) is the unknown
input and ¢ (z) is the distribution matrix of unknown inputs, 7 is the system noise
caused by the parameter inaccuracies and wy is the measurement noise. Both, system
and measurement noise matrices are modeled as Gaussian noises with zero mean and

completely independent.
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Assuming the function f (xg,ux) is bounded with respect to its own arguments and
system in Eq.(5.37) is uniformly observable while the unknown input is also bounded

as |d(-)| < d. The Extended Kalman Filter with Unknown Input (EKF-UI) observer is

proposed as follows:

1. Measurement update

Th1 = Tpr1/k + Kpprep1 (5.38)
-1
Kip1 = PopyiHy <Hk+1pk+1/kH1;r+1 + RkJrl) (5.39)
Piy1 = (I — Kgr1Hiy1) Pegayn (5.40)
2. Time update
Tppan = f (T, we) + ¢ (2k) d (zh, wp) (5.41)
Pyi1yr = FrPoFy] + Q (5.42)
Where
k1 = Ykt1 — D (Zps1 k> Wet1) (5.43)
0
Fy = F (g, up) = 2100 ) gk’uk) (5.44)
l’k Zl‘k:ik

Oh (Tpt1, Wet1)

5.45
OTk41 ( )

Hy1 = H (Z41) =

Tp+1=Lr11/k
here @ and Ry are diagonal matrices, which represent the covariance matrices of the

system (r;) and measurement (wy) noises respectively. These matrices satisfy:

Q= cov(r)=E [rr"] (5.46)
R = cov(w) = E [ww!]

The Unknown Input is estimated with a sliding mode based estimator. This approach
is based on the work presented in [154], where a high-gain observer with sliding mode
for state and unknown input estimations is developed with stability discussion. Using
this approach the unknown input can be estimated using a sliding surface defined as
a function of the error term used to estimate the given unknown input (e;,) as follows
[154]:

d (zk,ur) = —psign (e;,) (5.47)
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where p is the sliding mode gain. From Eq.(5.43), we can define e;, fori =1,--- ,d as
follows:
el
el = | (5.48)
€d,

and d < p is the number of unknown inputs in the system.

To avoid the chattering caused by the sign(-) function (characteristic challenge of sliding

mode technique), this function is replaced by a sat(-,€), defined as [155]:

'/61 if | ’ ’ < e,
sat (-, €) = (5.49)
sign(-), if|-|>e

5.3.1 Convergence analysis

Let us denote by Zx41 and &y the first order euler linearization of the state estimation

and state prediction error vectors respectively defined by

Tps1 = Thy1 — Th1 = [[ — K1 He1] Tgayn (5.50)

and

Ty1/k = Thil — Ty = R FrpTp + Br®p.dy, (5.51)

where aj and 8 are unknown time-varying diagonal matrices of appropriate dimensions
accounting for the errors due to the linearization process. In addition, di, = dj — dj; is

the unknown input estimation error and ¢ is defined as:
¢ (&) = Dy, (5.52)
Defining an unknown time-varying matrix of appropriate dimensions 7, such that
Be®rdi = ax i (5.53)
80 it is possible to write
Tpp1/k = Thi1 — Thp1/e = k [Fi + ] T = o Zy T, (5.54)
We can write the state estimation error as

Fpir = [[ — Kpy1Hyr) 0 Zidiy (5.55)
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Assumption 1. The system in Eq.(5.37) is locally uniformly rank observable. So the

matriz Py is bounded and positive definite.

Assumption 2. The matriz Fy, is bounded and non singular.

Considering the following theorem proposed in [156], we can establish sufficient condition

for local asymptotical stability of the proposed EKF-UI.

Theorem 5.1. [156] If assumption 1 and 2 are satisfied, consider the Rayleigh quotient

A
X
such that ¢ (X) < x’f ka <% (X) and

Ty Tk

1/2
P () < ¢ (@)’ ¢ (2L 2) o (BT ) ¢ (Pivip) | ¢ (Pevip) |

" P (Hep1Poy1pH o + Rie1) 9 (2 Z1) @ (2 Z1) @ (Br)

(5.56)

then the proposed Extended Kalman Filter observer with sliding mode unknown input

estimation is locally asymptotically stable.

Let us discuss the proof presented in [156] for Theorem 5.1. Consider the the candidate

Lyapunov function V1 as

Vier = &1 P Bk (5.57)
and
_ ~2Tp-1z
Vi =Ty P Tk (5.58)

Substituting Eq.(5.55) into Eq.(5.57) gives
Vier = 37 2] [I - H,IHK,LJ PrM T = Kisr Hyt] o Ziiy (5.59)

+

From Eq.(5.40), we can write

{I - HkTHKlLl} = P;;rll/kpkﬂ (5.60)
Substituting Eq.(5.39) into Eq.(5.60):
[I - Kk+1Hk+1] == (561)

—1
= (I — PpyinHi (Hk—&-lpk—i-l/kHl;rJrl + Rk+1) ) Hyp1 = P{fl/kpkﬂ

substituting Eq.(5.61) and Eq.(5.55) into the proposed Lyapunov function in Eq.(5.57),

after algebraical manipulation we have:

-1
Vk+1 = :f;rZ];rak |:Pk_+11/k - H;;:_l (Hk+1Pk+1/kaT+1 + Rk+1> Hk+1:| akai’k (562)
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To determine conditions for which is a decreasing sequence,

Vi1 — Ve <0 (5.63)
From Eq.(5.58) and Eq.(5.62), the inequality can be expressed as
-1
Z [Z,Iozk [Pkfl/k Hilyy (Hk+1Pk+1/kHi;r+1 + Rk+1) Hk+1} ok Zj— (5.64)
—P i@ <0
iy Xy,
Applying the bounds of the Rayleigh quotient for X > 0, i.e., ¢ (X) < ’fT — <9 (X),
- Ty Tk
the inequality in Eq.(5.64) can be written as:
(5.65)

[4 (Zlg—akP;;_ll/kaka) -

- (leakHl;l—+l (Hk+1Pk+1/kaT+1 + Rk+1)

Hk—i—laka) —p(P7h) <0

from here we can deduce the following inequalities

% (2L anPl panz) <% ()% (2 24) % (Pol) (5.66)
T T T -1
o 2L anH], | (HkHPkH/kaH + R,m) HyronZy ) < (5.67)
- o (o) (2] Zy) o (H]] Hy)
@ (Hps1Poy1/iHy 1 + Riy1)
we can conclude that the inequality in Eq.(5.65) is satisfied if
() ¢ (2 Z) ¢ (H{ H) @ (Pisiye) @ (Pit1/k) (5.68)

[Voye?
o < Z, %] P
Plow)’ < @ (Hisr Proyrye iy + Ben) 9 (20 Ze) - 2 (2] 2k) @ (Pr)

Thus, if the condition in Eq.(5.68) is satisfied, then (Vj),_,.. is a decreasing sequence

and the proposed observer ensures local asymptotic convergence.
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5.3.2 EKF-UI implementation

Consider the model presented in Eq.(5.32), developing a state and unknown input ob-

server of the form proposed in section 5.3 for this system we have:

1+ay1 0 a1s 0
0 14+a 0 a
F, = 22 2 (5.69)
asl aso 1+as3 asq
0 0 0 1
0
br = 5.70
ar, (5.70)
T
[ oad 1 A T
i 1
(5.72)

where

1
= (=0 cos () - ) .

b
Aqr
a3 — b Ts
A
o9 = — i (2h2{l}2k (1"219 - Tamb) + (ho + h%x%k)) Ts
Maw, Cpy
V2 (R, - R
agy = iU 2 315
Map, Cpy (Ra (1= 24,) + Rppa,)
Elrl
azl = — ai
ly,
azg = @a22
Elrl
ass = — I a13
1o
azq4 = @a24

From Theorem 5.1, and considering that the presented system fulfills assumptions 1 and
2, the EKF-UI for state and unknown input estimation of the biased SMA wire robotic

arm is locally asymptotically stable.
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5.4 Observer validation

This section presents the validation of state and unknown input observer proposed in
equations from Eq.(5.38) to Eq.(5.42) and Eq.(5.69) to Eq.(5.71). Table 5.2 shows the

observer gains used to obtain the results discussed in this section.

TABLE 5.2: Observer Parameters.

State estimation

5 0 0 0

01 00

Q= 0010

00 01

001 O
k= [ 0 20 ]
Unknown input estimation

p=8H
e=1

The observer validation is performed under three different operation conditions. The
observer is validated in simulation and experiments. The system was tested under the

following conditions:

1. No load. First the system was tested with no added payload under two different

input signals:

(a) Steps. The system was tested at several consecutive steps signals of different

amplitudes . Figure 3.17 shows the voltage signal used for this test.

(b) Sine. The system was tested under a sinusoidal voltage with 2.6 V peak-peak
voltage and 0.1 rad/s frequency. The sine waves are shown in Fig. 3.18, solid

line.

2. Load test. The arm was tested under a 31 g payload with a sinusoidal voltage

input (see Fig. 3.18, solid line).

The following subsections discuss the results of the mentioned tests.

5.4.1 The influence of gain on unknown input estimation

Four different parameters can be tuned to achieve a better estimation of states and

unknown input from the proposed EKF-UI observer. One of these parameters is of
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particular interest for experimental implementation, since it is highly affected by the

measurements noise. This parameter is the gain p for the unknown input estimation.

Figure 5.1 shows the behavior of the observer under step input voltages for different
values of p, in simulation (with and without added noise to the system output) and
experiments . This value affects the accuracy of the unknown input estimation. Table
5.3 condenses the results shown in Fig. 5.1. The system was tested for three different
values of p (10, 40 and 85). In simulation, without added noise, we can see the accuracy
of the unknown input (di) estimation increases significantly with p = 40 as compared
to p = 10. The increment in accuracy for the unknown input is not as drastic with
the increment of p = 85. However, the accuracy of state estimation & increases from a
BFP=93% to BFP=97%. It is important to mention that the accuracy in estimation of
the rest of the states is also affected by this gain, but not as drastically as for &.

The results obtained for the simulation test with added noise and the experiments were
similar. When tested experimentally, the susceptibility of the unknown input estimation
to measurement noise became clear. While a gain of p = 10 achieves good accuracy
with BFP=92% for experiments, the accuracy in state estimation is considerably lower
at BFP=68% and BFP=70.5% for simulation with added noise. With the increment of
p, the BFP percentage in the state estimation increases significantly while the for the
unknown input reaches extremely low (even negative in the experimental case) values.
This effect is caused by the measurement noise, as demonstrated by comparing the
results from simulation test with and without added noise. In Fig. 5.1, d) we can see
how the estimation of the unknown input becomes noisy with the increase of p in the

presence of measurement noise.

Despite the low percentage of estimation of the unknown input with noise outputs, we
can see the estimated value follows the dynamic of the system and after filtering we
obtain estimations up to BFP=49% (dy,). As will be discussed in the next subsection,
even with this low BFP for the unknown input estimation, the observer shows a good
accuracy for state estimation. The estimated unknown input shows the correct dynamic,
so this estimation can be later used for control purposes, since the only information

necessary from this parameter is its sign, as will be discussed in Chapter 6.

5.4.2 Simulation and experimental results for EKF-UI

The three scenarios presented at the begging of this section were tested in simulation
(with and without output added noise) and experiments. Figures from5.2 to 5.7 show
the results of these tests. Tables5.4 and 5.6 condense the results of the tests performed

for the observer validation. The observer is started at t=3 s, to allow the system to start
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TABLE 5.3: EKF-UI Results at different gains for unknown input estimation.

p State Sim No Noise Sim Noise Experimental
SD [%] BFP [%] | SD [%] BFP [%] | SD [%] BFP [%)]
&k 4.70 66.7 4.34 70.6 4.59 68.0
10 dy 10.65 46.8 7.93 60.4 1.58 92.0
df, 10.01 50.0 9.80 51.1 3.88 80.4
&k 1.31 93.0 1.54 94.5 3.56 86.2
40 dp. 0.72 96.3 7.69 61.5 15.49 22.7
dg, 3.45 82.6 7.16 64.2 10.09 49.6
&k 0.85 97.4 1.32 95.8 3.58 89.2
85 dy 0.72 96.3 8.61 57.0 -23.36 -123.6
dys, 3.43 82.7 7.12 64.4 10.18 49.2

SD: Standard Deviation, BFP: Best Fit Percentage.

the data acquisition during the experimental test. The observer shows a convergence

time of less than 5 sample times for all three tests.

Table 5.4 shows the results for state and unknown input estimation in simulation without
added output noise. All the states and unknown input show an estimation accuracy
above BFP=96% for all three scenarios. Based on these results, it is clear the observer is
capable of estimating the states with no previous knowledge of the switching dynamics of
the SMA wire model. Table 5.5 shows the results for state and unknown input estimation
in simulation with added output noise. The performance of the observer in simulation
in the presence of output noise is close to the experimental results, discussed on the next

paragraph.

Table 5.6 shows the results for state and unknown input estimation in experiments.
The accuracy of the non-measured states and unknown input is computed against the
simulation values. As discussed in the previous subsection, the BFP for the unknown
input in all three scenarios is about 50%. Most of the states show an accuracy in
estimation above BFP=90%. The stress shows the higher error in estimation with an
average BFP=80%.

Looking at the plots of the estimated states, it is clear that part of this error in estimation
comes from the mathematical model. For example, in Fig. 5.2 a), we can observer a
difference between the measured position and the value in simulation around t=17 s and
again around t=100 s. This difference in value is similar to the one observed in the stress
estimation at these same points in time, and in a lesser extent in the rest of the states.
The same kind of behavior is observed during the three different tested scenarios, which
lead us to conclude the observer is compensating for the error in model and estimating

a value closer to the real system.
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In conclusion, the proposed Extended Kalman Filter with sliding mode unknown input
estimation (EKF-UI) is capable to deal with the measurement noise with a less accurate
estimation on the unknown input, without affecting the state estimation accuracy. It
shows a fast convergence and a good accuracy under different scenarios with and without
payload. The performance of the proposed observer could be improved with a better
measurement of the angular velocity, since this is not actually measured but computed

from the measured angular position.

TABLE 5.4: EKF-UI Simulation Results.

Test State Units EM E, MxE SD (%) BFP [%]

O rad -8.2E-6  0.0020 0.0041 0.0012 (0.10) 99.7

Wi rad/s 9.13E-6 0.0100 0.0042 0.0006 (0.28) 98.9

Steps Tk °C 0.4044 0.0103 5.8396 0.7242 (0.45) 98.2
o MPa  0.4734 0.0043 6.0926 0.5090 (0.11) 99.5

&k 0.0025 0.0126 0.0175 0.0085 (0.85) 97.4

dy. 1/s  4.63E-5 0.0360 0.0324 0.0018 (0.72) 96.3

O rad -1.5E-4  0.0013 0.0021 0.0010 (0.08) 99.8

Wk rad/s  7.7E-5 0.0025 0.0016 0.0004 (0.43) 99.0

Sine Tk °C 0.1036  0.0025 0.6184 0.2025 (0.13) 99.6
ok MPa  0.2885 0.0032 0.9254 0.4437 (0.14) 99.6

&k 0.0027  0.0199 0.0203 0.0120 (1.20) 96.9

dp 1/s -0.0001 0.0236 0.0110 0.0010 (1.40) 97.6

O rad -1.1E-4  0.0014 0.0018 0.0008 (0.09) 99.8

Wi rad/s  7.1E-5 0.0110 0.0015 0.0004 (0.53) 98.8

Load sine Tk °C -0.0027 0.0015 0.3286 0.1429 (0.09) 99.6
o MPa  -1.9009 0.0190 4.8041 2.5224 (0.85) 98.0

&k 0.0084 0.0197 0.0212 0.0091 (0.91) 97.0

di. 1/s -5.5E-5 0.0251 0.0170 0.0011 (1.42) 97.4

EM: Error Mean, E,.: Relative error, MxE: Maximum Error, SD: Standard Deviation,
BFP: Best Fit Percentage.

5.5 Conclusions

In the first section of this chapter, an overview of the different estimation techniques
found in the literature for SMA based system is presented. Following, the modeling
process to obtain a non-switching nonlinear model of the biased configuration of the
lightweight robotic arm is detailed. This process includes the implementation of a sin-
gular perturbation model and the consideration of the martensite fraction rate (5 ) as an
unknown input. A nonlinear observability analysis for the system with unknown input is
presented and the observability of the model proved. A first order Euler approximation

is applied to discretize the observable model.
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TaBLE 5.5: EKF-UI Simulation with added noise results.

Test State Units EM E, MxE SD (%) BFP [%]
0; rad -1.2E-5 0.0020 0.0042 0.0012 (0.10) 99.7
Wi rad/s 5.31E-6 0.0099 0.0025 0.0006 (0.29) 99.0
Steps Ty °C 0.7329 0.0170 8.6150 1.1601 (0.73) 97.1
p ok MPa  0.1536 0.0773 100.76 12.2502 (2.88) 92.1
&k 0.0059 0.0207 0.0861 0.0133 (1.32) 95.8
dg, 1/s -0.0011  0.3560 0.1582  0.0181 (7.12) 62.1
0y rad -1.6E-4 0.0013 0.0022 0.0010 (0.09) 99.8
Wi rad/s 8.1E-5 0.0102 0.0014 0.0005 (0.45) 98.7
Sine T °C -0.1566  0.0024 0.5000 0.1621 (0.10) 99.5
ok MPa  -0.3341 0.0410 37.71  6.5992 (2.19) 95.8
Ek 0.0137  0.0286 0.0347 0.0112 (1.12) 95.7
dg, 1/s 0.0004 0.2467 0.0799 0.0106 (14.7) 75.2
0; rad -1.2E-4 0.0014 0.0019  0.0008 (0.09) 99.8
Wi rad/s 7.3E-5 0.0116 0.0013  0.0005 (0.53) 98.8
Load sine T °C -0.1033  0.0017 0.4220 0.1212 (0.08) 99.6
ok MPa  -2.5075 0.0471 41.26  7.3922 (2.51) 95.2
&k 0.0111  0.0258 0.0325 0.0119 (1.19) 96.1
df, 1/s 0.0004 0.2557 0.0777 0.0113 (14.5) 74.4

EM: Error Mean, E,: Relative error, MxE: Maximum Error, SD: Standard Deviation,
BFP: Best Fit Percentage.

In section 5.3, an Extended Kalman Filter for state and unknown input estimation

with sliding mode is proposed and its convergence analysis presented. Subsequently, the

proposed observer is implemented on the previously presented observable model. Finally,

the validation of the observer is presented in simulation and experimental. This observer

is implemented experimentally in the next chapter, in order to test the State-Dependent

Riccati Equation control approach.
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TABLE 5.6: EKF-UI Experimental Results.

Test State Units EM E, MxE SD (%) BFP [%)]
0; rad -1.5E-6  0.0020 0.0049 0.0012 (0.10) 99.7
Wi rad/s -1.5E-5 0.0177 0.0097 0.0013 (0.10) 97.8
Steps T °C 0.8570  0.0177 5.2154 1.1369 (0.71) 96.9
ok MPa  0.5190 0.1683 128.2054 26.6415 (6.27) 82.9
&k -0.0114  0.0535 0.1084 0.0358 (3.58) 89.2
dg, 1/s -4.4E-5 0.50794  0.2381 0.0259 (10.18) 49.2
O rad -1.6E-4  0.0013 0.0029 0.0009 (0.08) 99.8
Wi rad/s  9.7E-5  0.0164 0.0094 0.0008 (0.56) 98.3
Sine Ty, °C 0.2250  0.0056 1.5278 0.4566 (0.30) 98.8
ok MPa  4.0695 0.1580  73.3636 25.09 (8.36) 83.9
&k -0.0127  0.0547 0.0947 0.0315 (3.15) 91.7
dg, 1/s 0.0006  0.4324 0.0691 0.0185 (25.8) 56.5
0; rad -1.1E-4  0.0013 0.0023 0.0008 (0.08) 99.8
Wi rad/s 6.9E-5  0.0115 0.0016 0.0004 (0.41) 98.8
Load sine T °C 0.3105  0.1335 1.5612 0.5161 (0.34) 98.6
ok MPa  2.8120 0.1335 91.2916 21.9317 (7.45) 86.3
&k -0.0168  0.0632 0.1300 0.0361 (3.61) 90.4
dg, 1/s 0.0002  0.4762 0.1054  0.0211 (27.02) 52.3

EM: Error Mean, E,: Relative error, MxE: Maximum Error, SD: Standard Deviation,
BFP: Best Fit Percentage.
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FIGURE 5.1: Observer behavior in simulation and experiments at different gains for
unknown input estimation, a)Martensite fraction at different values of p in simulation,
b) Martensite fraction rate at different values of p in simulation, ¢)Martensite fraction
at different values of p in simulation with added noise, d) Martensite fraction rate at
different values of p in simulation with added noise, e¢)Martensite fraction at differ-
ent values of p in experiments, f) Martensite fraction rate at different values of p in

experiments.
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Temperature, d) SMA wire’s Stress, e) Martensite fraction, f) Martensite fraction rate.
Sim - Simulation results without added noise; SimN - simulation results with added
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Sim - Simulation results without added noise; SimN - simulation results with added
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FIGURE 5.6: Estimated states and unknown input with 0.01 Hz sinusoidal voltage and
31 g payload. Simulation and experimental results, a) Angular position, b) Angular
velocity, ¢) Temperature, d) SMA wire’s Stress, e) Martensite fraction, f) Martensite
fraction rate.
Sim - Simulation results without added noise; SimN - simulation results with added
noise to the output.
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Chapter 6

State Feedback Control

This chapter presents the development, implementation and performance analysis of
state feedback control for regulation and tracking of angular position of the bias SMA
wire actuated robotic arm presented in Chapter 3. An State-Dependent Ricatti Equa-
tion (SDRE) and a Discrete-time State-Dependent Ricatti Equation (DSDRE) controls
are implemented. The results of these approaches are compared in simulation and ex-
periments over different scenarios with the adaptive control proposed in Chapter 4.
Section 6.1 presents an overview of the SDRE and DSDRE control techniques and exist-
ing implementation on SMA wire based systems. Section 6.2 describes the controllable
continuously differentiable model for the bias SMA wire actuated robotic arm, followed
by the implementation of the SDRE control for the mentioned system. Followed by the
modeling and implementation of the discrete-time variation of the SDRE approach in
section 6.3. Finally, section 6.4 discusses the results in simulation and experiments of
the two proposed state feedback control vs the Adaptive Control discussed in Chapter 4.
In this section, an implementation scenario, where the SMA based robotic arm reaches a
desired position, grasps and object and goes to transportation position is also presented.

The chapter conclusions are presented in section 6.5.

6.1 Literature Overview

6.1.1 SDRE Control

The State-Dependent Riccati Equation (SDRE) strategy for control, is a nonlinear opti-
mal regulation technique. The SDRE method entails the factorization (parametrization)

of the nonlinear system into the product of a matrix-valued function (state-dependent)

123
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and the state vector. This factorization brings the system to a point-wise linear structure

with State-Dependent Coefficients (SDC) matrices [31].

Consider the deterministic, infinite-horizon nonlinear optimal regulation problem, where
the system is autonomous, nonlinear in the state, full-state observable and affine in the

input of the form [31]:
B(t)= f(@)+B@ult), =(0)=a (6.)

where z € R" is the state vector, u (¢) R™ the unconstrained input vector, ¢ € [0, c0).
The functions f : R” — R" x R”, and B : R” — R" x R™ are functions of the class
C! and B (z) # 0 Va. Assuming the origin = 0 as an equilibrium point, such that

f(0) = 0, the minimization of the infinite-time performance criterion

Janu() =3 [T 0@ w0+ uT @) Rl u®)ar (62)

is considered, which is non-quadratic in x but quadratic in u. The weighting matrices
are state-dependent such that @ : R” — R"” x R® and R : R® — R™ x R™. Where
Q@ (z) >0 and R(x) > 0 Vx. So we define the control law:

u(z)=—k(z)z=—-R ' (z)B'" (2) P ()=, (6.3)

where P (x) is the unique, symmetric, positive-definite solution of the state-dependent

Riccati equation
P(z)A(x)+ A" () P(x)—P(x)B(x)R ' (z)B' () P(2)+Q(x)=0  (6.4)
for a parametrized system of the form:
i=A()z+B@)u (6.5)
and Q (z) = C () CT (), where the pairs {A (z), B ()} and {C (z), A (z)} are point-

wise stabilizable and detectable, respectively, in the linear sense for all x.

6.1.1.1 SDRE control for SMA based systems

There exist few reported research on the implementation of SDRE control for SMA based
system. The difficulty for measuring the SMA wire states, and the requirement of a full
state feedback makes this technique difficult to be implemented experimentally. In the
work presented in [157], the aeroelastic control of a cantilever wing with embedded shape

memory alloy wires and piezoelectric actuators is carried out. The authors implement a
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SDRE control for the piezoelectric actuators, while the SMA wires actuated as passive
control by increasing the stiffness of the system. Although the dynamics of the SMA wire
are considered for the development of this approach, they are not directly controlled.

The authors present and discuss simulation results.

The authors in [18] propose a vibration and position control of a flexible structural beam
driven by a DC motor. In this work, SMA actuators are used as a mean of vibration
control of the flexible beam. Two SDRE controls are applied to the system in a cascade
configuration. The first SDRE control commands the DC motor to control position,
while the second one controls the SMA wire to eliminate the vibration. The proposed
system is tested in simulation and numerical results are discussed. The simulation results
show the effectiveness of the SDRE control to deal with the highly nonlinear system of
an SMA based actuator. However, experimental implementation could be challenging,

thus the required states are not always available for SMA based systems.

In [19] the authors propose a similar approach to the one presented in [18] for control
of position and vibration of a 3 link flexible manipulator. The Falk’s SMA wire model
([104]) is used, where the the free energy is considered in a polynomial form and only the
temperature (7') and the deformation (€) are considered as states. A SDRE control is
develop to control the DC motor for position regulation and the SMA wire for vibration
control. Simulation results are presented and discussed, showing the effectiveness of the
SDRE control. The used of the Falk’s model allows the implementation of this approach
with the estimation of only the temperature. However, no experimental results are

presented.

Based on the literature overview, we propose the implementation of the SDRE control
approach for angular position regulation and tracking of the biased SMA wire based
robotic arm presented in Chapter 3. An observer based approach is used to provide the
full state vector for the SDRE control loop. The next sections describe the development
of the a controllable model for the proposed robotic arm, the SDRE implementation and

results are discussed.

6.1.2 DSDRE Control

The Discrete-time State-Dependent Riccati Equation (DSDRE) strategy for control, is
a variation of the SDRE control strategy, applied to discrete nonlinear systems. This
approach uses the solution of the Discrete Algebraic Riccati Equation (DARE) to find a

sub-optimal control input, minimizing an infinite horizon quadratic performance index
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[158]. Consider the discrete nonlinear system as follows:

Tpe1 = fr (zg) + By (z5) ug (6.6)

Let us rewrite the system in a state-dependent parametrized form as follows [158]:
Tht1 = Ak (:Ck) T + B (l’k) Uk (6.7)

where the pair {Ay (z1), Bk (xx)} is point-wise controllable. Now consider the discrete
cost function: -
1
J = 3 Z {x:Qxl + u;rRuZ} (6.8)

1=
The sub-optimal solution for this minimization is obtained solving the Discrete-time

State Dependent Riccati Equation given by the following equation:
_ T T
T -t T
x (R + By, (z1) " P () By (xk)) Bi (z)T P (z1)| Ax (21) + Q@ (6.9)

where Q (z1) = Cj, (zx) O} (1) so the pair {Cy (zx), Ak (vx)} is point-wise detectable

in the linear sense for all z;. The nonlinear control action is computed as follows [158]:
up = — Ky, (6.10)

where

Ky = (R + By (xx)" P (x1) By (xk)) By ()T P (ax) Ay, () (6.11)

Finally, the solution of the DSDRE for the system in Eq.(6.6) subject to Eq.(6.8) results
in a locally stabilizing control [158].

6.2 SMA robotic arm SDRE Control

In the following subsections, the process to obtain a non-switching controllable contin-

uous nonlinear model, suitable for SDRE control will be detailed.

6.2.1 Continuously differentiable model

The implementation of the SDRE control techniques requires a controllable nonlinear

system of the class C', i.e. continuously differentiable. Consider the nonlinear system
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as follows:

& (t) = f(z,u) (6.12)
) T
where the state vector x = [ 0 0 T o ] and the input vector u = V{2

Z2
1
A17"1£L'4 — be — MoaddTl dsin Xr1) — k il ()
f(z,u) = ( ouddTtond 50 (1) = ) | (6.13)
o ]’Ll(CES)Awl (ﬂ?g o T ) + 1 U
Mayy Cpy amb Ri(€)muw, cpy, 1
L foy (@, u) ]

and fz, (z,u) is obtained by substituting the SMA wire transformation model in Eq.(3.6)

into the constitutive model in Eq.(3.9). After algebraical manipulation we have:

x9 + OT, (x3,u) + Q&r (3, 24) T} (23, 1)

_ llo
fou (x,0) = 06 (ea.20) (6.14)

where
_ h1 (3}3) Aw1 ( 1

T3 — Tamb)

+—u (6.15)
Mw, Cp, Ry (‘5) M, Cpy

The nonlinear system in Eq.(6.13), as discussed in subsection 3.2.1, is a switching model
where the switching law depends on several factors, such as transformation temperatures,
SMA wire’s temperature and stress and their respective time derivatives. This switching
law determines if the SMA wire is going through a forward or a reverse transformation.
The SMA wire going through a forward or reverse transformation entails an increase or
decrease of the martensite fraction value respectively. With this in mind, it is possible to
infer the switching law directly from the sign of the martensite fraction time derivative
(f) Thus, we can reformulate Eq.(3.7) and Eq.(3.8) as follows:

(—ngin<aA<T—As—la>>aA, if£<0
2 cM
§r (Tyo) = q ——— Asin(aM(T—Mf—la>>aM, if£>0 (6.16)
2 cA
0, if€E=0
—%{ﬂﬂa% ifé<o0
A
& (T,0) = —ifﬂﬂ@,ﬁg>o (6.17)
CMm
0, if€=0
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Let us express the switching function in Eq.(6.14) as follows:
%4 (x,u), if€<0

foa (Xyu) = S f2, (z,u), f€>0 (6.18)

T4

3 (@), f€=0

where
E
s+ OT, (w3, u) + Q&h (w3, 4) T (w3, u)
1 (z,u) = o
T 1 — Q&L (x3,24)
FE
2 + T, (z3,u) + Q&% (w3, 24) Ty (3, )
12, () = — o
ra 1 — Q&2 (x3,24)
E
£, (@) = ==Ly + O, (03,0)
1o
and

1
5% (r3,24) = —E—MSin (aA (xg — A, — :U4>) aa
2 CM

1-— . 1
5% (x3,4) = — 2£A sin <aM (xg — My — 1:4>> ap

CA
1
& (w3, 24) = ——&7 (23, 24)
cA
1
é_g (‘,1:37 $4) - _7672" (333, "174)
cM

The switching function presented in Eq.(6.18) can be approximated to a continuous

differentiable function f,, (z,u) € C', such that:

foy (@ u) = fo, (x,u) Z) (§> + 54 (x,u) Zo (f) + 34 (x,u) Zs <§> (6.19)

where

21 () = (aeran (5 (6~ )+ 3) (£) (6.20)
7, (€) = (arctan (—5 (é+¢)) + g) (i) (6.21)
Zs (5) - (arctan (6 (g’ n e)) + arctan (—5 (g' - e))) (;) (6.22)

This function yields a continuous derivable approximation which is arbitrarily close to
the switching function in Eq.(6.18), depending on the choice of §. Where § is a positive

constant which determines the softness of the transition. In addition, the positive small
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constant € < (.01 sets a boundary layer to avoid overlapping of active states at the
switching point € = 0. Finally, from the system in Eq.(6.13), substituting the approxi-
mated function Eq.(6.19), let us redefine the model for a biased SMA wire robotic arm

as a non-switched system as follows:

_ . -
1
— Airizy — by — Myoad9Tload SIN (T1) — ksx1 ()
f(z,u) = ( (e (1) ) J1 (6.23)
1(T3)Aw 1
T g oy - (x3: Tomb) + B ©@murey U
| fay (@,0) |

6.2.2 Nonlinear Controllability

Consider the nonlinear system presented in Eq.(6.23). The dependency of the angular
position (x1) over the temperature (z3) and stress (z4), renders impossible to control
these states separately. This condition leads to a partially controllable system. Now
let us divide the state vector into controllable (z.) and non-controllable states (7).
Consider the new controllable state vector x. = [ 0 6 o }T and the non-controllable

state vector n = T'. We rewrite the model in Eq.(6.23) as follows:

ie = fe(Te,n) + g (2esn)u (6.24)
where
_ o
felxe,n) = | (A1m1%ey — DTy — MivadgTi0ad SN (Tey) — ksZey ) (}1> (6.25)
I fes (@esm)
0
g (ze,m) = 0 (6.26)
| ey (@e,m)
n(n,u) = [ —% (1 — Tamp) + mu } (6.27)
Fey (@erm) = £2 eom) 20 (€) + £2 (wem) Za (€) + £2 (werm) Zs (€) (6.28)

Gey (@esm) = gt (o) 21 (€) + 62 (wesm) Z2 (€) + 62 (werm) Zs (€) (6.29)
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and

Eqr hm)Aw
1 _%1'02 —+ (@—FQ&% (l‘cgvn)) <_% (’I’]—Tamb)>
fc <$C, 77) = : 1-— Qﬁé (xc3777)
_En

ey + (0 + Q8 (@ey ) (—Hln (1= Tums))
£2 (we,m) = —

M, Cp;
FE h Ay
fc3 (mca 77) = - - Tey + © <—1(n)1 (TI - Tamb)>

1- 9552; (xcsvn)

li, My, Cpy
g1 () = {0t (ew ) 1
¢ 1= Q&L (xeg,m)  Ra (&) muwycp,
92 (ze,m) = Chtls JGRL) !
¢ 1- Qfgr (Tes,m) Ra(§) Maw,; Cpy
98 (e, ) ©

- Ry (5) My, Cpy

Notice that the non-controllable subsystem 7 is input (u)-to-state (n) stable.

Consider the system in Eq.(6.24). Performing a change of variable to avoid zero crossing

) T
in the first state (x., ), let us define the new state vector T, = [ Tey, 0 0 } , where:
Tey =0 — 0, (6.30)

and 6 > 0, Vt. We define the system with the new state vector as follows:

Te = fe (Te,n) + g (Tesn) u (6.31)
where
Tes
o @or) = “‘lecg _ }’lgg — Poatont s (5., + O — Z (Ter +6m) | (6.32)
Feg (Tesm)

Let us define the accessibility distribution C, as the distribution generated by the ac-

cessibility algebra C, as follows:
Co () = span{X (xz.) | Xvector field in Cp}, z. € X (6.33)

and the accessibility algebra C, are the linear combinations of repeated Lie brackets as
follows:

[Xka [kala [ ) [X27X1] e ]H ) k= 17 27 SRR (6'34)
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where X; is a vector field in the set {?c, g}. In addition the Lie bracket of any two
vectors [WW, V] is defined as:

oV ow
WV]=—W-—-—V 6.35
uag Ox Ox (6.35)
After computing the accessibility algebra, the system in Eq.(6.32) is proven to be ac-
cessible in the nonlinear sense for all Z.. The full nonlinear controllability analysis is

provided in Appendix B.2.

6.2.3 SDC parametrization

Different parametrizations of the form in Eq.(6.5) were tested for the system presented

in Eq.(6.31). We propose the following parametrization:

0 1 0
_ b Airy
A = - 6.36
(xc) a21 Jl Jl ( )
| 431 a32 a33
[0
B (z.) = 0 (6.37)
| b31
where
a ks Mioad9Tload (Sin (fl - em) — sin (em)) + ksam
21 = — 5 — — — —
J1 J1Ty J1T1
. Mioad9Tload (Sin (em))
J1T1
@1 + g% (Tcsa 77) : @1 + 57% (fCIS? 77) :
= VA Z
31 <1 - Qég (503,77) ! <§) " 1- Qgg' (fc?nn) 2 <£) *
: hl (77) Aw1 > 1
+0,7 S0 () Typ) ) —
2 (9) (e ) L
Eqiry : Eqiry :
= (- Z — Z —
( hy (1= Q€L (Teym) ™ (€) hy (1= Q82 (Tey,m) <5)> )

Eirize,

_ : Eirize, A\ 1—a
a8 = (‘llo i e ? O - e ey 2 (5)> Te

_ 61 + g’}' (T03777) : @1 + é.% (T@),U) . . 1
= (e (O g2 (9405 ) mrgme
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The system in Eq.(6.32) is proven to be reachable for all Z. in the nonlinear sense (See
Appendix B.2), thus the pair {A (Z.), B (T.)} is ensured to be pointwise stabilizable
in the linear sense for all Z.. In addition, if Q (Z.) = C (Z.)C" (Z.) > 0, the pair
{C(z.),A(Z.)} is ensured to be pointwise detectable in the linear sense for all T.. As
demonstrated in [159], the feedback control in Eq.(6.3) is proven to stabilize the proposed

parametrized system.

6.2.4 SDRE Integral Servomechanism

In order to perform regulation and tracking we implement the SDRE controller as an
integral servomechanism as proposed in [160]. Let us decompose the state vector as
T, = [ Xr X ] and define the augmented state vector z7s = | X X} Xy ]T,
where the vector Xg will track the reference command vector r. and XIT is the integral

of the state X;. The augmented system is given by:

g = /I(xjs) xrrs —i—B(xjs)u (6.38)
where
_ o1 o
A(xrs) = T’m
_ [0
B (:ZJ]S) = _ B (fc)

The SDRE integral servo controller is given by

X] - fT’Cdt
w=—R1 (z15) BT (z18) P (z1s) Xr—1¢ (6.39)

TN

. T
where xp = T¢,, e = 04 + O, ande:[H 0} .

6.3 SMA robotic arm DSDRE Control

In the following subsections, the process to obtain a non-switching controllable discrete-

time nonlinear model, suitable for DSDRE control implementation will be detailed.
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6.3.1 Singular perturbation controllable model

Consider the nonlinear continuously differentiable controllable system in Eq.(6.31). The

system can be written as a singularly perturbed system in the form of Eq.(5.9), with

_ Lo _ i (D) Awy (6.40)
T; by, Cp, '

-
Let us define the new state vector x, = [ Tey O } and the algebraic equation derived

from the singularly perturbed system:

T df Aqry MLgTioad . 1
T a hy = e T 2 sin (zp, + 6pm) — st (xp, —Om) =0 (6.41)
so we can write the system in Eq.(6.31) as follows:
Zp = fp (Tp,m) + gp (Tp, M) u (6.42)
where
fo (@p,m) [ " ] (6.43)
p\Tpy 1) = :
o2 (@p, 1)
0
9p (2p; 1) = (6.44)
p (Tp, 1)
Foa @p) = £ @) Z1 (€) + S (o) Z2 (€) + £ (apom) Z5 (€)  (6.45)
Gpa (@) = g (2psm) Z1 (€) + G2 (0pem) Z2 (€) + g3 (wpem) Z () (6.46)
and
Eqir 1 hi(n) Auw,
. - ll hp + (6 + QgT (%gﬂ?)) (_W (77 - Tamb))
Tp, M) = 0
Iy (o) =088 (i)
Eyr h1(n)Aw
9 - li : h‘P + (@ + Q‘S’% ($P27 77)) (_% (77 - Tamb))
Tp, M) = 0
p (o) =08 (op7)
Er hi(n) A
3 _ bin (M) Awy
Hopn) =~y 0 (DR 7, )
gl (aj 7]) _ (@ + Qg%“ (xpzan)) 1
P 1- Qg[lf (xpza 77) Ry (5) Muw, Cpy
gQ (iU 77) — (@‘FQ&% (xpmn)) 1
P 1-Q&2 (@posm) R (§) My Cpy
©
gg?; (xpa 77)

B Ry (5) Moy, Cpy
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6.3.2 Controllable model discretization

Discretizing the model in Eq.(6.42) by first order Euler approximation, we have the

discrete system as follows:

Tppy = Ty, T (fpk (:Upkﬂ?k) + Gpy, ($pk>"7k) uk> T

where

fox (f’?pkvﬁk) =

9px, (xpkank) =

L fpkz (xpkvnk) ]

L 9pis (Tps k) ]

hpk

0

h Ay, 1
M1 (M, Uk) = Mk + <—1(nk)1 Mk — Tamp) + Uk) T

fpkz $pk ’ nk

Ipiy mpk ) nk
hpk -

and

f;}k (xpk M) =

flgk (xpk)nk) =

g;k (xpk ’ nk) =

g;%k (Tpgs M) =

g (T k) =

M, Cpy Ry (Sk) M, Cpy

prk Ty M) Zi (Er1)

ngk Tp,n) Zi (Ek+1)

A r MLIT0ad . 1
2 137pk2 _ % sin (2, + Om) — gks (Zpe, — Om)
g+ (0 4+ 08 (o)) (2 g — Ty
1, Dk T \*'Pr2> Mg Cpq k amb
1- Qf} (xpm? nk)
E r h Aw
L (0406 () (A O~ Turw)
1 — Q€2 (w5, m8)
B ha (k) Awy (-
l1, hpk T < Mayy Cpy (77743 Tamb)
(@ + QfT ("L‘sz’nk)) 1
1— Q& (2, mk) B (§k) My oy
(© + Q&7 (Tpiy k) 1
1-— Qfg (.Tpm, Uk) Ry (gk) M, Cpy
€]

Ry (gk) Moy, Cpy

where Ty = 0.02s is the sampling time chosen as described in Chapter 5.

(6.47)

(6.48)

(6.49)

(6.50)

(6.51)

(6.52)

(6.53)



Chapter 6. State Feedback Control

135

6.3.3 Discrete SDC parametrization

Different parametrizations of the form in Eq.(6.7) were tested for the system presented

in Eq.(6.47). We propose the following parametrization:

14 a7, T,
Aplay)=| Mo (6.54)
angs 1 + QQQTS
[0
Bulan)= | (6.55)
L Y21+4s
where
a1 = ks Mioad9Tload (Sin (xpkl - em) — sin (em)) + ksem
1= - — —
b b Tpp, b Tpp,
. Mioad9Tload (Sin (gm))
b Tpy.,
“ Ay
12 =
b
01 + f% (xpm?nk) 01 + 5% (xpk 777k)
asn = Z1 (Epgr) + 27 (Spy1) +
(1 - Qé—clf (xpkz’nk) " 1- Qg?f (xpkz’nk) i
hi (77k) Awl ) 1
+617 SR e (g T =
173 ('fk;+1)> < . (7 b) o
Eiry Z1 (Ep11) Z (Ekt1)
— ar + Z3 (&g 1)
b, (1 - ¢l (xpkz’nk) 1-Q¢ (xka’ 77k) o
Eir Z1 (&k41) Z3 (Ekt1)
agp = — a12 + Z3 (€gs1)
llo <1 - Qgclr (xkaa TIIC) 1- Qfg (l‘pkg’ ﬁk) H
@1 + g’}“ (.prk 77716) @1 + g’% (xpk 77716)
boy = =71 (&g1) + 27 (Spy1) +
(1 - Qé_é’ (‘Tka?nk) " 1- Qé-g- (‘Tplu?nk) i

1
+ 0173 (§k+1)> Ry (6) mwrcpr

The system in Eq.(6.47) is proven to be reachable for all x,, in the nonlinear sense (See

Appendix B.2), thus the pair {Aj (xp, ), Bk (xp,)} is ensured to be pointwise stabilizable

in the linear sense for all z,,. In addition, if Q (zp,) = C (2,) C" (zp,) > 0, the pair

{Ck (zp,) , Ak (zp, ) } is ensured to be pointwise detectable in the linear sense for all z), .

As demonstrated in [158], the feedback control in Eq.(6.10) is proven to stabilize the

proposed parametrized system.
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6.3.4 DSDRE Integral Servomechanism

In order to perform regulation and tracking we implement the DSDRE controller as an
integral servomechanism as proposed in [160], employing this approach in its discrete

version. Let us decompose the state vector as x,, = [ X J}; X]—\;k } and define the aug-

T
mented state vector xyg = XITk ng X]T,k } , where the vector ng will track the
reference command vector r,, and X}; is the integral of the state ng. The augmented

system is given by:

LISk = A (.I'[Sk) s, + B (fEISk) Uk (6.56)
where
i (21s.) (1|17, O
k(T1s,,) =

olo] Ay

_ [0

By (x1s,,) = ]
* L Bk (xpk)

The DSDRE integral servocontroller is given by

wp = — (R + By (v15,)" P (w15,) By ($Isk)) h

ka - ZZO:O Ty,
By (z15,)" P (215,) Ar, (15, XRy, = Tey (6.57)

TNy,

where xg, = xp,,, e, = 0q + 0y and zn, = 0%.

6.4 Simulation and experimental results

The proposed SDRE and DSDRE controls for the biased SMA robotic arm are tested
for the same scenarios used for the output feedback control, presented in section 4.3.
The SDRE and DSDRE controls are tested in simulation and experiments. The results
of these tests are compared with the results of the adaptive control presented in Chapter
4, which is the output feedback control with the best performance of the three tested
controllers. The next subsections present the results of this comparison in simulation
and experiments. In the final subsection, a programmed task using the DSDRE control

approach, for a grasping and carrying scenario, is presented.
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6.4.1 Simulation results

The control signals u and uy, are, for all the tests, constrained to avoid voltages over the
limit, which can overheat the wire and destroy its shape memory. In the same way, the
lower voltage is limited to 0 V due to the one way heating control inherent to the system.
The maximum saturation voltage (Vi) is set to Vi = 5 V. This limitation of voltage
can be performed as part of the design of the SDRE or DSDRE control itself, so the
condition is taken into account for the computation of the control input. However, in
this case, was not considered during the design. The controllers are tuned heuristically

with different gains for regulation and tracking as follows:

SDRE Regulation: SDRE Tracking:

[ 0.07

0 0 0 10 0
0 004 O 0 0 04 0
Q= Q=
0 0 0.006 0 0.6
0 0 0 1E—6 0 0 0 1E-5
R =0.001 R =0.001
DSDRE Regulation: DSDRE Tracking:
52 0 0 10 0
Q=1 0 13 0 Q=10 3 0
0 0 1E-5 0 0 1E-5
R =0.001 R =0.001

The gains for the adaptive control are the same as those used in Chapter 4. Figures 6.1
to 6.6 show the results of all the tests for the SDRE, DSDRE and adaptive controls in
simulation. Table 6.1 summarizes the results for position regulation in simulation. We
can see that the three control approaches have a good behavior for position regulation.
From the three controllers, the DSDRE presents a better performance in comparison
with the SDRE and the adaptive control. The DSDRE presents no overshoot and the
fastest settling time for step up references. Although the relative error is almost the

same for the three approaches, the DSDRE has a better overall behavior.

Table 6.2 shows the results of position tracking with and without payload, for the SDRE,
DSDRE and adaptive controls in simulation. For the tracking of the sinusoidal reference
at 0.1 rad/s, the best adaptive control shows a faster response and a lower relative
error, which is attributed to the extremely low overshoot achieved by this controller.

However, the lowest tracking error, after reaching the reference, is the one presented by
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TABLE 6.1: Comparative table of output feedback control vs. state feedback control

performance for position regulation in simulation.

Control OS [rad] ST [s] SSE [rad] E,
Small Step up (0.2 rad)

SDRE 7.2908 10.8 0.0007 0.4116

DSDRE 0 4.6 0.0047 0.4433

Adaptive  -1.0458 12.6 -0.0035 0.4463
Large Step up (0.6 rad)

SDRE 5.6550 13 0.0002 0.4116

DSDRE 0 8.2 0.0040 0.4433

Adaptive 20.95 16.8 -0.0089 0.4463

Step down (0.8 rad)

SDRE 0 12.8 0.0111 0.4116

DSDRE 0 14.2 0.0007 0.4433

Adaptive 0 144 0.0051 0.4463

OS: Overshoot percentage; ST: Settling time; SSE: Steady State Error; E,.: Relative

Error.

FIGURE 6.1: Adaptive control vs. state feedback control for angular position regulation
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in simulation.

the DSDRE. In addition, at higher frequencies, the DSDRE has the lowest relative error
and tracking error. This takes us to conclude that the DSDRE has an overall better

performance for tracking task at low and high frequencies.
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TABLE 6.2: Comparative table of output feedback control vs. state feedback control

performance for position tracking in simulation

Control FT [s]

TE [rad] E,

Sine 0.1 rad/s

SDRE 18.2
DSDRE 16.0
Adaptive 14.2

0.0105 0.1129
0.0080 0.0843
0.0155 0.0636

Sine 0.2 rad/s

SDRE 9.6
DSDRE 8.2
Adaptive 9

0.0397 0.1096
0.0247 0.0760
0.0425 0.1207

Sine 0.3 rad/s

SDRE 2.2
DSDRE 1.8
Adaptive 2.4

0.1187 0.3166
0.0982 0.2821
0.1146 0.3104

Sine 0.1 rad/s, 31g payload

SDRE 18.4
DSDRE 16.8
Adaptive 14.6

0.0119 0.1006
0.0079 0.0938
0.0167 0.0636

FT: Reference Follow Time; TE: Tracking Error; F,: Relative Error.

6.4.2 Experimental results

For the experimental tests, a virtual sensor was implemented to measure the system
states and have a full state feedback for both, the SDRE and DSDRE controls. The

SDRE control, is a continuous control approach. However, it is not possible to apply a

continuous control or to have continuous state feedback in a real environment. For this

tests, it is considered that the control action and measurement are continuous. Although,

this assumption is not completely mathematically correct, it is possible to make due to

the fast sampling time of the system. The conditions tested experimentally are the same

described for the simulation tests. The control input u and uy are saturated between 0

and 5 V to avoid overheating of the wire. The controllers are tuned heuristically with

different gains for regulation and tracking. The gains have slight changes as compared

to the ones used in simulation, as follows:
SDRE Regulation:

0.07 0 0 0

o_| 0 o0t 0 0
0 0 0006 0
0 0 0 1E-6
R = 0.001

SDRE Tracking:

4 0
o o6
©= 0 0.6

0 0 0
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FIGURE 6.5: Adaptive control vs. state feedback control for angular position tracking
with 31 g payload in simulation.

DSDRE Regulation: DSDRE Tracking:
51 0 0 30 0
Q= 0 13 0 Q=10 2 0
0 0 1E-5 0 0 1E-5
R =0.001 R =0.001

The gains for the adaptive control are the same as those used in Chapter 4. Figures 6.7
to 6.12 show the results of all the tests for the SDRE, DSDRE and adaptive controls
experimentally. Table 6.3 summarizes the results for position regulation in experiments.
The experimental results are similar to the ones obtained in simulation. The DSDRE
control presents the fastest response and the lowest relative error of all three controllers.
However, this control shows a high overshoot in comparison to the SDRE and adaptive
approaches. In the overall the DSDRE control has the best performance followed by the

SDRE control, which has the second fastest response and the lowest steady state error.

Table 6.4 shows the results of position tracking with and without payload, for the SDRE,
DSDRE and adaptive controls in experiments. For position tracking all three controllers
show a good performance for tracking of a sinusoidal reference at 0.1 rad/s, with and
without payload. The DSDRE control, once again, shows the fastest response and the
lowest tracking error. When the frequency increases, the relative error of the SDRE and
adaptive control increases. The DSDRE is capable of following the sinusoidal reference

at 0.2 rad/s with a low tracking error. When the frequency increases to 0.3 rad/s non of
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TABLE 6.3: Comparative table of output feedback control vs. state feedback control
performance for position regulation in experiments.

Control OS [%] ST [s] SSE [rad] E.
Small Step up (0.2 rad)

SDRE 7.2908 10.8 0.0007 0.4116
DSDRE 15.2808 8.2 0.0013 0.3497
Adaptive  5.3691 19.6 -0.0043 0.3666
Large Step up (0.6 rad)
SDRE 5.6550 13 0.0002 0.4116
DSDRE 12.0900 9.4 0.0006 0.3497
Adaptive  5.5875 20.8 -0.0112 0.3666
Step down (0.8 rad)
SDRE 0 12.8 0.0026 0.4116
DSDRE 0 14.2 0.0004 0.3497
Adaptive 0 13.2 -0.0058 0.3666

OS: Overshoot percentage; ST: Settling time; SSE: Steady State Error; E,.: Relative
Error.
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FIGURE 6.7: Adaptive control vs. state feedback control for angular position regulation
in experiments.

the controllers is able to follow the reference accurately. In the case of position tracking
DSDRE shows a faster response and a lower relative error as expected based on simu-
lation results. In conclusion, the DSDRE control proved to be the better approach for

regulation and tracking of angular position of the system dealt with in this dissertation.
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TABLE 6.4: Comparative table of output feedback control vs. state feedback control
performance for position tracking in experiments

Control FT [s] TE [rad] E,
Sine 0.1 rad/s

SDRE 13.6 0.0162 0.0842
DSDRE 10.6 0.0063 0.0721
Adaptive 13.6 0.0141 0.0679

Sine 0.2 rad/s

SDRE 3.4 0.0379 0.1051
DSDRE 5.8 0.0160  0.0789
Adaptive 4 0.0332 0.1155
Sine 0.3 rad/s
SDRE 2.4 0.0793  0.2180
DSDRE 3.8 0.0668 0.2315
Adaptive 2.8 0.0669 0.2210
Sine 0.1 rad/s, 31g payload
SDRE 7.8 0.1457 0.0915
DSDRE 6.6 0.0084 0.0719
Adaptive 7.4 0.0178 0.0712

FT: Reference Follow Time; TE: Tracking Error; E,: Relative Error.
6.4.3 Programmed arm task: Grasping and carrying

The biased SMA wire based robotic arm is tested on a final scenario where grasping
and transportation tasks are performed. This final scenario is composed of different
individual tasks, which emulate the grasping and transportation scenario likely to occur
when the robotic arm is implemented as an aerial manipulator. The scenario is as

follows:

1. Reach desired angular position (64,) according to the location of the object to be

grasped and UAV position (Py, ). Position regulation task.

2. Once in place, open gripper. Assuming the UAV will take the arm to the needed
position to perform grasping (P, ), close the gripper after reaching grasping posi-

tion.

3. Lift grasped object to avoid collision with surrounding surfaces (64,). Position

regulation task.

4. Assuming UAV will take the arm to a free collision zone (P, ), reach transportation

position (f4,). This position is designed to minimize the disturbance to the UAV
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FIGURE 6.11: Adaptive control vs. state feedback control for angular position tracking
with 31 g payload in experiments.

center of mass, considering the mass of the arm and additional payload. Position

regulation task.
5. After reaching final position, release payload (open gripper).

6. Close gripper and go to resting position (Vi = 0).

The position regulation tasks are carried out using the DSDRE control discussed in the
current Chapter. For the gripper, a simple ON/OFF control is implemented. Figure
6.14 shows a sequence of the experimental performance of the grasping and carrying

task.

6.5 Conclusions

In the first section of this chapter, a literature overview of the State-Dependent Riccati
Equation strategy for control applied to SMA based system is presented. Following,
a continuous differentiable continuous-time controllable model is derived for the biased
lightweight robotic arm presented in previous chapters. The system is rendered differen-
tiable at all instants using an approximation by arctan based functions. The controlla-
bility of the system in the nonlinear sense is demonstrated and the system parametrized

to implement an SDRE control for angular position.

Subsequently a discrete-time controllable model is derived in order to apply a discrete-

time SDRE control. The discrete model is derived using a singular perturbation model.
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FIGURE 6.13: Grasping and carrying task block diagram.
Py, - UAV desired position for arm positioning; 4, - Arm desired position for grasping; P4, - UAV
desired position for grasping; 64, - Arm position for avoid collision; Py, - UAV desired position for arm
transportation positioning; 64, - Arm transportation position.

Release pyload

Wait to reach Py,

Lift payload

Go to rest End

FIGURE 6.14: Grasping and carrying experimental sequence.
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A servo-integral mechanism is implemented in both continuous and discrete-time ap-

proaches to eliminate the steady state error.

Finally, both control approaches are tested for regulation and tracking of the angular
position of the lightweight robotic arm. The obtained results are compared with the
results of the Adaptive Control previously presented. The DSDRE control results show
a faster and more accurate response for position regulation and tracking. Different types
of state feedback control approach could be tested as future work to achieve even faster

and more accurate respomnses.






Chapter 7

Conclusions and future Outlook

This chapter presents an overview of the findings and contributions presented in this

research work, followed by the future outlook of the project in section 7.2.

7.1 Conclusions

This research presented the experimental implementation of a state feedback control
approach for angular position of a lightweight robotic arm (LWRA) actuated by Shape
Memory Alloy (SMA) wires.

Firstly, in Chapter 3, the mechanical design of a LWRA actuated by SMA wires was
introduced as an alternative lighter manipulator design. Although initially oriented to
be implemented as an aerial manipulator, this lightweight design can be applied to a
wide range of fields, where the size and weight available for the manipulator are limited.
In this same chapter, the mathematical model of the proposed LWRA was developed
based on a constitutive model of the SMA wire. Following, the model was validated in
simulation and experimentally under different conditions of operation, such as, step and

sinusoidal voltage inputs and different payloads.

In Chapter 5, an observable model of the LWRA is developed applying the singular
perturbation theory. The proposed model is a non-switched nonlinear model with four
states and one unknown input. An observability analysis for nonlinear systems with
unknown inputs is carried out, and the proposed model proven to be observable. Sub-
sequently, the developed model is discretized by a first Euler approximation and an
Extended Kalman Filter with Unknown Input (EKF-UI) was introduced. The proposed
EKF-UI uses the EKF technique to estimate the states of the system while an sliding

mode approach was implemented to estimate the unknown input from the outputs of

155
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the system. To conclude this chapter, the EKF-UI was validated in simulation and

experimentally under different scenarios.

In Chapter 6 a controllable continuously differentiable model was developed using arc-
tangent based functions to join and smooth the three separate function integrating the
switching dynamics of the SMA wire hysteresis, using the martensite fraction derivative
sign as the reference inflection point. A nonlinear controllability tests was performed and
the model proven to be controllable. Following, the controllable model is parametrized
and a State-Dependent Riccati Equation (SDRE) control technique was implemented
using the parametrized model. The same system was then discretized with a first order
Euler approximation and parametrized to develop a Discrete-time State-Dependent Ric-
cati Equation (DSDRE) control. A servo-integral mechanism was implemented to allow

for position tracking and regulation in both controls, eliminating the steady state error.

Three different approaches for output feedback control were tested and compared in
their performance in Chapter 4. The controller with the best performance out of the
three tested controllers, was then used to carry out a comparative analysis of the imple-
mented state feedback control, presented in Chapter 6. This analysis was qualitative and
quantitative, comparing the performance of the tested controllers in terms of accuracy
and response time. All the implemented controllers were tested experimentally and in
simulation under a variety of scenarios, including position regulation and tracking, and
conditions with and without added payload. The DSDRE control approach showed to
be the best control approach to deal with the nonlinearities of the SMA wires. This con-
trol approach presented the fastest time response and the lowest regulation and tracking
errors, respectively, in most of the performed tests. Finally, a grasping an carrying sce-
nario was tested experimentally using the DSDRE control. This scenario shows a series

of tasks performed by the arm, assuming independent control for arm and UAV.

The experimental implementation of state feedback control approaches has been limited
for the lack of access to SMA wire states. These set of control techniques allow to
obtain better results in terms of accuracy and response time in control, according to the
results obtained in this research. The implementation of the proposed EKF-UI opens
the possibility for the experimental implementation of these type of approaches, thus the

development of faster and more accurate control approaches for SMA based systems.

7.2 Future Outlook

Future work can be divided into two different aspects of the research: practical and

theoretical. From the practical point of view, two main points can be studied. Firstly,
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it is possible to extend the proposed prototype to a two wires configuration as explained
in Chapter 3. This will allow a faster response of the system, at the expense of a greater
energy cost and more complex control requirements. These aspects will need to be

analyzed further, to determine the overall advantages of the two wires configuration.

Secondly, the proposed prototype will be tested in flying condition, by attaching it to
an small UAV. For this aspect, multiple factors have to be solved and addressed. The
implementation on flying conditions will require a control capable of thermal disturbance
rejection. For this, further work of this research will focus on thermal disturbance rejec-
tion test of the proposed controller,and possible other types of state feedback control,
such as Model Predictive Control (MPC).

From the theoretical point of view, the proposed observer can be extended to consider
multiple unknown inputs. A second unknown input, for the system presented in this
research, will allow the estimation of the states even when non of the variables of the
second coupler are being measured. This technique can be extended to multiple wires
interacting, so the need of multiple sensor can be reduced, and the states of the full

system estimated.

Finally, recent research on auto-sensing of SMA wires based on electric resistance mea-
surement have been explored. This research could be applied to the proposed prototype
as an alternative to estimate the states of a second wire on a two wire configuration, or

possibly a multiple configuration for different implementation.
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Appendix A

Control Board Code

The microcontroller ESP-12E on the control board was program using arduino interface.

This is the code used to communicate the board with matlab via serial communication
and ADC ADS1115 via I2C.

#include <SPI.h>
#include <cstdint>
#include <array>
#include <Wire.h>

#include <Adafruit ADS1015.h>

Adafruit_ADS1115 ads; /* Use this for the 16-bit version =/

void begin (
int sda,
int scl

)i

// named pins

const int ledPin = 2;

// mosfet pins
std::array<int, 3> mosfetPins = { 16, 5, 15 }; // OUT1 [GRIPPER
], OUT2 [ARM], OUT3 [ARM]

void setup(void)

159



23
24
25
26
27
28
29
30
31
32
33
34

36
37
38
39
40
41
42
43
44
45

Appendix A. Control Board Code

analogWriteFreq(1000); // PWM frequency

for (auto pin : mosfetPins)

pinMode (pin, OUTPUT) ;
digitalWrite (pin, LOW);

// set ADC chip-select pin
digitalWrite (adcCS, HIGH);

// Position reset

analogWrite (mosfetPins[2],

delay (10000) ;

analogWrite (mosfetPins[2],

delay (10000) ;

analogWrite (mosfetPins[1],

delay (10000);

analogWrite (mosfetPins[1],

delay (10000);

Serial.begin(115200);

{ // set mosfet pins as output

as output

300) ;

ads.setGain (GAIN_ONE);// 1x gain

0.125mv
Wire.begin (2,0);
ads.begin () ;

struct Output {

float rawdat = 0.0f;

struct Input {

int32_t dutyCyclel
int32_t dutyCyclel = 0;
int32_t dutyCycle2

Il
O
~.

Il
o
~.

Output out;

(100Hz—-1kHz)
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61
62| void loop (void)
63| {
64
65|// Send data to Matlab
66
67 out.rawdat = ads.readADC_Differential 0_1();
68
69 Serial.printf ("BEG");

70 //Serial.print (rawdat) ;

71 Serial.write (reinterpret_cast<byte*>(&out), sizeof (Output));
// send data

72 Serial.printf ("\n");

73
74| // Receive data from Matlab
75| // Received header?

76 if (Serial.find("BEG")) {

77 // then the following bytes can be interpreted as Input
78 Input in;

79 Serial.readBytes (reinterpret_cast<bytex>(&in), sizeof (in));
80

81 in.dutyCycleO = constrain(in.dutyCycleO, 0, PWMRANGE) ;
82 in.dutyCyclel = constrain(in.dutyCyclel, 0, PWMRANGE) ;
83 in.dutyCycle2 = constrain(in.dutyCycle2, 0, PWMRANGE) ;
84 analogWrite (mosfetPins[0], in.dutyCycleO);

85 analogWrite (mosfetPins[1], in.dutyCyclel);

86 analogWrite (mosfetPins[2], in.dutyCycle2);

LiSTING A.1: Arduino Code for serial and I2C communication.
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Wolfram Mathematica Code for
Nonlinear Observability and

Controllability calculations

B.1 Nonlinear Observability

The nonlinear observability co-distribution of the nonlinear continuous-time system with
unknown input presented in in Eq.(5.14) and Eq.(5.21) was computed using Wolfram

Mathematica, and is provided in the following pages.

(*NonlinearObservabilityproofforsystemwithunknowninputs.Continuousmodel*)
z=1{6,T,0,&};

u = {{V"2}, {Tamb}};

w = {d¢};

b=bs+ bl;

hfx]:=h0 + h2z[[2]]"2;

R[x]:=Rmz{[4]] + (1 — z[[4]])Ra;

x2[x_]:=(Arz([3]] — mlgrlSin[z([1]]] — ks(z[[1] — Tin))/b;

f1[x ]:={{0}, {(Kt"2)/(R[z]mwcp)}, {©(Kt"2)/(R[z]mwcp)}, {0} }
f2[x |:=={{0}, {h[z]Aw/(mwcp)}, {Oh[z]Aw/(mwcp)}, {0} }
glw.]:={{0}, {0}, {Q}, {1}}
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g0l J:={{x2[z]}, {—h[z]Awz[[2]]/ (mwcp)}, {(—E1r/10)x2[x] + O(—h[z]Awz([2]]/ (mwcp))}, {0}}
hifx ]:=2[[1]] — ((-10/(E1r))((z[[3]] — x30) — ©(=[[2]] — x20) — Q(=[[4]] — x50)) + x10)

h2[x |:=2[[1]]

h3[x_]:=x2[z]

Print[“Step 1: Compute pll. Test outputs for unknown input observability”]
Print[“For h1”]

u11 = Dih1a], {z}]-glfw]; sl = p11[[1]

Print[“For h2”)

pl1l = D[h2[z], {}].g1[w];

Print[“For h3”]

p1l = Dih3[z], {z}].gl[w]; p11 = p11[[1]]

Print[“Frrikkkittbiitibboob bbb |

Print[“Step 2: Compute tensors p, v and” g"\a]
p00 = 1;

pl10 = 0;

#01 = D[h3[z], {z}].g0[x]; u01 = pO1[[1]];
Print[“Tensor p”]

p = {{p00, u01}, {¢:10, u11}}

vll =1/pll;
v00 = 1;
v10 = 0;

v01 = —v11p01;v01 = vO1[[1]];
Print[“Tensor v”|

v = {{v00,v01},{v10,v11}}

Print[“Field ”hg" o]
Print[“hg"0”]
hg0 = v00g0[z] + avgl|w];
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%/.av — v01
Print[“hg"1”]
hgl = v10g0[z] + v11gl|w]

Pring[€FFritkkittbiiitbob bR |

Print[“Step 3: Compute the codistribution 20 and Q1”]
Print[“Q0”]
Q0 = {D[h2[z], {«}], D[h3[z], {}]}

Print[“Lfi0”]

L£1001 = D[QO[[1]] f1[z], {z}]; Lf10201 = L{1Q01[[1]};
L1002 = DIQO[[2]] £1[z], {z}]; L1002 = L{1Q02([1]];
L£2001 = D[QO[[1]]-£2[z], {z}]; L2001 = L£2001[[1]};
L£2002 = D[Q0[[2]].£2[z], {z}]; L£20202 = L£2002[[1]};
LAQ0 = {Lf1002, L2002}

Print[“LgaQ0”]

Lg0Q01 = D[Q0[[1]].g0[z], {z}]; Lg0Q201 = Lg0Q01[[1]];
Lgl001 = D[QO[[1]].g1[w], {z}]; LglQ01 = Lg1Q01[1]];
Lg0Q02 = D[Q0][[2]].g0[z], {=}]; Lg0Q02 = Lg002[[1]];
Lgl1Q02 = D[Q0[[2]].g1[w], {z}]; Lg1202 = Lgl1Q02[[1]];
LgaQ0 = {Lg0Q01, Lg0Q02}

(*Print[“i¢0”]*)
$10 = flz];
$20 = f2[z];

Print[“LigOhI”]

L1¢0h1 = D[Q0[[1]].410, {x}]; L140h1 = L1¢0h1[[1]];
L1¢0h2 = D[Q0[[2]].410, {}]; L140h2 = L1¢0h2[[1]];
L240h1 = D[Q0[[1]].420, {x}]; L2¢0h1 = L2¢0h1[[1]];
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L2¢0h2 = D[Q0[[2]].420, {z}]; L240h2 = L240n2([1]];
Lig0hl = {L1¢0h2, L2¢0h2}

Print[“Q1”]
Q1 = {Q0[[1]], Q0[[2]], Lf1Q02, L2002}

Print[“Q0 at x(0) and Rank”]
Q00 =Q0/.{60 —» 0, T — 28,0 — 0, — 1}
MatrixRank[Q00]

Print[“Q1 at x(0) and Rank”]
Q10=01/{0 —-0,T — 28,0 — 0,£ — 1}
MatrixRank[Q210]

Print[“******************************************************************”]

Print[“Step 4: Check Lemma 14”]

(* To compute Q2%)

Print[“LAN1"]

Lf1Q11 = D[Q1[[1]].f1[z], {=}]; Lf1Q11 = L1OQ11[[1]];
Lf1Q12 = D[Q1[[2]].f1[z], {=}]; Lf1Q12 = Lf1Q12[[1]];
L1013 = D[Q1[[3]] £1[z], {z}]; Lf1013 = LAO13([1]];
L2011 = D[Q1[[1]].£2[z], {z}]; Lf2Q11 = Lf2Q11[[1]];
L2212 = D[Q1[[2]].£2[z], {z}]; Lf2Q12 = Lf2Q12[[1]];
L2013 = D[Q1[[3]]-£2[z], {=}]; Lf2Q213 = L2Q13[[1]];
LAQ1 = {Lf1012, L2012}

Print[“LgaQ1”]

Lg0Q11 = D[Q1[[1]].g0[z], {=}]; Lg011 = Lg0Q11[[1]];
LglQ11 = D[Q1[[1]].g1[w], {z}]; LglQ11 = LglQ11[[1]];
Lg0Q12 = D[Q1][[2]].g0[z], {=}]; Lg0012 = Lg0Q12[[1]];
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LglQ12 = D[Q1[[2]].g1[w], {z}]; Lg1lQ12 = LglQ12[[1]];
Lg0Q13 = D[Q1][3]].g0[z], {z}]; Lg0013 = Lg0Q13([[1]];
Lg10N13 = D[Q1[[3]].gl[w], {z}]; Lg1N13 = LglQ13[[1]];
LgaQ1 = {Lg0Q11, Lg0Q12, Lg1Q13}

(*Print[“ipla”]*)
(*¢im*)

a0b0 = v00(D[g0[z], {z}].$10 — D[¢10, {z}].g0[z]);
a0bl = v01(D[gl[w], {z}].¢10 — D[#10, {z}].gl[z]);
alb0 = v10(D[g0[z], {z}].$10 — D[¢10, {x}].g0[z]);
albl = v11(D[gl[w], {z}].¢10 — D[#10, {z}].gl[z]);
¢11 = a0b0 + aObl + alb0 + albl;

911 = {#11([1, 1]}, p11[2, 1], 611((3, 1], #1114, 1]}

a0b0 = v00(D[g0[z], {x}]-$20 — D[¢20, {}].g0[z]);
a0bl = v01(D[gl[w], {z}]-¢20 — D[#20, {z}].gl[z]);
alb0 = v10(D[g0[z], {x}]-$20 — D[¢20, {z}].g0[z]);
albl = v11(D[gl[w], {z}].¢20 — D[¢20, {z}].gl[z]);
$21 = a0b0 + a0b1 + alb0 + albl;

$21 = {¢21([1, 1]], $21[[2, 1]}, 621[3, 1]], $21[4, 1]]};

Print[“Lig1hl”]

L1¢1hl = D[QO[[1]].411, {z}]; L1¢1h1 = L1¢1h1[[1]};
L141h2 = D[Q0[[2]].411, {z}]; L1$1h2 = L1¢1h2([1]];
L241h1 = D[QO[[1]].421, {z}]; L2¢41h1 = L2¢1h1[[1];
L2¢1h2 = D[Q0[[2]].421, {z}]; L241h2 = L261h2([1]];
Li¢1lhl = {L1¢1h2, L2¢1h2}

Print[“Q2”]
Q2 = {Q1[[1]], @1[[2]], Q1[[3], 21[[4]]}
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Print[“Q2 at x(0) and Rank”]
020=02/.{0 - 0,T — 28,0 — 98, — 1}
MatrixRank[Q20]

Pl'illt[“******************************************************************”]

Print[“Step 7: check if Qm+1=0"]

Print[“Q2=01"]

Print|

"Step 8: The differential of all the states belongs to 21 in a given neighbourhood of

x(0). The state x is wekly locally observable for the given neighbourhood."]

Step 1: Compute p11. Test outputs for unknown input observability

For hl

For h2
For h3

ArQ
bl+bs

>k >k sk sk sk sk sk sk sk sk sk skosk ok sk sk ok Sk ok ok ok ok ok ok ok ok ok sk ok skoskokok skokokoskokok ko kR sk sk sk sk sk sk sk sk sk skoskoskoskoskoskoskoskoskoskoskoskoksk

Controllability Matrix

Construction the Accesibility algebra C
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Step 2: Compute tensors u, v andg®

Tensor U

(-ks-gmlrlCos[6]) (-ks (-Tin+6) +Aro-gmlrl Sin[6O])

(. '

(bl +bs)?
Ar AwT (-h0-h2 T2) © _ Elr (-ks (-Tin+0)+Ar o-gml rl Sin[6])
cp mw (bl+bs) 10 } {O ArQ }}
bl +bs " bl+bs

Tensor v

bl +bs
{1, -1}, {o, ——
(@, -1, {o, 2222y
Field hg“
hg”0

-ks (-Tin+6) +Aro-gmlrl Sin[6] AWT(—hO—hZTZ)

{{ b b

bl + bs cp mw
AWT(7h07h2T2>® o Elr (-ks (—Tin+9)+Ar0—gmlrlsin[e])}
cp mw (bl +bs) 10 '
{-1}}
hg”1
bl +bs bl +bs

0}, {0}, '
(103, (03, (22222, (B2

hhkhkhkhkhhkhkhhkkhkhhhhhkhkhkhkhAhkhAhkrhkhkdkhhhhhhhhhhhhhhhhdhhhhhrhkhrrrrrrhkrrkrhrrk

Step 3: Compute the codistribution Q0 and Q1

Q0
-ks-gmlrl Cos[6] Ar
{t1, 0,0, 03, { , 0, , 0})
bl +bs bl +bs
LfiQ0
AKt?r (-Ra+Rm) ©
{{o, 0,0, - }

(bl +bs) cpmw (Ra (1 -&) +Rm&)2
2AAWh2rTO

(o, ZRMEZEZS o o)

(bl +bs) cp mw

LgaQ0
-ks-gmlrl Cos[6 Ar
e 9, , o],
bl +bs bl + bs
{ AElr?2 (-ks-gmlrlcCos[O]) (-ks-gmlrlcCos[6])?
- + +
(bl +bs)210 (bl +bs)?2
gmlrl Sin[6] (-ks (-Tin+6) +Aro-gmlrl Sin[6])
(bl +bs)? ’
2Awh2 T2 0 Aw (-h0-h2 T2) ©
Ar (_ cp mw cp mw
bl +bs '
A% El r3 Ar (-ks-gmlrlCos[6]) O}}
- +
(bl +Dbs)2 10 (b1 +Dbs)? '

Li¢Ohl
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AKt2r (-Ra+Rm) ©

(bl +bs) cpmw (Ra (1-&) +Rm &) 2
2AAWOh2rTO

fo, ZRRMREITE o o))

(bl +bs) cpmw

{{o, 0, 0, -

1,

Q1
-ks -gml rl Cos[6] 0 Ar
bl +bs " blibs’
AKt?r (-Ra+Rm) © }
(bl +bs) comw (Ra (1 -¢&) +Rm¢)?2 ’
2AAWOh2rTO

fo, ZRRMREITO o o))

(bl +bs) cp mw

{{1, 0,0, 0}, {

0},

{o,o,o,-

Q0 at x(0) and Rank

-ks-gmlrl 0 Ar

{{1, 0,0, 03, : 0, ,
bl +bs bl +bs

0}}

Ql at x(0) and Rank

-ks-gmlrl 0 Ar

’ 14 ’ O}’
bl +bs bl + bs
AKt?r (-Ra+Rm) © 56 AAWh2 r ®

, {0, ————, 0, 0}}

(bl +bs) cp mw Rm? (bl +bs) cpmw

{{1, 0,0, 0}, {

{0, 0,0, -

R E R R RS SR SRS SRS SRR R SRS R SR SRR SRR SRR EEEREEEEEEEEEEEEEEEEEEEEESEE]
Step 4: Check Lemma 14

LfiQl

AKt?r (-Ra+Rm) ©

(bl +bs) comw (Ra (1-&) +Rm &) 2
2AAWHh2rTO

fo, ZRRMREITO o o))

(bl +bs) cpmw

{{o,o,o,-

,

Lga®l
-ks-gmlrl Cos[6] Ar
{{ , 0, , 0},
bl +bs bl +Dbs
{ AEl1r?2 (-ks-gmlrlCos[O]) (-ks-gml rlCos[6])?
- + +
(bl +Dbs)2 10 (bl +bs)?
—gmlrlSin[6] (-ks (-Tin+6) +Aro-gmlrl Sin[6]),
(bl +Dbs)?
2Awh2T26 | Aw (-h0-h2T2) ©
Ar (_ cp mw cp mw
bl +bs '
AZE] r3 Ar (-ks-gmlrlCos[O]) 0}
- +
(bl +bs)2 10 (bl +bs)? no
2AKt?r (-Ra+Rm)? @
{o. 0, 0, PR H

(bl +bs) cpmw (Ra (1 -&) +Rmé&)3

Ligplhl
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AgKt2mlrrl®sSin[6]

{ ,

(bl +bs)2cpmw (Ra (1-&) +Rm&)
6AAWh2Kt2r TO 1

4

(bl +bs) cp?mw? (Ra (1-&) +Rm &) " bl+bs

2 Kt?2 (-Ra+Rm)?2 0 AEl Kt?2 r?2 (-Ra +Rm) @

A
: cpmw (Ra (1-&) +Rm¢&)3 : (bl +bs) cpl0mw (Ra (1 -&) +Rm&)?

_ 2Awh2 T2 @ Aw (-h0-h2 T?) ©
cp mw cp mw

cpmw (Ra (1 -&) +Rm&)2

Kt? (-Ra + Rm)

2 (bl +bs) Kt2 (-Ra+Rm)2 ©
Acpmwr (Ra (1-&) +Rm&)3Q

AKt?r (-Ra+Rm) © (-ks-gml rl Cos[6O])
(bl +bs)2cpmw (Ra (1 -&) +Rm¢&)2

1,

{AAwgmlrrl (h0 +h2 T2) @ Sin[6)] 1
(bl +bs)?2 cp mw " bl+bs
A 2AAWELh2r?TO© 4Aw?2h22T3@ 4Aw?h2T (-h0-h2T2) 0
r |- + - -
(bl +bs) cp 10 mw cp? mw? cp? mw?

2Awh2T20 Aw (-h0-h2 T2) ©
6Aw?h2 T (h0+h2T2) ©@ 2AWh2T (— p B )

+ +
cp? mw? cp mw

, 0, 0}

2AAWHh2rTO (-ks-gml rl Cos[6])

(bl +bs)? cpmw

Q2

-ks-gmlrl Cos[6] 0 Ar
bl +bs " b14bs’
AKt?r (-Ra+Rm) © }
(bl +bs) cpmw (Ra (1-&) +Rm&)2 7
2AAWh2rTO

(o, ZRMEZEZS o o))

(bl +bs) cp mw

{{1, 0,0, 0},

0},

{0, 0, 0, -

Q2 at x(0) and Rank

-ks-gmlrl 0 Ar

7 ’ IO}I
bl +bs bl +bs
AKt2r (-Ra+Rm) © 56 AAWh2 r @

Jofos o 0, 0}

(bl +bs) cp mw Rm? (bl +bs) cpmw

{{1, 0,0, 0},

{o, 0, 0, -

khkhkhkkhkhkhkkhhkhkhkhkkhkhkhkdhhhhhkhkhhdhhhhhhhhhhkhhkhhhhhkhhhkhkhdhkhkhhkhkhkhdhkhkhhkhhkhhkkkx
Step 7: check if Qm+1=Q

Q2=01

Step 8: The differential of all the states belongs

to Q1 in a given neighbourhood of x(0). The state x is

wekly locally observable for the given neighbourhood.
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B.2 Nonlinear Controllability

The nonlinear controllability of the continuous and discrete-time models used to design
the SDRE an DSDRE control is proven using the Lie algebra. The computation of the

controllability matrix is done with the aid of Wolfram Mathematica.

B.2.1 Continuous Nonlinear Controllability

The nonlinear controllability proof for the continuous-time system presented in Eq.

(6.32) was computed using Wolfram Mathematica, and is provided in the following

pages.

z={0,d0,0};
u={V 2};
b=bs+ bl;

€T1[x]:=(6M/2)Sin[aA(T — As — (1/cM)z[[3]])]aA
golfx]i= — (1/cM)ET[o]

£T2x J:=((1 — £A)/2)Sin[aM(T — Mf — (1/cA)z{[3]))}aM
€02k )= — (1/cA)Tfa]

f1[xJ:=((—E1r1/110)z[[2]] + (© + Q€T1[z])(—(T — Ta)h0Awl/(mwlcpl)))/(1 — Qéol[z])
gl[x]:==(6 + Q€T1[z])(1/(Rlmwlcpl))/(1 — Qfol[z])

£2x ):=((—E1r1/110)z[[2]) + (© + Q€T2[z])(—(T — Ta)hoAwl/(mwlcpl)))/(1 — Qéo2[z])
g2[x]:=(6 + Q¢T2[z])(1/(RImwlcpl)) /(1 — Q€o2(z])

£3[x_]:=(—E1r1/110)z[[2]] + O(—(T — Ta)h0Aw1/(mwlcpl))

g3[x-]:=(6)(1/(R1mwlcpl))

71[d¢ ]:=(ArcTan[d(d¢ — €)] + Pi/2)(1/Pi)
72[d¢ :=(ArcTan[—5(d¢ + €)] + Pi/2)(1/Pi)

Z3[d¢]:=(ArcTan[6(d¢ + €)] + ArcTan[—46(d€ — €)])(1/Pi)

fxd[d¢ ]:=f1[x]Z1[de] + £2[x]Z2[d¢] + £3[z]Z3[d¢]
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g4{d¢ =gl [x]Z1[d€] + g2[x]Z2[d£] + g3([z]Z3[d¢]

Fix):={{={[2]]}, {(A1r1(z[[3]]) — mlgrlCos|z[[1]] — ksz[[1]] — b=[[2]])/J}, {fx4[d]}}
glx-J:={{0}, {0}, {g4[d¢]}}

Print[“Controllability Matrix”|
Print[“Construction the Accesibility algebra C”|

C11 = D[g[z], {=}]. f[z]; C11 = {C11[[1, 1]], C11[[2, 1]], C11[[3, 1]]};
C12 = D|flz], {z}].g[z]; C12 = {C12[[1,1]], C12([2, 1]], C12([3, 1]] };
Cl = C11 — C12;

C21 = D[CL, {z}]. flz]; C21 = {C21[[1, 1]], C21[[2, 1]}, C21[[3, 1]|};
C22 = D[f[z], {x}].C1; C22 = {C22[[1, 1]], C22[[2, 1]], C22[[3, 1]]};
C2 = C21 — C22;

C31 = D[g[z], {z}].C2; C31 = {C31[[L, 1]}, C31[[2, 1]}, C31[[3, 1]]};
C32 = D[C2, {z}].g[z]; C32 = {C32[[1, 1]}, C32[[2, 1], C32([3, 1]]};
C3 = C31 - C32;

a = Transpose[f[z]]; a = a[[1]];

b = Transpose[g[z]]; b = b[[1]];

¢ = Transpose[Cl]; ¢ = ¢[[1]];

d = Transpose[C2]; d = d[[1]];

e = Transpose[C3]; e = e[[1]];

aC = {a,b,d}

(*aC0 = aC/.{0 — 0,d0 — 0,T — 25, Ta — 25,0 — 0, 81 — 0, 82 — 0, B3 — 0, B4 — O}*)
MatrixRank[aC]

Print[

"Due to the constraints over the control input, although the controllability matrix is

full rank for all x, the system is proved to be reachable."]
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Controllability Matrix

Construction the Accesibility algebra C
- (bl+bs) dd-ks6+Alrlo-gmlrlCos[O]
{{ae, '
J
1 ( doELlrl AwlhO (-T+Ta) @)

+

T 110 cpl mwl
(-ArcTan[6 (d§-€)] + ArcTan[d (dE+€)]) +
7T doEl rl 1
((*—ArcTan[é (d§+e)]) - +
2 110 cpl mwl

1 o
AwlhO (-T+Ta) [@+ —aM (1-&R) QSin[aM (—Mf+T——)]
2

=)

[n [1+ QET[{6, d&, O}] )] . ((£+ArcTan[6 (dg_e)]) (_d@El rl N

cA 2 110

@+§aA§MQSin[aA (7AS+T7£)}))]/

Awl h0 (-T +Ta)

cpl mwl cM
[JT 1+Q§T[{91 de, o}] }, {0, 0,
cM
® (-ArcTan[6 (d§-€)] +ArcTan[d (dE+€)])
+
cpl mwl T R1
T 1 o
((——ArcTan[é (d§+e)]) (®+—aM (1-&a) Qsin|aM (—Mf+T——)]])/
2 2 CcA
cpl mwl st R1 [1+ 2eTi, 49, o)) )] +
CcA
7T 1 o
((—+ArcTan[5 (df—e)]) ®+—aA§MQSin[aA(—AS+T——)]))/
2 2 cM

QET[{O, dO, O}] )
cM ’
© (-ArcTan[6 (d§ -€)] +ArcTan[6 (d§+€)])

cplmwl T R1 [1 +

{EAI rl

J

+

cpl mwl T R1

(JT
;—ArcTan[é (d§+€)])

o Zaw (1-n) @ sinfae [-me ez 2 1)) /

QET[{O, dO, O} ]
+
CA )]

(cpl mwl T R1 [l +

(JT
( ;+ArcTan[6 (dg—e)])

1 o
®+;aA§MQSin[aA(—AS+T——)]))/
QET[{O, do, o}]
[1+

o)) :

© (-ArcTan[6 (d§-€)] +ArcTan[6 (d§+¢€)])

(cpl mwl st R1

+

1
—Al (-bl-bs) rl

J2 cpl mwl T R1
((;—T—ArcTan[é (d§+e)})
1 o
(®+—aM (1-&A) @SinaM (—Mf+T—*)]))/
2 cA
cpl mwl T R1 (l+ 27116, 99, o)) ]) +
CA
7T 1 o
((*+ArcTan[6 (dé—e)}) (®+*aA§MQSin[aA [—AS+T—f)]])/
2 2 cM
cpl mwl T R1 1+Q§T[{6, ge, O}]])]—
cM
1 1 doElrl AwlhO (-T+Ta)®
—Alrl —(7 + ]
J s 110 cpl mwl

(-ArcTan[6 (d§-€)] +ArcTan[6 (d§+€)]) +
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n 4O E1 rl 1
((*—ArcTan[é (d§+e)}) (7 N Awlh0 (~T + Ta)
2 110 cpl mwl

]) + ((I+ArcTan[6 (d§—€>]]
2

1 o
(®+—aM(l—§A) QSin|aM (—Mf+T——)}))
2 cA

QET[{6, dO, T} ]
(JT (l+
CcA

( doElrl
- +
110 cpl mwl

a [-asvr- 2] ]/ [ [ L)
=)/

1
AwlhO (-T+Ta) [0+ — aR&MQSin]|
2

[—((aMz (1-E&R) Q [g—ArcTan[é (d§+e)]) Cos [aM (—Mf+T—

1+

2 cAcpl mwl TR1

QET[{O, dO, 0O}]
CcA )]

(aAz EMQ (72—T+ArcTarl[5 (dé‘—e)]) Cos[aA (_AS+T_ ciM)])/

2cMcpl mwl TR1

QET[{O6, do, o}]
1+ J]—
cM

T 1
(Q[——ArcTan[é (d§+e)]) (@+—aM(l—§A)Q
2 2

Sin|[aM (—Mf+T— i)]) gr((0.0.10) [{o, do, o}]]/
CA

QET[{O, dO, O}] 2)
cA ]

cA cpl mwl T R1 (1 +

7T 1 o
(Q (—+ArcTan[5 (d§—€)]) (@+ —aA&MQsin[aa (—AS+T— —)])
2 2 cM

£T10,0,1)) [ (o, db, O}])/

QET[{O6, dO, O 2
cMcpl mwl T R1 (l+ Tl }]]

] 1
cM J2
Alrl (- (bl+bs)d6-ks6+Alrlo-gmlrlCos[O])

Tt 1
[—((Q (;—ArcTan[é (d§+€)}) [®+;aM (1-&A) Q

Sin[aM (—Mf+T— i)]) gT 100 {0, de, 0}]]/
CcA

QET[{O, dO, 0}])?
i |
CA

cA cpl mwl T R1

Tt 1 o
(Q [—+ArcTan[5 (dg—e)]) (@+ —ahA&MQsin|aa (—AS+T— —)])
2 2 cM

ET(10,1,01) [{g, de, 0}1)/

QET[{6, dO, 0}]12)) 1
cM ] J] J

cMcpl mwl 7Rl |1+

Al dorl

T 1
—([Q (E—ArcTan[é (d§+e)]] (@JrEaM (L-&RA) Q

Sin[aM (—Mf+T— i)]) gTL0.00 (o, de, 0}]]/
CcCA

QET[{O, dO, 0}])?
i |
CA

cA cpl mwl T R1

Tt 1 o
(Q [—+ArcTan[5 (dg—e)]) (@+ —anA&MQsin|aa (—AS+T— —)])
2 2 cM

ET(11,0,01) [{g, de, OH)
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Q<&T[{o, do, O
cMcpl mwl st R1 (l+ cTLio, » 0}

2
o)
1 1 dSElrl AwlhO (-T+Ta) ©
—Alrl —(— + )
J 7T 110 cpl mwl
(-ArcTan[6 (d§ -€)] +ArcTan([6 (d§+€)]) +
7 d6El rl
((——ArcTan[é (d§+e)]) - + Awl hO
2 110

cpl mwl
©+ —aM (1-¢&A) Qsin| (
2

(e}
aM —Mf+T—C—A)])])/
(n [1+Q§T[{e’ 6, o} )J . [(EJrArcTan[é (d§—e)])
cA 2
( doElLl rl

110

(-T+ Ta)

+

Awl hO (
cpl mwl

-T+ Ta)

1
®+*aA§MQSin[
2

e QDY s )
1) cos

(aM2 (1-€&Rn)Q (Z - ArcTan|

(,

(d& +€) Co (Mf+T—
= ])/(ZCAcplmwlﬂRl (1+Q§T[{9’ a9, O}]])]*
cA cA
7T
(aAz EMQ (; +ArcTan[é

(dg—e)])Cos[aA [—AS-%—T—i)])/

cM
(2 cMcpl mwl st R1 (1+ QET[{6, dO, O} ] )) )
cM
dl 1
(Q (;_ArCTa“[é <d‘5+€)}) [®+;aM (1-&A) QSin]|
o
M (—Mf+T——

]]] ET(0:9.1)) (e, de, 0}1)/
CcA

2
(cAcplmwlﬂRl [1+ QETLO, do, O}]) ] -
CcA
1
(Q (E+ArcTan[6 (d§—6)}) [@+ EaAéMQ sin|
(e}
aA (7AS+T7 —

({0,0,1})
~1] e (e, de, o}})/
QET[{O, dO, 0} ]2
- -
cM
((@ (-ArcTan[6 (d§-€)] +ArcTan[6 (d§+€)])) / (cplmwl tR1)

(7‘[’
( E—ArcTan[é (d§+€)])

(CM cpl mwl T R1

(@)
(®+—aM (1-&A) @Sin[aM (—Mf+T—
2

c_A)}) / cpl mwl

TR1 (1+Q§T[{e’ g9, O}]])+((E+ArcTan[5 (dé—e)l)
cA 2
L . 9

(®+EaA§MQ81n[aA[—AS+T—CM)]]/
(cplmwlrrRl [1+Q§T[{9, a9, GH)J)
cM
[— (aMzAwlhO (-T+Ta) (1L-&A) Q (Z—ArcTan[é (d& +€)]

Cos[ ( Mf+T—— /(ZCAcplmwlrr

Q§T[{9 de, 0}
2 l))-

aA2 Awl hO (-T+Ta) EMQ
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(E+ArcTan[6 (dg—e)]) Cos[an (—AS+T— i)]]/

2
QET[{O, dO, O}] ])
cM

(2 cMcpl mwl T (l +

dO6El rl 1
- + Awl hO

110 cpl mwl

T
(Q (——ArcTan[é (d§+€)])
2

1 (e}
(-T+Ta) |[@+ —aM (1-&A) Qsin[aM (—Mf+T— —)])]
2 cA
2
ET0,0,1)) [(o, dB, o}])/ CcA T (l+ QET[{6, dB, O}] J ) ~
cA
n do El rl 1
(Q(*+ArcTan[6 (d§—€)1) [— +
2 110 cpl mwl
1 (0)
AwlhO (-T+Ta) |@+ — aAEMQSin[aA (—As+T——)}))
2 cM
2
gT(0.0.1) [ {e, do, o}])/ cM 7t [1+ 2eTlie, 48 o)) J )] +
cM

(- (bl+bs)d6b-ks6+Alrlo-gmlrlCos[6B])

[

7T 1
(—[(Q(——ArcTan[é (d§+e)]) (®+—aM(l—§A)Q
2 2

Sin[aM (—Mf+T— i)]] gr0 1,0 [{eo, do, o}])/
CA

QET[{O, d6, 0} ]2
[ |
CcA

(CA cplmwl mR1

7T 1
(Q (5+ArcTan[6 (dé—e)]) [®+ EaAéMQ Sin|

ah (—AS+T— i]]) ET({0,1,0) [ (o, dB, o}})/
cM
QET[{O, dO, O}] )2])
N

cM

(CM cpl mwl T R1 [l +

ol

T 1
Q (E—ArcTan[é (d§+e)}) [®+;aM (1-&A) Q

o

sin[aM (—Mf+T— —)]] ET((1,0,9) [(0, de, o}])/
CA

2
(cAcpl mwl 7T R1 [1+ QET[{6, dO, O} ] )

CA

Tt 1
(Q (5+ArcTan[6 <d§—e)1) [®+ EaAéMQ Sin|

alh (—AS+T— i]]) ETL,0,0) [(o, db, o}])/
cM

QET[{O, dO, O}] )2])]
cM ’

(CM cpl mwl T R1 [1 +

1 © (-ArcTan[6 (d§-€)] +ArcTan[6 (d§+€)])
—Al rl +
J cpl mwl mR1
((E—ArcTan[é <d§+e)1)
1 - o
(®+ gaM (1-€a) QsinfaM (—Mf+T— CA)]])/

QET[{O, dO, O}] )
+
CcA ]

cpl mwl mR1 (1 +

((£+ArcTan[5 (dg-e)}) (®+§aA§MQSin[aA [-Asm—i)]])/

2 cM

QET[{O, dO, T} ]

[+ I
cM

cplmwl TR1
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- = El rl (-ArcTan[6 (d§-€)] +ArcTan[d (d§+€)]) -
110

Elrl (5 -ArcTan[6 (d§+e€)])

QET[{6,d8,0
1107r(1+—§—U—'—'—McA )

Elrl (4 +ArcTan[6 (d§-€)])

QET[{6,d0,0
110”(1+_§_MCM )

T doElrl 1
(Q[——ArcTan[é (d§+e)]) (— +
2 110 cpl mwl

1 o
Awl hO (-T + Ta) (®+*aM (1-&A) @Sin[aM (—Mf+T—*)}))
2 cA

2
ET(0,1,00) [{g, dB, OH)/ CAH(1+Q§T[{9' de, UH) -
CA
7T doELl rl 1
(Q[—+ArcTan[6 (d§—e)]) (— +
2 110 cpl mwl

Awl hO (-T + Ta)

1 o
®+;aA§MQSin[aA (—AS+T——)]])

ET(10,1,01) [{g, de, 0}})/

cM T (1+

QET[{O6, dOo, o}] 2]
cM )

(_

(aM2 Awl h0 (-T+Ta) (1-&A) Q (g—ArcTan[é (d§+€)])

Cos|aM (—Mf+T—CiA)]]/

QET[{O, dO, 0}]
2 J))-
CcA

2 cAcpl mwl st

(aA2 Awl hO (-T+Ta) EMQ (§+ArcTan[5 (dg—e)])

Cos[aA (—AS+T—§)]]/

QeT( (6, do, 0)]
e ))-

cM

doEl rl 1
- +

110 cpl mwl

2 cMcpl mwl 7t

7T
(Q [——ArcTan[é (d§+€)]J
2

1 o
Awl hO (-T + Ta) (®+—aM (1-&A) @Sin[aM (—Mf+T——)}))
2 cA

ET0.0,1) [ (o, do, 0}1)/ QET[{O, dO, O}] )2

CcA

cA Tt (1+

doELl rl 1
- +

110 cpl mwl

(Q (§+ArcTan[5 (d§*€)]) (

1 o
Awl hO (-T + Ta) (®+*aA§MQSin[aA (—As+T——)]])
2 cM

£T10,0,1)) [ (o, db, 0}])/

[(1[ d6Elrl AwlhO (7T+Ta)®)

CMH(1+Q§T[{9, doe, o}] )2])

cM

— +

s 110 cpl mwl
(-ArcTan[6 (d§-€)] +ArcTan[6 (d§+€)]) +
7T doElrl 1
((*—ArcTan[é (d§+e)]) - N Awl hO
2 110 cpl mwl

(-T+ Ta)

@+§aM(l—§A) QSin[aM(‘M“T_CiA)])])/
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(n [1+ QET{O, do, 0} )J . [(EJrArcTan[é (d§—e)])
cA 2

doEL rl 1
(— + Awl hO (-T + Ta)
110 cpl mwl

on [-aeem- SN))/ 0 e 0 )

7T
(aMZ (1-€A)Q (E—ArcTan[é (d§+€)}) Cos[aM (—Mf+T,
i)])/ (2 cA cpl mwl T R1 (1+ QET[{6, dS, o}] ])J -
CA on

(aAZ EMQ (§+ArcTan[5 (dg—e)]) Cos[aA [_AS+T_ i)])/

1
®+*aA§MQSin[
2

(,

(2cMcplmw17rRl (1+Q§T[{9, de, o}] )) )

cM

T 1
(Q (;—ArcTan[é <d§+e>}) [®+5aM (1-&a) @sin|

aM (—Mf+T— i]]] ET0,0,1)) [ (g, do, o}})/

CA
QET[{6, dO, O}] 2] )
CcA )

(CA cpl mwl mR1 [1 +

7T 1
(Q (E+ArcTan[é (d§—e)}) [@+ EaA§MQ sin|

—)1) exueein e, ae, 0}1)/

ah (7As + T -
cM

Qer({e, do, o] 2]) )
cM )

1+

(CM cpl mwl T R1

((@ (-ArcTan[6 (d§-€)] +ArcTan[6 (d§+€)])) / (cplmwl TR1) +
7T
((E—ArcTan[é (d§+e)])

1 o
(®+—aM(l—§A) QSin|aM (—Mf+T——)})
2 cA

/

(7T
]) +( E+ArcTan[6 (dg—e)})

/

cpl mwl
QET[{o, do, o}]
CcA

T R1 (1+

cM
QET[{O, dOo, o} ] )J)

cM

1 o
(®+;aA§MQSin[aA [—AS+T——)]]

(cpl mwl 7t R1 [1 +

(_

(aM2 Awl hO (-T+Ta) (1 -&A) Q (g—ArcTan[é (d§ +€) ]

CcA
QET[{O, dO, O} ]
1+
( )

Cos[aM (—Mf+T— i)])/ (2 cA cpl mwl 7t

- (aA2 Awl hO (-T+Ta) EMQ

(§+ArcTan[6 (d&—e)]) Cos[an (‘AS+T‘ fM)U/

QET[{O, dO, O
(20Mcplmw17r(l+ £TLO, : }]])7
cM

doEl rl 1
- + Awl hO
110 cpl mwl

7T
(Q (— - ArcTan[6 (d§ +€) ])
2

(-T+Ta)

1 o
®+*aM(1—§A)QSin[aM(—Mf+T— )])]
2 cA

ET(0,0,1)) [(po, dB, O}]J/

2
i (1+Q§T[{e, de, o}]) )

CcA
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Tt doEl rl 1
(Q(—+ArcTan[é (dé—e)]) [— +
2 110 cpl mwl

1 o)
AwlhO (-T+Ta) [0+ —aA&EMQSin[aA (—AS+T——)})J
2 cM

ET0,0,1)) [(po, dB, O}])/

oM (l+Q§T[{9, de, o}] JZ)] .

cM

(- (bl+bs)do-ks6+Alrlo-gmlrlCos[6O])

[

Tt 1
(7((9 (——ArcTan[é (d§+(—:)]) (®+—aM (1-€R) O
2 2

Sin[aM [—Mf+T— i)]) gT(te100 (o, do, o}])/
CA

QET[{O, d6, 0} ]2
[l+ )
CcA

(CA cpl mwl T R1

Tt 1
(Q (E+ArcTan[6 (d§—€)}) [®+ 5aA§MQSin[

ah (—AS+T— i]]] ET(0 1,01 (o, de, o}})/
cM

QET[{6, dO, 0}]\?
4
cM ) ])

(CM cpl mwl mtR1 [1 +

[

JT 1
Q (E—ArcTan[é (d§+€)}) [®+EaM (1-&A) Q

Sin[aM [—Mf+T— i)]) gT(H0.00 [{e, de, o}])/
CA

2
(CAcpl mwl 7T R1 [1+ QET[{O, dO, o} ] )

CA

Tt 1
(Q (EJrArcTan[é (d§fe)}) [®+ 5aA§MQSiD[

ahA (—AS+T— i]]] ETL.0.00 {o, do, 0}1)/
cM
QET[{O, dO, O}] )2])]

cM

(CM cpl mwl tR1 [1 +

(1( doElrl AwlhO (-T+Ta)®
— |- +

110 cpl mwl
ArcTan[d (dE+€)]) +

) (-ArcTan[6 (d§-€) ] +
7T

n doE1 rl 1
((——ArcTan[é (d§+e)}) (7 N Awl ho
2 110 cpl mwl

1 . 9
(-T + Ta) (®+EaM(l—§A)QSJ_n[aM (—Mf+T— )}))]/

CcA
QET[{O, do, o} ]
(JT (1+

CcA
( doEl rl 1

+
110 cpl mwl

@+§aA§MQSin[aA (_AS+T_1]]])]/

cM
QET[{O, dO, O}]
(ﬂ(l+ ]))

]) + ((I+ArcTan[c‘5 (d§—€>]]
2

Awl hO (-T + Ta)

cM
[(1[ d6Elrl AwlhO (—T+Ta)®)
— |- +
7T 110 cpl mwl
(-ArcTan[6 (d§-€)] +ArcTan[6 (d§+€)]) +

doEl rl 1
- + Awl hO
110 cpl mwl

(7‘[’
( E—ArcTan[é (d§+€)])
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1 . 9
(-T + Ta) ®+;aM(1—§A)QSln[aM(—Mf+T— )])])/

CcA

QET[{O, do, o} ]
(7‘( [1+

s
)J + [(*+ArcTan[6 (d§—€)])
cA 2

doElrl
(— Awl hO (-T + Ta)

110 : cpl mwl
( Qér[{e, do, 0}]])]
+

(- vr- 21|/ [ 2 -

(aM3 (1-ER) Q (E—ArcTan[é (d§+e)}) Sin[aM

(ueer-200)/

(2 cA? cpl mwl T R1 (1 +

1
©+ —ah EMQSin|
2

(_

QET[{6, d6, 0}] )] )
CcA )

(aA3 MO (§+ArcTan[6 (d§—€)]) Sin[ana [—AS+T— i)])/

cM
QET[{O, do, O}]
1+ +
| w )

(2 cM? cpl mwl T R1

(aM2 (1-&Rn) Q2 (E—ArcTan[é (d§+e)]]

Cos[aM (—Mf+T— i)] ETHO.0.1 (o, de, o}])/

(CA2 cpl mwl T R1 (1 +
CcA

QET[{6, dO, o}] )2)
+

(aA2 EM Q2 (g +ArcTan[é (dé—e)])

Cos[an (—AS+T— i)] £T(10,0,1)) [[p, do, o}])/
cM

2
(CM2 cpl mwl T R1 (l+Q§T[{e’ Sl O}]) )+

cM

Tt 1
(2 Q2 (E—ArcTan[é (d§+e)}) (®+ ;aM (1-¢&n) QSin[

/

aM (—Mf+T— i]]] ET0.0,1}) [{O, dB, o}]?
CcA

3
[CAZ cplmwl tR1 [1+Q§T[{9' il O}]) )+

CA

7T 1
(2Q2(—+ArcTan[6 (dg—e)]) (@+—aA§MQSin[
) 2

aA (—AS+T— i]]) grto.0. 1) (o, do, 0}12)/
cM

3
(CM2 cpl mwl T R1 (l+Q§T[{9’ as, O}]) )—

cM

T 1
(@ (5 -arctants (@g s o)1) (04 —am (1-£n) @sin]

a (- - i}]] ET((0,0.2)) [{o, do, o}})/
cA

QET[{O, dO, 0}] )2
CA )]

(CA cplmwl tR1 [1 +
T 1
(Q (;+Z—\rcTan[6 <d§—e)1) [@+ ~aRgMo sin|

ah (—Z—\s+T— i]]) ET(10,0.2)) [{g, do, o}})/
cM

QET[{O, dO, O} ] )2])
cM

(CM cpl mwl T R1 [1 +
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((@ (-ArcTan[6 (d§-€)] +ArcTan[6 (d§+€)])) / (cplmwl TR1) +

((g _ArcTan[6 (d€ +e€) ]

1 o
(®+—aM(1—§A> Qsin[aM (—Mf+T——)})
2 cA

/

]) n ((§+ArcTan[6 (d§—€H)

/

cpl mwl

QET[{O, dO, O} ]
CcA

T R1 (l+

1 o
(@+—aA§MQSin[aZ—\ (—AS+T——)]]

2 cM
QET[{O, dO, O}] ))

cM

(cpl mwl st R1 [1 +

(,

(aM3Aw1 hO (-T+Ta) (1-&A)Q (g—ArcTan[é (A€ +€) ]

Sin[aM (—Mf+T—i)])/
QET[{6, d6, 0}] ))] )
cA

(2 cA? cpl mwl 7t (1+
(aA3 Awl hO (-T+ Ta) EMQ (§+ArcTan[6 (d§—e)]]
: 9
Sin|aa (—AS+T— CM)])/

QET[{O, dO, O} ]
cM ))

(2 cM? cpl mwl 7t (1+
(aM2 Awl hO (-T+Ta) (1-&A) Q2 (E—ArcTan[é (d§+€)])
2
Cos[aM (—Mf+T— i)] ET10,0,1)) [ [, dB, o}])/

CcA
2
]+

QET[{O, dO, 0}]
7T
(aAZ Awl hO (-T + Ta) EMQ? (E +ArcTan[é (dé—e)})

(CA2 cpl mwl st [l +

CA

Cos[an (—AS+T— i)] £T(10,0,1) [[p, do, o}])/
cM

QET[{6, dO, 0}])?
1+ )
cM

(CMZ cpl mwl st +

doElrl
+
110 cpl mwl

(2 Q2 (E—ArcTan[é (d§+e)}) (— Awl hO

(-T+ Ta)

1 o
©+ —aM (1-E&A) QSin[aM(—Mf+T——)]
2 cA

]

:

£7(10,0,1) [ (o, do, O}]2]/ cA? 5T (1+ QET[{O, do, O} ] ) .
cA
. doEl rl 1
[2 02 (—+ArcTan[6 (d§*€”) (’ -
5 110 cpl mwl

1 o
©+ —aA&MQSin[aA (—As+T——)}
2 M
]

=)

1 QET[ {6, dB, O} )7
cM J

Awl hO (-T + Ta)

cM? 7t

Erio. 0.1 {8, do, O}]z]/

JT
(Q (— _ArcTan[6 (d€ +€)]

dOEl rl 1
) [— + Awl hO
2

110 cpl mwl

(-T+ Ta)

L o
©+ —aM (1-&R) QSin[aM(—MerT——)])]
2 cA

QET[{O, dO, 0}] J2)
CA

£T10,0,2)) [ (g, de, o}]]/

CA T (1+
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Tt doElrl 1
(Q(—+ArcTan[é (d§—e)]) [— +
2 110 cpl mwl

1 o
AwlhO (-T+Ta) [0+ —aA&EMQSin[aA (—AS+T——)})]
2 cM

QET[{6, do, 0} ] JZ))
+

ET0.0.2)) [ (o, do, O}])/
cM

cM T (l+

1 7T 1
—Alrl —[(Q[——ArcTan[é (d§+€)]) (®+—aM(l—§A)Q
J 2 2
: _ _i ({0,1,0}) )
sln[aM( Mf + T CA)]]gT ({6, dO, o}] /
(cACplmwlﬂRl [1+ 2€T[{6, dO, 0)] )2 -
CA

7T 1
(Q (;+Z—\rcTan[6 <d§—e)1) [@+ EaAgMQ Sin|

ah (7AS+T7 i]]] ET(10,1,00) [(o, dO, o}})/
cM

QET[{O, d&, O}] 2]) 1
i
cM ) J

(CM cpl mwl T R1 [l +

(- (bl+bs)dS-ksO6+Alrlo-gmlrlCos[HO])

(aMZ (1-EA) 02 (E—ArcTan[é <d§+e)])
2

Cos[am (—Mf+T— i)] £T(0,1,00) [[p, do, o}])/
cA

QET[{o, do, o}] )2]
+

(2 cA? cpl mwl ;T R1 (1 +
CcA

(aA2 102 (§+ArcTan[6 (d§—e)])

Cos|[aA (—AS+T— iM)] ETU0.1.00) (g, do, o}])/
(3

QET[{O, do, O}] 2]
1+ +
( cM )

(2 cM? cpl mwl T R1
7
(2 Q? (——ArcTan[é (d§+e)})
2
1 o
(®+ —aM (1-&AR) QSin|aM (—Mf+T- —)})
2 CcA

ET0 1) {6, do, o}] T 10 {6, do, 0}]]/

[1 QET[{O, dO, O}] )3)

(CA2 cpl mwl TRl
CA

|2 awerants e o)1)

1 o
(®+—aA§MQSin[aA (—AS+T——)]]
2 cM

ET((901) [{e, Ao, 0}] ETUOLO) ({6, de, o}]]/

QET[{6, d8, o)) )3) i

(CM2 cpl mwl T R1 [1 +
cM

7 1
(Q (E—ArcTan[é (d§+e)}) [®+ EaM (1-€n) @sin|

aMm (—Mf+T— i]]) ET(0.1,13) [(o, do, 0}})/
CcA

Qer[{e, do, o] 2] )
CA )

(CA cpl mwl T R1 [l +
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7T 1
(Q (;+Z—\rcTan[6 (dé—e)]) [®+ EaAéMQ Sin|

alh (—AS+T— i]]) ST, 1,13 [(o, db, o}})/
cM

QET[{O, dO, O}] )2])
4
cM

(CM cpl mwl T R1 [l +

de

(aM2 (1-£&Rn) Q2 (E—ArcTan[é (d§+e)]]

Cos [aM (—Mf+T— c%)] ETL,0,0) [{o, do, o}])/

QET[{O, d6, 0} ]2
(1+ ) ]+
CcA

(2 cA? cpl mwl T R1
7T
(aA2 EM Q2 (— +ArcTan[6 (d€ - €) ])
2

Cos[aA (—AS+T— i)] ETHL0.00 [{o, do, 0}])/
cM

Id 4 2
(2cM2cplmwl7TRl (1+Q§T[{9 © OH) ]+

cM
(2 0?2 (E—ArcTan[é (d§+e>1)
2
1 o
(®+ —aM (1-&R) QsinfaM (—Mf+T— —)})
2 cA

£T(10,0,1) [ (B, do, 0}] £T(11,0.00) [{o, de, o}]]/

3
(CA2 cpl mwl T R1 (l+Q§T[{e' as, o}]) )+

CcA
(2 02 (£+ArcTan[6 (dé—eﬂ)
2
1 o
(@+ —aA&MQsinfaA [—AS+T— _)]]
> cM

ET0-0.1) [{e, do, o}] €T(100D) [{e, de, O}]J/

(CM2 cpl mwl st R1 (1+ @ET[{6, 49, o] )3) _

cM

T 1
(Q (——ArcTan[é (d§+e)}) [®+EaM (1-€a) Qsin|

2
_ 9 ({1,0,1}) )
aM(Mf+T CA]]]gT [{e, do, g}] /
(cACplmwlﬂRl [1+ 27116, 99, 9} ] )2] -
cA

7T 1
(Q (;+Z—\rcTan[6 (dg—eﬂ) [®+ EaAgMQ Sin|

ah (—AS+T— i]]] ET(L,0,13) [(o, do, o}})/
cM

QET[{6, do, O} ] )2])]
+

(CM cpl mwl T R1 [l +
cM

1
—(-(bl+bs) dS-ks6+Alrlo-gmlrlCos[O])
J

1
J

(-bl - bs)
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Tt 1
(7((9 (*—ArcTan[é (d§+e)]) (®+*aM (1-€a)Q
2 2

Sin[aM [—Mf+T— i)]] ET (01,01 [{o, do, o}])/
cA

QET[{O, dO, O}] )2
CcA

cAcpl mwl TR1 [1 +

Tt 1
(Q (;JrArcTan[é (d§—e)]) [®+ EaAgMQSin[

ah (—AS+T— i]]] ET(0/1,00) [ {6, de, 0}})/
cM

QET[{O, d6, 0} ])?
1+ )
cM

(CM cpl mwl T R1

(—((aMZ Awl hO (-T+Ta) (1-&A) Q (E—ArcTan[é (d§+e)})

Cos[aM (—Mf+T—CjLA)])/

QET((6, dO, O0}] ]_
CcA ])

2 cAcpl mwl (l+

(aA2 Awl hO (-T+ Ta) EMQ (£+ArcTan[6 (dg—e)]]
2

Cos[aA(—As+T—ciM)])/

QET[{6, dO, 0}] )
cM ])

(2 cMcpl mwl st (1 +

doELl rl 1
- + Awl hO
110 cpl mwl

Tt
(Q (f ~ArcTan[6 (d€ +¢€) 1)
2

1 o
(-T + Ta) ®+faM<1—§A)QSin[aM(—MerT——)])]
2 cA
2
ET(0,0,1)) [(po, dB, O}]J/ A T (1+ QET[{O, do, O}] J ) B
CA
7T doEl rl 1
(Q (—+ArcTan[6 (d§—e)]) [— +
2 110 cpl mwl

1
AwlhO (-T+Ta) [0+ —aA&EMQSin[aA (—As+T—i)})J
2

cM
QET[{O, dO, O}] JZ)]
+

cMr |1l

ET0,0,1)) [(o, dB, O}])/
cM

7T 1
(—[(Q(——ArcTan[é (d§+e)]) (®+—aM(l—§A)Q
2 2

Sin[aM [—Mf+T— i)]] grie. 1,0 [{eo, do, o}])/
CA

QET[{O, d6, 0} ]2
CA )

(CA cplmwl mR1 [1 +

7T 1
(Q (;+Z—\rcTan[6 <d§—e)1) [@+ EaAgMQ Sin|

ah (7AS+T7 i]]) £T(10,1,00) [(@, do, o}})/
cM
)+

QET[{O, dO, 0}] )2
(-((aw (1-ER)Q (E—ArcTan[é (d§+e)]) Cos[aM (—Mf+T—

(CM cpl mwl T R1 [l +

cM
2

o QET[{O, dO, O}]
CA)])/(ZcAcplmwlﬂRl (l+ o ])]—

(aAz MO (§+ArcTan[6 (d§—e)]) Cos[aA [—AS+T— i)])/
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(2 cMcpl mwl 7t R1 (1+ QET[{O, dO, O} ] )) )

cM
7[' l
(Q(E—ArcTan[é (d§+€)]) [®+5aM(l—§A)QSin[

aM (—Mf+T— i]]] £T(10,0,13) [(@, do, o}})/
CcA

QET[{6, do, o}])z] i

(CA cpl mwl T R1 [l +
CA

Tt 1
(Q (;JrArcTan[é (d§—e)]) [@+ ;aA§MQSin[

ah (—AS+T— i]]] ETHO 01 (o, do, o}})/
cM
QET[{O, do, o}] )2])

cM

(CM cpl mwl T R1 [1 +

[— Elrl (-ArcTan[6 (d§-€)] +ArcTan[6 (d§+€)]) -
110

Elrl (5 -ArcTan[6 (d+€)]) Elrl (5 +ArcTan[6 (d§-€)])

1107r(1+—§—u—'—'—wTeo‘eo ) 110n(1+—§—U—'—'—LLQT9d9° )
CcA cM

7 doElrl 1
(Q (*—ArcTan[é (d§+e)}) [— + Awl hO
2 110 cpl mwl

(-T+Ta)

1 o
®+;aM(l—§A) QSin[aM(—Mf+T——)])]

ET0,1,0)) [(pg, dB, o}]]/

CAH(1+Q§TH9,dG,OH)2)7
CcA

T dOEl rl 1
(Q(—+ArcTan[6 (d§—e)}) [- N
2 110 cpl mwl

Awl hO (-T+ Ta)

1 o
®+;aA§MQSin[aA (7AS+T,_)})J

cM
(l( doElrl AwlhO (-T+Ta)®
- +

110 cpl mwl
ArcTan[6 (dé+€)]) +

§T<{O'1'O)) [{6, do, o}]

CMJT(1+ +

QET[{O, dO, O}] JZ)
cM

] (-ArcTan[6 (d§-€) ] +
7T

doEl rl
- +
110 cpl mwl

®+§aM<1—§A)QSin[aM(—Mf+T—i)])])/

(JT [1+ QET[16, dO, o)) )J + [(EJrArcTan[é (dé‘fe)])
cA 2

((g—ArcTan[é (d§+e)]) [ Awl hO

(-T+Ta)

1
+ Awl hO (-T+ Ta)
110 cpl mwl

on [-aeem- SN/ (e 0 ) )

(aM2 (1-ER) Q2 (g,ArcTan[é (d§+e)}) Cos [aM (—Mf+T7 iA)]
C

doE1l rl 1
(— ®+*aA§MQSin[
2

ETHO, .00 [{o, do, o}])/

QET[{O, dO, O}] )2}
+
CcA

(2 cA? cpl mwl T R1 (1 +
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(aAZ £M Q2 (3 +ArcTan[6 (dé—e)])
2

Cos[aA (—Z—\s+T— i)] ETHo,L,0h {o, do, o}])/

2
(2 cM? cpl mwl T R1 (1+ 2ET[{6, 96, OH) ]+

cM
(2 Q? (E—ArcTan[é (d§+e)})
2
1 o
(®+ —aM (1-£a) QSin|aM (—Mf+T— —)})
2 cA

ETH0.0.1) [ (@, dO, 0}] ETHO. L, 0D [{o, dB, O}]]/

3
(CAZ cpl mwl T R1 [1+Q§T[{9’ ds, O}]) )+

CcA

(2 02 (§+ArcTan[6 (dg—e)])

1 o
(®+—aA§MQSin[aA (—AS+T——)]]
2 cM

ET0.0,1)) [ (@, dO, 0}] ETHO. L, 0D [{o, do, o}]]/

3
(CM2 cpl mwl TRl [1+Q§T[{9’ Sl O}]) )f

cM

. 1
(Q (;—ArcTan[é <d§+e)1) [®+ S ak (1-en) sin]

aM (—Mf+T— i]]) ET(0,1,13) [(o, do, o}})/
CcA

QET[{O, dO, 0} ]2
[ -
CA

(CA cpl mwl T R1
7T 1
(Q(;+ArcTan[6 (d§—€)]) [®+;aA§MQSiD[

ah (—AS+T— i]]] ET011D) {0, do, c}})/
cM

QéET[{6, O, 0}]\? )
cM )]

(CM cpl mwl 7TR1 |1+

((@ (-ArcTan[6 (d§ -€) ] +ArcTan([6 (d§+€)])) / (cplmwl TR1) +

((g _ArcTan[6 (d€ +¢€) ]

o onct-an ooz 2]/

QET[{O, dOo, o}]
+
CA )]

(cpl mwl 7t R1 [1 +
T
((;+ArcTan[6 (d§—e)])
1 . o
(®+ ;aA@MQSln[aA (—AS+T— CM)]])/

QET[{6, do, o}]
&)

(cpl mwl st R1 [1 +

2

(CAllO]T (l+ 27116, A9, 9)] ]2) +

CcA

(El rlQ (E—ArcTan[é (d§+e)]) ET((0,0,1)) [{o, do, o}])/
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(El rlQ (§+ArcTan[6 (d§—e)]) ETH0.0.11) [ {6, dB, c}]]/

(chlOJr (1+ QET[(S, A9, o)) ]2) +

cM

(aMz Awl hO (-T+ Ta) (1-&A) Q2 (g—ArcTan[é (d§+e)])

Cos[aM (—Mf+T— i)] ET10,1,0)) [[@, dB, o}])/
cA

QET[{o, do, o}] )2]
+

(2 cA? cpl mwl 7t (1 +
CcA

7T
(aAZ Awl hO (-T + Ta) EMQ? (E +ArcTan[é (dé—e)})

Cos[aA (—Z—\s+T— i)] ETHo,L,0h [{o, db, o}])/

cM
QET[{6, dO, O 2
(ZCMchlmwlﬂ(l+ criis, ! H)]+
cM
1
QET[{p,do, 011 3
CA27T(1+ - )
Tt dOoEl rl 1
ZQZ(*—ArcTan[é (d§+e)]) (- .
2 110 cpl mwl

1 o
Awl hO (-T+Ta) |@+ —aM (1 - EA) QSin[aM(—Mf+T——)])]

2 CcA
gT (0,011 [{e, do, 0}] £TUO L0 {6, dB, O}] +
1
M2 7t (1 . 9£T0{0,d6,0}1 )3
cM

Tt doEl rl 1
292(—+ArcTan[6 (dg—e)]) (— +

2 110 cpl mwl

1
AwlhO (-T+Ta) [0+ —aAEMQSin|an (,AS+T,i)})]
2

cM

§T<{O'O'1}) [{el del O}] §T({O'1'O}) [{er del O}] -
doElrl 1
- + Awl hO

110 cpl mwl

T
(Q (——ArcTan[é (d§+€)}) [
2

1 o
(-1may (o Lo (1 ga @sanfan (mer- 2)]))
2 CcA
ETU0.1,1)) [ (g, de, g}]]/ cA T (1+ QET[{O, dO, O}] )2) _
cA

doElrl 1
- +
110 cpl mwl

JT
[Q (*+ArcTan[6 <d§—e)1) [
2

1 o
AwlhO (-T+Ta) @+ — aA&MQSin|ah (—As+T——)})J
2

cM

ETHO. L1 [{g, do, o}]]/ cM +

QET[{O, do, 0}])?
s )
cM

(- (bl+bs)do-ks6+Alrlo-gmlrlCos[6O])

[

Tt 1
((2 02 (;—ArcTan[é (d§+e)]) {®+ ;aM (1-€a) Qsin|

aM (—Mf+T— i]]) £T(10,1,00) [(o, dO, 0}12)/
cA

QET[{6, do, 0}] )3)
+

(CAZ cpl mwl T R1 (l +
CcA
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7T 1
(2Q2(—+ArcTan[6 (dg—e)]) (@+—aA§MQSin[
) 2

ah (_AS+T_ i]]J ET (10, 1,00) [{o, do, 0}12)/
cM

3
(CMZ cpl mwl T R1 (1+Q§T[{9’ do, O}]) )—

cM

T 1
(@ (5 -arctants (@g s o)1) (04 —am (1-£n) @in]

a (- - i]]] ET((0.2,0) [{o, do, 0}])/
cA

QET((6, o, 0}] )2
[ )]
CA

(CA cpl mwl T R1
T 1
(Q(5+ArcTan[é (dé—e)}) [@+5aA§MQSin[

ah (—AS+T— i]]) ET(10:2,90) (o, do, o}})/
cM

QET[{O, dO, O} ] )2])
cM

(CM cpl mwl T R1 [1 +
7T 1
(Q[E—ArcTan[é (d§+€)]) (@Jr;aM(l*gA)Q

Sin|[aM (—Mf+T— i)]) gT(H0.00 (o, de, 0}]]/
cA

QET[{O, dO, 0} ]2
CcA ] J

cA cpl mwl T R1 (l +

s 1 . o
(Q [—+ArcTan[5 (d§—e)]) (@+—aA§MQSJ_n[aA (—AS+T— —)])
2 2 cM

ETUL,0,00) [(g, db, 0}1)/

2

cM

de (2 % (E—ArcTan[é (d§+e)})

1 o
(®+—aM(l—§A) QSin|aM (—Mf+T——)})
2 cA

ETH0.L,0) (@, dO, 0}] ETUL0,. 0D [{o, dB, O}]]/

3
(CAZ cpl mwl T R1 [1+Q§T[{9’ do, O}]) )+

CcA
(2 Q2 (£+ArcTan[6 (dg—e)])
2
1 o
(@+ —aAgMQSin[aA (—AS+T— _)]]
5 cM

ETH0.L,0) [ (@, do, 0}] ETHL.0,.0D [{o, do, o}]]/

3
(CM2 cpl mwl TRl [1+Q§T[{9’ Sl O}]) )f

cM

. 1
(Q (;—ArcTan[é <d§+e)1) [®+ S ak (1-en) osin]

aM (—Mf+T— i]]) ET(L,1,00) [(o, do, o}})/
QET[{O, dO, 0}])?
[+ -

CA

(CA cpl mwl T R1

7T 1
(Q (;+ArcTan[6 (d§—€)]) [®+ ;aA§MQ Sin[
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ah (—AS+T— i]]) ETULLOY {0, do, o}})/
cM

+

(cMcplmwl 7TR1 [1+ 2€ET116, 90, 9} ] )2])

cM

de (-ks+gmlrlSin[6]) {— {(Q (E—ArcTan[é (d§+e)])

2

[

1
(®+ —aM (1-&a) QsinfaM (—Mf+T— i)}) ETH0.1,0)) [(p,
2 cA

de, o}]J/ 2erlie, 45 O}]Jz)),

CcA
7T 1
(Q (E +ArcTan[& (d§—e)]) [@+ EaA§MQ sin|

cAcpl mwl T R1 (1 +

ah (7AS+T7 i]]) £T(10,1,00) [(o, dO, o}})/
cM

1 QET[{O, d6, O} ]2
cM )

(CM cpl mwl T R1

(—((aMZ Awl hO (-T+Ta) (1L-&A) Q (E—ArcTan[é (d§+€)])

COS[aM(—Mf+T—£)])/

L, 2€T0(6, 96, o)1)
| a

(2 cA cpl mwl st

(aA2 Awl hO (-T+Ta) EMQ (§+ArcTan[6 (dé‘—e)]]

Cos[aA(—As+T—§)])/

QeT( (e, do, 0)]
o l)-

cM
doEl rl 1
- + Awl hO

110 cpl mwl

(2 cMcpl mwl 7t

JT
[Q (f ~ArcTan[6 (d€ +€) 1)
2

1 (0}
(-T + Ta) ®+—aM<1—§A)QSin[aM(—Mf+T‘ )])]
2 CcA
£T0,0,1)) [(@, dB, o}]J/ CA T (1+ QET[{6, dO, 0}] Jz) )
CA
. 4o El rl 1
(Q (—+ArcTan[6 (df*e)]) [* +
2 110 cpl mwl

1 o
AwlhO (-T+Ta) [@+ —aA&MQSin[aA (7AS+T7—)})]
2 cM

cM T

ET((0,0,1)) [ (g, dO, O}]]/

QET[{O, dO, O}] 2)]
1+
cM J

7T 1
(—[(Q (——ArcTan[é (d§+€)]) (®+—aM(l—§A)Q
2 2

Sin[aM [—Mf+T— i)]] ETitl 0.0 {9, do, O}])/
CcA

QET[{O, d6, 0} ])?
CA )

(CA cpl mwl T R1 [1 +

T 1
(Q(—+ArcTan[é (dé—e)}) [®+—aA§MQSin[
2 2

ah (—AS+T— i]]) ET(1,0.90) {0, de, o}})/
cM
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) :

2
(CMCpl mwl 7 R1 [1+ QET[{6, d&, 0}] )

cM

[-((a -em @ (7 -arenanto (as v €)1 cos e (- -
c%)])/(ZcAcplmwlﬂRl (1+Q§T {9, 4o O}]])]_
(aA2§M9(§+ArCTaH[ (A€ -€) )COS[aA[ AS+T_;LM)]J/
}

1+

(2 cMcpl mwl T R1

QET[{O6, dB, O J))
cM

T 1
(Q (E—ArcTan[é <d§+€)1) [@+ S aM(l-¢h) @sin|

M (—Mf+T— i]]) £T(0.0.11) [ (g, d6, o}})/

CcA
QET[ {0, do, o} ] 2] )
CA )

(CA cpl mwl T R1 [l +
7T 1
(Q(E+ArcTan[é (d§—€)}) [®+5aA§MQSin[

an [-Bs+T- i]]] ETHO.011 [(B, db, o}})/

cM

(cMcplmwlﬂRl [1+ 2ET[16, 96, o}] )2])
cM

doELl rl 1
- + Awl hO
110 cpl mwl

L (@)
®+ —aM (1 -&R) QSin[aM(—Mf+T——)])]
2 cA

(, ((Q (E—ArcTan[é (d§+€)])

(-T+Ta)

CA T

ETHL 0,00 [{g, do, OHJ/
QET[{6, d6, 0}] )
i 1)-

CcA

doELl rl 1

(Q(erArcTan[é (dé—e)}) [f N
2 110 cpl mwl

Awl hO (-T + Ta)

1 (e}
©+ —aR&MQSin|aA (—As+T——)})J
2 cM

/

(1( doElrl AwlhO (-T+Ta) @
— |- +

ETH00) {6, do, 0}] cMr |1+

QET[{O, do, O} ] 2)
+
cM J ]

(-ArcTan[6 (d§-€)] +

7T 110 cpl mwl
ArcTan[é (d§+€)]) +
Tt doE1l rl 1
((——ArcTan[é (d§+e)]) [7 . Awl ho
2 110 cpl mwl

(-T+Ta)

1 , 9
o+ Lowis-o ol 2 21}/
QET[{6, do, o}]
(7‘( [1+
CA

)J + ((E+ArcTan[6 (d§—€)])
2

doElrl
(— Awl hO (-T + Ta)

1
N ©+ —aA&MQSin|
110 cpl mwl 2

o [-reem- SN/ 5

(aM2 (1-&R) @2 (g—ArcTan[é <d.§+e)j) Cos[aM (—Mf+T—

CA]

ET(1,0,9) [{g, de, o}])/
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2
(2 cA? cpl mwl T R1 (1+ 2€T[{6, d6, o)) ) ] +
CA
s
(aA2 EM Q2 (;+ArcTan[6 (dg—e)])

Cos[aA (

o
-As+T- —

~| ] v e, ao, o11)/
C
(2 cM? cpl mwl 7T R1 (1+ QET({o, d9, o}]

o)
20t 2

— - ArcTan|[d (d§+€)})
2

1 o
(®+*aM(l—§A) QsinlaM (—Mf+T——)})
2 cA

ET(10.0.1) [{9, d6, o}] ETUL0.01 [(8, do, o}]]/

QET[{B, dB, O
(cAchlmleTRl [l+ cTiie, ]

a )

1 o
(®+EaA§MQSin[aA (—As+T——)]]

(2 02 (§+ArcTan[6 (d§—€>1)

cM

ET(0.0.1)) (8, dB, 0}] ETUL0.0D [(8, de, o}]]/

3
(cM2 cpl mwl TR1 [1+Q§T[{9' as, O}]) )—
cM
1
(@ (5 -arctants (@g s o)1) (04 —am (1-£n) @sin]
o
aM (—Mf+T——

}]] ET1.0,1)) [0, do, o}])/
CA

2
(cAcplmwlrrRl [1+ 2710, 4o, G}]) ] -
cA
1
(Q (—+Z—\rcTan[6 <d§—e)1) [®+ — aA EMQSin]|
2
(e}
aA (—As+T— —

]]] ET(1.0.1) (e, de, 0}1)/
cM

QET[{O, do, o} ]
1+

)

((@ (-ArcTan[6 (d§-€)] +ArcTan[6 (d§+€)])) / (cplmwl T R1) +

(JT
( ;—ArcTan[é (d§+e)])

(CM cpl mwl T R1

i 9
(®+;aM (1-&A) @Sin[aM (—Mf+T_ CA)}))/
(cpl mwl st R1 [1+ QET[{6, dO, 0}]

o
{5

— +ArcTan[6 (d§ -€) ])
2

1 ) o
(@+ —an&MQSin[aA (—As+T—
2

M)/
(cpl mwl 7t R1 [1+ QéT[{e;Mde’ o] )J)

(aM2 Awl h0 (-T+Ta) (1-&A) Q2 [g—ArcTan[é (d§+<—:)])
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Cos[aM (—Mf+T— ;LA)] ETUL,0.0) [(g, dB, o}])/

QET[{e, do, 0}]\?
1+ +
( cA ) ]

(2 cA? cpl mwl 7t
VAS

(aA2 Awl hO (-T + Ta) EMQ? (—+ArcTan[6 (d§—6)1)
2

Cos[aA (—AS+T— ciM)] ETUL,0.0D) [{o, do, o}])/

QET ({6, dB, O 2
(ZCMchlmwlﬂ(1+ T H)]+
cM
1
3
CA271(1+—'§—U—'—’—U-Q = ?;Adeo )
Tt doEl rl 1
2 Q2 (——ArcTan[é (d§+6)]) (— +
2 110 cpl mwl

Awl h0 (-T + Ta)

L O
©+ = aM (1-&A) QSin[aM(—Mf+T——)])]
2 CcA

ETU0.0.1) [{g, d6, 0}] ETUL0.0N [(8, do, 0}] +
1

QET[{0,do, 011 )3
cM? 7t (1+ - )
Tt doEl rl 1
292(*+ArcTan[6 (d§—e)]) (7 .
2 110 cpl mwl

1 o
AwlhO (-T+Ta) |[@+ — aR&MQSin|ah (—As+T——)})J
2

cM

ET0,0.11) [{©, do, o}] ET10.00) [{6, db, o}] -

dOEl rl 1
- + Awl hO

(Q (E—ArcTan[é (d§+€)]) [

110 cpl mwl
1 o
(-T + Ta) ®+faM<1—§A)QSin[aM(—MerT——)])]
2 CA
2
£T{L,0,1) [{0, doO, O}]J/ - (1+ QET[{6, d6, O}] J ) )
CA
7T doEl rl 1
(Q (—+ArcTan[6 (dé—e)]) [— +
2 110 cpl mwl

1
AwlhO (-T+Ta) [0+ —aAEMQSin|a (,AS+T,i)})]
2

cM

+

ET(1,0,1)) [{g, dB, O}]]/

cM T (1+

QET[{O, dO, 0}] Jz)
cM

(- (bl+bs)dS-ks6+Alrlo-gmlrlCos[6B])

[

[(2 Q? (E—ArcTan[é (d§+€)])

1 o
(®+*aM(l—§A) QsinlaM (—Mf+T——)})
2 cA

£T(10,1,00) [ (B, d, 0}] £T(11,0.00) [{o, de, o}]]/

3
(CA2 cpl mwl T R1 (l+Q§T[{e' as, o}]) )+

CA

(2 02 (§+ArcTan[6 (dé—e)])

1 o
(®+—aA§MQSin[aA (—As+T——)]]
2 cM
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ET((01.0)) [{g, Ao, 0}] ET(1%0) ({6, de, o}]]/

3
(CMZ cpl mwl TRl (1+Q§T[{9' do, O}]) )—

cM

T 1
(Q (;—ArcTan[é (d§+€)1) [(9* ;aM (1-¢€a) @sin]

aM (—Mf+T— i]]) ETULL.0)) [{B, do, o}})/
CA
QET[{6, do, o}] )2]

CA

(cAcpl mwl ;T R1 [1+
T 1
(Q(;+ArcTan[é (dé—e)}) [®+EaA§MQSin[

ah (—AS+T— i]]] ETH1,0D) {0, do, o}})/
cM

QET[{O, dO, O}] )2])
cM

cMcpl mwl T R1 [1+
7T 1
g6 [(2 02 (E—ArcTan[é (dg+e)1] (®+EaM (1-€A) @sin|

aM (—Mf+T— i]]) ETHL0.00) [ (o, do, o}}2)/
CcA

3
(CA2 cpl mwl T R1 (l+Q§T[{9' as, O}]) )+

CA

T 1
(2Q2(—+ArcTan[6 (dé‘—e)]) ®+—aA§MQSin[
2 2

ah (—AS+T— i]]] ET(10.0D) (o, do, 0}12)/
cM

3
(CM2 cpl mwl TRl [1+Q§T[{9' as, O}]) )—

cM

7T 1
(Q (;—ArcTan[é <d§+e)1) [®+ S 3k (1-en) osin]

aM (-ME+T - i]]] £T(2,0,0)) {8, d6, o}})/
CcA

QET[{O, d6, 0} ])\?
CA )]

(CA cpl mwl T R1 [l +
Tt 1
(Q (;+ArcTan[6 <d§—e)}) [®+ ;aA§MQ sin|

ah (—AS+T— i]]] £T((2:0,0) [(o, do, 0}1)/
cM

(CMCplmwl T R1 [1+ QET[{6, dO, 0}] )2]) }}

cM

Controllability Matrix Rank
out292= 3
Due to the constraints over the control

input, although the controllability matrix is full

rank for all x, the system is proved to be reachable.
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B.2.2 Discrete Nonlinear Controllability

The nonlinear controllability proof for the discrete-time system presented in Eq. (6.47)

was computed using Wolfram Mathematica, and is provided in the following pages.

z={0,0};
u = {V"2};
b= Dbs+ bl;

€T1[x]:=(6M/2)Sin[aA(T — As — (1/cM)z{[2]])]aA
£olfx]i= — (1/cM)ET[o]

£T2fx J:=((1 — €A)/2)Sin[aM(T — Mf — (1/cA)z{[2]])}aM
€02l )= — (1/cA)¢Tfa]

hpk{x ]:=(A1rl(z([2]]) — mlgriSin[z{[1]]] — ksz([1]])/b

f1[x]:=((—E1r1/110)hpk[z] + (6 + Q£T1[z])(—(T — Ta)hOAwl/(mwlcpl)))/(1 — Qéol[z])

gl[x]:=(0 + Q¢T1[z])(1/(R1lmwlcpl))/(1 — Q€ol[z])

2[x_]:=((—E1r1/110)hpk[z] + (6 + Q£T2[z])(—(T — Ta)hOAwl/(mwlcpl)))/(1 — Q€o2[z])

g2[x]:=(0 + Q€T2[z])(1/(R1lmwlcpl))/(1 — QEo2[z])
3[x_]:=(—E1r1/110)hpk[z] + ©(—(T — Ta)h0Awl/(mwlcpl))
g3[x]:=(0)(1/(R1lmwlcpl))

Z1[¢k1):=(ArcTan[6(¢k1 — €)] + Pi/2)(1/Pi)
Z2[¢k1_]:=(ArcTan[—6(¢k1 + €)] + Pi/2)(1/Pi)
Z3[€ék1_]:=(ArcTan[6(£k1 + €)] + ArcTan[—46(£k1 — €)])(1/Pi)

fxd[ek1 ]:=f1[z|Z1[£k1] + £2[z]Z2[¢k1] + £3[z]Z3[¢k1]
g4[ek1 ):=gl[z]Z1[£k1] + g2[z]Z2[£k1] + g3[z]Z3[¢k1]

flxJ={{z[[]] + hpk[z]Ts}, {z[[2]] + fx4[d¢]Ts}}
glx]:={{0}, {g4[€k1] Ts}}
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Print[“Controllability Matrix”|
Print[“Construction the Accesibility algebra C”|

C11 = Diglal, {=}].fla]; C11 = {C11[1, 1}, C11[[2, 1]]};
C12 = D|f[a], {z}].g[z]; C12 = {C12[[1, 1]}, C12[[2, 1]]};
Cl = C11 — C12;

C21 = D[CL, {z}]. flz]; C21 = {C21[[1,1]], C21[[2, 1]]};
C22 = D[f[a], {}].C1; C22 = {C22[[1, 1]], C22[[2, 1]]};
C2 = C21 — C22;

a = Transpose[f[z]]; a = a[[1]]

b = Transpose[g[z]]; b = b[[1]]

¢ = Transpose[C1]; ¢ = ¢[[1]]

d = Transpose[C2]; d = d[[1]]

aC = {a, b}

Print[“Controllability Matrix Rank”]
MatrixRank[aC]

Print|

"Due to the constraints over the control input, although the controllability matrix is

full rank for all x, the system is proved to be reachable."]

Controllability Matrix

Construction the Accesibility algebra C
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Controllability Matrix

Construction the Accesibility algebra C

Ts (-ks©6+Alrlo-gmlrlSin[6])
Out[246]= {9+ ,
bl +bs

o+ Ts [£<—ArcTan[5 (d§ -€)] +ArcTan[6 (dE+€)])
7T
(Awl hO (-T+ Ta) ©

- (Elrl (-ks6+Alrlo-gmlzrlSin[B])) /
cpl mwl

( (bl +bs) 110)) ; ([g—ArcTan[é (A€ +€) ]

(—((El rl (-ks©+Alrlo-gmlrlSin[6])) / ((bl+bs) 110)) +

Awl hO (-T + Ta)
cpl mwl

(®+§aM<1_§A)QSin[aM (—Mf+T—i)])])/

CcA
QET[{O, 0}]
S 1 A
CcA

[JT
E+ArcTan[6 (d§f€)])

(—((El rl (-ks©+Alrlo-gmlrlSin[6])) / ((bl+bs) 110)) +

1
Awl hO (-T+Ta) |6+ —aA&MQ
2

cpl mwl
Sin[aA(—As+T—;iM)])])/(7T (1+Q§T[i—ic}])])}

© (-ArcTan[6 (e +E&kl) ] +ArcTan[d (e + k1) ])

out[247]= { 0, Ts +

cplmwl tR1

I _ArcTan[6 (e +E&k1)]) [0+ 2 aM (1-&EA) QSin|aM (-Mf+T- <
2 2 cA

cplmwl mtR1 1+ Pt
cA

C

(% +ArcTan(s (-€+&kl)]) (@+§aA§MQSin[aA (—As+T—iM)]) ]}

cpl mwl mR1 (1 + Q—QLC%’QU-)

Al rl Ts?

out[248]= {—bl n
+ bs

((@ (-ArcTan[6 (-e+E&kl)] +ArcTan[é (e +&k1l)])) / (cplmwl TR1) +
7T
((;—ArcTan[é (e+§k1)])

1 o
(@+—aM (1-&A) QSin[aM (—Mf+T—f
2 cA

)/

(cplmwl}TRl [l+—Q§T[{e' o) J) +

CcA

((§+ArcTan[6 (—€+§k1)]) (®+§aA§MQSin[aA (‘AS+T_i)]))/

| ="

Ts (o+ Ts (3(—ArcTan[6 (d§ -€) ] +ArcTan[6 (d§+€)])
7T
(Awl hO (-T+ Ta) ©

QET[{O, o}]
cM

1+

(cpl mwl st R1

-(Elrl (-ks©+Alrlo-gmlrlsSin[6])) /
cpl mwl

( (bl +Dbs) 110)) + [(E—ArcTan[é (d€ +€)]
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[—((El rl (-ks®6+Alrlo-gmlrlSin[6])) /

((bl +bs) 110)) +

Awl hO (-T + Ta)
cpl mwl

1 o
(®+—aM(1—§A> QSin|aM (—Mf+T——)})
2 cA

|/

QET((6, 0}]
e I}
CA

(7(
E +ArcTan[S (d§—€)})

(—((El rl (-ks©+Alrlo-gmlzrlSin[6])) / ((bl+bs)

110)) + AwlhO (-T+7Ta) [0+ = an eMo
cpl mwl 2
Sin[aA(_As+T_£)]])]/ [y, R€TL(6, 0)] ])])
cM
[f (at# (1-€n) @ (> - ArcTan[6 (e + €k1)]] Cos[an (Mf+T— /
2
(ZCAcplmwlﬂRl 1+w)) B
CcA

(aAZ EMQ (§+ArcTan[é (—e+§k1)]) Cos|an [_A5+T_ i)”/

(2 cMcpl mwl 7t R1 (1 + w)

cM

7T
(Q (——ArcTan[é (e+§k1)])
2

(®+ 1 aM (1-&R) QsinfaM (—Mf+T— g)}) ETHO.1L (o, o}])/
2 cA

2
(CA cpl mwl T R1 [1 + M]

CcA

(Q (§+ArcTan[6 <fe+§kl)]) [G*éaAgMQSin[aA (7AS+T7 ciM)})

§T({O'1}) [{9, O'}] w)2]] _
Ts [(@ (-ArcTan[6 (-e +&kl) ] +ArcTan[6 (e +E&k1)])) /

cMcpl mwl ;T R1 (l +
cM

(cpl mwl TR1) + (E—ArcTan[é (e+§k1)])

2

(@+§aM(l—§A> Q Sin|aM (‘Mf”_i)m/

CcA

[ QET[{O, 0}] J)

1+ ———| | +
cA

(cpl mwl 7t R1

7T 1 | i}
((;+ArcTan[5 (—e+§k1)]) (®+;aA§MQSln[aA (—AS+T——)]))/

cM
QET[{O, o}] ]))
cM

(cpl mwl TRl |1+

(1+Ts (—((Al Elrl? (-ArcTan[6 (d€-€)] +ArcTan[6 (d+€)])) /

((bl+bs) 110 7)) +
Al E1 rl?

((E—ArcTan[é (d§+e)}) (7—
2 (bl +bs) 110

- (aM2 Awl h0 (-T + Ta)

/

(1-&R) QCos[aM (—Mf+T— i)])/ (2 cAcpl mwl)

QET[{O, 0}]
(JT (l+—

7T
)) ¥ [(—+ArcTan[6 (d§—€)1)
cA 2
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Al E1 rl2
- - (aAZ Awl hO (-T+Ta) EMQ

(bl +bs) 110

Cos[aA (—As +T - i)])/ (2 cMcpl mwl)

)/

(ﬂ (1+M)) -|Q (E—ArcTan[é (d§+€)]]

cM

(—((El rl (-ks©+Alrlo-gmlrlSin[6])) /

((bl+bs) 110)) + Awl hO (-T + Ta)

cpl mwl

1 o
(®+—aM (1-&AR) QSin[aM (—Mf+T——)})

2 cA
QET[{O, o}] )2

CcA

£T(00.1) [ (o, 0}1]/

CA T (1+

(Q [§+ArcTan[5 (dgfe)]) (—((El rl (-ks6+Alrlo-
1

gmlrlSin[6])) / ((bl+bs) 110)) +
cpl mwl

1 o
Awl hO (-T + Ta) (®+;aA§MQSin[aA (—As+T——]]))

/ |

Ts (-ks©6+Alrlo-gmlrlSin[6]) )
bl +bs

ETO1 {6, o}]

CMN(1+Q§T[{9, o}] )2]

cM

(_ [(Q (*—ArcTan[é (€+§k1)1)

(®+ 1 aM (1 - €a) QsinfaM (—Mf+T— i)}) ETULOM (o, o}]]/
2 cA

-
(Q (£+ArcTan[6 (—e+§kl)]) [®+ EaAgMQSin[aA (—AS+T— i)})
2 2 cM

(cMcpl mwl ;T R1 [l + w]z))}
cM

QET[{O, 0}]
CcA

(CA cplmwl tR1 |1+

ETL0) [ {8, 0}]

{

Al r1 Ts2 (1+ Ts (ks -gml rl Cos[6]) ]

bl +bs bl +bs
((@ (-ArcTan[6 (-e+E&kl)] +ArcTan[d (e +&k1l)])) / (cplmwl TR1) +

7T
((;—ArcTan[é (e+§kl)})

1 o
(®+*aM (1-€A) QSin[aM (—Mf+T—f
2 cA

)/

(cpl mwl ;T R1 [l + w)) +

cA
((ﬁ+ArcTan[5 (_e+§k1)]) (®+§aA§MQSin[aA (—AS+T— i)]))/

2 cM
cM bl +bs

(cpl mwl st R1 [l +

Al rl Ts? (0+Ts [l(—ArcTan[é (d€ -€)] +ArcTan[é (dE+€)])
7

(Awl hO (-T+ Ta) ©

- (Elrl (-ks©+Alrlo-gmlrlsSin[O])) /
cpl mwl
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( (bl +Dbs) 110)) + [(;—T—ArcTan[é (d€ +€) ]

[—((El rl (-ks6+Alrlo-gmlrlSin[6])) /

((bl+bs) 110)) + Awl hO (-T + Ta)

cpl mwl

1 o
(®+—aM(1—§A> QSin|aM (—Mf+T——)})
2 cA

|/

QET((6, 0)]
[ [t I}
CA

(7(
E +ArcTan [ (d§ -€) })

(—((El rl (-ks6+Alrlo-gmlrlsSin[6])) / ((bl+Dbs)

110)) « AwlhO (-T+Ta) [0+ = an eMo
cpl mwl 2
Sil’l[aA(—AS-FT—i)]])]/ Tl o+ QET[{6, 0} ])J)
cM
(7 (aMZ (1—§A)Q(£—ArcTan[6 (e+§k1)])Cos[ (Mf+Tf /
2

(2 cAcplmwl mR1 |1+ M))

CcA

(aAZ EM O (§+ArcTan[6 (—6+§k1)]) Cos[an [_A5+T_ i)”/

(2 cMcpl mwl T R1 (1 + w)

cM

7T
(Q (——ArcTan[c‘S (e+§k1)])
2

(®+ l aM (1-&R) QsinfaM (—Mf+T— i)}) ETHO1D (o, o}])/
2 cA

2
(CA cpl mwl T R1 (1 + M)

CcA

7T 1 ) o
(Q (*+ArcTan[6 (—e+§kl)]) [@+ = aAEMQSin|[an (7AS+T7 —)})
2 2 cM
/ QET[{6, OH)2]]
cM
o Ts (-ks©+Alrlo-gmlrlSin[6])
+
bl +bs J

ETO1 {0, o}]

cMcpl mwl T R1 (l +

Al rl Ts?

bl +bs

JT
(7 ((Q (——ArcTan[é (e+§k1)})
2

1 o
(®+*aM (1-&A) @Sin[aM (—Mf+T—f
2 cA

-
(Q (£+ArcTan[6 (—e+§kl)]) [®+ iaA§MQSin[aA (—AS+T— i)})
2 2 cM
/

QET[{o, 0}1)2]]
Ts (0+ Ts [i(—ArcTan[é (d§ -€)] +ArcTan[6 (dE+€)])

}) ET((10)) [ (o, o}]]/

QET[{6, o}]
CcA

(CA cplmwl TRl |1+

T {0, o}]

cMcpl mwl T R1 (l +

cM
Al rl Ts
7T

bl +bs

Awl hO (-T+ Ta) ©
( ~(Elrl

cpl mwl
(-ks©+Alrlo-gmlrlSin(6])) / ((bl+bs) 110)
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((g—ArcTan[é (d§+e)]) (—((El rl (-ks6+Alrlo-gml

rl1Sin[6])) / ((bl+bs) 110)) + [Awl hO (-T +

1 o
Ta) ®+EaM(1—§A)QSin[aM [—Mf+T——)]])/

CcA
)/( ( QET[{O, 0}1)]
Tl — +
CcA

((§+ArcTan[6 (dé—e)]) (—((El rl (-ks©6+Alrlo-

(cpl mwl)

gmlrlsin[e])) / ((bl+bs) 110)) + (Awl ho

1 O
(—T + Ta) @+5aA§MQSin[aA (—As+T——)}))/

)/ s ey

cM
(7((aM2 (1-€n) Q (E—Arc’l’an[é (c—:+§k1)}) Cos[am (—Mf+
2

T—i)])/ (ZCAcplmwlﬂRl

cA

(cpl mwl)

1+Q§T[{9, OH)))f
CcA

(aA2 EMQ (§+ArcTan[6 (—e+§kl)}) Cos[aA (—AS+T— ciM)])/

QET[{O, O
2cMcpl mwl TR1 1+M]

cM

o 1
(Q (E—ArcTanw (e+§kl)}) (®+ ;aM (1-¢n)Q

cA cpl mwl st

Sin[aM (—Mf+T— i)]) o1 {e, 0}]]/
cA

QET[{6, 0}]

2 7T
R1 (l+ ) ]—[Q(E+ArcTan[6(—e+§kl)]]

CcA
(®+ 1aA§MQSin[aA (—AS+T— i)]) TN (o, g}]]/
2 cM
2
cMcpl mwl st R1 l+w ])—

cM

Ts ((@ (-ArcTan[6 (-e +&kl) ] +ArcTan[d (e +E&k1)])) /

(cplmwl sTR1) + ((g—ArcTan[é (e+§kl)])

1 o
(®+—aM (1-&R) @sinaM (—Mf+T——J]
2 cA

— +ArcTan[6 (-€+ Ekl) ]

|/
LN

cpl mwl T R1 (1 +

CcA 2
: i o
(®+;aA§MQSln[aA (—AS+T7 CM)]))/
cpl mwl 7 R1 (1+w))]
cM

- ((A1E1rl1? (-ArcTan[6 (d§-€)] +ArcTan[6 (d€+¢€)])) /

{1+Ts

((bl+bs) 110 n)) +
Al E1 rl?

[(E—ArcTan[é (d§+e)]) [——
2 (bl +bs) 110

- (aM2 Awl

o
hO (-T+Ta) (1-&A) QCos|aM (—Mf+T——A)])/
C
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(2 cAcplmwl)

)/ e =)

Al El rl?

[(E+ArcTan[6 (d§—e)]) [———
2 (bl +Dbs) 110

(aA2 AwlhO (-T+Ta) EMQCos[ah (—AS+T— i)})/

1/ ;

(2cMcplmwl) 1+M])_
Vs
2Q (——ArcTan[é (d.§+€)])

1

cM
can [1+ sz )? (2
cA
(—((Elrl (-ks6+Alrlo-gmlrlSin[6])) /

1
0+ —aM
2

)/ srme

ETUO M) [{0, 0}] - (Q (§+ArcTan[6 (d§—€)])

((bl+bs) 110)) + |Awl h0O (-T + Ta)

O
(1-€A) @sinfaM (—Mf+T— —
cA

(—((El rl (-ks6+Alrlo-gmlrl Sin[6])) /

((bl+bs) 110)) + |Awl hO (-T + Ta)

1 o
[®+—aA§MQSin[aA (7AS+T7—
2 cM

)/ e

2
ETo1)) (o, o}]]/ cMﬁ(lJrM] )]] i

cM

Ts (-ks6+Alrlo-gmlrl Sin[e]))
bl +bs

7T 1
(—((Q (;—ArcTan[é (€+§kl)]) (®+ ;aM (L-8&A) Q

Sin[aM (—Mf+T— i)]) gTL0N {6, 0}]]/
cA

CA

cAcplmwl TRl |1+

7T
(Q [—+ArcTan[5 (—e+§k1)])
2

1 o
Ea : _ _ 2 ({1,0})
(®+2aA§MQSM‘1[aA( As+ T CM)])gT [{o, o}]]/

l

Al r1Ts3 ((@ (-ArcTan[6 (-e +&kl) ] +ArcTan[d (e +E&k1l)])) /

QET[{O, 0}]
cM

4

cMcpl mwl T R1 (1 +

bl +bs
(cplmwl TR1) +

i
((E—ArcTan[é (e+§k1)})

(@+§aM(l—§A> QSin|[aM (‘Mf+T_i)})J/

QET[{O, o}] )) .

(cpl mwl st R1 [1 +
CA

((§+ArcTan[6 (—€+§kl)]) (®+§aA§MQSin[aA (_AS+T_ ciM)])]/
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)

(— ((E1l rl (-ArcTan[6 (d§-€) ] +ArcTan[d (d§+€)])

QET[{6, 0}]
cM

(cpl mwl TRl |1+

(-ks-gmlrlcCos[6])) / ((bl+bs) 110)) -

(El rl [g—ArcTan[é (d§+e)]) (-ks-gmlrl Cos[@])]/

1+

((b1+bs)1107T w])—

CcA

(El r1 [§+ArcTan[5 (dg-(-:)]) (-ks -gml rl COS[@])]/

((b1+bs) 110 7t 1+w])-

cM

JT
(Q (— ~ArcTan[é (d€ +€) 1)
2

(—((El rl (-ks©+Alrlo-gmlrlSin(6])) / ((bl+bs) 110)) +

Awl hO (-T + Ta)
cpl mwl

1 o
(®+—aM (1-&A) @SinaM (—Mf+T——)]J]
2 cA
0 ET({O, 0}1)2]_

£T(11,01) [ (o, o}]]/
cA

CA T (l+

JT
(Q (— +ArcTan[6 (dE - ) 1)
2

(—((El rl (-ks©+Alrlo-gmlzrlSin(6])) / ((bl+bs) 110)) +

1 o
AwlhO (-T+Ta) [0+ —aR&MQSin[aA (—As+T——)}))
2

e

[1+Ts [—<(Al E1l rl? (-ArcTan[6 (d§-€)] +ArcTan([6 (dE+€)])) /

cpl mwl
2
£T(1,0)) (o, o}]]/ M)

cM T (l +
cM

((bl+Dbs) 110 n)) +
A1E1 rl1?

((E—ArcTan[é (d§+e)}) (——
2 (bl +Dbs) 110

- (aM2 Awl h0 (-T + Ta)

/

(1-&A) QCos[aM (—Mf+T— i)])/ (2 cAcplmwl)]

CA
(ﬂ (l+ w)) + [(£+ArcTan[é (d§—€)])
cA 2
AlEl rl2
[——— (aAz Awl hO (-T+ Ta) EMQ
(bl +bs) 110

Cos[aA (—As +T- ciM)])/ (2 cMcpl mwl)

)/

(7( (l+w)) - |Q (E—ArcTan[é (d§+e)]]

cM

(—((El rl (-ks©+Alrlo-gmlrlSin[6])) /

((bl +bs) 110)) + Awl hO (-T + Ta)

cpl mwl

1 o
(®+—aM(1—§A> QSin|aM (—Mf+T——)})
2 cA
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§W”‘”[W,OH)/

oA (1+ QET[{6, 0}] )2

CcA

(Q [§+ArcTan[6 (d§—e)]) (—(<E1 rl (-ks©+Alrlo-

1
gmlrl Sin[6])) / ((bl+bs) 110)) +

cpl mwl

1 o
Awl h0 (-T + Ta) (®+*aA§MQSin[aA (—As+T——]]))
2 cM

§T({0,l})[{9, o}})/ cM 7t (1+

QET[{O, 0}])?
cM )]

Ts [O’+TS (i(—ArcTan[é (d§ -€)] +ArcTan[6 (dE+€)])
7T

Awl hO (-T+Ta) ©
( - (E1lrl

cpl mwl
(-ks©6+Alrlo-gmlrlSin[6])) / ((bl+Dbs) llO)) +
((E—ArcTan[é (d§+e)]) (—((El rl (-ks©6+Alrlo-gml

r1Sin[6])) / ((bl +bs) 110)) + |Awl hO (-T +

Ta)

0+ L au (1-ga asinfaw (-ne - 2)])| /

(cplmwl)))/ (JT (1+—Q§T[ii' o] )J +

((§+ArcTan[6 (d§—e)]) (—((El rl (-ks©6+Alrlo-

gmlrlSin[6])) / ((bl+bs) 110)) + (Awl ho

®+§aA§MQSin[aA (*AS*T’i)}))/

( +Q§T[{9, 0}1) )) -

(-T+ Ta)

(cpl mwl)

/JTl
cM

(—((aMZ (1-¢&A) Q (E—ArcTan[é (e+§kl)]) Cos[aM (—Mf+
2

T—i)])/(ZCACplleﬂRl

CA

l+Q§TH6,m1)”_

o .

(aA2 EMQ (E+ArcTan[c‘5 (—e+§k1)]) Cos[aA (—As+T— =
2

cM
QET[{O, o}] ]
cM

2cMcpl mwl TRL |1+

7T
(Q [— - ArcTan[6 (€ +§kl)})
2

1 o
(®+—aM (1-&R) @SinaM (—Mf+T——J]J
2 cA

éT““”)HG,OH)/

cA cplmwl T R1 (1 + w)z) -

cA
7T

(Q [—+ArcTan[5 (—e+§k1)])
2

1 o
Mt ; CAs+T- — ({0,1})
(@ 2aA§MQSn‘1[aA( As+T CM)])&T [{e, o}]]/
0Eri{e, o}] j)‘
cM

cMcpl mwl T R1 (l +
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Ts ((@ (-ArcTan[6 (-e€+Ekl) ] + ArcTan[d (e + Ek1) 1)) /

(cplmwl sTR1) +

T
(; - ArcTan[6 (e + k1) ])

1 o
(®+—aM (1-&A) @SinaM (—Mf+T——J]
2 cA

|/

(1+ Qé‘TH—GOH)) . [(LArcTan[é (—e+ k1))
2

cpl mwl T R1
CA

(®+§aA§MQSi“[aA (_ASJrT_iM)])]/

c
QET[{O, 0}] ))]
cM

cpl mwl TR1 (1 +

{1+TS

- ((A1E1r1? (-ArcTan[6 (d§-€)] +ArcTan[6 (df+¢€)])) /

((bl+bs) 110 n)) +

JT
[(f _ArcTan[6 (d€ +e€) ]

) [7 Al Elrl?
2 (

- (aMZ Awl
bl +bs) 110

hO (-T+Ta) (1-&R) QCos|aM (‘Mf+T‘ ;LA)])/

)/ e[ =)

) [ Al El1 rl2
(bl +bs) 110

(2 cA cpl mwl)

JT
[(;+ArcTan[é (dE-e) ]

(aA2 Awl hO (-T +Ta) EMQ Cos[aA (7AS+T7 i)})/

cM
}/(ﬂ 261010 o)) ))
cM
= Q(Z—ArcTan[é (d§+<—:)])
CA]T(1+—§—U—’—U‘QT90 )2 2

(2 cMcpl mwl) 1+

cA
(—((El rl (-ks©®+Alrlo-gmlrlSin[O])) /

1

((bl+bs) 110)) + [Awl h0 (-T + Ta) |0+ ;aM
(@)
(1-€n) @sin|aM (-Mf+T— —)})]/ (cplmwl))
CcA

ETHOIN (o, 0}] - (Q (§+ArcTan[5 (dﬁ—e)])

(—((El rl (-ks©®+Alrlo-gmlrlSin[O])) /

((bl +bs) 110)) + |Awl hO (-T + Ta)

1 ) o
(@+;aA§MQSln[aA (—AS+T—C—M)}))/ (cplmwl))

§T({O,1})[{9, O}]J/ cM 7t (l+w]2)]]+

cM

Ts (-ks©6+Alrlo-gmlrl Sin[6])
Ts (9+ )

bl + bs

Tt 1
(—((Q (E—ArcTan[é (e+§k1)]) (®+ EaM (L-&RA) Q

]) ET(10)) [(o, o}]]/

(e}
Sin[aM (—Mf+ To —
cA
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cA cpl mwl T R1 l+w)2]) -

CA

7T
(Q [—+ArcTan[6 (—e+§kl)])
2

1 o
2z : _ -2 ({1,0}
(®+2aA§MQSJ_n[aA( As+T CM)])gT L0} [{e, 0}]]/

cMcpl mwl 7 R1 (1+M)2])] )
cM

1
[O+TS (*(—ArcTan[é (d§ -€)] +ArcTan[o (dE+€)])
7T

(Awl hO (-T+ Ta) ©

cpl mwl

(E1rl (-ks6+Alrlo-gmlrlSin(6])) / ((bl+Dbs) 110)] +

((E—ArcTan[é (d§+€)]) (—((El rl (-ks6+Alrlo-gml

rl Sin[6])) / ((bl+bs) 110)) +

Awl hO
cpl mwl

@+§aM (1-&n) @Sin[aM (‘M“T_i)m]/

CA
(( Q§T[{9,0}J))
Tl ——— +
CcA

(-T+ Ta)

(7(
5 +ArcTan[S6 (d§ -€) })

(—((El rl (-ks©+Alrlo-gmlzrlSin[6])) / ((bl+bs)

1
110)) + Awl hO (-T+Ta) |6+ —aA&MQ
2

cpl mwl

sinfon [-ne - 1)) / [ 1+ L2 )

1
Ts [O+TS (—(—ArcTan[é (d§ -€)] +ArcTan[6 (dE+€)])
7T

Awl hO (-T+ Ta) ©
( ~(Elrl

cpl mwl

(-ks©+Alrlo-gmlzrlSin[6])) / ((bl+bs) 110)) +
((E—ArcTan[é (d§+€)]) (—((El rl (-ks6+Alrlo-gml
2

r1Sin[6])) / ((bl+bs) 110)) + |[Awl hO (-T +

1 . o
Ta) (®+EaM(l—§A)§251n[aM [—Mf+T—CA)]])/
(Cplmw1>])/(ﬂ(l+w)J+
CcA
((§+ArcTan[6 (dg—e)]) (—((El rl (-ks6+Alrlo-
gmlrlsSin[6])) / ((bl+bs) 110)) + (Awl ho

1 (0}
(-T + Ta) ®+EaA§MQSin[aA (—AS+T‘_)}))/

)/ QET[{6, 0}]) )) .

cM
(—((aM3 (1-ER)Q (g—ArcTan[é (e+§k1)1) Sin|aM (—Mf+

(cpl mwl)

JT(1+
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T_c%)])/(chcplmwlan (1+Q§T 1. 91 )])

(aA3§MQ(§+ArcTan[6(—e+§kl)})Sin[ A( As+T-— /

1+

2 cM? cpl mwl T R1 w]) +

cM

(aM2 (1-&Rn) Q2 (E—ArcTan[é (e+§kl)])

Cos|aM (—Mf+T— C%)] ET(011) [(p, o}})/

QET[{O, 0}])?
- +
CcA ) J

cA? cpl mwl T R1 (1 +

(aAZ EM Q2 (;—T +ArcTan[6 (-€ +§kl)})

Cos[aA (—As +T - i)] ETHO D [ (o, 0}})/
cM

QET[{6, 0}] )2]
f +
cM

cM? cpl mwl st R1 (l

(2 Q? (g—ArcTan[é (e+§k1)]]

(®+ laM (1-&A) QSin[aM (—Mf+T— i)])
2 cA

ET(O1) [ (o, o}}z)/

(2 02 (g +ArcTan([6 (-€ + §k1)])

cA? cpl mwl TR1 [1 +
CA

(®+ iaA EMQsin[aa (—AS+T— i)]) ETUO1D [(o, 0}12)/
2 cM
)
1 o
(®+ —aM (1-£A) QSin|aM (—Mf+T— —)]J
2 cA
7T
(Q [—+ArcTan[6 (—€+§kl)])
2

QET[{6, 0}]
cM

cM? cpl mwl tR1 |1+

7T
(Q (f - ArcTan[6 (e + k1) })
2

ET(0.2)) [ {6, 0} ] M)Z)_

CcA

cA cpl mwl TR1 (1 +

(®+ 1aA §MQSin[aA (—AS+T— i)]) Er{o.2)) o, O}]]/
2 cM

cMcpl mwl T R1 (l+ w)z]) -
cM

Ts? ((@ (-ArcTan[6 (-€+E&kl) ] + ArcTan[d (e + Ek1) 1)) /
(cplmwl TR1) + ((g—ArcTan[é (e+§k1)})
L . o
(®+;aM (1-&A) QSin[aM (—Mf+T— )])]/

CcA
QET[{O, o}] )) .
CcA

cpl mwl T R1 (1 +

s
((5 +ArcTan[d (-€ +§k1)])

o onccasin e 21

cM

QET[{O, o}] )3)
—_— +
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cpl mwl T R1 (1+ M))]

cM

{-((aw AWl hO (-T+Ta) (1-£&B) Q (;—T—ArcTan[é (d€+€)]] sin[an

(ueer- 200/

(aA3 Awl hO (-T+Ta) EMQ (§+ArcTan[6 (d§—€)])

sin[aA (—As+T—ciM)]]/
o Er[{o, o}]])f
cM

oer(ie, c}}m_
CA

2 cA? cpl mwl 7t (l +

2 cM? cpl mwl 5t (1 +

(29 (g—ArcTan[é (d§+e)])

[ AlEl rl2
(

bl +bs) 110

- (aM2 Awl hO (-T+Ta) (1-&A) Q
(0}
Cos[aM (—Mf+T— —

o ])/ (2 cAcplmwl)]

/(CAF(1+Q§T[{9, o}] )2
CA

Al El rl?
(bl +Dbs) 110

ETO1 {6, o}]

(ZQ (g +ArcTan[6& (d§—6)]) [— - (aA2 Awl hO

(-T+ Ta) §MQCos[aZ—\ (—AS+T— iM)”/ (2 cMcpl mwl)
c
/

QET[{O, o}] )2] .
2Q° (E—ArcTan[é (d§+e)})

ETO1) {6, 0}]

cM T (1+

1

cM
cA27T(1+—§—U—'—U-QT6° )3 2
cA

(—((El rl (-ks©+Alrlo-gmlrlSin[©])) / ((bl+bs) 110)) +

Awl hO (-T + Ta)
cpl mwl

1 o
(®+ —aM (1-&AR) QSin|aM (-Mf+T-—)}))
2 cA
ETHO 1N (B, 0} 1%+ (2 02 (72—T+ArcTan[6 (dg—e)})
(—((El rl (-ks©®+Alrlo-gmlrlSin[6])) /

((bl +bs) 110)) +

Awl hO (-T+Ta) |©+

cpl mwl

1 o
—aA&MQSin[ah [—AS+T——)]]
2 cM

£T(10.11) [ (o, 0}12)/

) QET[{6, 0}]
cM

cM? 7t (l

3 T
]_ (Q (——ArcTan[é (d§+€)1)
2

[—((El rl (-ks6+Alrlo-gmlrlSin[6])) /

((bl+bs) 110)) + Awl hO (-T + Ta)

cpl mwl

1 o
(®+*aM(l—§A) QSsin|aM (—Mf+T—*)})
2 cA
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£710,2)) [ {6, o}})/

- (1+ QET[{6, 0}] )2

CcA

(Q [§+ArcTan[6 (d§—e)]) (—(<E1 rl (-ks©+Alrlo-

1

gmlrl Sin[6])) / ((bl+bs) 110)) +
cpl mwl

=)

1
Awl h0 (-T + Ta) (®+ —aA&MQsinfah (—As +T -
2

+

£T(10.21) [ (g, 0}1)/

a1+ w)]

cM

Al rl Ts?

DS
_ [(Q [——ArcTan[é (€+§k1)])
bl +bs 2

1 o
®+*aM(1—§A)QSin[aM(—Mf+T— )])
2 cA

ET{L 0N [{s, 0}])/ cA cpl mwl T R1

1+

QET[{0, 0}1)2])_
CcA

JT
(Q [—+ArcTan[6 (—e+§k1)])

1
©+ —aA&EMQ
2 2

Sin[aA (—As +T - i)]) ETULOM [0, 0}]]/
cM

QET[{6, 0}])?
—_— +
)]
Ts (-ks6+Alrlo-gmlrl Sin[@]))

bl + bs

cMcpl mwl 7Rl |1+

Ts |©+

((aM2 (1-&R) Q2 (E—ArcTan[é (e+§kl)})

Cos [aM [—Mf+T— i)] gTULON (o, o}})/

CA

2 cA? cplmwl TRL |1+

+

QET((6, 0}] )
CA ]

(aAZ EM Q2 (;—T +ArcTan[6 (-€ +§kl)})

Cos[aA (—As +T - i)] ETHL 0D [ (o, UH)/
cM

2 cM? cpl mwl T R1 (l +

QET[{O, 0}])?
cM ]

(2 0?2 (g - ArcTan[6 (e +§k1>]j

1 o
(®+*aM(1—§A)QSin[aM(—Mf+T— )]J
2 cA

ETHO1Y [(B, o}] ETHL0D (g, o}])/

3
cA? cpl mwl T R1 (l+ w) ] +

CA

(2 02 (g +ArcTan[é (-€ + §k1)])

1 O
(®+*aA§MQSin[aA (—As+T—*)])
2 cM
ETUO 1) [{B, 0}] ETHL 0D [{6, o}])/

cM? cpl mwl T R1 (l + w)3} -

cM



Appendix B. Wolfram Mathematica Code 210

7T
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Due to the constraints over the control

input, although the controllability matrix is full

rank for all x, the system is proved to be reachable.
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Abstract

Nonlinear Observation and Control of a Lightweight Robotic Manipulator
Actuated by Shape Memory Alloy (SMA) Wires

In the last decade, the industry of Unmanned Aerial Vehicles (UAV) has gone through
immense growth and diversification. Nowadays, we find drone based applications in a
wide range of industries, such as infrastructure, agriculture, transport, among others.
This phenomenon has generated an increasing interest in the field of aerial manipula-
tion. The implementation of aerial manipulators in the UAV industry could generate
a significant increase in possible applications. However, the restriction on the available
payload is one of the main setbacks of this approach. The impossibility to equip UAVs
with heavy dexterous industrial robotic arms has driven the interest in the development
of lightweight manipulators suitable for these applications. In the pursuit of providing
an alternative lightweight solution for the aerial manipulators, this thesis proposes a

lightweight robotic arm actuated by Shape Memory Alloy (SMA) wires.

Although SMA wires represent a great alternative to conventional actuators for lightweight
applications, they also imply highly nonlinear dynamics, which makes them difficult to
control. Seeking to present a solution for the challenging task of controlling SMA wires,
this work investigates the implications and advantages of the implementation of state
feedback control techniques. The final aim of this study is the experimental implemen-
tation of a state feedback control for position regulation of the proposed lightweight

robotic arm.

Firstly, a mathematical model based on a constitutive model of the SMA wire is devel-
oped and experimentally validated. This model describes the dynamics of the proposed
lightweight robotic arm from a mechatronics perspective. The proposed robotic arm
is tested with three output feedback controllers for angular position control, namely a
PID, a Sliding Mode and an Adaptive Controller. The controllers are tested in a MAT-
LAB simulation and finally implemented and experimentally tested in various different

scenarios.

Following, in order to perform the experimental implementation of a state feedback con-
trol technique, a state and unknown input observer is developed. First, a non-switching
observable model with unknown input of the proposed robotic arm is derived from the
model previously presented. This model takes the martensite fraction rate of the orig-
inal model as an unknown input, making it possible to eliminate the switching terms

in the model. Then, a state and unknown input observer is proposed. This observer is
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based on the Extended Kalman Filter (EKF) for state estimation and sliding mode ap-
proach for unknown input estimation. Sufficient conditions for stability and convergence
are established. The observer is tested in a MATLAB simulation and experimentally

validated in various different scenarios.

Finally, a state feedback control technique is tested in simulation and experimentally im-
plemented for angular position control of the proposed lightweight robotic arm. Specif-
ically, continuous and discrete-time State-Dependent Riccati Equation (SDRE) control
laws are derived and implemented. To conclude, a quantitative and qualitative compar-
ative analysis between an output feedback control approach and the implemented state
feedback control is carried out under multiple scenarios, including position regulation,

position tracking and tracking with changing payloads.
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Observation et Commande non Linéaire d’un Manipulateur Robotique
Léger Actionné Par Des Fils En Alliage A Mémoire De Forme (SMA)

Au cours de la derniere décennie, I'industrie des véhicules aériens sans pilote (UAV) a
connu une croissance et une diversification immenses. De nos jours, nous trouvons des
applications basées sur les drones dans un large éventail d’industries, telles que les infras-
tructures, I'agriculture, les transports, etc. Ce phénomeéne a suscité un intérét croissant
dans le domaine de la manipulation aérienne. La mise en ceuvre de manipulateurs aériens
dans l'industrie des UAV pourrait générer une augmentation significative du nombre
d’applications possibles. Cependant, la restriction de la charge utile disponible est 'un
des principaux inconvénients de cette approche. L’impossibilité d’équiper les drones de
bras robotiques industriels puissants et habiles a suscité I'intérét pour le développement
de manipulateurs légers adaptés a ces applications. Dans le but de fournir une solution
légere alternative aux manipulateurs aériens, cette these propose un bras robotique léger

actionné par des fils en alliage & mémoire de forme (SMA).

Bien que les fils SMA représentent une excellente alternative aux actionneurs convention-
nels pour les applications légeres, ils impliquent également une dynamique hautement
non linéaire, ce qui les rend difficiles a controler. Cherchant a présenter une solution
pour la tache difficile de controéler les fils SMA, ce travail étudie les conséquences et les
avantages de la mise en ceuvre des techniques de commande par retour d’état. L’objectif
final de cette étude est la mise en ceuvre expérimentale d’un controéle a rétroaction d’état

pour la régulation de la position du bras robotique léger proposé.

Tout d’abord, un modele mathématique basé sur un modele physique du comportement
des cables SMA est développé et validé expérimentalement. Ce modele décrit la dy-
namique du bras robotique léger proposé du point de vue de la mécatronique. Le bras
robotique proposé est testé avec trois controleurs de retour de sortie pour le controle de
position angulaire, & savoir un PID, un mode coulissant et une commande adaptative.
Les controéleurs sont testés dans une simulation MATLAB, puis mis en ceuvre et testés

expérimentalement selon différents scénarios.

Ensuite, afin de réaliser la mise en ceuvre expérimentale d’une technique de commande
par retour d’état, un observateur d’état, a entrée inconnue, est développé. Premierement,
un modele observable sans commutation avec une entrée inconnue est dérivé du modele
présenté précédemment. Ce modele prend comme entrée inconnue le taux de fraction de
martensite du modele d’origine, ce qui permet d’éliminer les termes de commutation dans

le modele. Ensuite, un observateur, a entrées inconnues, basé sur le filtre de Kalman
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étendu et sur l'observateur a mode glissant est développé. Cet observateur permet
Iestimation simultanée de 1’état et des entrées inconnues. Les conditions suffisantes de
convergence et de stabilité sont établies. L’observateur est testé dans une simulation

MATLAB et validé expérimentalement dans différents scénarios.

Enfin, une technique de commande par retour d’état est testée en simulation et implémentée
de maniere expérimentale pour le controle de position angulaire du bras robotique léger
proposé. Elle est basée sur la résolution d’une équation de Riccati (SDRE). En conclu-
sion, une analyse comparative quantitative et qualitative entre une approche de com-
mande par retour de sortie et la une de commande par retour d’état mis en oceuvre
est effectuée selon plusieurs scénarios, y compris la régulation de position, le suivi de

position et le suivi de charges utiles changeantes.
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