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Thèse
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Summaries

Résumé
Cette thèse analyse certains aspects de la dynamique hors équilibre de systèmes
quantiques unidimensionnels lorsqu’ils sont soumis à des champs externes
dépendant du temps. Nous considérons plus particulièrement le cas des forçages
périodiques, et le cas d’une variation temporelle lente d’un paramètre de
l’Hamiltonien qui permet de traverser une transition de phase quantique.
La première partie contient une présentation des notions, des modèles et des
outils nécessaires pour comprendre la suite de la thèse, avec notamment des
rappels sur les modèles quantiques critiques (en particulier sur les chaines de
spin et sur le modèle de Bose-Hubbard), le mécanisme de Kibble-Zurek, et la
théorie de Floquet.
Ensuite, nous étudions la dynamique hors équilibre des gaz de Tonks-Girardeau
dans un potentiel harmonique dépendant du temps par différentes techniques:
développements perturbatifs, diagonalisation numérique exacte et solutions
analytiques exactes basées sur la théorie des invariants dynamiques d’Ermakov-
Lewis.
Enfin, nous analysons la dynamique hors équilibre des systèmes quantiques
ouverts markoviens soumis à des variations périodiques des paramétres du
système et de l’environnement. Nous formulons une théorie de Floquet afin
d’obtenir des solutions exactes des équations de Lindblad périodiques. Ce
formalisme de Lindblad-Floquet est utilisé pour obtenir une caractérisation
exacte du fonctionnement en temps fini des machines thermiques quantiques.

Abstract

This thesis analyzes some aspects regarding the dynamics of one-dimensional
quantum systems which are driven out-of-equilibrium by the presence of time-
dependent external fields. Among the possible kinds of driven systems, our
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focus is dedicated to the slow variation of a Hamiltonian’s parameter across a
quantum phase transition and to the case of a time-periodic forcing. To begin
with, we prepare the background and the tools needed in the following. This
includes a brief introduction to quantum critical models (in particular to the
xy spin chain and to the Bose-Hubbard model), the Kibble-Zurek mechanism
and Floquet theory.
Next, we consider the non-equilibrium dynamics of Tonks-Girardeau gases in
time-dependent harmonic trap potentials. The analysis is made with different
techniques: perturbative expansions, numerical exact diagonalization and exact
methods based on the theory of Ermakov-Lewis dynamical invariants.
The last part of the thesis deals instead with the non-equilibrium dynamics
of markovian open quantum systems subject to time-periodic perturbations
of the system parameters and of the environment. This has led to an exact
formulation of Floquet theory for a Lindblad dynamics. Moreover, within the
Lindblad-Floquet framework it is possible to have an exact characterization of
the finite-time operation of quantum heat-engines.



Introduction

The non-equilibrium statistical physics is a wide and far-reaching subject. In its
broadest interpretation, it includes any statistical system which is driven out-of-
equilibrium because of some external perturbations. From stochastic processes,
transport phenomena and phase-ordering kinetics to relaxation problems in
quantum physics and, also, from inflationary times to the control of many-body
wave functions in modern quantum devices, non-equilibrium behaviors appear
in different contexts at any time of our history.
In contrast with equilibrium statistical mechanics, the non-equilibrium counter-
part lacks of a general framework and it requires the development of specific tools
depending on the problem that is faced. As a consequence, the study of non-
equilibrium behaviors is typically focused on specific problems. Nevertheless,
the large use of the term non-equilibrium over the last decades is due to shared
questions and aims, such as the discovery of new states of matter, the analysis of
unconventional dynamical behaviors and the technological advances that can be
achieved. From its beginnings up to nowadays, this interest has been constantly
fed thanks to the progress of numerical techniques and to the experimental
possibility of testing the theoretical predictions regarding the non-equilibrium
dynamics. Such a path has led to several important results, among which
we may mention the relaxation towards generalized Gibbs ensembles [Rig07],
the development of generalized hydrodynamics [Ber12a,Ber16,CA16] or the
novel studies in quantum information, see e.g. [Wee12,Wil17], and quantum
thermodynamics, see e.g. [Gem10,Bin18].
In this thesis, the focus is on those non-equilibrium situations that are realized
by a proper time-variation of physical parameters (e.g. the temperature, the
magnetic field or the pressure). In fact, even though a system typically manages
to relax towards new equilibrium situations (corresponding to the current values
of the parameters), there exist some cases in which the relaxation time of a
certain perturbation exceeds the time variations of the perturbation itself and
thus the system collectively falls out-of-equilibrium. These cases include a
sudden and sharp variation of the parameters, namely the quench protocols,
or the driving across critical points, where the emergence of large-scale modes
prevents the equilibration.
Similarly, non-equilibrium behaviors can emerge when the system is coupled to
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an oscillating parameter: because of the time periodicity of the perturbation,
the system is unable to relax towards a steady-state and it will (possibly)
converge towards a cyclic evolution only after a long time.
Our analysis mainly deals with one-dimensional quantum systems, for which
several techniques (such as bosonization or fermionization) have been devel-
oped in order to obtain exact predictions regarding their equilibrium and
non-equilibrium properties. The quantum physics in one dimension shows
interesting peculiarities due to the special character of the particles interactions:
no quasi-free excitations exist since the motion of any particle inevitably affects
the behavior of its neighbors; any individual displacement results therefore into
a collective motion [Gia03]. Moreover, the improvements in the experimental
manipulation of quantum platforms (such as cold atoms or quantum spin chains)
have led to the experimental realizations of quasi-1d geometries, pushing the
physics community to look into the 1d world not only for theoretical interest.
The thesis is organized in two main parts. Part I is dedicated to the construc-
tion of the background and of the tools that we need for later discussions.
Indeed, our idea is to guide any reader (even those that are not familiar with
the topic) through the whole manuscript and to provide the information that
are required for a complete understanding. However, in order to cover in brief
many arguments, these chapters will not give a comprehensive view on the
treated topics. In details,

Chapter 1 is an introduction to quantum phase transitions and to their
appearance in well-known quantum critical models.
We recall the general idea of quantum transitions, renormalization group
and the emergence of scaling behaviors; we mention the problem of
having a zero temperature. Afterwards, we present two paradigmatic
quantum critical models, namely the quantum xy spin chain and the
Bose-Hubbard Hamiltonian. For the xy model, we discuss the possible
experimental realization with ions crystals, the properties of the ground
state in the different regions of the phase diagram and its quantum phase
transitions. The exact solution of the model by means of a Jordan-
Wigner transformation is explicitly shown. Concerning the Bose-Hubbard
Hamiltonian, we move from its experimental realization with gases of cold
atoms in optical lattices to the theoretical analysis of the ground state
on varying of the lattice depth. A qualitative phase diagram is derived
with mean-field approximation.

In Chapter 2, we consider the dynamical behavior of quantum critical
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models that are slowly driven across a quantum phase transition by time-
dependent parameters. We discuss the emergence of non-equilibrium
behaviors due to the breakdown of the adiabaticity, the formation of topo-
logical defects, the Kibble-Zurek approximation and the non-equilibrium
scaling limit. Next, we talk about Kibble-Zurek in space for the anal-
ysis of inhomogeneous systems; this leads to the breakdown of local
approximation and to a trap-size scaling regime.

Chapter 3 gives a twofold analysis on Floquet theory, from both physical
and mathematical perspectives. First, we introduce the Floquet dynamics
for time-periodic Schrödinger equations, including high-frequency expan-
sions for fast-oscillating drivings and an exact algebraic approach. After
that, we turn into math and we recall the general ideas about Floquet
theorem; for later purposes, we also discuss the application of Floquet
theorem to the study of the stability intervals of the Hill operators.

The Part II of the thesis is devoted to the analysis of specific problems. The
discussion mostly follows the published research papers. More precisely,

In Chapter 4, we investigate the non-equilibrium dynamics of Bose-gases
in time-dependent harmonic traps. In particular, we focus on the Tonks-
Girardeau limit of the Bose-Hubbard model, that is for strong repulsive
interaction where it is reduced to a xx spin chain. Next, we consider
a slow trap release protocol which corresponds to an inhomogeneous
protocol across the xx criticality driven by an effective chemical potential
(induced by the trap). We analyze the problem with different approaches:
numerical exact diagonalization, quasi-adiabatic perturbation theory and
with exact Ermakov-Lewis theory; the case of a Efimov expansion is
explicitly considered. Afterwards, we move to the case of a periodic varia-
tion of the trap amplitude. With the use of Floquet theory, together with
Ermakov-Lewis invariants, we classify the possible dynamical scenarios
of the bosons cloud depending on the type of periodic forcing. We find
two main cases: on one hand, the emergence of breathing modes; on the
other, the development of dynamical instabilities. Both the scenarios
allow for a scaling description that we explicitly point out.

Chapter 5 is dedicated to the study of non-equilibrium dynamics in
markovian open quantum systems. We introduce the concept of markovian
master equation and we comment about the Kraus decomposition of a
generic dynamical map; we derive the Lindblad master equation and its
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construction from phenomenological hints. Afterwards, we move into a
vectorized space. We look for exact solutions of time-dependent Lindblad
equations where both the unitary parameters and the environment can
depend on time. To do so, we build a super-operator basis satisfying
closed algebra and we design a time-dependent map to an auxiliary time-
independent frame; hence, one can solve for the dynamics of the auxiliary
system and, coming back to the physical frame, the time evolution of
the driven open system. Then, we analyze the case of a periodic driving
and we show how the auxiliary frame technique allows for an exact
Floquet description of the Lindblad evolution. Two explicit examples are
provided: a single qubit system and a squeezed harmonic oscillator. As
a concrete application, we make use of Lindblad-Floquet theory for the
exact description of finite-time quantum heat-engines.

A short abstract is provided at the beginning of these chapters for a quick
focus on the key parts and on the main results. Technical aspects and further
information are found in the appendices at the end of each chapter.
General conclusions and future perspectives are drawn in the last paragraph of
the manuscript.
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Chapter 1
Quantum critical models

A phase transition occurs when the variation of a physical parameter (such
as the temperature or the pressure) leads to a rearrangement of the internal
degrees of freedom of the system with a consequent qualitative change of its
macroscopic properties.
The history of phase transitions dates back to the discovery of Andrews critical
opalescence in carbon dioxide [And69], or even further back in the past with
the pioneer studies of de la Tour [dlT22, dlT23, Ber09]. From that time, an
increasing number of phenomena have been described within the theory of
phase transitions [Car96, Ma00, Hen08] including e.g. the different states of
water, the creation of magnets from iron samples, the opalescence of some
liquids compounds up to some aspects regarding the Universe itself.
In general, a phase transition is governed by an order parameter (e.g. the
magnetization of a magnet or the density fluctuations in liquid systems) that
captures the properties of the system in the different regions of the phase
diagram and that qualitatively changes across a phase boundary. A preliminary
classification of phase transitions is made considering the way in which the
order parameter is modified at the transition point: we distinguish between
continuous (or of second-order) phase transitions, where the order parame-
ter varies continuously across the phase boundary and discontinuous (or of
first-order) phase transitions, where the order parameter undergoes instead an
abrupt variation. Here, we shall focus mostly on the former class even though
we mention that interesting physics is found at first-order transitions as well
(e.g. hysteresis cycles or memory kernels related to the formation of metastable
states) [Bin87].
Continuous phase transitions are said to be critical because they are character-
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1 Quantum critical models Quantum Phase transitions

ized by the presence of fluctuations that occur over increasing distances and on
an increasing time scale. This peculiarity leads to a universal description of
critical phenomena, based on the symmetry properties of the model but not on
its microscopic details.
The nature of the fluctuations of the order parameter leads to a second impor-
tant classification of phase transitions. If the excitations are mainly thermally
actived, we will say that the transition is thermal. On the other hand, if the
main source of excitations is given by quantum fluctuations then we will speak
about quantum phase transitions [Son97,Voj03,Sac11a,Dut15].
The role played by quantum mechanics in phase transitions is however a bit
more subtle than this. More precisely, a quantum phase transition is achieved
only at absolute zero temperature when a (non-thermal) parameter drives
a transition of the system’s ground state. Conversely, any phase transition
occuring at a finite temperature T 6= 0 is thermal.
Indeed, scale invariance at the criticality implies that large-scale modes have a
vanishing energy gap (ε→ 0) and thus any quantum contribution to the fluc-
tuations of the order parameter is irrelevant on macroscopic scales (since then
ε� T ). This does not necessarily mean that quantum physics is unimportant
for thermal transitions. For instance, one can think about the λ-point of 4He
which is reached at temperatures Tλ ∼ 4 Kelvin [Pit16]. Here, the formation of
the condensate wave function results from quantum mechanical microscopic
processes but still the universal large-scale behavior is described in terms of a
classical (complex-valued) field.
That being said, one might think that quantum phase transitions are of marginal
interest due to the experimental impossibility to reach zero temperature. In
reality, the expected behaviors at T = 0 have already consequences on the
thermodynamic properties at low (but finite) temperatures and for a broad
range of values of the non-thermal parameter around its quantum transition
point. It has been shown that a quantum critical regime extends to low tem-
peratures [Sac11b,Kin14,Kla14,Fré19]. In this regime, the presence of a finite
temperature gives rise to unconventional power-law dependences with expo-
nents that are governed by the physics at T = 0. As a consequence, unexpected
physical behaviors, such as Dirac liquids [Cro16,Luc16], are observed.
Quantum phase transitions show up in a plethora of models, among which
some of the best-known are transverse-field spin systems and Hubbard models.
Several experiments have been testing quantum critical models in the last two
decades. We can mention experiments made with ions crystals [Col10a,Bit96],
cuprates [Zal04,Tsv16], heavy fermions [Si10,Wan17,Che17] and cold atomic
gases [Gre02,Tak14,Kin04,Fol00,Bou09,Sch18a], as some examples.
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1 Quantum critical models Quantum Phase transitions

Figure 1.1: Illustration of a phase transition. Typical lattice configuration
of the system in Eq.(1.1.1) in the limits g � 1 and g � 1. The former case is
associated to a ground state Ψ0 that is symmetric under G while in the latter
Ψ0 has a reduced symmetry G′ ⊂ G.

1.1 Quantum Phase Transitions

Let Ĥ be a quantum Hamiltonian living on a 1d lattice of size L of the form

Ĥ(g) = g Ĥ0 + Ĥ1 (1.1.1)

with g a dimensionless (non-thermal) parameter. Suppose that Ĥ(g) is invariant
under a certain symmetry group G but that the symmetry properties of the
ground state Ψ0 depend on the value of the parameter g. In particular, suppose
that for g � 1 where Ĥ ∝ Ĥ0 , Ψ0 is invariant under the full symmetry group
G whereas for g � 1 where Ĥ ' Ĥ1, Ψ0 reduces its symmetry to a subgroup
G′ ⊂ G, see Fig.1.1. This implies that there exists a transition point g = gc
where we assist to a change in the macroscopic properties of the system’s
ground state associated with the spontaneous symmetry breaking G→ G′.
The transition point can be located considering the ground state energy

E0(g) ≡ 〈Ψ0|Ĥ(g)|Ψ0〉 (1.1.2)

as a function of g. The change in nature of the low-energy properties will be
then related to a non-analyticity in the behavior of E0(g) arising when g → gc.
For sake of simplicity, let us assume that the operators Ĥ0 and Ĥ1 are conserved
quantities, i.e., [Ĥ0, Ĥ1] = 0 so that the system’s eigenstates are independent
on g. Conversely, the energy spectrum will vary with g and, for g → gc, it
will generate a level-crossing where a low-lying excited state and the ground
state exchange each other. At the level-crossing, a non-analyticity point in the
ground state energy is created.
More commonly, the two parts of the Hamiltonian in Eq.(1.1.1) do not commute
and what we observe is an avoided level-crossing where the non-analyticity of
E0(g) develops only for L→∞, see Fig.1.2.

8
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Figure 1.2: Level-crossing of the low eigenvalues. Plot of the low eigenvalues
of Ĥ(g) in Eq.(1.1.1) on varying g. (a) If the two quantities Ĥ0 and Ĥ1 are
conserved, we assist to a level crossing of the lowest levels at the transition
point g = gc. (b) More commonly [Ĥ0, Ĥ1] 6= 0, the crossing is developed only
for L→∞ as a limit of an avoided one.

Spontaneous symmetry breaking is generally accompanied by the emergence of
large-scale modes. Indeed, the energy gap ε of low-energy fluctuations typically
closes for g → gc with the power law:

ε(g) ∝ J |g − gc|zν , (1.1.3)

where J is a certain microscopic coupling that sets the energy unit and zν is a
universal§ critical exponent. The universal physics in the gapless regime is thus
governed by zero-mass quasi-particles which are able to propagate over very
large distances. As a consequence, the system’s correlation length ξ exhibits a
power law growth for g → gc:

ξ(g) ∝ a |g − gc|−ν (1.1.4)

up to reach macroscopically large values ξ ∼ L; here, a denotes the lattice
spacing and ν is the correlation length critical exponent.
Comparing Eq.(1.1.3) and (1.1.4) allows to define a characteristic time scale

τ(g) ∝ ξz(g) ∝ ε−1(g) (1.1.5)

which is nothing but the relaxation time of the large-scale fluctuations.
The relaxation critically slows down as soon as the transition is approached (i.e.,

§The value of critical exponents depends on the number of spatial dimensions (here one)
and on the symmetry properties (here G → G′) but not on the microscopic details of the
Hamiltonian.
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Figure 1.3: Illustration of RG. (a) A microscopic lattice model ({g}) can be
described by a set of effective Hamiltonians at larger scales (that depend on new
parameters {g} 7→ {g′} 7→ {g′′} 7→ . . . ) by tracing out the internal degrees
of freedom. (b) This procedure ultimately leads to a RG flow (illustrated for
a two dimensional space of the parameters {g}) for which the criticality is a
fixed point. It follows that a critical system is scale invariant.

τ(g) ∝ |g − gc|−zν) and ultimately stops§ at g = gc, leading to scale invariance
in time. The different critical behavior of lengths and times is dictated solely
by the exponent z, known therefore as dynamical exponent.
A comprehensive analysis of critical phenomena requires a renormalization
group (RG) approach, see e.g. [Ma00,Car96,ZJ12].
RG consists - roughly speaking - in an iterative procedure that takes a mi-
croscopic model Ĥ({g}) (here the notation {g} stands for the set of relevant
coupling constants that specify the Hamiltonian) and replaces it by an effective
Hamiltonian Ĥ ′({g′}), able to capture the physics on larger scales. Doing so,
the set of parameters {g} 7→ {g′} is modified by the internal degrees of freedom
that have been removed, see Fig.1.3. The ensemble of RG transformations ulti-
mately leads to a RG flow that connects the microscopic model to its effective
large-scale description. Typically, one loses the microscopic nature of the model
during the RG procedure. However, there can exist particular configurations
{g} = {gc}, namely critical points (that correspond to fixed points of the RG
flow), for which the effective Hamiltonians look all self-similar. Such scale

§In finite-size systems τ will remain bounded to the value Lz.
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invariance at the critical point leads to the emergence of long-range order and,
consequently, to a spontaneous reduction of symmetry in the system’s states.
The behaviors in Eqs.(1.1.3), (1.1.4) are then expected.

1.1.1 Scaling limit
Scale invariance inevitably affects the value of correlation functions in the

proximity of a critical point. In fact, away from the transition the system is
typically correlated over a few lattice sites and the (connected) correlations of
a local operator Ô(x, t) between two spatial points decay exponentially

〈Ψ0|Ô(x, t) Ô(x′, t)|Ψ0〉 ∝ exp
(
−|x− x

′|
ξ(g)

)
, (1.1.6)

as soon as |x− x′| � a; largely separated domains are practically uncorrelated.
On the other hand, all spatial points correlate close to the transition due to a
diverging correlation length ξ(g). A particular regime thus emerges for g → gc,
(where ξ, τ →∞) at fixed x/ξ, x′/ξ and t/τ where the (connected) correlation
functions show a scaling behavior (see e.g. [Ma00,Car96,ZJ12,Hen13])

〈Ψ0|Ô(x, t) Ô(x′, t)|Ψ0〉 ∝ ξ−2do Goo
(
|x− x′|

ξ
,
t

τ

)
(1.1.7)

with do the scaling dimension of the operator Ô and Goo a homogeneous function
called scaling function. Notice that in the presence of a finite-size system where
ξ(g) can grow up to L, the system size becomes a relevant scaling variable and
finite-size scaling (FSS) is observed

〈Ψ0|Ô(x, t) Ô(x′, t)|Ψ0〉 ∝ L−2do Goo
(
|x− x′|
L

,
t

Lz
,
ξ

L

)
(1.1.8)

for g → gc and L→∞. The infinite volume behavior is recovered simply when
ξ/L→ 0 at fixed x/ξ and t/τ . The scaling relations in Eq.(1.1.7) and (1.1.8)
have straightforward extensions to n-points correlators, see e.g. [ZJ12].

1.1.2 First-order transitions
Consider again the Hamiltonian in Eq.(1.1.1) for g < gc. In this case, the

ground state Ψ0 is not unique and it is selected§ among different realizations of
§As follows from cluster decomposition principles.
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Figure 1.4: Illustration of a first-order phase-transition. Typical lattice
configuration of the system in Eq.(1.1.9) in the cases h > 0 and h < 0 (here
illustrated for g = 0). The two phases are different realizations of the symmetry
group G′ and are separated by a quantum first-order transition.

the broken symmetry G′ with same ground state energy. This degeneracy can
be removed e.g. by adding to Ĥ a perturbation of the form

Ĥ = g Ĥ0 + Ĥ1 + h Ĥ2 (1.1.9)

where Ĥ2 is symmetric under the subgroup G′ and h is a dimensionless parame-
ter. Depending on the value of h then, the low-energy properties of the system
will be determined by a specific realization of G′. For instance, suppose that
E0(g < gc) is doubly degenerate and that Ĥ2 induces a split of the level where
the two phases are associated with a positive (negative) value of h, see Fig.1.4.
Across the line of h = 0, a (avoided) level-crossing is then generated and the
ground state energy E0(g < gc, h) shows a non-analytic behavior. This results
into a quantum phase transition which is however protected by the presence of a
finite energy gap: no critical behavior is found and the correlation length ξ(g) re-
mains finite. This kind of phase transitions are referred as (quantum) first-order
transitions, see e.g. [Cam14,Cam15b,Cam15c,Pel18a,Pel18b,Pel18c,Ros18].
Therefore, a safe definition of quantum phase transitions (which includes critical
phenomena as well as first-order transitions) could be:

A quantum phase transition (QPT) is a non-analyticity point in the ground
state energy due to a (avoided) level-crossing of the low-lying energy spectrum

where macroscopically different quantum states of matter are connected.

1.1.3 Zero temperature?
As experimentally accessible setups necessarily require a non-zero tempera-

ture, it is worth mentioning the effects of a finite temperature on the T = 0
critical regime. We can say that the only effect of having a finite temperature
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Figure 1.5: Finite-temperature phase diagram. Illustration of a phase dia-
gram in the vicinity of a quantum critical point at finite temperature. The
horizontal axis shows the driving parameter g of the quantum phase transition;
the vertical axis is the temperature. Depending on the value of the temperature
we distinguish: (i) a quantum phase transition (in blue) arising for g = gc
at strictly zero temperature; (ii) a classical critical regime (dark gray region)
which narrows as we decrease the temperature up to terminate in the quantum
critical point. (iii) A quantum critical region for J |g − gc|zν . T � J where
traces of the quantum critical behavior can be detected. For high temperatures
T � J , the model shows a non-universal behavior.

T 6= 0 is to introduce a finite-size dimension in time. To see this, let us consider
the zero-temperature partition function of a d-dimensional quantum system:

Z = tr
(
e−i∆t Ĥ

)
=
∑
n

〈n|e−i∆t Ĥ |n〉 , (1.1.10)

where ∆t = t− t0. Defining ∆t ≡ −iβ, the imaginary-time partition function
reads Z = tr(exp(−β Ĥ)) and it turns out to be equivalent to a (d+ 1) effective
classical system at temperature 1/β. In other words, it is possible to consider
the collection of (imaginary) time instants of a d-dimensional quantum model
as a fictitious extra dimension and to derive its thermodynamic properties by
looking into an effective (d+ 1)-dimensional classical system with temperature
1/β; this observation is typically referred as quantum-to-classical mapping.
In the presence of a finite temperature T 6= 0, the effective classical description
will then take place in a cylinder of sizes d× [0, LT ], where the width of the
imaginary-time strip is simply LT ≡ 1/T . Scaling relations (1.1.7) arising
for g → gc are consequently modified by the presence of a finite-size time
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scale [Son97,Sac11a]:

lim
LT→∞

〈Ψ0|Ô(x, t, T ) Ô(x′, t, T )|Ψ0〉 ∝ L
−2do/z
T Goo

(
|x− x′|
L

1/z
T

,
t

LT
,
τ

LT

)
(1.1.11)

and the zero-temperature scaling (1.1.7) is recovered for τ/LT → 0, as follows
from standard FSS arguments. Notice that the condition τ/LT � 1 is equivalent
to T � J |g− gc|zν and thus implies that the phase transition is asymptotically
governed by its zero-temperature quantum behavior. On the other hand, for
τ/LT & 1 (that is T & J |g − gc|zν), the system will recognize the presence
of a finite temperature leading to the unconventional scaling of Eq.(1.1.11).
Therefore, a fan-shaped region emerges for temperatures T & J |g − gc|zν and
for g → gc, where the presence of the zero-temperature criticality influences
the value of thermodynamic observables, see Fig.1.5. This region extends as far
as the condition T � J is satisfied; conversely, at higher temperatures T � J ,
the quantum phase coherence is destroyed by thermal fluctuations and the
behavior of the system is controlled by the microscopic model.

In the following sections, we present two important models where these
features about QPTs are experimentally observed: quantum spin chains and cold
atomic systems. The former are created with various type of ions crystals (e.g.
CoNb2O6 [Col10a], LiHoF4 [Bit96] or with cuprates [Zal04,Tsv16]), see Sec.1.2,
while the latter are typically realized with gases of 87Rb e.g. [Gre02,Tak14,Kin04]
or more recently with atom chip devices e.g. [Fol00,Bou09,Sch18a], see Sec.1.3.

1.2 Quantum spin chains
To begin with, we consider the so-called quantum spin 1

2 chains. In this
class of models, the degrees of freedom reside on the sites of a 1d lattice where
they are implemented by the Pauli operators:

σ̂x ≡
[0 1
1 0

]
; σ̂y ≡

[0 −i
i 0

]
; σ̂z ≡

[1 0
0 −1

]
. (1.2.1)

These variables describe a quantum object that can have two distinct micro-
scopic configurations, namely |↑〉 and |↓〉, associated with the eigenvalues ±1 of
the Pauli operators. Among the spin-chain models, the one-dimensional quan-
tum Ising chain in a transverse magnetic field is perhaps the simplest theoretical
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Figure 1.6: Experimental realization of the Ising model (Reprinted from
Ref. [Col10a] with the permission of Science). Left panel (B): a zigzag crystal
of CoNb2O6 realizes a 1d quantum Ising chain along the c axis. Right panel
(C): Phase diagram built through the intensity of the Bragg peak observed by
neutron diffraction as a function of the applied transverse field.

paradigm for a quantum phase transition. It is given by the Hamiltonian

ĤIsing = −J
L−1∑
j=1

σ̂zj σ̂
z
j+1 − g

L∑
j=1

σ̂xj (1.2.2)

where
σ̂kj ≡ 1̂ ⊗ 1̂ ⊗ . . . ⊗ σ̂k︸ ︷︷ ︸

j sites

⊗ . . . ⊗ 1̂, k = x, y, z (1.2.3)

are the Pauli operators at the lattice site j. The first term ∝ J > 0 is a
ferromagnetic exchange coupling between nearest neighbors that does compete
with an applied transverse magnetic field g. Indeed, from one side the coupling
J favors a spontaneous magnetic order along the chain (↑ . . . ↑ or ↓ . . . ↓ )
whereas the transverse field g forces the system to be a disordered paramagnet
with respect to the z direction (→ . . . →). This competition leads to a QPTs
occuring at g/J = 1 where the two distinct phases merge and a critical behavior
is observed.
The Ising model is experimentally realizable e.g. with crystals of cobalt niobate

CoNb2O6 [Col10a]. Here, the two spin configurations ↑ and ↓ correspond to the
alignments of Co2+ ions in a quasi-1d crystal and the spins dynamics can be
probed with neutron scattering experiments, see Fig.1.6 (taken from [Col10a]).
Notice that there are other spin chain models suitable for experimental investi-
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gations. We mention the spin 1
2 antiferromagnetic Heisenberg chain,

Ĥ = −J
L−1∑
j=1

~σj · ~σj+1, ~σj ≡
(
σ̂xj , σ̂

y
j , σ̂

z
j

)
; (1.2.4)

realized with cuprates (such as SrCuO2 or Sr2CuO3) [Zal04, Tsv16] where
spinons excitations are observed in neutron scattering experiments as correctly
predicted by means of Bethe ansatz [Bet30].

1.2.1 Quantum Ising model
At this point, we would like to make the general considerations about QPTs

of Sec.1.1.1 more concrete with the analysis of a specific model. To do so, we
come back to the 1d quantum Ising model presented in Eq.(1.2.2),

ĤIsing = −J
L−1∑
j=1

σ̂zj σ̂
z
j+1 − g

L∑
j=1

σ̂xj . (1.2.5)

This model has the same form of the Hamiltonian (1.1.1) being invariant under
a global Z2 transformation generated by

Ŝx ≡
L∏
j=1

σ̂xj : ĤIsing = Ŝx ĤIsing Ŝ
†
x (1.2.6)

(since σ̂zj 7→ −σ̂zj and σ̂xj 7→ σ̂xj under Ŝx), which means that the model is
unable to distinguish between ↑ and ↓ configurations, regardless of the values
of J and g. Conversely, the symmetry properties of the ground state change
on varying the ratio g/J . In particular, for g � J , the interaction with the
transverse field is dominant and ĤIsing ' −g

∑
j σ̂

x
j at the leading order in J/g.

The ground state of the system is

|Ψ0〉 =
L∏
j=1

1√
2
(
|↑〉j + |↓〉j

)
(J = 0) (1.2.7)

(|↑〉j, |↓〉j are ±1-eigenstates of σ̂zj ) i.e., it has the form of a product state in
the eigenstates of the σ̂x operator. The spin variables on each site can be either
↑ or ↓ oriented with same probability resulting into a disordered ground state
which is Z2 invariant. It follows that the two-point function of σ̂zj operators is

〈Ψ0|σ̂zi σ̂zj |Ψ0〉 = δij (1.2.8)
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exactly at J = 0, while it decays exponentially for small but finite J � g as
(compare with Eq.(1.1.6))

lim
|ri−rj |→∞

〈Ψ0|σ̂zi σ̂zj |Ψ0〉 ∝ exp
(
−|ri − rj|
ξ(g/J)

)
, (1.2.9)

with rj = a j (a is the lattice spacing). On the other hand, when g � J the
Hamiltonian is ĤIsing ' −J

∑
σ̂zj σ̂

z
j+1 and it turns out to be diagonal in the

basis of σ̂zj . Therefore, there are two ground states:

|Ψ+
0 〉 =

L∏
j=1
|↑〉j or |Ψ−0 〉 =

L∏
j=1
|↓〉j , (g = 0) (1.2.10)

which spontaneously break the Z2 spin reversal symmetry defining a preferred
orientation along the chain; linear superpositions of Ψ±0 are avoided for cluster
decomposition arguments. Notice that the degeneracy of the ground state
persists at any order in g/J and it is not an artifact due to the choice g = 0, see
e.g. [Sac11a]. The change in nature of the ground state properties inevitably
affects the value of the σ-σ correlator:

lim
|ri−rj |→∞

〈Ψ±0 |σ̂zi σ̂zj |Ψ±0 〉 = m2
0 (1.2.11)

where m0 6= 0 is called spontaneous magnetization since the expectation value
L∑
j=1

1
L
〈Ψ±0 |σ̂zj |Ψ±0 〉 = ±m0. (1.2.12)

Exactly at g = 0, m0 = 1 and for small g/J > 0, m0(g, J) = (1− (g/J)2)1/8,
see [Pfe70,Pfe71].
As anticipated, we conclude that the Ising model shows a QPT arising for
g/J = 1 that separates the regime g � J , where the ferromagnetic tendency
(∝ J) aligns the spins in an ordered cluster, from the regime g � J for which
the transverse magnetic field is sufficiently strong to create a disordered ground
state. Numerical simulations for finite-size quantum Ising spin chains are easily
done using the python package QuTip [Joh12,Joh13]. In Fig.1.7, we show the
results for the two-point function 〈σ̂zi σ̂zj 〉.
Scaling relations are also expected to be satisfied when g/J → 1. In particular,

if we consider the system magnetization,

m̂ ≡ 1
L

L∑
j=1

σ̂zj , (1.2.13)
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Figure 1.7: Ising model: numerical analysis of the two-point function.
Numerical evaluation of the two-point function 〈Ψ0|σ̂zi σ̂zj |Ψ0〉 vs the sites
distance |ri − rj| in logarithmic scale for different sizes L. We consider several
values of the transverse field g at fixed J = 1 . Notice that for g > 1 the value
of the correlations decays exponentially (as expected from Eq.(1.2.9)) and the
slope of the curve (in log scale) defines the inverse of the correlation length ξ.
On the other hand, for g < 1, the value of the correlation becomes a constant
equal to m2

0 = (1− g2)1/4, see Eq.(1.2.11).

it is well-known that in the limit g/J → 1, L→∞ one has the FSS behavior

〈Ψ0|m̂|Ψ0〉 ∝ L−β/ν M(J−1(g − 1)L1/ν) (1.2.14)

where M is a scaling function, β and ν are critical exponents describing the
singular behavior of the magnetization (〈m̂〉 ∝ (g − 1)β) and of the correlation
length (see Eq.(1.1.4)) respectively; for the 1d quantum Ising model, ν = 1 and
β = 1/8 [Sch64,Pel02]§. Notice that, due to the Z2 spin-reversal symmetry, the
definition of the system magnetisation in Eq.(1.2.13) leads always to a zero
expectation value in the numerical simulations. This problem is known from
decades and it has many possible solutions, see e.g. [Yan52, Sch64]. For our
purposes, we opt for a shortcut and we just replace 〈m̂〉 with the quantity:

m̃ ≡
2L∑
n=1
|αn|2 |mn| (1.2.15)

§It is well-known that the 1d quantum Ising model possesses the same critical exponent
than the 2d classical Ising model, see e.g. [Voj03,Sac11a]
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Figure 1.8: FSS of the Ising magnetization. Numerical analysis of a finite-
size Ising chain at fixed J = 1 for different values of g. Left panel: Value of
the order parameter m̃ in Eq.(1.2.15) on varying of g. Right panel: Rescaled
values of m̃ for different sizes L collapse onto a single curve proving the FSS in
Eq.(1.2.14).

where mn = 〈n|m̂|n〉, αn = 〈Ψ0|n〉 and

{|n〉} = {|↑↑ . . . ↑↑〉 , |↓↑ . . . ↑↑〉 , . . . , |↓↓ . . . ↓↑〉 , |↓↓ . . . ↓↓〉} (1.2.16)

is the basis of the 2L spin chain configurations. Such order parameter m̃ is then
used to locate the QPT point and to test the scaling relation in Eq.(1.2.14) as
shown in Fig.1.8.
The discussion about the quantum Ising model will be concluded by the
end of the Sec.1.2.2 where we show that it allows for an exact analytical
solution [Pfe70,Pfe71] based on the Jordan-Wigner transformation.

1.2.2 Jordan-Wigner transformation
The main observation that underlies the Jordan Wigner technique [Jor28]

is that a spin 1
2 operator behaves as a fermion if we map its up ↑ (down ↓)

configuration into an occupied (empty) state of a fermionic variable. This can
be easily done considering the ladder combinations

|↑〉 ≡ σ̂+ |↓〉 , |↓〉 ≡ σ̂− |↑〉 (1.2.17)
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where
σ̂+ ≡ 1

2(σ̂x + iσ̂y) , σ̂− ≡ 1
2(σ̂x − iσ̂y) (1.2.18)

satisfying anticommutation rules {σ̂+, σ̂−} = 1. Our aim is to extend such a
fermionic description of a single spin 1

2 to the 1d spin-chain Hamiltonian:

Ĥxy = −J2

L∑
j=1

(
(1 + κ) σ̂xj σ̂xj+1 + (1− κ) σ̂yj σ̂

y
j+1

)
− g

L∑
j=1

σ̂zj , (1.2.19)

where σ̂kj (k = x, y, z) are commuting spin 1
2 operators at site j, J > 0 is the

ferromagnetic coupling and g is a transverse magnetic field. The Hamiltonian in
Eq.(1.2.19), known as xy model [Lie61], depends on the anisotropy parameter
−1 ≤ κ ≤ 1 and it reduces to other known models e.g., the Ising spin chain
(κ = ±1) [Pfe70, Pfe71] or the xx isotropic ferromagnet (κ = 0) [Tjo70], for
some specific choices of κ. The boundary conditions are chosen to be periodic:

σ̂kL+1 ≡ σ̂k1 , k = x, y, z. (1.2.20)

Notice that the competition between ferromagnetic order (∝ J) and param-
agnetic disorder (∝ g) in the xy model proceeds similarly to the Ising case
(see Sec.1.2.1) and leads to the emergence of a QPT. Nevertheless, the phase
diagram of the xy model turns out to be much richer than that of the Ising
chain due to the anisotropic κ dependence, see Fig.1.9.
To fermionize the spin chain (1.2.19), we first introduce the ladder combinations
of spin operators σ̂±j at each site j:

σ̂+
j = 1

2(σ̂xj + iσ̂yj ) ≡ b̂†j ; (1.2.21)

σ̂−j = 1
2(σ̂xj − iσ̂

y
j ) ≡ b̂j ; (1.2.22)

σ̂zj = 2b̂†j b̂j − 1 (1.2.23)

that fullfil on-site anticommutation rules {b̂†j, b̂j} = 1 but that still satisfy the
bosonic algebra for different sites [b̂j, b̂†i ] = 0; this mixed bosonic and fermionic
character of the b̂†j, b̂j operators is due to the symmetric behavior of the spin
variables under exchange along the chain (they are bosons).
It follows that b̂†j (b̂j) may be viewed as the creation (annihilation) operator
of bosonic quasi-particles with a hard core that prevents double occupancy
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Figure 1.9: Phase diagram of the XY model. Illustration of the phase
diagram of the xy model in Eq.(1.2.19). The model shows an ”Ising-like” QPT
arising for g/J = 1 where a paramagnetic disordered phase (PM), g/J � 1,
is connected with a ferromagnetically ordered phase (FM), g/J � 1. Due
to the presence of anisotropies κ, the ferromagnetic state can be either x-
oriented (FMx) or y-oriented (FMy) depending on the relative strength of the
ferromagnetic couplings Jx = J(1 + κ)/2 and Jy = J(1 − κ)/2. A crossover
between the two ferromagnetic states is then observed across the isotropy line
κ = 0. The FM phase presents also an oscillatory regime (light gray region)
for κ2 + ( g

J
)2 < 1. As we will show, for any value of κ 6= 0, the criticality at

g/J = 1 belongs to the Ising universality class (i.e., it is governed by the same
critical exponents, dark gray line). The isotropic transition (xx model, in blue)
has instead different critical exponents.

of a site. Next, the Jordan-Wigner (JW) transformation allows to get true
fermionic operators through the mapping [Jor28]:

ĉ†j ≡
j−1∏
i=1

(−σ̂zi ) b̂
†
j , ĉj ≡ (ĉ†j)† (1.2.24)

where we introduced the JW string
j−1∏
i=1

(−σ̂zi ) = exp
iπ∑

i<j

b̂†i b̂i

 (1.2.25)

that antisymmetrizes the wave function under particle exchange. It is easy to
see that the new set of operators satisfies the fermionic algebra

{ĉi, ĉ†j} = δij, {ĉi, ĉj} = 0 = {ĉ†i , ĉ
†
j} (1.2.26)
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Figure 1.10: Illustration of the Jordan-Wigner transformation. Any spin
variable σ̂+

j can be written as a product of a hard core boson b̂†j (which
fermionizes the single spin at the site j) times a JW string that antisymmetrizes
the wave function under particle exchange.

and conserves the number operator σ̂zj = 2b̂†j b̂j − 1 = 2ĉ†j ĉj − 1; we will refer to
these fermionic operators as lattice fermions. At this point, inverting the JW
transformation in Eq.(1.2.24):

σ̂+
j = exp

−iπ∑
i<j

b̂†i b̂i

 ĉ†j, σ̂−j = ĉj exp
iπ∑

i<j

b̂†i b̂i

 (1.2.27)

we can write the various terms entering in the Hamiltonian (1.2.19) as

σ̂xi σ̂
x
j = (ĉ†i − ĉi)(ĉ

†
j + ĉj) (1.2.28)

σ̂yi σ̂
y
j = −(ĉ†i + ĉi)(ĉ†j − ĉj) (1.2.29)

σ̂zj = 2ĉ†j ĉj − 1. (1.2.30)

and thus express the xy model as quadratic form of lattice fermions:

Ĥxy =− J
( L−1∑
j=1

[
ĉ†j ĉj+1 + ĉ†j+1ĉj + κ

(
ĉ†j ĉ
†
j+1 + ĉj+1ĉj

)]

− eiπ
∑L

j=1 ĉ
†
j ĉj
[
ĉ†Lĉ1 + ĉ†1ĉL + κ

(
ĉ†Lĉ
†
1 + ĉ1ĉL

)] )
− 2g

L∑
j=1

ĉ†j ĉj. (1.2.31)

Since we shall focus on the bulk critical behavior of large-size systems, we can
neglect the boundary term in Eq.(1.2.31) and consider

Ĥxy = −J
L−1∑
j=1

[
ĉ†j ĉj+1 + ĉ†j+1ĉj + κ

(
ĉ†j ĉ
†
j+1 + ĉj+1ĉj

)]
− 2g

L∑
j=1

ĉ†j ĉj. (1.2.32)
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The latter can be reduced to a free fermionic system by means of a Bogoliubov
transformation, as shown in the following for the specific cases κ = 0, 1.
Finally, we notice that the Jordan-Wigner transformation does not provide an
exact solution for spin-chain Hamiltonians containing terms of the form e.g.

∝ σ̂zi σ̂
z
j , ∝ σ̂xj (1.2.33)

as the Heisenberg model in Eq.(1.2.4), for which the description in terms of
lattice fermions gives rise to non-local interactions.

κ = 0: XX model

If we set κ = 0, the Hamiltonian in Eq.(1.2.19) reduces to the isotropic xx
model,

Ĥxx = −J
L−1∑
j=1

(
ĉ†j ĉj+1 + h.c.

)
− 2g

L∑
j=1

ĉ†j ĉj (1.2.34)

which is known to have a QPT arising for g̃ ≡ g/J = 1, as shown in Fig.1.9.
Notice that the choice κ = 0 erases all the terms in Eq.(1.2.32) that violate the
conservation of the total number of particles N̂ = ∑

j ĉ
†
j ĉj = ∑

j b̂
†
j b̂j. Hence, a

simple Fourier transformation is enough to diagonalize the Hamiltonian. We
define:

η̂q ≡
1√
L

L∑
j=1

ĉj e
−iqrj η̂q ≡ (η̂†q)† (1.2.35)

with rj = a j (a is the lattice spacing), and we use Eq.(1.2.35) into Eq.(1.2.34)
obtaining

Ĥxx =
∑
q

2J |cos(qa)− g̃| η̂†q η̂q (1.2.36)

which is nothing but a free fermionic model with energy spectrum

εq(g, J) = 2J |cos(qa)− g̃| . (1.2.37)

In particular, we can see that the energy scale of the lowest excitations (q = 0)
vanishes close to the critical point g̃ = 1 as

ε0(g, J) = 2J |1− g̃| (1.2.38)

from which we read the critical exponent zν = 1. Moreover, expanding the
energy spectrum for q → 0 and close to the critical point g̃ = 1, we have

lim
q→0

εq(g, J)
∣∣∣∣
g̃=1
∝ q2 (1.2.39)

which fixes the dynamical exponent z = 2 and therefore ν = 1/2.
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κ = 1: Ising model

As we have anticipated in Sec.1.2.1, the quantum Ising model is exactly
solvable. Indeed, by setting κ = 1 (or equivalently κ = −1) the xy spin-chain
(1.2.19) reduces to the Ising Hamiltonian (1.2.1) and from Eq.(1.2.32) we have

ĤIsing = −J
L−1∑
j=1

[
ĉ†j ĉj+1 + ĉ†j+1ĉj + ĉ†j ĉ

†
j+1 + ĉj+1ĉj

]
− 2g

L∑
j=1

ĉ†j ĉj. (1.2.40)

Introducing the operators in Fourier space

γ̂q ≡
1√
L

L∑
j=1

ĉj e
−iqrj γ̂q ≡ (γ̂†q)† (1.2.41)

we have

ĤIsing = J
∑
q

[
2 (cos(qa)− g̃) γ̂†q γ̂q + i sin(qa)

(
γ̂†−qγ̂

†
q + γ̂−qγ̂q

)]
, (1.2.42)

with g̃ ≡ g/J . Notice that for the case κ = 1 a Fourier description is not
enough to remove the terms which violate the fermionic particles conservation.
Nevertheless, we can define a unitary transformation (Bogoliubov)

η̂†q = uqγ̂
†
q + ivqγ̂−q, η̂q = (η̂†q)† (1.2.43)

with uq, vq real numbers satisfying

u2
q + v2

q = 1, uq = u−q, vq = −v−q (1.2.44)

and choose these parameters in order to remove the unwanted terms in
Eq.(1.2.42). It is easy to show that the new operators η̂†q, η̂q are fermionic
operators and satisfy canonical anticommutation rules

{η̂†q, η̂k} = δqk {η̂†q, η̂
†
k} = 0 = {η̂q, η̂k}. (1.2.45)

Now, inverting the relation (1.2.43),

γ̂†q = uqη̂
†
q − ivqη̂−q , (1.2.46)

and substituting it into Eq.(1.2.42) we find that the choice:

uq = cos(θq/2), vq = sin(θq/2) θq ≡
sin(qa)

g̃ − cos(qa) (1.2.47)

24



1 Quantum critical models Cold atoms

leads to the final result

ĤIsing =
∑
q

εq(g, J) η̂†q η̂q (1.2.48)

with energy spectrum

εq(g, J) = 2J
√(

1 + g̃2 − 2g̃ cos(qa)
)
. (1.2.49)

It follows that the energy gap of low-energy modes (q = 0) vanishes for g̃ = 1
as

ε0(g, J) = 2J |1− g̃| (1.2.50)

and the critical exponent zν = 1. Then, from the low-momentum expansion in
the vicinity of the critical point

lim
q→0

εq(g, J)
∣∣∣∣
g̃=1
∝ |q|, (1.2.51)

we can fix the dynamical exponent z = 1 and thus the correlation length
exponent ν = 1.

General case

Finally, we mention that the QPT arising across g̃ ≡ g/J = 1 at fixed
κ belongs to the Ising universality class for any κ 6= 0. Indeed, it can be
shown [Lie61] that the diagonalization of (1.2.32) in the generic case leads to
the energy spectrum

εq(g, J, κ) = 2J
√

(g̃ − cos(qa))2 + κ2 sin2(qa). (1.2.52)

One can easily verify that Eq.(1.2.52) correctly reproduces the results of the
Ising case (1.2.49) (κ = ±1) and of the xx case (1.2.37) (κ = 0). The quasi-
energies spectrum satisfies

ε0(g, J, κ) = 2J |1− g̃| ; ⇒ zν = 1 (1.2.53)

independently on κ, and

lim
q→0

εq(g, J, κ)
∣∣∣∣
g̃=1

∝ |q|; κ 6= 0 ⇒ z = 1; ν = 1;

∝ q2; κ = 0 ⇒ z = 2; ν = 1/2;
(1.2.54)
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Figure 1.11: Example of an experimental setup. (a) A sample of bosonic
atoms is laser-cooled in order to create a Bose-Einstein condensate. (b) Magnetic
traps are used to reduce thermal fluctuations and then relaxed properly to
obtain a 3d condensate with spherical symmetry. (c) Engineered optical cavities
generate a lattice structure of the desidered geometry.

which fixes the critical exponents in the Ising universality class for any κ 6= 0.
We remark that this result is valid only in the case in which the transition point
g̃ = 1 is crossed with a fixed κ. In general, if we vary the anisotropy parameter
across the criticality we observe a multicritical behavior [Kar00,Muk09,Den09,
Dzi10].

1.3 Cold atoms
Another paradigmatic model for the study of quantum phase transitions is

the Bose-Hubbard model [Fis89] (see also [Caz11]) which is used to describe
the properties of cold Bose gases in optical lattice potentials. The emergence of
a quantum critical point in such systems can be easily understood as follows.
Consider a gas of bosons with repulsive interactions kept at a sufficiently low
temperature so that it forms a Bose Einstein condensate. Now, let us imagine
that such a gas is subject to a space-periodic potential which induces a lattice
structure, where different sites correspond to local minima separated by energy
barriers. Clearly, when the external potential is weak enough, the bosonic
particles are still able to freely move through the lattice sites (thanks to quantum
mechanical hopping processes) and the resulting many body state preserves
the properties of a condensate. On the other hand, as soon as the potential is
strong enough to suppress the hopping amplitude, the ground state inevitably
changes and will be characterized by the bosons occupations on each site. The
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Figure 1.12: Experimental observation of superfluid-to-insulator QPT
(Reprinted from Ref. [Gre02] with the permission of Nature). A 3d sample
of ultracold 87Rb atoms is investigated with absorption imagining techniques:
the optical potential is suddenly switched off and the gas is let free to expand
(for a time window ∼ 15ms ) and thus to create interference patterns that
are recorded. The different panels a-h correspond to different values of the
lattice depth (increasing from a to h ) and show the changes in the interference
patterns of the atomic cloud across the superfluid-to-insulator QPT. In partic-
ular, in the superfluid regime (where all atoms are delocalized over the lattice
with long-range coherence) we obtain high-contrast 3d interference patterns
(a) whereas, increasing the lattice depth, higher-order interference peaks arise
(b-e) due to the emergent localization effects. Notice that for very deep lattices
the interference patterns do not increase and ultimately disappear (f-h), as
expected from a incoherent background.

competition between the delocalizing hopping processes and the localizing effect
induced by the external potential results into a superfluid-to-insulator QPT,
similar to that observed in liquid helium 4He [Ray64,Ave85,Bew06].
This setup is experimentally accessible [Gre02, Cro09, Lan15, Fol00, Hof07,
Li18, Web03a, Hal09, Web03b, Tak14, Hal10, Kin06, Kin04] considering e.g. a
dilute sample of rubidium atoms 87Rb that are first laser-cooled below the
Bose-Einstein condensation temperature and then transferred into a cigar-
shaped magnetic trapping potential. By a proper tuning of the trap frequency,
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Figure 1.13: Illustration of the Bose-Hubbard Hamiltonian. The bosonic
particles reside on the local minima of a space-periodic potential created by
means of optical cavities. The dynamics of the system is generated by the
interplay of a kinetic term ∝ w (rooted in the tunneling probability across the
energy barriers) with the repulsive on-site interactions ∝ U among the bosons.
Notice that the ratio w/U can be modified through the lattice depth.

one can create a condensate with up to 105 atoms and with no discernible
thermal fluctuations. Afterwards, engineered optical standing waves create
lattice structures of different geometry, see Fig.1.11. Notice that the lattice
depth can be modified through the intensity of the laser beams in the optical
cavity allowing the investigation of different regions of the phase diagram.
Experimental datas are then obtained with imaging techniques, see Fig.1.3
(figure taken from [Gre02]).

1.3.1 Bose-Hubbard model
The theoretical framework for the investigation of cold atoms on optical

lattices is typically the Bose-Hubbard (BH) model [Fis89] (see also [Caz11]),
whose Hamiltonian in 1d is given by

ĤBH = −w
L−1∑
j=1

(â†j âj+1 + h.c.) + U

2

L∑
j=1

n̂j(n̂j − 1)− µ
L∑
j=1

n̂j (1.3.1)

where â†j (âj) is the creation (annihilation) operator of a bosonic particle and
n̂j ≡ â†j âj is the occupation number operator at site j. Here, the first term
(∝ w) represents hopping magnitude, U > 0 is the on-site repulsive interaction
and µ is the chemical potential. Of course, by acting on the optical potential
allows to modify the energy barriers among the sites and thus the value of the
hopping parameter w. It follows that U does only set the energy scale of the
problem and that the superfluid-to-insulator transition is driven by the ratio
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Figure 1.14: Different regimes of the BH model. (a) Shallow lattice limit:
for weak optical potential the kinetic term (∝ w) in (1.3.1) is dominant and
we expect a superfluid behavior of the ground state. (b) Deep lattice limit:
when the energy barriers among sites are very high the hopping magnitude is
suppressed and the on-site interaction is the relevant process. In this regime,
we do expect a localized ground state with insulating properties.

w/U . An illustration of the Bose-Hubbard Hamiltonian in Eq.(1.3.1) is given
in Fig.1.13.
Notice that the model (1.3.1) possesses a global U(1) symmetry under the
phase transformation

âj 7→ âj e
iϕ (1.3.2)

that is physically associated with the conservation of the total number of
particles

N̂ =
L∑
j=1

n̂j. (1.3.3)

The main features of the superfluid (insulating) phase can be analyzed consid-
ering the limiting case w/U � 1 (w/U � 1) corresponding to a shallow (deep)
optical lattice configuration, see Fig.1.14.

Shallow lattice limit

The shallow lattice w/U � 1 corresponds to weak optical potential where
the kinetic term dominates over the on-site repulsive interaction. In this regime,
the BH Hamiltonian can be approximated as

ĤBH ' −w
L−1∑
j=1

(
â†j âj+1 + h.c.

)
− µ

L∑
j=1

n̂j (1.3.4)
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at the leading order in U/w. The latter is a quadratic form in terms of the
bosonic operators â†j, âj and it is readily diagonalized in Fourier space

ĤBH =
∑
q

εq(w, µ) η̂†q η̂q, w/U � 1; (1.3.5)

where
η̂†q ≡

1√
L

L∑
j=1

eiqrj â†j, η̂q = (η̂†q)† (1.3.6)

with rj = a j, a is the lattice spacing. The model describes free bosonic
excitations with energy spectrum

εq(w, µ) = −(2w cos(qa) + µ). (1.3.7)

The ground state of the system with a given number of particles N is

|Ψ0〉 =
(
η̂†q=0

)N
|0〉 =

 1√
L

L∑
j=1

â†j

N |0〉 (1.3.8)

where |0〉 is the zero quasi-particles state (vacuum), η̂q |0〉 = 0. Notice that the
ground state Ψ0 is a product state in the Fourier space i.e., it is localized in
momentum space. We shall refer to this state as superfluid (SF) state.

Deep lattice limit

Next, in the deep lattice limit w/U � 1, we can write at the leading order
in w/U :

ĤBH '
L∑
j=1

(
−µ n̂j + U

2 n̂j(n̂j − 1)
)

(1.3.9)

that is, as expected, a pure local operator. The many-body wave function |Ψ〉
reduces to a product of the single sites wave functions

|Ψ〉 =
L∏
j=1
|nj〉 , (1.3.10)

which are conveniently described in terms of the occupation eigenstates n̂j |nj〉 =
n |nj〉. We can say therefore that in this regime the state of the system is
localized in space.
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The ground state energy of the system in the deep lattice regime follows from
the minimization of the quantity

− µn+ U

2 n(n− 1) (1.3.11)

with respect to the occupation number n and independently on the lattice site
j. The resulting state has a uniform particle distribution with sites occupation:

n =



0 µ/U < 0
1 0 < µ/U < 1
2 1 < µ/U < 2
etc.

(1.3.12)

and is called Mott-Insulator (MI) state.

Phase diagram

We have seen that the BH model (1.3.1) shows different ground state
properties ranging from a SF to a MI state on varying w/U . Therefore, we
do expect the existence of a QPT occurring for some finite value of w/U .
Unfortunately, the BH model (with finite interaction U) does not allow for
an exact analytical solution. Nevertheless, one can have a very accurate
estimation of the transition point by means of DMRG numerical simulations,
see e.g. [K0̈0, Sch11]. Moreover, a qualitative understanding of the phase
boundaries is provided by the mean-field approximation, that we are going to
briefly resume.
The mean field (MF) approximation relies on the substitution

â†i âj
MF7→ â†i 〈âj〉+ 〈â†i〉 âj − 〈â

†
i〉 〈âj〉 (1.3.13)

which replaces the effect of the neighbor sites on a site j with a uniform
parameter φ ≡ 〈âi〉 (called mean field) and that allows for a decoupling of the
kinetic term ∝ w in Eq.(1.3.1):

− w
L∑
j=1

(â†j âj+1 + h.c.) MF7→ −2w
L∑
j=1

(|φ|2 + φ∗ âj + φ â†j). (1.3.14)

Under this approximation, the BH model becomes a local Hamiltonian

ĤBH ≈ ĤMF
BH ≡

L∑
j=1

[
− 2w(|φ|2 + φ∗ âj + φ â†j)− µ n̂j + U

2 n̂j(n̂j − 1)
]
. (1.3.15)
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Figure 1.15: Mean field phase diagram of the Bose-Hubbard model. Plot of
the 1d mean-field phase diagram of the BH model. The gray lobes correspond to
MI states labeled with the on-site occupation number n = 0, 1, 2, . . . according
to Eq.(1.3.12) for a given µ/U . The white region represents the SF phase.

Now, if we start from a nearly-insulating state where w/U is small, we can
treat the mean field φ as a perturbation over the incoherent background. We
proceed by writing the ground state energy in the Landau-Ginzburg form

E0(φ) = e0 + e2 |φ|2 + e4 |φ|4 +O(|φ|6) (1.3.16)

with coefficients ei that are computed with standard perturbation theory. The
zeroth order corresponds to the deep lattice case where φ = 0 and the mean-field
analysis turns out to be exact. Therefore, we have simply

e0 = En ≡ µn− U

2 n (n− 1) (1.3.17)

and the occupation number n is fixed according to the Eq.(1.3.12). Next, at
the second order we obtain

E0(φ) = e0 +
(

2w|φ|2 + 4w2 ∑
n6=n

| 〈n|(φ∗ âj + φ â†j)|n〉 |2

En − En

)
+O(|φ|4), (1.3.18)
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where |n〉 = ∏
j |nj〉 are localized states with site occupation n and energy En.

Recalling that

〈n|(φ∗ âj + φ â†j)|n〉 =


φ∗
√
n+ 1 n = n+ 1

φ
√
n n = n− 1

0 otherwise
(1.3.19)

we arrive to the result

e2 = 2w + 4w2
[
n+ 1
µ− Un

− n

µ− U(n− 1)

]
, (1.3.20)

that leads to

E0(φ) = e0 + 2w|φ|2 + 4w2|φ|2
[
n+ 1
µ− Un

− n

µ− U(n− 1)

]
+O(|φ|4). (1.3.21)

This expression reminds the free energy of a classical φ4-theory, where the spon-
taneous symmetry breaking at the transition is associated with the emergence
of a mexican-hat shape of the potential. Using the well-known machinery, we
conclude that the MI phase is stable as far as the coefficient e2 > 0. Here, the
ground state energy is minimized with the choice φ = 0 that corresponds to
the results in Eq.(1.3.12). On the other hand, when e2 < 0 quartic terms are
needed to minimize the ground state energy and the (degenerate) vacuum will
be associated with a non-zero value of φ. The phase boundary follows from the
condition e2 = 0 in Eq.(1.3.21) which results into the parametric curve

1
2w = n

µ− U(n− 1) −
n+ 1
µ− Un

, (1.3.22)

which is shown in Fig.1.15. The solution of Eq.(1.3.22) generates a series of
Mott lobes on varying of µ/U where the ground state has a uniform space
distribution characterized by different occupation numbers n = 0, 1, 2, . . .
(compare with Eq.(1.3.12)). For large w/U the state is always superfluid as
expected. Quite interestingly, the SF phase persists for small w/U when we
have incommensurate fillings (i.e., when µ/U is an integer).
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Chapter 2
Driven systems

We have presented so far different classes of quantum critical models and
discussed the ground state properties in different regions of their phase diagrams.
With this background, our focus moves to the analysis of dynamical systems
and in particular to the non-equilibrium behavior that can emerge during the
time evolution of a quantum system. In other words, from now on our aim will
be to answer the following questions:

How does a quantum system, prepared in some initial state of interest, evolve
when an external parameter is varied in time? How can non-equilibrium

behaviors arise in such dynamical systems?

and more importantly, to which kind of interesting phenomena the non-
equilibrium physics can lead to. But first, let us mention that

- We do exclude time-independent Hamiltonians. Indeed, for these systems
the time evolution consists in the accumulation of dynamical phases in
the basis of the eigenstates.

- We shall consider the so-called driven systems where one or more param-
eters of a quantum Hamiltonian are varied in time. If we denote with ts
the typical time scale of the variation of the Hamiltonian, we have the
two limiting cases:

- adiabatic limit ts →∞, where the system evolves through instanta-
neous realizations of the ground state. This means that an adiabatic
evolution of the ground state is conceptually equivalent to a collection
of equilibrium systems for each instant of time.
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- quench limit ts → 0, where the Hamiltonian is suddenly modified
at a time t = t+0 and the time evolution for t > t0 results into a
relaxation problem with the post-quench Hamiltonian.

Among all the possible kinds of driven systems, a slow driving across a critical
point is surely one of the most interesting. In this situation, in fact, the
development of large-scale modes leads inevitably to a regime in which the
time variation of the parameter cannot be relaxed and out-of-equilibrium
behaviors emerge. Moreover, because of a diverging relaxation time (due
to the critical slowing down), the system will always perceive the external
variations as a sudden change, no matter how slow is the driving. To state
this differently, we will cross over from an adiabatic-to-quench regime as soon
as we get sufficiently close to the criticality. Interestingly, the breakdown
of the adiabatic behavior across the transition leads to the development of
topological defects in the new phase (reached right after the driving). The
presence of topological defects can be desired e.g. in the study of the early
cosmological structures arising across high-energy thermal phase transitions,
or less wanted, as for instance in the context of quantum information where
one typically aims for a full control of quantum states. Nevertheless, the
Kibble-Zurek prediction [Kib76,Kib80,Zur85] on the defects density revealed
to be an important milestone in the analysis of the non-equilibrium behaviors
and opened the road to more recent developments, such as engineered shortcut-
to-adiabaticity, see e.g. [Che10,dC14,Cam15a,Acc15,Fun17], or the extension
to inhomogeneous setups [Pla07,Col09,Dzi10].

2.1 Kibble-Zurek mechanism

Let Ĥ(g) be a quantum Hamiltonian depending on some adimensional
parameter g and let us suppose that the system has an isolated critical point
located at gc. At t = t0 the system is prepared in the ground state of Ĥ for
a certain g(t0) > gc and, for later times t > t0, g is varied across the critical
point up to a value g(tf ) < gc. For instance, we may consider

δg(t) = tα/ts , t ∈ [t0 < 0 , tf > 0]; (2.1.1)

where δg(t) ≡ gc − g(t), ts is the time scale of the driving and α > 0 is a
positive odd exponent. Here, the time variable t ranges from t0 < 0 to tf > 0
so that gc is reached at t = 0 which is but a convenient choice, see Fig.2.1.
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Figure 2.1: Driving protocol across a QPT. An illustration of a linear ramp
protocol δg(t) = t/ts across the quantum criticality. Notice that in our conven-
tion the QPT is reached at t = 0.

Notice that Eq.(2.1.1) is quite general because any regular function of time
δg(t) allows a Taylor expansion for g → gc :

δg(t) = dα(δg(t))
dtα

∣∣∣∣
t=0

tα +O(tα+1) , dα(δg(t))
dtα

∣∣∣∣
t=0
≡ t−1

s ; (2.1.2)

where the αth is the first non-zero derivative of δg(t). We can then set α = 1
and consider hereafter a linear variation of the control parameter δg(t) = t/ts.
The extension to non-linear protocols is straightforward, see e.g. [Dzi10].
We remark that the problem is characterized by the presence of two different
time scales, namely, the internal time scale τ = ξz (which takes into account
the relaxation mechanisms of the system excitations) and the external time
scale ts which has been introduced with the protocol (2.1.1). Clearly, they are
self-consistently related since τ is defined (at each instant of time) through
the instantaneous energy spectrum of excitations εq(t) which depends on the
Hamiltonian parameter g(t) and thus on ts.
Nevertheless, we can assume that the protocol δg(t) is made in such a way
to ensure an adiabatic evolution (i.e., ts � 1 is large in a sense that will
be specified later on) at least during the early stage t0 ≤ t . 0, where τ is
exponentially small. The dynamics proceeds therefore through equilibrium
states by connecting the instantaneous ground states of the system on varying
of g with time.
As soon as t→ 0, we do enter in the critical domain where the instantaneous
correlation length satisfies (see Eq.(1.1.4))

ξ(t) ∝ |δg(t)|−ν = |t/ts|−ν (2.1.3)
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leading to the scaling form of the correlations in Eq.(1.1.7). This situation is
expected to apply as long as the system can adapt itself to the variations of
the control parameter δg(t). The impact of the external field’s variations on
the equilibrium properties of the system can be quantified via the time scale:

τadapt(t) ≡
( .
ξ(t)
ξ(t)

)−1

=
(∣∣∣∣δ .

g(t)
δg(t)

∣∣∣∣
)−1

∝ |t|, (2.1.4)

and thus compared with the instantaneous relaxation time τ(t) = ξz(t). Indeed,
these scales do compete during the driving as the system tries to relax towards
a new equilibrium configuration and to follow the protocol simultaneously. As
a result, as long as τ < τadapt, the system manages to equilibrate the external
perturbation and to follow the protocol (2.1.1). On the other hand, when
τ > τadapt, the system will be unable to adapt to the external changes anymore
and it collectively falls out of equilibrium. The crossover time τKZ between the
two regimes is then given by the self-consistent equation

τ(τKZ) = τadapt(τKZ) (2.1.5)

which leads to the Kibble-Zurek (KZ) time scale

τKZ ≡ (ts)zν/(1+zν) . (2.1.6)

In the time window t ∈ [−τKZ, τKZ], where the critical slowing down dominates
over the external driving, the system is assumed to freeze out and the correlation
length remains bounded to the value

`KZ ≡ ξ(τKZ) = (ts)ν/(1+zν) . (2.1.7)

The dynamics of the system can be schematically divided into three stages,
namely, an early adiabatic regime for t ∈ [t0,−τKZ], an intermediate quench
regime for t ∈ [−τKZ, τKZ] and a final adiabatic evolution at times t ∈ [τKZ, tf ]
right after the transition. This ansatz goes under the name of Kibble-Zurek
approximation [Dzi10,Pol11,dC13] and it is illustrated in Fig.2.2.
Notice that the KZ approximation holds even in the limit of quasi-static driving,
where formally ts →∞. We conclude therefore that [Dzi10,Pol11,dC13],

Breakdown of adiabaticity - A driving across a QPT is never performed
adiabatically; even if the time scale ts of the external variations is formally

sent to ∞, there will be inevitably a time τKZ where the adiabatic assumption
will fail due to the emergence of large scale fluctuations that cannot be relaxed.
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Figure 2.2: Illustration of the Kibble-Zurek approximation. We prepare the
system initially in the ground state of Ĥ(g0) for a certain value g0 > gc. We
then vary the parameter g in time across the phase boundary up to a final
value gf < gc. As long as the relaxation time τ < τadapt the system adapts
to the external field variations and adiabatically follows the protocol (light
gray region on the left). In the vicinity of the transition point, the divergence
of τ leads inevitably to a time τKZ where τ = τadapt after which the system
cannot adjust to the external variations anymore and falls collectively out of
equilibrium (dark gray region). The system remains frozen in this region until
τ decays again in the new phase (light gray region on the right).

Notice that a bounded correlation length `KZ across criticality leads to the
development of topological defects in the quantum phase arising for g < gc.
Indeed, at the transition the degrees of freedom of the system are correlated over
domains of size `KZ and different realizations of the broken phase are developed
only in local domains, see Fig.2.3. Equivalently, the defect production can
be understood considering the different evolution of the instantaneous ground
state and of the actual state of the system. Indeed, right after the transition
(i.e., for t ' τKZ) the state of the system is frozen in the ground state Ψ0(−τKZ)
corresponding to Ĥ(−τKZ) which is not anymore the ground state of the
instantaneous Hamiltonian Ĥ(τKZ). Inevitably, the change of background leads
to the development of excitations whose density ρex is expected to be

ρex ∝ `−1
KZ = (ts)−ν/(1+zν) . (2.1.8)

Eq.(2.1.8) follows from the assumption that the number of correlated clusters
(i.e., the number of topological defects) corresponds to the number of excitations
observed in the new quantum phase.
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Figure 2.3: Defects production across a QPT. Illustration of the Kibble-
Zurek mechanism: in the early stage t ∈ [t0,−τKZ] the system is assumed to
evolve adiabatically and the typical lattice configurations are invariant under
the full symmetry group of the Hamiltonian (here represented with a disordered
configuration, on the left). Right after the transition, i.e., when t ' τKZ

the system is correlated only over domains of size `KZ where the local lattice
configurations are invariant under a certain realization of the broken symmetry
(here represented with an ordered configuration, on the right). Topological
defects (corresponding to excitations over the new background) are expected to
be of the order of L/`KZ. Notice that the KZ scenario (bottom) is quite different
from what we would have expected from an adiabatic guess (top) where the
system is correlated over the whole chain.

The last result is known as Kibble-Zurek mechanism [Kib76,Kib80,Zur85]. It
was initially derived by Thomas Kibble [Kib76,Kib80] as explanation of the
cosmological structures generated across thermal high-energy phase transitions
in the early Universe and then extended by Wojciech H. Zurek in classical [Zur85]
and quantum [Zur05] statistical systems.

Scaling limit

We remark that the equilibrium scaling relation of Eq.(1.1.7) is not valid
for driven systems. Nevertheless, in the limit of slow driving, the system is still
suitable for a scaling description in terms of the KZ scale `KZ. More precisely, we
can define a non-equilibrium scaling as the limit t→ 0, ts →∞ at fixed x/`KZ,

39



2 Driven systems Kibble-Zurek mech.

Figure 2.4: Illustration of an inhomogeneous control parameter. Consider
a quantum system for which the interaction with an external trapping potential
induces a bulk critical behavior (in blue). Notice that the situation is equivalent
to that of a driven system where the instantaneous configurations (associated
with a certain g(t)) are now replaced with local descriptions of the chain.

t/τKZ where equal-time correlations of a local observable Ô(x, t) satisfy [Cha12]

〈Ψ(t)|Ô(x, t) Ô(x′, t)|Ψ(t)〉 ∝ `−2do
KZ GKZ

oo

(
|x− x′|
`KZ

,
t

τKZ

)
(2.1.9)

where Ψ(t) is the actual state of the system and GKZ
oo is a non-equilibrium scaling

function. Notice that (by construction) the non-equilibrium scaling relation
of Eq.(2.1.9) reduces to Eq.(1.1.7) when t → −τKZ since then ξ(−τKZ) = `KZ.
Similarly to Eq.(1.1.8), in finite-size systems we define a non-equilibrium FSS
as the limit t→ 0, ts, L→∞ with fixed x/`KZ, τ/`KZ where

〈Ψ(t)|Ô(x, t) Ô(x′, t)|Ψ(t)〉 ∝ L−2do GKZ
oo

(
|x− x′|
`KZ

,
t

τKZ
,
`KZ

L

)
. (2.1.10)

The extension to n-points correlators is straightforward.

2.1.1 Trap-size scaling
Consider now a time-independent Hamiltonian Ĥ(g) which depends on an

external field g = g(x) with a certain spatial dependence. Notice that this
situation is quite common and typically arises due to the presence of an external
trapping potential which confines the particles into a finite space region, see
e.g. [Min05, Cap07, Cam10b, Cam10a, Rou10, Ber11, Ber12b, Col12b, Col13a,
Col13b,Wen13,Dub17,Sco17,Bru17,Col18,Sco18b,Bru18,Rug19]. Suppose also
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Figure 2.5: Kibble-Zurek ansatz in space. Illustration of a trapped system
with a bulk critical behavior arising around the spatial point x = 0 (in blue).
Local portions of the system realize local equilibrium configurations as long
as the local correlation length ξ(x) (grey circles) is smaller than the distance
from the criticality |x|. In the opposite case the influence of the bulk critical
behavior on the local correlations inevitably leads to a breakdown of the local
approximation (in red).

that gc is a critical point of the model and that the external field has a space
profile§

δg(x) ≡ g(x)− gc = k |x|w (2.1.11)
where k > 0 is the trap amplitude and w > 0 is a positive exponent, see Fig.2.4.
One can easily understand that this setup is suitable for an analogous KZ
description made in terms of the space coordinate [Pla07,Col09,Dzi10].
Indeed, for a sufficiently smooth potential (i.e., k � 1 in a sense that will made
precise later) and away from the critical locus |x| > 0, we do expect that the
system is locally at equilibrium with a local value g(x) of the external field.
On the other hand, for |x| → 0 we enter in the critical regime where local

portions of the lattice around a spatial point x are correlated up to a distance

ξ(x) ∝ |δg(x)|−ν = (k |x|w)−ν (2.1.12)

and satisfy a local approximation only if ξ(x) results smaller than the distance
from the criticality |x|¶. Indeed, when ξ(x) > |x| the influence of the bulk

§Without loss of generality we set the criticality at x = 0 which is but a convenient
choice. Notice that Eq.(2.1.11) is a quite general assumption for the description of the bulk
critical behavior. Indeed, any regular function g(x) allows a Taylor expansion in the vicinity
of x = 0 (compare with Eq.(2.1.2)).

¶Notice that this intuitive condition can be derived considering the quantity
|δg(x)/ d

dxδg(x)| ∝ |x| (compare with Eq.(2.1.4).
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critical behavior on local correlations leads inevitably to a breakdown of the
local approximation, see Fig.2.5. The crossover distance `KZ is thus defined by
the KZ condition [Pla07,Col10b,Col11]

ξ(`KZ) = `KZ (2.1.13)

which leads to the result
`KZ = |k|−ν/(1+wν). (2.1.14)

Notice that the KZ length `KZ is consistent with the typical length scale induced
by the external trapping potential and thus the exponent

νg ≡ ν/(1 + wν) (2.1.15)

is known as trap-size exponent [Cam10a,Cam10b]. The length scale `KZ induces
also an inhomogeneous scaling limit in line with that of Eq.(2.1.9). In particular,
we define the trap-size scaling (TSS) limit as the limit k → 0, |x| → 0 at fixed
x/`KZ and t/τKZ (here τKZ ≡ (`KZ)z = |k|−zνg) where equal-time correlations of
local observables behave as in Eq.(2.1.9). The extension of the TSS to finite-size
systems is made considering L→∞ and k, |x| → 0 at fixed x/`KZ, t/τKZ such
that

〈Ψ0|Ô(x, t) Ô(x′, t)|Ψ0〉 ∝ L−2do GTSS
oo

(
|x− x′|
`KZ

,
t

τKZ
,
`KZ

L

)
(2.1.16)

with GTSS
oo a TSS function. Notice that for L � `KZ, it is expected that the

scaling relation (2.1.16) matches the ordinary FSS behavior (see Eq.(1.1.8));
whereas for L � `KZ the system matches the TSS infinite volume behavior
where the presence of inhomogeneities becomes manifest.

42



Chapter 3
Periodic Driving

Another central role in the study of driven systems is played by the inves-
tigation of time-periodic external perturbations. In fact, periodically driven
systems naturally arise in many experimental setups, as for instance, when
materials are irradiated with electromagnetic waves or when one testes the
mechanical response to periodic deformations. Typically, when the external
driving frequency is much slower than the internal frequency of reference,
the system reacts adiabatically and does follow the evolution of the Hamil-
tonian whereas, in the opposite regime of fast driving, the system feels only
a static potential which results from the interplay of the external forcing
and of the internal dynamics [Buk15]. Away from these two limiting regimes
one finds a very rich scenario where the system can show a broad range of
time-evolutions, from the development of breathing modes to the formation of
dynamical instabilities. These behaviors have a long history that dates back to
the Kapitza pendulum [Kap51,Kap65] or to the kicked-rotor model [Cas79],
where several counter-intuitive features of recent interest (such as dynamical
localization, see e.g. [Gro91,Bav92,D’A13,Gua14] and integrability-to-chaos
crossover [D’A16,Rei13]) are already present.
From the theory side, the analysis of periodically driven systems mainly relies
on Floquet theory [Buk15, Eck17]. In its general formulation (which is very
similar to that of Bloch theory for periodic lattices but made in terms of
time), Floquet theory states that it is possible to find a time-periodic unitary
transformation which factorizes the dynamics into three stages. In order, an
initial kick, a linear phase evolution for a relatively long time and final sudden
kick. The way of doing this is not unique and translates into different gauges,
which however lead to the same dynamics. The physical interpretation is rather
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clear: the linear phase evolution corresponds to a stroboscopic dynamics, i.e.,
to a collection of time instants that proceeds with steps of one period and for
which the system allows for a time-independent description. On the other hand,
the kick operators are responsible for the so-called micromotion occuring inside
the periods and carrying the time-dependence of the external forcing.
A focus on the stroboscopic evolution simplifies dramatically the analysis which
results completely described in terms of a (time-independent) Floquet Hamil-
tonian. The knowledge of the Floquet Hamiltonian allows then to study the
long-time properties and the possible relaxation of the system towards a cyclic
evolution. Unfortunately, the Floquet Hamiltonian is seldom obtainable exactly;
more often, approximation schemes are needed.
The recent attention dedicated to Floquet theory (see e.g. [Har99, Rah03a,
Rah03b,Cre09,Rus12,Gol14,Laz14,Eck15,Lor17,Ber17,Gri17,Ple17,Kan18,
Ler18,Tap18]) has led to the development of Floquet engineered systems, where
non-equilibrium states of matter are generated by a proper tuning of the exter-
nal perturbations, especially using radiation for the coherent manipulation of
quantum systems [Eck17].

3.1 Floquet Dynamics
Let us move one step back in order to discuss Floquet theory more precisely.

We consider the unitary dynamics generated by the Schrödinger equation

i∂t |Ψ(t)〉 = Ĥ(t) |Ψ(t)〉 , (3.1.1)

in the presence of time-periodic Hamiltonians

Ĥ(t) = Ĥ(t+ T ) =
∞∑

k=−∞
eikωtĤk (3.1.2)

with driving period T (and frequency ω ≡ 2π/T ) and with Fourier components
Ĥk. Now, at least formally, we can define a unitary time-periodic map Ŵ (t) =
Ŵ (t+ T ) such that the time evolution of the transformed state

|Ψeff(t)〉 ≡ Ŵ (t) |Ψ(t)〉 (3.1.3)

is generated by an effective time-independent Hamiltonian

Ĥeff ≡ Ŵ (t) Ĥ(t) Ŵ †(t) + i

(
d
dt Ŵ (t)

)
Ŵ †(t). (3.1.4)
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Figure 3.1: Mapping to effective Hamiltonians. A time-periodic system can
be mapped, by means of a proper unitary transformation Ŵ (t), to an effective
time-independent problem. This observation is the basis of Floquet Theory
which turns out to be a very powerful instrument for the analysis of periodically
driven quantum systems.

Thus, the time evolution in the effective frame is simply

Ûeff(t, t0) = exp
(
−i(t− t0)Ĥeff

)
(3.1.5)

and leads to the formal solution of the time-dependent problem |Ψ(t)〉 =
Û(t, t0) |Ψ(t0)〉 with

Û(t, t0) = Ŵ †(t) e−i(t−t0)Ĥeff Ŵ (t0). (3.1.6)

Here, we see that the time evolution of a Floquet system can be divided into a
time-periodic motion generated by a hermitian kick-operator K̂

Ŵ †(t) ≡ exp
(
iK̂(t)

)
(3.1.7)

and by a linear phase evolution generated by the time-independent effective
Hamiltonian Ĥeff [Gol14], see Fig.3.2.
The solution of the eigenproblem associated with the effective Hamiltonian

Ĥeff |un〉 = εn |un〉 (3.1.8)
allows to define quasi-stationary states of the time-periodic problem called
Floquet states [Shi65,Zel67]:

|ψn(t)〉 = e−itεn |φn(t)〉 (3.1.9)

with |φn(t)〉 ≡ Ŵ †(t) |un〉. These states are eigenstates of the time evolution
operator Û over one driving period

|ψn(t+ T )〉 = Û(t+ T , t) |ψn(t)〉 = exp(iT εn) |ψn(t)〉 , (3.1.10)
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Figure 3.2: Floquet evolution. The dynamics of a periodically driven system
can be divided into a linear phase evolution, carried by a time independent
effective Hamiltonian in Eq.(3.1.4), plus a time-periodic component generated
by the micromotion operator in Eq.(3.1.7). We have seen that these quantities
are not uniquely defined. However, a nice physical interpretation is given
by choosing Ŵ as in Eq.(3.1.14) that leads to the definition of the Floquet
Hamiltonian ĤF (3.1.17). In this case, the time-independent component of
the dynamics (generated by ĤF ) is responsible for the stroboscopic evolution
among the periods (dashed line) whereas the micromotion K̂ generates the
time-periodic dynamics inside each period (gray boxes).

with deviations from a periodic evolution that are governed by the quasi-energies
εn. Floquet states also provide a complete and orthogonal basis at any time t.
This means that a generic state |Ψ(t)〉 can be expressed as a superposition of
Floquet states

|Ψ(t)〉 =
∑
n

cn e
−itεn |ψn(t)〉 (3.1.11)

with overlap coefficients cn ≡ eit0εn 〈ψn(t0)|Ψ(t0)〉. It follows that the spectrum
of the operator Û(t+ T , t) (known also as monodromy operator) will play a
crucial role in the study of the long-time behavior of the driven system.
We remark that the choice of the effective Hamiltonian is not unique but it
does not affect the physical results. For instance, by multiplying the map Ŵ
with a (time-independent) unitary operator Û ,

Ŵ ′(t) = Û Ŵ (t), (3.1.12)

we obtain a conjugated effective Hamiltonian

Ĥ ′eff = Û Ĥeff Û † (3.1.13)
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with same spectrum of quasi-energies εn. However, a convenient choice might
be to consider the modified map

Ŵ ′(t) = Ŵ †(t0) Ŵ (t) ≡ Ŵ (t, t0) (3.1.14)

that leads to the effective Hamiltonian

ĤF (t0) = Ŵ †(t0) Ĥeff Ŵ (t0) (3.1.15)

and to the kick operator

Ŵ †(t) Ŵ (t0) ≡ exp
(
iK̂(t)

)
. (3.1.16)

With this choice, the time evolution operator in Eq.(3.1.6) becomes

Û(t, t0) = exp
(
iK̂(t)

)
exp

(
−i(t− t0) ĤF (t0)

)
(3.1.17)

and in particular for t = t0+kT , k a positive integer, we have that Ŵ †(t) Ŵ (t0) =
1̂ and

Û(t0 + kT , t0) = exp
(
−ikT ĤF (t0)

)
. (3.1.18)

The effective Hamiltonian ĤF in Eq.(3.1.15) generates the physical evolution
among steps of one period T and it is called Floquet Hamiltonian§, see Fig.3.2.
We also mention that the quasi-energies spectrum is not uniquely defined.
Indeed, one can modify the map as

Ŵ ′(t, t0) = Ŵ (t, t0) exp (imωt |um〉 〈um|) , (3.1.19)

with m an integer, that does modify the Floquet Hamiltonian as

Ĥ ′F (t0) = ĤF (t0) +mω |um〉 〈um| (3.1.20)

and creates a shift of the quasi-energies

εnm = εn +mω, |φnm(t)〉 = eimωt |φn(t)〉 . (3.1.21)

However, the shift of the spectrum does not modify the Floquet states

|ψn(t)〉 = e−itεn |φn(t)〉 = e−itεnm |φnm(t)〉 (3.1.22)
§There is a certain ambiguity when one refers to Floquet Hamiltonians. Many authors

are used to call Floquet Hamiltonian also the effective Hamiltonian in Eq.(3.1.4). Conversely,
we will make use of this name only for the Hamiltonian appearing in Eq.(3.1.15).
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and it allows to choose the quasi-energies to lie in the same interval of width ω.
Therefore, in analogy with Bloch’s theorem for periodic lattices, our choice of
the quasi-energies (with reference m = 0) is equivalent to the choice of the first
Brillouin zone for the definition of quasi-momenta.
We have seen that the time evolution of periodically driven quantum systems
can be investigated by means of Floquet theory once we provide a map Ŵ to
an effective time-independent description. This in turns implies that we need a
procedure to obtain the operator Ŵ for generic time-periodic Hamiltonians. In
the following, we present two possibility of doing so: high-frequency expansions
(see Sec.3.1.1), which provide a suitable approximation of the Floquet Hamil-
tonian in the case of a fast-oscillating forcing, and an exact algebraic method
(see Sec.3.1.2) with which the Floquet problem is cast onto a set of coupled
first-order differential equations for classical functions whose solution defines
the map Ŵ .

3.1.1 High-frequency expansion
Without loss of generality, we search for Ŵ (t) in an exponential form:

Ŵ (t) ≡ exp
(
iΦ̂(t)

)
, Φ̂(t) = Φ̂(t+ T ), Φ̂(t) = Φ̂†(t) (3.1.23)

with Φ̂ a time-periodic hermitian operator. Next, with the help of Baker-
Campbell-Hausdorff (BCH) formulae [Bak02, Cam97a, Cam97b, Hau06] (see
also [Hal03]) :

eÂ eB̂ = eĈ , Ĉ ≡ Â+ B̂ + 1
2[Â, B̂] + . . . ; (3.1.24a)

eÂ B̂ e−Â = B̂ + [Â, B̂] + 1
2[Â, [Â, B̂]] + . . . ; (3.1.24b)

e−Â(x)
(
∂x e

Â(x)
)

= ∂x Â(x) + 1
2[∂x Â(x), Â(x)] + . . . ; (3.1.24c)
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for generic operators Â and B̂, we can write the formal expansion for the
effective Hamiltonian in Eq.(3.1.4):

Ĥeff = eiΦ̂(t) Ĥ(t) e−iΦ̂(t) + i

(
d
dt e

iΦ̂(t)
)
e−iΦ̂(t)

= Ĥ(t) + d
dtΦ̂(t) + i[Φ̂(t), Ĥ(t)] + i

2[ d
dtΦ̂(t), Φ̂(t)]

− 1
2[Φ̂(t), [Φ̂(t), Ĥ(t)]] + 1

6[Φ̂(t), [Φ̂(t), d
dtΦ̂(t)]] + . . . (3.1.25)

A perturbative approach to the Floquet problem can be employed when the
driving frequency ω ≡ 2π/T is much larger than the typical energy scale defined
by the Hamiltonian’s matrix elements. In this case, we can write down the
high-frequency expansions§:

Ĥeff =
∞∑
a=0

ω−a Ĥ(a)
eff ; Φ̂(t) =

∞∑
a=1

ω−a Φ̂(a)(t), (3.1.26)

and we solve Eq.(3.1.25) imposing the time-independence of Ĥeff at each order
in 1/ω. For instance, at the zeroth order we have¶:

Ĥ(0)
eff = d

dtΦ̂
(1)(t) + Ĥ(t)

= d
dtΦ̂

(1)(t) + Ĥ0 +
∑
k 6=0

eikωtĤk. (3.1.27)

Here, the time-independent part fixes the effective Hamiltonian to Ĥ(0)
eff = Ĥ0,

while for the map we have

Φ̂(1)(t) =
∑
k 6=0

i

kω
eikωt Ĥk (3.1.28)

so that it cancels the unwanted terms in Eq.(3.1.27). The physical interpretation
is rather clear. At the zeroth order the effective time-independent frame consists
simply in the time-averaged system while the time-periodic contribution is

§Without loss of generality we considered a map Φ̂ having zero mean. Indeed, any
constant term can be absorbed in definition of the time-averaged system Hamiltonian Ĥ0.

¶Notice that Φ̂(a) is time-periodic and so it does have an expansion in Fourier modes. It
follows that dΦ̂(a)/dt contributes to the order (a− 1) of the high-frequency expansion.
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carried by the effect of the other Fourier modes. This procedure can be iterated
to higher orders obtaining [Rah03a,Rah03b,Gol14,Eck17]

Ĥeff =Ĥ0 +
∑
k 6=0

[Ĥk, Ĥ−k]
2ωk +

∑
k 6=0

[[Ĥk, Ĥ0], Ĥ−k]
2ω2k2 +

∑
k,q 6=0

[Ĥk, [Ĥq, Ĥ−k−q]]
3ω2k q

+O(ω−3);

(3.1.29)

with the associated map

Φ̂(t) =
∑
k 6=0

i

kω
eikωt Ĥk −

i

ω2

∑
k 6=0

[
eikωt [Ĥ0, Ĥk]

k2 +
∑
q 6=−k

ei(k+q)ωt [Ĥk, Ĥq]
2k(k + q)

]
+O(ω−3).

(3.1.30)

The Floquet Hamiltonian ĤF follows from Eq.(3.1.15) (together with the BCH
formula (3.1.24b)):

ĤF (t0) =e−iΦ̂(t0) Ĥeff e
iΦ̂(t0) = Ĥeff − i[Φ̂(t0), Ĥeff]− 1

2[Φ̂(t0), [Φ̂(t0), Ĥeff]] + . . . ,

(3.1.31)

which gives in high-frequency expansion

ĤF (t0) = Ĥ0 +
∑
k 6=0

1
2 [Ĥk, Ĥ−k] + eikωt0 [Ĥk, Ĥ0]

ωk
+
∑
k,q 6=0

[Ĥk, [Ĥq, Ĥ−k−q]]
3kqω2

+
∑
k,q 6=0

ei(k+q)ωt0([[Ĥk, Ĥq−k], Ĥ0] + [Ĥk, [Ĥq, Ĥ0]])− eikωt0 [Ĥk, [Ĥq, Ĥ−q]]
2kqω2

+
∑
k 6=0

1
2 [[Ĥk, Ĥ0], Ĥ−k] + eikωt0 [[Ĥ0, Ĥk], Ĥ0]

ω2k2 +O(ω−3). (3.1.32)

Similar results can be derived for the micromotion operator exp(iK̂(t)) =
exp(−iΦ̂(t)) exp(iΦ̂(t0)) in Eq.(3.1.16) with the help of (3.1.24a).
High-frequency expansions provide a very powerful instrument for the analysis
of Floquet systems. Indeed, with the knowledge of the Fourier modes of
a given Hamiltonian (that can be ultimately computed with fast Fourier
numerical routines) the lowest terms of the Floquet Hamiltonian are read
in Eq.(3.1.31). The main limitations of these perturbative expansions rely
on the convergence of the Magnus expansions in Eq.(3.1.26) which is not
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guaranteed. In particular, it was proven [Cas01] that in many-body quantum
systems (where the energy spectrum ranges up to macroscopically large values),
high-frequency expansions reveal to be not accurate and the re-summation is
typically not convergent. Nevertheless, high-frequency expansions are widely
used, e.g. [Rah03b,Gol14,Eck15,Gol15, Iti15,Mik16], and give good qualitative
results in engineered Floquet systems where the target state of the time evolution
is well approximated with the lowest terms of the Magnus expansion [Eck17].

3.1.2 Exact algebraic approach
Consider the Hamiltonian of a single spin 1

2 coupled to a time-dependent
magnetic field Ω(t) that oscillates in the plane xy with a certain frequency ω:

Ĥ(t) = −~Ω(t) · ~σ, ~Ω ≡ (Ω1 cos(ωt),Ω1 sin(ωt),Ω0) ; ~σ ≡ (σ̂x, σ̂y, σ̂z) ,
(3.1.33)

which is one of the simplest exactly solvable Floquet systems.
Indeed, from first courses in quantum mechanics, we know that the transforma-
tion Ŵ (t) = exp(iωt σ̂z) generates a time-independent effective Hamiltonian

Ĥeff = (Ω0 − ω)
2 σ̂z + Ω1

2 σ̂x (3.1.34)

in terms of which the dynamics is readly solved. The latter follows by noticing
that the two dimensional Hilbert space of a single spin 1

2 can be expressed in
terms of the operatorial basis of quaternions, namely the three Pauli operators
(σ̂x, σ̂y, σ̂z) plus the normalised identity 1̂/2 satisfying a su(2) algebra, for
which it is known that

exp (i~σ · ~a) = cos(|~a|) 1̂ + ~a · ~σ
|~a|

sin(|~a|) (3.1.35)

with ~a a generic vector of three-components. Then, making the ansatz for the
Floquet map:

Ŵ (t) = exp (ifz(t) σ̂z + ifx(t) σ̂x + ify(t) σ̂y) (3.1.36)

and substituting it into Eq.(3.1.4), one is able to fix the value of the functions
(fz(t), fx(t), fy(t)) by imposing the time-independence of Ĥeff.
This perhaps trivial example teaches us the main features of a possible exact
algebraic approach to generic Floquet systems. In fact, we learn that
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- An operatorial basis {F̂k} for the generator of the time evolution Ĥ(t)
satisfying a closed algebra allows us to write a generic time-dependent
transformation Ŵ (t) acting on the system as the exponential of a linear
combination of the basis elements, i.e.,

Ŵ (t) = exp(i
∑
k

fk(t) F̂k). (3.1.37)

The reason behind this is due to the closure of the Lie algebra of {F̂k}
that constrains Ŵ (t) to live in the associated Lie group. Equivalently,
Ŵ (t) can be expressed as§

Ŵ (t) =
∏
k

exp
(
i gk(t) F̂k

)
(3.1.38)

with a different set of functions gk(t).

- Having a closed algebra allows, at least formally, to re-sum the BCH
expansions of nested commutators (3.1.24) and to derive effective Hamil-
tonians without the use of high-frequency expansions.

With this in mind, we can now consider a generic time-periodic Hamiltonian
Ĥ(t) = Ĥ(t + T ) describing the time evolution of a quantum system living
in a finite Hilbert space of dimension n. For such a system, it is always
possible to design an operatorial basis {F̂k}, k = 0, . . . , n2 − 1 having a closed
algebraic structure (for instance, the generators of su(n) together with the
identity provide a basis of this kind). By construction, the Hamiltonian has a
decomposition

Ĥ(t) =
n2−1∑
j=0

hj(t) F̂j (3.1.39)

with time-periodic parameters hj(t) ≡ tr(Ĥ(t) F̂j), and writing the map Ŵ (t)
as in Eq.(3.1.38) for some unknown time-periodic functions gk(t), we arrive to
the effective Hamiltonian

Ĥeff =
n2−1∑
j=0

n2−1∏
k=0

ei gk(t)F̂k

 hj(t) F̂j

 0∏
k=n2−1

e−i gk(t)F̂k


−

n2−1∑
j=0

j−1∏
k=0

ei gk(t)

 d
dtgj(t) F̂j

 j+1∏
k=n2−1

e−i gk(t)

 . (3.1.40)

§The two parametrizations of Ŵ are related via BCH formulae (3.1.24).
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It is easy to see from Eq.(3.1.24b) that the effective Hamiltonian (3.1.40) can
be represented with the closed expression

Ĥeff =
n2−1∑
j=0

heff
j F̂j (3.1.41)

with a set of time-independent effective parameters heff
j defined consistently

from
n2−1∑
j=0

heff
j F̂j =

n2−1∑
j=0

n2−1∏
k=0

ei gk(t)F̂k

 hj(t) F̂j

 0∏
k=n2−1

e−i gk(t)F̂k


−

n2−1∑
j=0

j−1∏
k=0

ei gk(t)

 d
dtgj(t) F̂j

 j+1∏
k=n2−1

e−i gk(t)

 (3.1.42)

as a certain combination involving hj(t), gk(t) and .
gk(t).

Moreover, if we fix the values of the effective parameters heff
j , Eq.(3.1.42)

translates into a set of coupled first-order differential equations for gk(t) whose
solution allows to specify the map Ŵ (t).
This point is remarkable: instead of deriving the effective Hamiltonian from a
given map Ŵ (t), we can impose the desired effective description (specifying
the parameters heff

j ) and then get the transformation Ŵ (t) that connects Ĥeff

to the Floquet system as solution of the equations (3.1.42).
The derivation of the Floquet Hamiltonian follows from Eq.(3.1.15):

ĤF (t0) =
n2−1∑
j=0

 0∏
k=n2−1

e−i gk(t0)

 heff
j F̂j

n2−1∏
k=0

ei gk(t0)


=

n2−1∑
j=0

hFj (t0) F̂j, (3.1.43)

which also admits a closed expression in terms of the basis of {F̂k}. In the
following, we shall refer to the set of parameters hFj (t0) as Floquet parameters.
Similarly, one can write down a closed expression for the micromotion operator
exp(iK̂(t)) = Ŵ †(t) Ŵ (t0) with the help of (3.1.24a).
Notice that this procedure easily extends to generic time-dependent systems.
In fact, writing the time-dependent Hamiltonian Ĥ(t) as in Eq.(3.1.39) and
considering the parametrization of the time evolution operator:

Û(t, t0) =
∏
k

exp
(
i λk(t, t0) F̂k

)
(3.1.44)
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for some unknown functions λk(t), one easily derives from the Schrödinger
equation (i∂tÛ(t, t0)) Û †(t, t0) = Ĥ(t):

( d
dt

n2−1∏
k=0

exp
(
i λk(t, t0) F̂k

) ) 0∏
k=n2−1

exp
(
−i λk(t, t0) F̂k

)
=

n2−1∑
j=0

hj(t) F̂j

(3.1.45)
which translates into a set of coupled first-order differential equations for λk(t).
Clearly, the main limitation of this method consists in the derivation and the
solution of the system of differential equations, especially in Floquet systems
where one requires the time-periodicity of the solution. Nevertheless, with a
proper numerical implementation, one can solve for the dynamics of a large
variety of time-dependent quantum systems with numerically exact precision
and without the use of uncontrolled approximations.

3.2 About Floquet’s Theorem
The main idea and the standard terminology behind Floquet theory comes

from an old well-known mathematical theorem [Flo83], derived in the late
XIX century by Gaston Floquet§. In his work, Floquet investigated the space
of solutions of first-order differential equations with time-periodic coefficients
(see Eq.(3.2.1) below) and he proved the existence of quasi-periodic solutions
called Floquet modes. The connection with the dynamics generated by the
Schrödinger equation (3.1.1) is then obvious. For completeness and for later
purposes, we shall briefly review the content of the Floquet theorem and its
main consequences.
Let us consider the following first-order differential equation

d
dt~x(t) = A(t) ~x(t) (3.2.1)

where ~x is a n-vector and A(t) = A(t+ T ) is a n×n time-periodic matrix with
period T . The time periodicity of the problem implies that for each known
solution, let us say, ~x(t), the vector ~x(t+ T ) is also a solution.
Now, let X(t) be the n× n fundamental solution matrix of the Eq.(3.2.1). By
definition, each of its columns contains an independent solution of Eq.(3.2.1)

X(t) =
[
~x1(t)

∣∣∣∣ . . . ∣∣∣∣ ~xn(t)
]

(3.2.2)

§A. M. Gaston Floquet was a french mathematician and professor in Nancy.
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that we can choose, without loss of generality, with initial conditions [~xi(t0)]j =
δij. Indeed, a different choice of the solutions in X(t) will lead to a different
fundamental solution matrix Q(t) related to the first one by a non-singular
n× n matrix M

Q(t) = X(t)M , (3.2.3)
because of the linear independence of the solutions. It follows that

X(t+ T ) = X(t)M (3.2.4)

and setting t = t0 we have X(t0) = 1̂ that leads to

M = X(t0 + T ) . (3.2.5)

We shall refer to M as the monodromy matrix of the Floquet problem. Now,
let Y(t) be another (unknown) fundamental solution:

Y(t) = X(t) K (3.2.6)

with K a non singular n× n matrix. If we evaluate Y(t) after one period

Y(t+ T ) = Y(t) K−1MK, (3.2.7)

we notice that different fundamental solutions lead to conjugated monodromy
matrices preserving the trace. For sake of simplicity, we assume that M has n
eigenvectors even though this hypothesis can be relaxed, see e.g. [Ces71]. Then,
by choosing the matrix K properly we can have

K−1 M K = diag (λ1, . . . , λn) (3.2.8)

which implies from Eq.(3.2.7) that Y(t) has also a diagonal structure. In other
words, the solutions ~y(t) satisfy the relation

yi(t) = δijYij(t), yi(t+ T ) = λi yi(t) . (3.2.9)

With the ansatz,
yi(t) = λkti pi(t) (3.2.10)

we can easily see that the conditions in Eq.(3.2.9) are satisfied if and only
if k = 1/T and pi(t) = pi(t + T ). Notice also that the eigenvalues of the
monodromy matrix dictate the stability of the Floquet solution:

- if there exists at least one |λi| > 1 then yi(t→∞)→∞ and the solution
is unstable;
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- if all |λi| ≤ 1 then yi(t→∞) remains bounded and the solution is stable.

From these results, we finally arrive to:

Floquet’s Theorem. Any solution of the first-order differential equation in
(3.2.1) can be written in the form

~x(t) = diag
(
λ
t/T
1 , . . . , λt/Tn

)
~p(t) (3.2.11)

where ~p(t) = ~p(t+ T ) is a time-periodic function, and its stability is dictated
by the eigenvalues λi of the associated monodromy matrix.

3.2.1 Stability intervals of the Hill equation
For later purposes, we mention the application of Floquet theory to the

study of the Hill equation [Mag66]:(
∂2
t + ω2(t)

)
y(t) = 0 , (3.2.12)

with ω(t) = ω(t+ T ) a time-periodic function. Despite its simplicity, the Hill
equation is able to describe in rather simple terms a broad class of interesting
phenomena which range from engineering to physics, including astronomy,
electric circuits, the theory of metals conductance and even cyclothron physics
and quantum optics. It is named after George W. Hill, who made remarkable
progresses in the theory of such equation during his studies about the lunar
perigee [Hil86]. However, the appearance of the Hill equation probably dates
further back in the past. The interest for Hill equation for stability problems
was instead established by Aleksandr M. Ljapunov [Lja07].
The stability of the solutions of the Hill equation can be probed by using
Floquet theory. Defining x1(t) ≡ y(t), x2(t) ≡ ∂t y(t), we cast the Hill equation
in the Floquet form:

∂t

[
x1
x2

]
=
[

0 1
−ω(t) 0

] [
x1
x2

]
(3.2.13)

and we consider the fundamental matrix solution

X(t) =

 y1(t) y2(t)

∂t y1(t) ∂t y2(t)

 (3.2.14)
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where the two independent solutions satisfy y1(t0) = 1, ∂t y1(t0) = 0 and
y2(t0) = 0, ∂t y2(t0) = 1 i.e., X(t0) = 1̂ as before. The stability of the solutions
can be investigated by solving the eigenproblem associated with the monodromy
matrix M ≡ X(t0 + T ) that leads to the secular equation

λ2 − tr(M)λ+ det(M) = 0. (3.2.15)

It is easy to show that det(M) is equal to one. Indeed, from the wronskian

W(t) ≡ y1(t) ∂t y2(t)− y2(t) ∂t y1(t) (3.2.16)

we can see that ∂tW(t) = 0 and so W(t) = W(t0) = 1. From this we conclude
that W(t0 + T ) = det(M) = 1. At this point, we are able to find the roots of
Eq.(3.2.15):

λ1,2 = 1
2

(
tr(M)±

√
tr(M)2 − 4

)
, (3.2.17)

that satisfy λ1λ2 = 1. Depending on the value of the trace of the monodromy
matrix we have the following scenarios:

- if |tr(M)| < 2 there are two complex conjugate roots lying on the unit
circle i.e., λ1,2 = e±iϕ. The solutions are bounded and the system is
stable.

- if |tr(M)| > 2 then λ1,2 are real roots. Since their product is equal to one,
they must be of the form |λ1| > 1 and |λ2| < 1 or viceversa. The system
is unstable and the solutions have an exponential growth.

- if |tr(M)| = 2 we have two possibilities : (i) λ1 = 1 = λ2 and the solution
is fully periodic y(t) = y(t + T ); (ii) λ1 = −1 = λ2 and the solution
y(t) = y(t+ 2T ) has periodicity 2T , as follows from Floquet’s theorem.

We conclude that the space of Hill operators can be classified into conjugacy
classes of the monodromy matrix associated with stable or unstable evolution
and eventually a boundary case where one has fully periodic solutions of period
T or 2T .

3.2.2 Kirillov’s criterion
From a second perspective, the classification of the Hill operators can

be perfomed considering the orbit method of Alexandre A. Kirillov [Kir82].
The latter does not only reproduces the results obtained by standard Floquet
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theory (i.e., the classification of the Hill operators into conjugacy classes of
monodromy), but it also allows a further classification where the Hill operators
within each of the monodromy classes are grouped into different orbits. The
proof of the Kirillov’s results is somewhat complicated and it goes beyond the
scope of this introduction. Therefore, we limit ourselves to a short summary of
the results that will be necessary for later discussions. Technical aspects and
further information are then found in the Ref. [Kir82,Unt10].

Let us consider the so-called stabilizer group [Unt10]:

stab(ω) ≡
{
ϕ(t) ∈ diff+ (R/2πZ) : ϕ∗

(
∂2
t + ω2

)
= ∂2

t + ω2
}

(3.2.18)

consisting of all the time reparametrizations t 7→ ϕ(t) whose action leaves the
Hill operator invariant. Notice that here we have set for simplicity the period
T = 2π which is a convenient but not restrictive choice.
A function s(t) ∈ C∞(R/2πZ) belongs to the Lie algebra associated with the
stabilizer group if and only if it satisfies the following equation:

1
2
...
s+ 2ω2 .

s+ 2ω .
ω s = 0 ⇔ s(t) ∈ Lie(stab(ω)) (3.2.19)

and the quantity I(s) = ..
s s− 1

2( .
s)2 +2ω2s2 is a constant of motion. Generically,

Lie(stab(ω)) is one dimensional, so the function s(t) is fixed up to a multi-
plicative constant, and the sign of I(s) is therefore unambiguous. As follows
from Kirillov’s work, the stability of the Hill problem is given by the sign of
this constant (assuming s to be a real function): I(s) > 0 is a stable regime,
I(s) < 0 is an unstable regime while I(s) = 0 corresponds to the boundary
situation where one has pure periodic solutions.
As shown in Ref. [Khe09,Unt10], these two perspectives are actually equivalent
even though the Kirillov’s method provides a further classification of the Hill
operators in the same conjugacy class. More precisely, it was proven [Kir82] that
within each conjugacy class, the Hill operators can be grouped into different
orbits that are connected by a (orientation preserving) time reparametrization
t 7→ t′ ≡ ϕ(t) ∈ diff+ (R/2πZ). The results (excluding the boundary regime
I(s) = 0) can be summarized as follows [Unt10]:

Case 1. The function s(t) ∈ Lie(stab(ω) is conjugated by a time reparametriza-
tion t 7→ ϕ(t), to a (non-zero) constant a ∂t (a 6= 0) which stabilizes
the operator ∂2 + α, for a certain α > 0. The invariant I(s) = 2αa2 is
positive and 1

2π
∫ 2π

0
dt
s(t) = 1/a. From these defining relations one easily

obtains the parameter of the orbit, α, from the knowledge of s(t).
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Case 2. The function s(t) is conjugated to a sin(n t)(1+α sin(nt))∂t, n = 1, 2, . . . ,
0 ≤ α ≤ 1, which stabilizes the operator ∂2 + vn,α, where

vn,α = n2

4

(
1 + 6α sin(nt) + 4α2 sin2(nt)

(1 + α sin(nt))2

)
. (3.2.20)

The invariant takes the values I(s) = −2a2n2 < 0 and the integral of 1/s
over a period reads§: p.v.

∫
γ[0,2π]

dt
s(t) = 2πα

a
√

1−α2 . Knowing s(t) (hence I(s)),
it is easy to determine the parameters n, α of the orbit of ω. Namely, the
number of zeros of the function s on a period is equal to 2n while the
defining relations for I(s) and the integral of 1/s over a period yield to a
and then α.

§Here the notation p.v. stands for Cauchy principal value; γ[0,2π] denotes a complex
deformation of the interval [0, 2π] which avoids singularities.
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Analysis of driven systems
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Chapter 4
Non-equilibrium dynamics
in trapped Bose gases

Abstract

In this chapter, we investigate the non-equilibrium dynamics of a low-density
1d Tonks-Girardeau gas subject to time-dependent harmonic potentials. This
study was initially motivated by noticing that the typical setup of cold atoms
experiments is characterized by the presence of a trap (with quasi-harmonic
spatial profile) and thus by asking about the consequences on the system’s
evolution arising from the time variation of such a potential.
With the aim of shedding light on this scenario, we first consider a slow trap-
release experiment that corresponds to an inhomogeneous time-dependent
driving across the xx critical line, see Sec.4.1. Here, the interplay between
time and space dependences of the driving protocol does not allow for a stan-
dard Kibble-Zurek description of the non-equilibrium behavior. Therefore, we
consider a perturbative approach where inhomogeneities are accounted with
trap-size scaling arguments while the time-dependence is considered with a
quasi-adiabatic perturbation theory, see Sec.4.2 and 4.3. With this procedure,
we are able to write corrections to the standard local-density approximation
results for the density profile and to provide a suitable approximation of the
non-equilibrium dynamics for slow time variations of the trap.
Next, in Sec.4.5 we derive an exact solution based on the identification of
Ermakov-Lewis dynamical invariants in terms of which the time-evolved density
reveals to be just a dynamical rescaling of the initial profile. The application
of this result for the special case of an Efimov expansion is also commented.
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The second part of the chapter focus on the case of a time-periodic driving, see
Sec.4.7. With the help of Floquet Theory together with the Ermakov-Lewis
invariants, we show that the time evolution of the Tonks-Girardeau gas un-
dergoes two main scenarios depending on the kind of external forcing, namely
a stable regime and an unstable one. The former is related to elliptic values
of the monodromy matrix and corresponds to the physical scenario in which
the periodic forcing leads to the emergence of breathing modes in the cloud.
The latter is instead related to hyperbolic monodromies where the forcing
increases the internal energy of the cloud and causes its rapid spread favouring
the equilibrium zero-density Mott-insulator configuration. Both scenarios are
suitable for a scaling description as we explicitly pointed out.

4.1 Tonks Girardeau limit
The dynamics of trapped cold atoms on optical lattices can be described

by means of the BH model (1.3.1) by adding a term of the form ∑
j V (j, t) n̂j,

where V is a time-dependent trap potential. More precisely, we consider the
following Hamiltonian:

Ĥ(t) = ĤBH +
L∑
j=1

V (j, t) n̂j

= −w
L/2−1∑
j=−L/2

(â†j âj+1 + h.c.) + U

2

L/2∑
j=−L/2

n̂j(n̂j − 1) +
L/2∑

j=−L/2
(V (j, t)− µ)n̂j

(4.1.1)

where we recall â†j (âj) is the standard creation (annihilation) operator satisfying
the usual canonical bosonic algebra [âi, â†j] = δij, [âi, âj] = [â†i , â

†
j] = 0 and

where n̂j = â†j âj stands for the occupation number at site j. Notice that the
presence of the potential V is equivalent to a time-dependent inhomogeneous
chemical potential. It is therefore convenient to set

µeff(j, t) ≡ µ− V (j, t). (4.1.2)

We shall investigate the trapped BH model in the limit of strong repulsive
interactions, where formally U/w →∞. In this limit, the bosons behave as if
they possess a hard core preventing a double occupancy of a given site and the
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Figure 4.1: XX criticality for trapped TG gas. We investigate the Bose-
Hubbard model in the limit of strong repulsive interactions where formally
U/w → ∞. In this limit, the BH model reduces to a xx spin-chain and it
shows a QPT driven by the chemical potential at µc = −2w that separates a
SF regime (|µ| < 2w) from a zero-density MI state (µ < −2w). In the case of
a trapped system, µ is simply replaced by µeff, see Eq.(4.1.2).

Hamiltonian (4.1.1) reduces to

ĤTG(t) = −w
L/2−1∑
j=−L/2

(b̂†j+1b̂j + h.c.)−
L/2∑

j=−L/2
µeff(j, t) n̂j (4.1.3)

with a new set of operators b̂†j, b̂j satisfying the bosonic algebra for different
sites but that fulfills on-site anticommutation rules (the occupation operator is
n̂j = b̂†j b̂j), see Sec.1.2.2. We shall refer to the Hamiltonian in Eq.(4.1.3) as
Tonks Girardeau (TG) gas [Pet00,Gir60,Gir65] or as the hard-core limit of a
Bose-Hubbard model.
Tonks-Girardeau gases are experimentally realized already for moderately large
values of the ratio U/w, see [Kin04], providing a good effective description of
the atomic cloud in the regime of low-densities§.
Notice that the TG limit is very different from the deep lattice limit (see
Sec.1.3), where we have considered w ' 0 resulting in a MI ground state. In
fact, as we have seen in Sec.1.2.2, the Hamiltonian (4.1.3) reduces under a
Jordan-Wigner transformation to a spinless tight-binding Fermi system:

ĤTG(t) =
L/2∑

i,j=−L/2
ĉ†i Aij(t) ĉj (4.1.4)

where we introduced the matrix A(t) with components

Aij(t) ≡ −µeff(j, t) δij − w (δi,j+1 + δi+1,j) , (4.1.5)
§Clearly, at higher densities the bosonic nature of the gas will manifest and the lattice

sites will inevitably be occupied by more particles.
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Figure 4.2: A trap release experiment. A TG gas is first prepared at equi-
librium and then transferred into a harmonic trapping potential. At t = t0,
the local portion around the site j = 0 is in the critical domain (compare with
TSS arguments of Sec.2.1). At later times t > t0, the trap is gradually opened
causing the driving of local domains (with different driving rates) towards the
critical regime; when t → 0 (and so g(t) → 0), the whole becomes critical.
Notice that the interplay between time-dependence and inhomogeneity leads to
a demanding analysis which cannot be investigated with simple KZ arguments.

and where ĉ†j, ĉj are the lattice fermions of Sec.1.2.2. It is easy to see that the
Hamiltonian in Eq.(4.1.4) is equivalent to that of a xx model (see Eq.(1.2.34))
where the transverse magnetic field is now replaced by the effect of the inho-
mogeneous chemical potential. It follows that the TG model shows a QPT for
µeff(j, t) = ±2w separating a MI regime (|µeff(j, t)| > 2w) from the SF phase
(|µeff(j, t)| < 2w), see Fig.4.1. Since we are interested in a low-density regime,
we set µ = −2w (which corresponds to a zero-density MI absolute ground state
in the absence of the trap) from hereafter and thus µeff = −2w − V (j, t).
In what follows, we will consider a harmonic spatial profile of the trapping
potential

V (j, t) = g(t) |j|2 (4.1.6)

where g(t) ≥ 0 is a generic function of time.
Notice that a trap release protocol (where g(t) → 0 as t → 0) corresponds
to an inhomogeneous driving across the critical point µc = −2w ( recall
µeff(j, t) ≡ −2w − V (j, t) → µc), see Fig.4.2. Clearly, since µeff has a non-
trivial time and space dependence, local portions of the system are driven with
different rates towards the critical point. Moreover, the interplay between the
time and the space dependence does not allow for a standard KZ description
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Figure 4.3: Instantaneous spectrum of quasi-energies. The plot shows the
rescaled lowest (q = 0, 1, 2, 3) single-particle quasi-energies ω−1(t) εq(t) with
ω(t) ≡

√
2|g(t)| and w = 1/2. The latter are numerically obtained from the

exact diagonalization of the matrix A(t) as a function of g(t) and for different
system sizes.

of the non-equilibrium behavior.

4.2 Adiabatic evolution

4.2.1 Instantaneous diagonalization
At a given time t the quadratic form in Eq.(4.1.4) is readily diagonalized

through a unitary transformation and it casts into a free fermionic theory:

Ĥ(t) =
L∑
q=0

εq(t) η̂†q(t) η̂q(t) (4.2.1)

where εq(t) are the quasi-energies of the fermionic excitations created (destroyed)
by the operators η̂†q (η̂q) which are defined through

η̂†q(t) ≡ −
L/2∑

j=−L/2
ψq(j, t) ĉ†j , η̂q(t) = (η̂†q(t))†. (4.2.2)

Here, ψq(j, t) are the Bogoliubov coefficients associated with the unitary trans-
formation, satisfying the orthonormality condition ∑

j ψ
∗
q(j, t)ψk(j, t) = δqk
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Figure 4.4: Instantaneous eigenstates. The q = 0, 1, 2, 3 eigenvectors obtained
from the exact numerical diagonalization of the matrix A(t) at g(t) = 10−4 for
different system sizes are compared with the TD expectation in Eq.(4.2.7).

which in turn implies the canonical anticommutation algebra {η̂†q, η̂k} = δqk,
{η̂†q, η̂

†
k} = 0 = {η̂q, η̂k}; the minus sign in Eq.(4.2.2) is irrelevant and set for

further conveniences.
Such instantaneous transformation is derived through the diagonalization of
the matrix A(t) in Eq.(4.1.4) (considering t just as a parameter):

A(t)ψq(t) = εq(t)ψq(t) (4.2.3)

where ψq(t) is a vector having components ψq(j, t). The presence of inhomo-
geneities does not allow to follow the analytical computation of Sec.1.2.2, but
a numerical exact diagonalization can be easily perfomed for this problem
(see Fig.4.3). However, in the thermodynamic (TD) limit L → ∞ in which
the lattice site j is replaced by a continuous variable x = aj (a is the lattice
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spacing), we can expand

ψq(x0 ± a, t) ' ψq(x0, t)± a∂x ψq(x0, t) + a2

2 ∂
2
x ψq(x0, t) (4.2.4)

and reduce the eigenproblem in Eq.(4.2.3) to

w ∂2
x ψq(x, t) +

(
εq(t)− V (x, t)

)
ψq(x, t) = 0 (4.2.5)

where V (x, t) = g(t)x2 is the continuum version of the lattice potential in
Eq.(4.1.6). Without loss of generality, the choice w = 1/2 leads to the stationary
Schrödinger equation for the 1d Harmonic Oscillator (HO) :

1
2
(
−∂2

x + ω2(t)x2
)
ψq(x, t) = εq(t)ψq(x, t), ω(t) ≡

√
2g(t) (4.2.6)

with energies εq and corresponding eigenfunctions ψq. Explicitly the solution is

ψq(x, t) =

√√√√√ √
ω(t)

2q q!
√
π
e−

1
2ω(t)x2 Heq(x

√
ω(t)), εq(t) = ω(t)

(
q + 1

2

)
(4.2.7)

where q ∈ N and Heq denotes the qth Hermite polynomial [Abr64] with physical
normalization implied from the normalization of the single-particle wave func-
tions ψq(x, t). In Fig.4.3 we show the exact low-lying single-particle rescaled
energies as a function of the trap amplitude |g(t)| and we compare them to
the continuum limit expectations given above. As the system size increases,
the agreement gets better and better. The associated lowest eigenvectors are
shown in Fig.4.4.
The trap frequency ω(t) defines an instantaneous length scale in the problem
`KZ(t) ≡ 1/

√
ω(t) in terms of which the solution reads

ψq(x, t) = `−1/2
KZ χq(

x

`KZ
), χq(u) = 1√

2q q!
√
π
e−

1
2u

2 Heq(u) (4.2.8)

for the eigenstates, and
εq(t) = `−2

KZ (q + 1
2) (4.2.9)

for the energy spectrum, where `KZ is a shorthand notation of `KZ(t). These
scaling forms are in agreement with general time-dependent trap-size scaling
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(TSS) arguments, see Sec.2.4. Indeed, we can notice that the lenght scale `KZ(t)
satisfies the relation in Eq.(2.1.14)

`KZ(t) ∝ |g(t)|−νg , νg = ν

1 + νw = 1
4 (4.2.10)

with w= 2 and provided the critical exponent ν = 1/2 at the xx criticality (see
Sec.(1.2.2), Eq.(1.2.54)).
As shown in Sec.2.4, for L� `KZ(t) finite-size corrections can be neglected and
the TSS matches its infinite volume behavior. Therefore, we will consider the
TD limit as L → ∞, g(t) → 0 at fixed L/`2

KZ (or equivalently L2 g(t)) where
we do expect that the analytical TD results agree with exact diagonalization
numerical data.

4.2.2 Adiabatic evolution of the density profile
At the initial time t0 the system is prepared in the N -particle ground state

of the TG gas in Eq.(4.1.3) which is

|Ψ0(t0)〉 =
N−1∏
q=0

η̂†q(t0) |0〉 (4.2.11)

where |0〉 is the vacuum state such that η̂q(t0) |0〉 = 0 ∀q, since all the quasi-
energies are positive. The energy associated to the initial state Ψ0(t0) is thus
simply given by

E0(t0) =
N−1∑
q=0

εq(t0). (4.2.12)

For very slow time-variations of the confining potential, we may employ at first
an adiabatic approximation so that the state of the system remains at later
times t > t0 in the instantaneous ground state |Ψ0(t)〉 = ∏N−1

q=0 η̂†q(t) |0〉. The
evolution of the particle density is thus expected to be given by the adiabatic
density profile:

ρad(j, t) = 〈Ψ0(t)|ĉ†j ĉj|Ψ0(t)〉

=
N−1∏
k,k′=0

L∑
q,q′=0

ψ∗q (j, t)ψq′(j, t) 〈0|η̂k(t) η̂†q(t) η̂q′(t) η̂
†
k′(t)|0〉

=
N−1∑
k=0
|ψk(j, t)|2,

(4.2.13)
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Figure 4.5: Adiabatic evolution of the density profile. The density profile for
an adiabatic evolution is shown for a different number of particles N = 1, 2, 3, 4
at a time g(t) = 10−4. Numerical results are compared with the TD analytical
expectation for different lattice sizes. In the large-size limit, exact numerical
results perfectly match the analytical results. On the other hand, finite-size
corrections are visible for smaller sizes and lead to quite a discrepancy between
the TD limit expectation and the actual finite-size density profile.

or in the TD limit by the scaling form

ρad(x, t) = `−1
KZ f

ad
(
x

`KZ

)
, f ad(u) =

N−1∑
q=0
|χq(u)|2, (4.2.14)

where the functions χq are defined in Eq.(4.2.8). In Fig.4.5, we show the
convergence of the adiabatic density profile obtained from exact numerical
diagonalization toward the TD limit expression for a small number of particles
N . Notice that the agreement with the TD results is also dictated by the value
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Figure 4.6: Adiabatic evolution for different g(t). The density profile obtained
from an adiabatic approximation is shown for different values of the trap
amplitude: g(t) = 10−3, 10−4, 10−5. Numerical results for N = 3 and for
different lattice sizes are compared with the TD analytical results. As expected,
the bigger the amplitude is, the smaller the system size is needed to achieve
the TD limit.

of g(t)§, as we can see in Fig.4.6.
For a large number of bosons the adiabatic density profile matches its local
density approximation (LDA) limit. The LDA is obtained assuming that, for
each instant of time t and around each (coarse-grained) point x, there is a local
flat band of excitations with dispersion

ε(x) = −(cos qF (x) + µeff(x, t)) (4.2.15)

where qF (x) is the local Fermi surface. Locally, the single-particle band is filled
up to the global Fermi level, given here by εF = εN−1(t), and the LDA density
profile is deduced from the associated Fermi momentum qF (x) = πρLDA(x)

§Recall that the TD limit is taken as L → ∞, g(t) → 0 at fixed L2g(t) where we do
expect small finite-size corrections.
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Figure 4.7: LDA density profile. Illustration of the LDA density for a trapped
TG gas. At a given time t, all the quasi-particles with energies ε(x, t) =
−(cos qF (x) + µeff(x, t)) < εF (t) below the Fermi level are added to the ground
state. Thus, at fixed number of particles N (where εF = εN−1) and on varying
the chemical potential, the LDA density is given by Eq.(4.2.16). Notice that the
system is locally in the SF regime for points x such that V (x, t)− 1 < εN−1 <
V (x, t) + 1 (grey strip). Conversely, when εN−1 < V (x, t)− 1 (> V (x, t) + 1),
we observe a local n = 0 (n = 1) MI state.

leading to [Wen13,Cam10a,Col12b]

ρLDA(x, t) =


0, V (x, t)− εN−1(t) > 1;
1
π
acos(V (x, t)− µ− εN−1(t)), |V (x, t)− εN−1(t)| < 1;

1, V (x, t)− εN−1(t) < −1;
(4.2.16)

as shown in Fig.4.7. Hence, setting µ = −1 and considering N � 1 such that
N/`2

KZ � 1§, we have

V (x, t)− εN−1(t) = 1
`2

KZ(t)

(
1 + 1

2

(
x

`KZ

)2
− 2N

)
> −1, (4.2.17)

§This assumption is compatible with a low-density regime.
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Figure 4.8: LDA adiabatic evolution. The adiabatic density profile at g(t) =
10−4 for a large number N of bosons. The panels show the numerical results
compared with the TD expectation and with the LDA approximation value.

which leads to

ρLDA(x, t) = 1
π

acos
(

1 + V (x, t)− εN−1(t)
)
. (4.2.18)

This is shown in Fig.4.8 for three different values of N . The exact numerical
profile, as obtained from numerical exact diagonalization, is compared to the
TD limit in Eq.(4.2.14) and to the LDA results. Notice that one can recover
the scaling form (4.2.14) from Eq.(4.2.18) in the limit N � `2

KZ. Indeed, from
the definition `KZ = 1/

√
ω(t) = (2|g(t)|)−1/4 and with the expression of the

potential V (x, t) = |g(t)|x2 one has

ρLDA(x, t) = 1
π

acos
(

1− 1
2`2

KZ

[
2N − 1−

(
x

`KZ

)2 ])
. (4.2.19)

For N/`2
KZ � 1, expanding the acos function to the leading order in

√
N , one

obtains a semi-circle law

ρLDA(x, t) ' 1
π `KZ

(
2N − 1−

(
x

`KZ

)2 )1/2
N�1'

√
2N

π `KZ

(
1− 1

2

(
x

`KZ

√
N

)2 )1/2

(4.2.20)
in agreement with the scaling form in Eq.(4.2.14). The space region over which
the adiabatic density profile spreads is in [−`N , `N ] with

`N(t) ≡ `KZ(t)
√

2N − 1 N�1' `KZ(t)
√

2N. (4.2.21)

72



4 Non-equilibrium dyn. in trapped Bose gases Quasi-adiabatic evolution

In terms of such a length scale `N , the adiabatic density profile takes the scaling
form

ρLDA(x, t) ' N

`N
fLDA

(
x

`N

)
, fLDA(u) = 2

π

√
1− u2. (4.2.22)

Some remarks.

From general KZ arguments (see Sec.2.1), we expect that the adiabatic
approximation ultimately fails when we drive the system close to criticality.
Notice that the breakdown of adiabaticity at the critical point is strictly con-
nected with the validity of a local density approximation for this setup.
We can conclude therefore that the adiabatic results provide a reliable approx-
imation of the time evolution only for slowly-varying protocols g(t) that are
sufficiently far from criticality§.
In the following section, we shall consider the leading perturbative corrections
over the adiabatic background that will lead to non-equilibrium corrections of
the LDA result.

4.3 Quasi-adiabatic perturbation theory
A first analysis of the non-equilibrium effects emerging over the adiabatic

background of Sec.4.2 can be obtained considering the leading perturbative
corrections to the adiabatic evolution of the initial ground state Ψ0(t0).
As shown in the appendix 4.A, the quasi-adiabatic (QAD) state Ψ(t) evolved
from the initial N -particle ground state (4.2.11) is given by

|Ψ(t)〉 ' e
−i
∫ t
t0
dsE0(s)

|Ψ0(t)〉+
L∑

p=N

N−1∑
k=0

apk(t) |Ψ0[p, k](t)〉
 (4.3.1)

where |Ψ0[p, k](t)〉 ≡ η̂†p(t)η̂k(t) |Ψ0(t)〉 is the instantaneous ground state in
which a particle has been promoted from the lowest levels k = 0, . . . , N − 1
(k denotes a vacancy in the position k) towards higher ones p = N, . . . , L (
recall that the particles have a fermionic nature and so double occupancies are
forbidden). The transition amplitude apk(t) is given by

apk(t) =
∫ t

t0
dt′

∂t′ Kpk(t′)
εp(t′)− εk(t′)

exp
(
−i
∫ t

t′
dt′′ [εp(t′′)− εk(t′′)]

)
(4.3.2)

§The range of validity of the adiabatic approximation will be defined more precisely in
Sec.4.3 where it will correspond to the zeroth order of the quasi-adiabatic expansion, see
Eq.(4.3.6).
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where

Kpk(t) ≡ −
L/2∑

j=−L/2
ψ∗p(j, t)µeff(j, t)ψk(j, t) (4.3.3)

is the instantaneous transition amplitude of the perturbation

δĤ(t) ≡ −
L/2∑

j=−L/2
µeff(j, t) n̂j =

L∑
p,k=0

Kpk(t) η̂†p η̂k(t). (4.3.4)

In the TSS limit g → 0, L→∞, the amplitude apk(t) can be analytically com-
puted using the TD limit expressions (4.2.8) and (4.2.9). After a straightforward
computation one obtains:

apk(t) = Cpk δp−2,k log
(
`KZ(t)
`KZ(t0)

)
, Cpk =

√
p(k + 1)
k − p

. (4.3.5)

Starting from the initial N -particle ground state Ψ0(t0), at leading order
in QAD perturbation theory only the lowest energy levels are activated:
(p, k) = (N + 1, N − 1) and for N > 1, (p, k) = (N,N − 2). A crude ap-
proximation p ' k ' N � 1 shows then that the transition amplitude is of
order N log(`KZ(t)/`KZ(t0)). Consequently, the one-jump expansion approxima-
tion of Eq.(4.3.1) is compatible with a QAD perturbation theory at the first
order in

ε ≡ O
(
N log

(
`KZ(t)
`KZ(t0)

))
= O

(
N νg log

(
g(t)
g(t0)

))
. (4.3.6)

Recall that `KZ(t > t0) > `KZ(t0) and so the parameter ε increases with time.
The range of validity of the adiabatic approximation is associated with the zeroth
order of the QAD expansion and corresponds to modest trap-size variations
`KZ(t)/`KZ(t0) ' 1 for which ε ' 0.

4.3.1 Quasi-adiabatic density profile
The particle density at a given site j and time t is given by

ρ(j, t) =
L∑

q,q′=0
ψ∗q (j, t) 〈Ψ(t)|η̂†q(t) η̂q′(t)|Ψ(t)〉 ψq′(j, t). (4.3.7)
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With the QAD expansion in Eq.(4.3.1) at the leading order in ε, the two-point
function is

〈Ψ(t)|η̂†q(t) η̂q′(t)|Ψ(t)〉 =
N−1∑
k=0

δqk δq′k

+
L∑

p=N

N−1∑
k=0

(
a∗pk(t) δq′k δqp + apk(t) δq′p δqk

)
+O(ε2).

(4.3.8)

Here, the first term gives the adiabatic contribution (4.2.13) whereas the leading
deviations from adiabaticity are

δρ(j, t) ≡ ρ(j, t)− ρad(j, t) =
 L∑
q=N

N−1∑
q′=0

a∗qq′(t)ψ∗(j, t)ψq′(j, t) + c.c.
+O(ε2).

(4.3.9)
In the TSS limit g → 0, L → ∞, using the expressions in Eq.(4.2.8) and

(4.2.9), we obtain

δρ(x, t) = 2
`KZ(t) log

(
`KZ(t)
`KZ(t0)

) [
CN,N−2 χN

(
x

`KZ(t)

)
χN−2

(
x

`KZ(t)

)

+ CN+1,N−1 χN+1

(
x

`KZ(t)

)
χN−1

(
x

`KZ(t)

) ]
(4.3.10)

with C1,−1 = 0 by convention. Using the recursion relations of the Hermite
polynomials, the density deviation δρ(x, t) can be rewritten as

δρ(x, t) = 1
2`KZ(t) log

(
`KZ(t)
`KZ(t0)

) [
FN

(
x

`KZ(t)

)
+ FN−1

(
x

`KZ(t)

) ]
(4.3.11)

where
Fq(u) ≡

(
χ′q(u)

)2
− u2 χ2

q(u). (4.3.12)

A plot of the QAD density profile for low values of N is shown in Fig.4.9.
At large particle number N � 1, the Hilbert-Hermite functions χN(u) take
significant values only in the region |u| <

√
2N where the zeros of the Hermite

polynomials are located. Outside that region the Hilbert-Hermite functions
decay exponentially fast. In the limit N � 1, it has been shown [Dom07]
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Figure 4.9: Quasi adiabatic evolution of the density profile. Left panel. The
density profile at first-order in QAD perturbation theory is compared with
the adiabatic result for N = 3, 4. Right panel. Leading deviations from the
adiabatic density profile δρ for N = 3, 4. The plots are made with g(t0) = 10−4

and fixing ε = 0.2.

that the Hermite polynomials have the asymptotic representation for θ ∈
(−π/2, π/2):

HeN(
√

2N sin θ) ∼
(2N
e

)N/2 √ 2
cos θ e

N sin2 θ cos(ϕN(θ)) (4.3.13)

with the phase
ϕN(θ) = N

[1
2 sin(2θ) + θ − π

2

]
+ θ

2 . (4.3.14)
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Figure 4.10: Deviations from adiabaticity at large N . Leading QAD devi-
ations from the density profile for a large number of bosons N . The plot is
made considering ε = 0.2 and g(t0) = 10−4.

With Stirling formulaN ! '
√

2πN (N
e

)N and with the asymptotic representation
given above, the Hilbert-Hermite functions take the asymptotic form

χN(
√

2N sin θ) ∼ 1
(2N)1/4

√
2

π cos θ cos(ϕN(θ)). (4.3.15)

Using this, one has from Eq.(4.3.12) the asymptotic expression for large N

FN(u) ∼ − 2
π

(2N)1/2 1√
1− u2

2N

[
u2

2N − sin2(ϕN(u))
]
. (4.3.16)

Here, the sin2(ϕN) gives a widely oscillating term and taking its average,
sin2(ϕN) ∼ 1/2, one finally obtains a scaling form for the deviation δρ(x, t) as
a function of the scaling variable x/`N :

δρ(x, t) ∼ ε

`N
f δρ

(
x

`N

)
, f δρ(u) = 4

π

1/2− u2
√

1− u2
, (4.3.17)

where we have set the parameter ε associated with the QAD expansion to

ε = N log
(
`N(t)
`N(t0)

)
. (4.3.18)
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Figure 4.11: Quasi adiabatic evolution at large N . The asymptotic behavior
of the leading QAD corrections to the density profile (4.3.17) for a different
number N of bosons is compared with the result in Eq.(4.3.11).

This behavior is shown in Fig.4.10 and Fig.4.11 for the associated scaling
function at large N . Notice that using the asymptotic expansion in Eq.(4.3.15)
one has after averaging the cos2 term

χ2
q�1(u) ∼ 1

π

1√
2q − u2 Θ(q − u2

2 ) (4.3.19)

where Θ(q) is the Heaviside step function. It follows that the adiabatic density
is

ρad(x, t) = 1
`KZ(t)

N−1∑
q=0

χ2
q(u) ∼ 1

π`KZ(t)

∫ N

u2/2

dq

2q − u2 ∼
N

`N(t)
2
π

√
1− u2

2N
(4.3.20)

which is nothing but the LDA semi-circle law of Eq.(4.2.22).

4.4 Ermakov-Lewis approach
Let us consider the single-particle Schrödinger equation

(i∂t − Ĥ(t))φ(x, t) = 0; Ĥ(t) ≡ −1
2
(
∂2
x − ω2(t)x2

)
, (4.4.1)
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governing the time evolution of the initial kth eigenstate φk(x, t0) = ψ(x, t0). A
convenient way that leads to exact solutions of (4.4.1) for a given protocol ω(t)
is to consider the theory of dynamical invariants. For our purposes, we can
summarize the dynamical invariants approach as follows, leaving the details to
the appendices 4.C, 4.D.

Dynamical invariants − For a given time-dependent Hamiltonian Ĥ(t), let
us suppose to know a dynamical invariant Î i.e., a hermitian time-dependent
operator that satisfies

d
dt Î (t) = −i[Î (t), Ĥ(t)] + ∂t Î (t) = 0 (4.4.2)

at any instant of time. Then any solution of the Schrödinger equation (i∂t −
Ĥ(t))φ = 0 can be written as

|φ(t)〉 =
∑

n∈spec(Î )

exp(iαn(t)) 〈hn(t0)|φ(t0)〉 |hn(t)〉 (4.4.3)

where hn(t) are the instantaneous eigenvectors of the dynamical invariant
(Î (t) hn(t) = λn hn(t)) and αn is the Lewis phase, defined as the solution of
the differential equation

d
dtαn(t) = 〈hn(t)|i∂t − Ĥ(t)|hn(t)〉 ; αn(t0) = 0. (4.4.4)

At this point, we want to apply the general theory of dynamical invariants for
the solution of the single-particle Schrödinger equation (4.4.1).
To do so, we construct an operator Î that satisfies (4.4.2) for the time-
dependent HO Hamiltonian using the ansatz:

Î (t) = 1
2
(
a(t)x2 − b(t)∂2

x − ic(t)[x ∂x + ∂x x]
)

(4.4.5)

where a, b and c are unknown functions of time. Then, by imposing the time
independence of Î as in Eq.(4.4.2), we obtain the following conditions on the
parameters:

.
a(t) = 2ω2(t) c(t); (4.4.6a)
.
b(t) = −2c(t); (4.4.6b)
.
c(t) = −a(t) + ω2(t) b(t); (4.4.6c)
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which cast into one differential equation

1
2
...
b(t) + 2ω2(t)

.
b(t) + 2 .

ω(t)ω(t) b(t) = 0 (4.4.7)

by setting a = ω2 b+
..
b/2 and c = −

.
b/2. Moreover, it is easy to show that the

quantity
I(b) ≡ b

..
b− 1

2
(.
b
)2

+ 2ω2 b2 = 2ω2
0, (4.4.8)

with ω0 ≡ ω(t0), is a constant of motion of the Eq.(4.4.7). Therefore, without
loss of generality, we can integrate Eq.(4.4.7) obtaining

..
ζ(t) + ω2(t) ζ(t) = ω2

0ζ
−3(t) (4.4.9)

in terms of the variable ζ2 ≡ b, that is called Ermakov-Pinney equation [Pin50].
Inserting the constraint about the dynamical invariance in the Eq.(4.4.5) we
obtain the so-called Ermakov-Lewis (EL) invariants [Unt10,Sco17,Sco18b]:

ÎEL(ζ(t)) ≡ 1
2

[
ω2

0 x
2

ζ2 −
(
ζ ∂x − i

.
ζ x
)2
]

(4.4.10)

with ζ satisfying the Ermakov-Pinney equation (4.4.9) for a given value of ω(t).
Notice that the operator in Eq.(4.4.10) provides a class of invariants since the
dynamical invariance constraint in Eq.(4.4.9) is satisfied for a generic choice of
the initial conditions on ζ(t0) and

.
ζ(t0). However, a convenient choice is to fix

the initial conditions in Eq.(4.4.9) as

ζ(t0) = 1
.
ζ(t0) = 0 (4.4.11)

so that the resulting EL invariant ÎEL(t0) ≡ Ĥ(t0) coincides with the system
Hamiltonian at the initial time.

EL eigenvectors

Next, we define x̂ζ ≡ x/ζ and p̂ζ ≡ −i
(
ζ ∂x − i

.
ζ x
)

satisfying canonical
commutation rules [x̂ζ , p̂ζ ] = i, so that the operators

âζ ≡
√
ω0

2

(
x̂ζ + i

ω0
p̂ζ

)
=
√
ω0

2

[
x

ζ
+ 1
ω0

(
ζ ∂x − i

.
ζ x
)]

; (4.4.12)

â†ζ ≡
√
ω0

2

(
x̂ζ −

i

ω0
p̂ζ

)
=
√
ω0

2

[
x

ζ
− 1
ω0

(
ζ ∂x − i

.
ζ x
)]
, (4.4.13)
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cast the EL invariant in the form of a harmonic oscillator

ÎEL(t) = ω0

(
â†ζ(t) âζ(t) + 1

2

)
. (4.4.14)

This means that for any instant of time t, the operator â†ζ (âζ) plays the role of
a creation (annihilation) operator for the HO in Eq.(4.4.14).
The normalized ground state can be computed from the condition âζ |h0〉 = 0
which gives at a given time t

|h0(t)〉 = ω
1/4
0√√
π ζ(t)

exp
(
i

.
ζ(t)
2ζ(t) x

2 − ω0 x
2

2ζ2(t)

)

= ω
1/4
0√
ζ(t)

exp
(
i

.
ζ(t)
2ζ(t) x

2
)
χ0

(√
ω0 x

ζ(t)

) (4.4.15)

where χq(u) are the Hilbert-Hermite functions introduced in Eq.(4.2.8). From
the ground state, the tower of eigenstates is built with the usual relation
|hn〉 =

(
â†ζ
)n
|h0〉 /

√
N ! and reads

|hn(t)〉 = ω
1/4
0√
ζ(t)

exp
(
i

.
ζ(t)
2ζ(t) x

2
)
χn

(√
ω0 x

ζ(t)

)
. (4.4.16)

Lewis phase

Finally, the set of eigenstates hn leads to the Lewis phase (4.4.4) [Unt10]:

αn(t) = −ω0

(
n+ 1

2

) ∫ t

t0

dt′
ζ2(t′) (4.4.17)

that defines the natural time scale of the problem (at a given time t) to be∫ t dt′ζ−2(t′) instead of (`KZ(t))z obtained from the TSS arguments.
We conclude that the time-evolved single-particle wave function associated

with the Schrödinger equation (4.4.1) is:

φk(x, t) = 1√
ζ(t)

exp
[
i

.
ζ(t)
2ζ(t) x

2 − iω0(k + 1
2)
∫ t

t0

dt′
ζ2(t′)

]
ψk

(
x

ζ(t) , t0
)

(4.4.18)
as follows from Eqs.(4.4.3), (4.4.16), (4.4.17) and provided the initial conditions
(4.4.11) for ÎEL.
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Figure 4.12: Solution for a linear ramp. We show (left) the linear ramp
protocol in Eq.(4.5.3) with ω0 = 1,α = 1 and (right) the associated solution ζ
of the Ermakov-Pinney Eq.(4.4.9) with initial conditions ζ(t0) = 1, ζ̇(t0) = 0.

4.5 Exact dynamics during a trap release
Consider again the single-particle Schrödinger equation:

i∂tφq(x, t) = 1
2
(
−∂2

x + ω2(t)x2
)
φq(x, t) (4.5.1)

where ω(t) =
√

2|g(t)| and suppose that at t = t0, φq(x, t0) = ψq(x, t0) is
an eigenstate of the harmonic oscillator with initial frequency ω0. According
to the dynamical invariant approach [Lew67, Lew68, Lew69, Lew82, Kag96],
the time-evolved single-particle wave function φq(x, t) can be expressed as
[Min05,Cam10a,Cam10b,Sco17]

φq(x, t) = 1√
ζ(t)

exp
[
i

.
ζ(t)x2

2ζ(t) − iω0(q + 1
2)
∫ t

t0

dt′
ζ2(t′)

]
ψq

(
x

ζ(t) , t0
)
, (4.5.2)

where ζ is a real solution of the Eq.(4.4.9) with initial conditions ζ(t0) = 1,.
ζ(t0) = 0. The problem is thus reduced to solving this differential equation
given the time-dependent protocol g(t). For instance, setting a linear ramp

g(t) = g0(1− αt), t ≤ 1, t0 = 0 (4.5.3)

with time scale 1/α, a solution for ζ is explicitly known in terms of Airy
functions, see [Cam10a], and is plotted in Fig.4.12 as an illustration.
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Figure 4.13: Exact evolution of the density profile. Left panel. The exact
non-equilibrium density evolution in Eq.(4.5.4) for a cloud of N = 4 particles
subject to a linear ramp protocol (4.5.3). Right panel. The associated departure
from adiabaticity δρ = ρ− ρad of the density profile at various instants of time.
Notice that at t = 1 the trapping potential has been completely removed but
we see a non-flat density profile (that we would expect from a naive adiabatic
guess). This is a clear example of KZ freezing across a QPT.

From the knowledge of the single-particle wave functions (4.5.2) we can write
down the N -particles density (see appendix 4.B):

ρ(x, t) = 1
ζ(t)

N−1∑
k=0

∣∣∣∣ψk
(

x

ζ(t) , t0
) ∣∣∣∣2 = 1

ζ(t) `KZ(t0)

N−1∑
k=0

∣∣∣∣χk
(

x

ζ(t)`KZ(t0)

) ∣∣∣∣2.
(4.5.4)

Quite remarkably, we notice that Eq.(4.5.4) is an exact scaling form meaning
that the dynamics of the system can be completely absorbed with the definition
of a non-trivial length scale `(t) ≡ `KZ(t0) ζ(t). The adiabatic limit is then
recovered when t→ t0 for which limt→t0 ζ(t) = 1 and thus `(t0) = `KZ(t0). The
exact time evolution of the density profile for the linear ramp protocol (4.5.3)
is shown in Fig.4.13.
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Comparison with the quasi-adiabatic case

The knowledge of an exact solution for the dynamics of the trapped TG gas
allows us to test whether if first-order QAD perturbative results give already
a suitable approximation of the non-equilibrium evolution or not. In fact,
QAD expansions provide a general machinery for the study of inhomogeneous
time-dependent systems whereas the dynamical invariant approach tends to be
model-dependent.
To do so, let us consider the linear ramp in Eq.(4.5.3) in the quasi-adiabatic
regime, i.e., when the driving rate α→ 0. With the formal expansions of ζ(t)
and of ω2(t),

ζ(t) = ζ0(t) + α ζ1(t) +O(α2); ω2(t) = ω2
0

(
1− 1

2αt+O(α2)
)

; (4.5.5)

we can solve the Eq.(4.4.9) iteratively at each order in perturbation theory. At
the zeroth order we have

..
ζ0(t) + ω2

0 ζ0(t) = ω2
0 ζ
−3(t) (4.5.6)

having the trivial solution ζ0 = 1, which is necessary for the continuity at t0.
Notice that the zeroth order is nothing but the adiabatic approximation. Next,
the first-order equation is

..
ζ1(t) + 4ω2

0 ζ1(t)− 1
2ω

2
0 t = 0 (4.5.7)

with initial conditions ζ1(0) = 0,
.
ζ1(0) = 0 whose solution is

ζ1(t) = 1
8

(
t− sin(2ω0t)

2ω0

)
. (4.5.8)

In the TSS limit we considered so far (where g0 ∼ L−2 and so ω0 ∼ L−1 � 1)
the function ζ(t), at leading order in α, shows a cubic growth in time:

ζ(t) ' 1 + α

12ω
2
0 t

3. (4.5.9)

The QAD limit of the exact density profile (4.5.4) can be expressed as a
dynamical scaling form characterized by the QAD length scale

`QAD(t) ≡ `KZ(0)
(

1 + α

12ω
2
0 t

3
)

= `KZ(0)
(

1 + α

6 g0 t
3
)
. (4.5.10)
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Figure 4.14: Comparison of the QAD pertubative expansions. Left. The
density profile in the QAD limit for N = 3, 4. Right. Associated deviation
from adiabaticity during the trap release. Numerical exact diagonalization, TD
analytical results (4.3.10) and the QAD density profile (4.5.4)-(4.5.10) obtained
with the use of dynamical invariants are compared. The plots are made fixing
ε = 0.2 and t = 4/N .

Notice that, in the perturbative regime considered here, the QAD length scale
is always smaller than the adiabatic one:§

`QAD(t)� `KZ(t), `KZ = (2g(t))−1/4 ' `KZ(0) (1 + αt/4) (4.5.11)

and thus the expansion (contraction) of the cloud is always slower than what
would have been expected from a naive adiabatic guess. This feature is related to
the freezing out of the dynamics close to the critical point with the consequent

§One can easily see that, at small times (t� 1), g0 t
3/6� t/4.
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breakdown of the adiabatic behavior. In Fig.4.14, we show a comparison
between the QAD density profile obtained with this EL approach and the result
developed previously with QAD time-dependent perturbation theory. The
comparison is made using ε = νgN αt, which follows from (4.3.6) and (4.5.3).

4.6 Efimov expansion
An interesting situation is found when the harmonic trap frequency decreases

as the inverse of time
ω(t) = λ

t
(4.6.1)

from an initial time t0 = 1 set to one in the following such that the initial
frequency is ω0 ≡ ω(t0) = λ. This time dependence is generated by the ramp

g(t) = λ2

2 t2 . (4.6.2)

As argued below, when the initial frequency λ is larger than a threshold value,
the release of the TG gas confined within a harmonic trap with this type of 1/t
dependence leads to the appearance of a sequence of plateaus Pn, i.e., of times
where the expansion of the cloud surprisingly stops, despite of the continuous
decreasing of the trap frequency. Moreover, the location of these plateaus obeys
a geometric scaling relation.
To explain this intriguing dynamics, we consider the Ermakov-Pinney equation
with frequency (4.6.1),

1
λ2

..
ζ(t) + 1

t2
ζ(t) = ζ−3(t), (4.6.3)

and with initial conditions ζ(1) = 1,
.
ζ(1) = 0. Next, defining

ζ(t) ≡
√
t r (λ log(t)) , (4.6.4)

one can derive an equivalent Ermakov-Pinney equation with a time-independent
frequency:

r′′(u) +
(

1− 1
4λ2

)
r(u) = r−3(u) (4.6.5)

u ≡ λ log(t), having boundary conditions

r(0) = 1, r′(0) = − 1
2λ. (4.6.6)
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At this point, with the substitution f(u) ≡ r2(u), we obtain from Eq.(4.6.5)

1
2f(u) f ′′(u)− 1

4 (f ′(u))2 +
(

1− 1
4λ2

)
f 2(u) = 1 (4.6.7)

that is nothing but the EL invariant I(f) of Eq.(4.4.8). Hence, with a time
derivative and excluding trivial solutions (f(u) 6= 0), one arrives to:

f ′′′(u) + 4
(

1− 1
4λ2

)
f ′(u) = 0, (4.6.8)

with boundary conditions f(0) = 1, f ′(0) = −1/λ and I(f) = 1.
Notice that Eq.(4.6.8) has two distinct regimes, namely, one with a high initial
frequency ω0 = λ > 1/2 for which

s2 ≡ 1− 1
4λ2 > 0 (4.6.9)

and another one at low initial frequencies, ω0 = λ < 1/2, for which

− κ2 ≡ 1− 1
4λ2 < 0. (4.6.10)

In the former case, λ > 1/2, one finds an oscillatory solution of the form

f ′(u) = A sin (2su+ ϕ) (4.6.11)

which leads to the final result

r(u) = 1
s

[
1−
√

1− s2 sin
(
2su+ asin

√
1− s2

) ]1/2
; λ > 1/2. (4.6.12)

On the other hand, when λ < 1/2, Eq.(4.6.8) is solved by

f ′(u) = A cosh (2κu+ ϕ) , (4.6.13)

which then gives

r(u) = 1
κ

[
− 1 +

√
1 + κ2 cosh

(
2κu− acosh

√
1 + κ2

) ]1/2
; λ < 1/2.

(4.6.14)
It is easy to check that (4.6.12), (4.6.14) are solutions of Eq.(4.6.5) with bound-
ary conditions (4.6.6) for the high/low initial frequency regimes respectively.
The typical size of the bosonic cloud 2`N (t) = 2

√
2N `(t) is extracted from the
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Figure 4.15: Efimov expansion. Left panels: The 1/t-protocol of Eq.(4.6.2)
and the associated solutions ζ(t) of the Ermakov-Pinney Eq.(4.6.3) in the two
regimes of high λ = 4 (blue, full line) and low λ = 1/3 (red, dashed dotted
line) initial frequency. Notice that the solution for λ = 4 exhibits a square
root dependence in time (black, dashed line) with log-periodic modulations.
In particular, the solution exhibits a series of plateaus (diamonds) located at
times Pn = exp(2π n/

√
4λ2 − 1). Right panel: The behavior of the dynamical

exponent z(λ) as function of the initial frequency: for 0 ≤ λ ≤ 1/2 it varies
continuously from a ballistic value z = 1 to a diffusive one z = 2 while for
λ > 1/2 it remains constant and log-periodic modulations are developed.

exact density profile (4.5.4) and it is given through

`(t) = `KZ(t0) ζ(t) =
√
t

λ
r (λ log(t)) . (4.6.15)

We can see in the high initial frequency case, that is for λ > 1/2, a square
root expansion with a typical log-periodic modulation. In fact, the zeros of
the solution (4.6.11), un = nπ/s (n = 1, 2, . . . ), for which r(nπ

s
) = 1, define a

discrete scaling symmetry in time:

t0 7→ Pn t0 : `(Pn t0)
`(t0) =

√
Pn (4.6.16)

with the geometric sequence

Pn = exp
(
2π n/

√
4λ2 − 1

)
. (4.6.17)
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Around these points, the expansion of the cloud is strongly suppressed due to
vanishing first and second-order derivatives and

dm`(t)
dtm

∣∣∣∣
t2=e

2π√
4λ2−1 t1

= e
−π(2m−1)√

4λ2−1
dm`(t)

dtm
∣∣∣∣
t1

, (4.6.18)

for any m > 2. On the contrary, at lower initial frequencies λ < 1/2, the
expansion of the cloud at long times is governed by a pure power-law

`(t) ∼ tx(λ) t� 1 (4.6.19)

with a dynamical exponent z(λ) ≡ 1/x(λ) that varies continuously with the
initial frequency λ and which is given through

x(λ) = 1
2 + κ(λ)λ = 1

2
(
1 +
√

1− 4λ2
)
. (4.6.20)

Such a behavior is reminiscent of marginal perturbations, such as the Hilhorst-
van Leeuwen ones [Hil81,Ber90, Igl93,Kar00], affecting the equilibrium critical
exponents at a second order phase transition continuously. Notice that the log-
periodic modulation can be seen as the emergence of a complex exponent x(λ).
Indeed, in the high initial frequency regime, the parameter κ(λ > 1/2) = is(λ)
and the power law behavior in Eq.(4.6.20) is

t
1
2 +κ(λ)λ = t

1
2 (1+2is(λ)λ). (4.6.21)

Taking its real part gives the log-periodic modulation:

ζ(t) ∼
√

Re
(
t

1
2 (1+2is(λ)λ)

)
∼
√
t cos (2s(λ)λ log(t)). (4.6.22)

In Fig.4.15, we report the solutions (4.6.12), (4.6.14) and the behavior of the
dynamical exponent (4.6.20) as a function of λ.
The emergence of a discrete scaling symmetry in time for TG gases in 1/t-
dependent harmonic traps is known as Efimov effect [Efi70, Bra06, Nai17].
Efimov effect was born with the study of the zero-energy Schrödinger equa-
tion for three identical bosons, where one finds an effective 1/x2-potential in
hyperspherical coordinates:

− ∂2

∂x2ψ(x)− s2
0 + 1/4
x2 ψ(x) = 0 . (4.6.23)
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Efimov expansion

Equation: Dynamics of the TG cloud length scale (4.6.3)
short-range boundaries: Equilibrium at t0
solution: `(t) is log-periodic
threshold: controlled by the initial frequency λ
Efimov states
(see [Efi70,Bra06,Nai17])

Equation: zero-energy Schrödinger eq. (4.6.23)
short-range boundaries: Short-range cutoff x = x0 for spherical sol.
solution: ψ(x) is log-periodic
threshold: controlled by the mass ratio s0

Table 4.1: Analogy between Efimov effects. Comparison between the expan-
sion of a TG gas in harmonic trap with frequency ω = λ/t and the quantum
three-body problem in hyperspherical coordinates.

The analogy is established by noticing that the derivative of the Ermakov-Pinney
equation (4.4.7) for the 1/t-protocol (4.6.2),

...
b(t) + 4λ2

t2
.
b(t)− 4λ2

t3
b(t) = 0, (b ≡ ζ2) (4.6.24)

allows solutions of the form b = c1 ψ
2
1 + c12 ψ1 ψ2 + c2 ψ

2
2, with ψ1,2 two linearly

independent solutions of

d2ψ(t)
dt2 + 1

λ2 t2
ψ(t) = 0, (4.6.25)

as explicitly shown in Ref. [Den16]. Quite remarkably, on one hand the
Efimov effect predicts an infinite series of three-bosons states (Efimov trimers
[Kra06, Zac09, Kno09]) whose energies display a geometric progression; on
the other, it is responsible for the emergence of a discrete scaling symmetry
in time during the expansion of a scale-invariant Fermi gas, see Table 4.1.
Efimov expansions have been experimentally observed and reported in the
recent work [Den16] where the size of the expanding Fermi gas grows through
a sequence of plateaus which are distributed log-periodically.
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Figure 4.16: Floquet dynamics of trapped TG gas. A 1d Tonks-Girardeau gas
at low-densities is loaded on a harmonic trap potential with varying frequency
ω(t). The time-variations are now supposed to be periodic ω(t) = ω(t+ T ) so
that the potential oscillates in time between a stronger (squares) and a weaker
(circles) configuration. Notice that this setup allows for investigations with
Floquet theory, see Sec.3.1.

4.7 Periodic driving in trapped Tonks-Girardeau
gases

We now turn to the case of a Floquet driving for this setup. In other words,
we shall consider a one-dimensional TG gas (4.1.3) at low densities, loaded
on a harmonic trap potential with a generic time-periodic dependence, see
Fig.4.16. Recall also that the single-particle Hamiltonian for such a system can
be reduced in the TD limit to a time-periodic HO with Schrödinger operator

Ŝ(ω) ≡ i∂t −
1
2
(
−∂2

x + ω2(t)x2
)
, ω(t) = ω(t+ T ) (4.7.1)

and, without loss of generality, we shall set the driving period T ≡ 2π from
hereafter.

4.7.1 Classification of Schrödinger operators
Consider first the Hill problem (∂2

t + ω2) y(t) = 0 associated in the semi-
classical limit to the Schrödinger operator Ŝ (4.7.1)§. As we have argued in

§Consider the Hamiltonian function: H = 1
2 (p2 + ω2(t)x2) of a (classical) HO; the

motion in the phase space is governed by the equations: .
x = p, .

p = −ω2(t)x, which are then
equivalent to the Hill’s equation ..

x+ ω2(t)x = 0. See [Unt10] for further information.
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Sec.3.2.1, its monodromy matrix M(ω) ∈ sl(2,R) is defined as

M(ω)Y (t) = Y (t+ 2π); Y (t) ≡
y1(t)
y2(t)

 (4.7.2)

where y1, y2 are a pair of linearly independent solutions of the Hill’s equation..
y1,2(t) + ω2(t) y1,2(t) = 0. Recall that a different choice of bases leads to a
conjugated monodromy matrix having the same trace. In particular, from
Floquet’s theorem we have concluded that the Hill operator is stable (unstable)
if |tr(M(ω))| < 2 (> 2), see Sec.3.2.1. Notice that in the following we shall
equivalently refer to these regimes as elliptic (hyperbolic) monodromy class
which is but a historical notation§. Same conclusions may be derived from the
orbit theory of sl(2,R), see the appendix 4.D. Equivalently, the information
about the conjugacy classes of monodromy can be investigated using the
Kirillov’s method where from the solutions of the Eq.(3.2.19):

1
2
...
b(t) + 2 .

ω(t)ω(t) b(t) + 2ω2(t)
.
b(t) = 0, (4.7.3)

the sign of the invariant I(b) = b
..
b − 1

2(
.
b)2 + 2ω2 b2 dictates the stability of

the problem being positive (negative) in the stable (unstable) regime. Quite
remarkably, the equation (3.2.19) is nothing but the derivative of the Ermakov-
Pinney equation (4.4.7) that we have encountered in Sec.4.4. This allows us
to quantize the monodromy matrix (associated to the Hill problem) into a
monodromy operator (see Sec.3.1) characterizing the stroboscopic evolution
of wave functions associated with the Schrödinger operator Ŝ. Notice that in
Sec.4.4 we have set I(b) ≡ 2ω2

0 > 0 which leads us to choose b(t) to be a purely
imaginary function in the unstable regime. We conclude that the information
about monodromy classes of Ŝ(ω) is preserved in the semi-classical limit and
thus one can equivalently look at the associated Hill operator (∂2

t + ω2) instead
of Ŝ(ω).
Moreover, one of the main advantages of this classification lies in the fact
that Schrödinger operators belonging to a specific class are grouped into orbits
which are connected by a simple (orientation preserving) time reparametrization
t 7→ t′ = ϕ(t), ϕ ∈ diff+(R/2πZ). It follows that one needs to know only a
single representative to understand the behavior of the full orbit. The essential

§If we interpret the half-trace of the monodromy matrix as the eccentricity of a conic
section e = 1

2 |tr(M)|, then the stable (unstable) regime corresponds to ellipses (hyperbolas).
Similarly, the boundary regime e = 0 is called also parabolic class.
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Figure 4.17: Classification of Schrödinger operators. The space of time-
periodic harmonic Schrödinger operators can be classified into conjugacy classes
of different monodromies by looking at the associated Hill problem. Indeed,
even though the dynamics of the system in the semi-classical limit is very
different from that of the quantum case, the information about the monodromy
is preserved since it is related to the underlying su(1, 1) algebraic structure.
This connection is made even more explicitly if one constructs the EL invariants
which are naturally connected with the Kirillov’s classification of orbits.

remark here [Unt10] is that time-reparametrization orbits of the space of time-
periodic HO are in one-to-one correspondence with the time-reparametrization
orbits of the space of Hill opertors, a problem which was widely studied and
fully solved by Kirillov [Kir82], see Sec.3.2.1. The explanation behind this
remarkable fact is due to a underlying su(1, 1) algebraic structure, as mentioned
in the appendix 4.D, see Fig.4.17.

Monodromy classes & time-reparametrization orbits

Let us make the previous discussion about time-reparametrization orbits
more concrete. Consider the Schrödinger operator (4.7.1) with a certain time-
periodic frequency ω(t) = ω(t+ 2π). We construct the EL dynamical invariant
ÎEL(t) with the usual machinery of the Ermakov-Pinney equation (4.4.9) (see
Sec.4.4):

..
ζ(t) + ω2(t)ζ(t) = ω2

0 ζ
−3(t),

ζ(t+ 2π) = ζ(t);
.
ζ(t+ 2π) =

.
ζ(t)

(4.7.4)
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where we considered periodic boundary conditions that ensure the existence
of a solution for ζ¶. Afterwards, we classify the operator Ŝ(ω) into a specific
monodromy class through the sign of the invariant I(b ≡ ζ2) and thus extract
the orbital parameters as explained in Sec.3.2.2.
Now, let be ω′ another choice of the frequency for which the Schrödinger
operators Ŝ(ω) and Ŝ(ω′) belong to the same orbit. Then, the time-evolved
single-particle wave functions φ[ω], φ[ω′] associated with the two frequencies ω,
ω′ are related by [Unt10]

φ[ω′](x, t) = 1
( .
ϕ)1/4 exp

(
i

4

..
ϕ
.
ϕ
x2
)
φ[ω]

(
x ( .
ϕ)−1/2, ϕ

)
(4.7.5)

while the EL invariants ζ [ω], ζ [ω′] satisfy(
ζ [ω′](t)

)2
= ( .

ϕ)−1
(
ζ [ω](ϕ−1)

)2
(4.7.6)

with ϕ(t) a reparametrization of the time coordinate. Notice that Eq.(4.7.6)
can be used as a definition for ϕ if we provide the solutions ζ [ω], ζ [ω′] from the
associated Ermakov-Pinney equations (4.7.4).

An example: square wave modulation of ω

The conjugacy classes of different monodromy can be generated by the
simple situation where the system is subject to a time periodic ramp whose
frequency is varied as a square wave:

ω(t) = ω(t+ 2π) =

ω1 if 0 < t < τ

ω2 if τ < t < 2π
(4.7.7)

where ω1, ω2 > 0 are constants. For this setting, the Eq.(4.7.4) becomes in
terms of the variable b ≡ ζ2

..
b(t) b(t)− 1

2
(.
b(t)

)2
+ 2ω2(t) b2(t) = 2ω2

1. (4.7.8)

Away from the discontinuities, t 6= 0±, τ±, we can differentiate the last equation
obtaining ...

b(t) + 4ω2
1,2(t)

.
b(t) = 0 (4.7.9)

¶It was proven in Ref. [Kir82] that the Eq.(4.4.9) with time-periodic ω has always a
periodic solution.
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which can be readily integrated

b(t) =

b1(t) = α1 e
i2ω1t + γ1 + β1 e

−2iω1t if 0 < t < τ

b2(t) = α2 e
i2ω2t + γ2 + β2 e

−2iω2t if τ < t < 2π
(4.7.10)

with α1,2, β1,2, γ1,2 constants that have to be fixed imposing continuity condi-
tions at t = 0 and at t = τ . To do so, we can relate the unknown constants to
the function b(t) and its derivates with the notation:

~b(t) =


b(t)
.
b(t)
..
b(t)

 = Q(t)


α1,2

γ1,2

β1,2

 (4.7.11)

where

Q(t) ≡


ei2ω(t)t 1 e−i2ω(t)t

i2ω(t) ei2ω(t)t 0 −i2ω(t) e−i2ω(t)t

−4ω2(t) ei2ω(t)t 0 −4ω2(t) ei2ω(t)t

 , t ∈ (0, τ) ∧ (τ, 2π).

(4.7.12)
Imposing the continuity of the function b(t) and of its first derivative at t = 0, τ

we have the conditions:

~b(τ+) = B[τ+←τ−] ~b(τ−), B[τ+←τ−] ≡


1 0 0
0 1 0

−2(ω2
2 − ω2

1) 0 1

 (4.7.13a)

~b(0+) = B[0+←2π−] ~b(2π−), B[0+←2π−] ≡


1 0 0
0 1 0

−2(ω2
1 − ω2

2) 0 1

 (4.7.13b)

The set of conditions (4.7.13) together with Eq.(4.7.11) yields
α2

γ2

β2

 = Q−1(τ+) B[τ+←τ−] Q(τ−)︸ ︷︷ ︸
≡T1


α1

γ1

β1

 ; (4.7.14a)


α1

γ1

β1

 = Q−1(0+) B[0+←2π−] Q(2π−)︸ ︷︷ ︸
≡T2


α2

γ2

β2

 ; (4.7.14b)
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Figure 4.18: Monodromy plot. The two different classes, elliptic (in blue) and
hyperbolic (in red) separated by a parabolic regime (in white) as obtained from
the half-trace of the monodromy matrix in Eq.(4.7.16) as a function of ω1 and
ω2 and for three values of τ = π/2, π, 3π/2. The black dots (on the left panel)
represent the values (ω1, ω2, τ) = (1

2 ,
1
4 ,

π
2 ) and (ω1, ω2, τ) = (3

2 ,
1
4 ,

π
2 ) considered

explicitly below in the computation of physical quantities.

Thus, 
α1

γ1

β1

 = T2 T1


α1

γ1

β1

 (4.7.15)

is the eigenvector of T2 T1 associated to the eigenvalue 1. From the first set of
coefficients in the region t ∈ [0, τ ], we can extract then the second set using
the first relation in Eq.(4.7.14a).
The classification of monodromy is obtained from the trace of the monodromy
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Figure 4.19: Elliptic vs hyperbolic evolution. The square-wave frequency pro-
tocol (4.7.7) (left) and the associated solution of Eq.(4.7.4) (right) for different
values of the parameters: (top) elliptic case with (ω1, ω2, τ) = (1

2 ,
1
4 ,

π
2 ); (bottom)

hyperbolic case with (ω1, ω2, τ) = (3
2 ,

1
4 ,

π
2 ) where the associated solution is

purely imaginary (b(t) ≡ iη(t)).

matrix M(ω) of the associated Hill problem (see the appendix 4.F):
1
2tr (M(ω1, ω2, τ)) = cos(ω1τ) cos(ω2(2π − τ))

− 1
2

(
ω1

ω2
+ ω2

ω1

)
sin(ω1τ) sin(ω2(2π − τ)).

(4.7.16)

The elliptic (hyperbolic) situation arises for a set of parameters (ω1, ω2, τ) for
which 1

2 |tr(M)| < 1 (> 1). In Fig.4.18 we show the elliptic and hyperbolic
domains for a given value of τ . Note in particular that if ω1 = ω2 ≡ ω,
|tr(M)| = |2 cos(ω)| ≤ 2 as expected. In Fig.4.19, we show the solutions for
b(t) for two different points of the monodromy phase diagram, (ω1, ω2, τ) =
(1

2 ,
1
4 ,

π
2 ) and (ω1, ω2, τ) = (3

2 ,
1
4 ,

π
2 ) corresponding respectively to the elliptic

and hyperbolic case. As we can see, the solution b(t) is a positive real function
in the elliptic situation whereas it takes purely imaginary values b ≡ iη in the
hyperbolic regime (with a number of zeros that defines the orbital parameter
n, see Sec.3.2.2).
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4.7.2 Non-equilibrium dynamics in the elliptic class
Consider a choice of ω for which the system belongs to an orbit of elliptic

monodromy. In this case the EL operator (4.4.10) takes the form of a harmonic
oscillator. Its eigenfunctions hλ are given by (see Eq.(4.4.16))

hλ(x, t) = 1√
ζ(t)

exp
i .

ζ(t)
2ζ(t) x

2

 ψλ

(
x

ζ(t) , t0
)

(4.7.17)

and the spectrum is ω0(λ+ 1/2) with λ = 1, 2, . . . an integer. The Lewis phase
acquired by the eigenvectors is (see Eq.(4.4.17)):

αλ = −ω0(λ+ 1
2)
∫ t

0

dt′
ζ2(t′) . (4.7.18)

All the information about the choice of the periodic frequency function ω(t) is
thus contained in the 2π-periodic function ζ(t), which is a periodic solution
of the Eq.(4.7.4). Notice that the constant frequency ω(t) = ω0 situation, for
which a solution of Eq.(4.7.4) is given by the constant ζ ≡ 1, also belongs to
the elliptic case; we will refer to this situation as the equilibrium limit.

Stroboscopic evolution of the one-particle wave function

The stroboscopic dynamics of the one-particle wave function is obtained
by considering time-steps of one period ∆t = 2π starting from the initial time
t0 = 0. From Eq.(4.4.3) we obtain after n ∈ N periods:

φk(x, 2πn) =
∞∑
λ=0

∫
R

dy h∗λ(y, 0)ψk(y) e−inT (λ+ 1
2 ) e

i
.
ζ0
2ζ0

x2 1√
ζ0
ψλ

(
x

ζ0

)
(4.7.19)

with the notations ζ0 ≡ ζ(0),
.
ζ0 ≡

.
ζ(0) and ψq(x) ≡ ψq(x, 0) and where we

have defined
T ≡ ω0

∫ 2π

0

dt
ζ2(t) . (4.7.20)

Using the definition of the Mehler kernel Ke (see the appendix 4.E), the
expression (4.7.19) can be written in the form

φk(x, 2πn) =
∫
R

dy exp
(
i

.
ζ0

2ζ0
(x2 − y2)

)
ψk(y) Ke (x, y | inT ) , (4.7.21)
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where the kernel is explicitly given by

Ke (x, y | inT ) ≡
√
ω0

ζ0

exp
(
i
2(x2 + y2) cot(nT )− x y/ sin(nT )

)
√

2πi sin(nT )
(4.7.22)

and with the shorthand notations x ≡ x
√
ω0/ζ0, y ≡ y

√
ω0/ζ0.

Stroboscopic evolution of the energy spectrum

We want to understand how the energy spectrum of the HO Hamiltonian
in Eq.(4.7.1) evolves in time when the system is subjected to a periodic varia-
tion of the harmonic trap. In particular, exploiting the 2π-periodicity of the
Hamiltonian in Eq.(4.7.1) and of the result (4.7.21), we look at the energy of
the kth level of the initial Hamiltonian after n periods:

εk(2πn) ≡〈φk(2πn)|Ĥ(0)|φk(2πn)〉

= 〈φk(2πn)| − ∂2
x

2 |φk(2πn)〉+ 〈φk(2πn)|ω
2
0 x

2

2 |φk(2πn)〉

=ε(1)
k (2πn) + ε

(2)
k (2πn)

(4.7.23)

where we have divided the expectation value into the kinetic part (ε(1)
k ) and

the potential (ε(2)
k ). The expectation value of the potential is given by the

expression

ε
(2)
k (2πn) =

∫
R

dy
∫
R

dy′ ei
.
ζ0
2ζ0

(y2−y′2)
ψk(y)ψk(y′) I2 (y, y′ |nT ) (4.7.24)

where

I2 (y, y′ |nT ) ≡ ω2
0

2

∫
R

dxK∗e (x, y | inT ) x2 Ke (x, y′ | inT ) . (4.7.25)

Performing the integration over x of the kernel I2 and inserting the expression
in Eq.(4.7.24) we obtain:

ε
(2)
k (2πn) = −1

2ζ
4
0 sin2(nT )

∫
R

dy
∫
R

dy′ δ(y − y′) ×

1
2
(
∂2
y + ∂2

y′

) [
ψk(y)ψk(y′) exp

(
iω0

2ζ2
0

(− cot(nT ) +
.
ζ0ζ0

ω0
)(y2 − y′2)

)]
.

(4.7.26)
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The action of the derivative and the integral can be easily computed using the
recursion properties of Hilbert-Hermite functions ψq [Abr64]. The result is

ε
(2)
k (2πn) = 1

2

[
ζ4

0 sin2(nT ) +
(

cos(nT )−
.
ζ0ζ0

ω0
sin(nT )

)2]
ω0

(
k + 1

2

)
.

(4.7.27)
With the same procedure we also compute the expectation value of the kinetic
term:

ε
(1)
k (2πn) =

∫
R

dy
∫
R

dy′ ei
.
ζ0
2ζ0

(y2−y′2)
ψk(y)ψk(y′) I1 (y, y′ |nT ) (4.7.28)

where I1 (y, y′ |nT ) is defined to be

I1 (y, y′ |nT ) ≡ −1
2

∫
R

dx e−i
.
ζ0
2ζ0

x2
K∗e (x, y | inT ) ∂2

x e
i
.
ζ0
2ζ0

x2
Ke (x, y′ | inT ) .

(4.7.29)
Performing the integration over x of the kernel I1, the expression (4.7.28)
becomes

ε
(1)
k (2πn) = ω0

2ζ2
0

∫
R

dy
∫
R

dy′ δ(y − y′)
[
ζ2

0
ω

(
cos(nT ) +

.
ζ0ζ0

ω0
sin(nT )

)2

∂y ∂y′

− i
(

cot(nT ) +
.
ζ0ζ0

ω0

)
(∂y y′ − y ∂y′) + ω0

ζ2
0

y y′

sin2(nT )

]
×

[
ψk(y)ψk(y′ exp

(
iω0

2ζ2
0

(− cot(nT ) +
.
ζ0ζ0

ω0
)(y − y′2)

)]
,

(4.7.30)
which finally leads to

ε
(1)
k (2πn) =1

2

[(
cos(nT ) +

.
ζ0ζ0

ω0
sin(nT )

)2

+ 1
ζ4

0
sin2(nT )

(
1 +

( .
ζ0ζ0

ω0

)2 )2]
ω0

(
k + 1

2

)
. (4.7.31)

The stroboscopic evolution of the energy εk is given by the sum of the kinetic
part (4.7.31) and of the potential (4.7.27):

εk(2πn) =ω0

(
k + 1

2

) [
cos2(nT ) +

( .
ζ0ζ0

ω0

)2

sin2(nT )

+ 1
2 sin2(nT )

(
ζ4

0 + 1
ζ4

0

(
1 +

( .
ζ0ζ0

ω0

)2 )2)]
.

(4.7.32)
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Notice that for n = 0 we recover the initial value of the energy εk(0) = ω0(k+ 1
2).

Furthermore, setting ζ0 = 1 the equilibrium value of the energy is recovered
at any instant of time. It is interesting to consider a time average 〈 · 〉t of the
energy that can be defined as follows

〈εk〉t ≡ lim
m→∞

1
m

m∑
n=0

εk(2πn) =
∫ 2π

0

dθ

2π εk(θ) (4.7.33)

where the identity above holds not only in L1 as follows from standard ergodic
theory argument, see e.g. [Da 10], but also in a stronger sense, implying in
particular pointwise convergence [Kui74]. The averaged energy is thus

〈εk〉t = 1
2

[
1 +

( .
ζ0ζ0

ω0

)2

+ 1
2

(
ζ4

0 + 1
ζ4

0

(
1 +

( .
ζ0ζ0

ω0

)2 )2)]
ω0 (k + 1

2). (4.7.34)

In the special case where
.
ζ0 = 0, the system exhibits a sort of equipartition

between the expectation values of the kinetic part and the potential part

〈ε(1)
k 〉t = ζ4

0 〈ε
(2)
k 〉t (4.7.35)

where the factor ζ4
0 can be explained by the different scaling of the kinetic

part of the HO Hamiltonian in terms of the variable x = x
√
ω0/ζ0, Ĥ(0) =

ω0ζ2
0

2 (− 1
ζ4
0
∂2
x + x2). The stroboscopic evolution of the energy for the elliptic

point (ω1, ω2, τ) = (1
2 ,

1
4 ,

π
2 ) of the protocol (4.7.7) is shown in Fig.4.20.

Stroboscopic evolution of the N-particle density

In this section we derive the stroboscopic evolution of the particle density
for a system composed of N hard-core bosons initially prepared in the ground
state Ψ0 (4.2.11). The N -particle density is given by ( see the appendix 4.B):

ρ(x, 2πn) =
N−1∑
k=0
|φk(x, 2πn)|2 (4.7.36)

and, using the result (4.7.21) for the stroboscopic evolution of the single-particle
wave function we have

ρ(x, 2πn) =
∫
R

dy
∫
R

dy′ei
.
ζ0
2ζ0

(y2−y′2)K∗e (x, y | inT ) Ke (x, y′ | inT ) KN (y, y′)
(4.7.37)
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Figure 4.20: Elliptic energy evolution. The stroboscopic evolution of the
single-particle quasi-energy εk(2πn)/εk(0) associated with the elliptic point
(ω1, ω2, τ) = (1

2 ,
1
4 ,

π
2 ) of the square-wave protocol in Eq.(4.7.7). The dashed

line represents the average value of Eq.(4.7.35).

where we have introduced the Christoffel-Darboux kernel [Abr64]

KN(y, y′) ≡
N−1∑
k=0

ψk(y)ψk(y′) =
√

2N
(
ψN(y′)ψN−1(y)− ψN(y)ψN−1(y′)

2√ω0(y′ − y)

)
.

(4.7.38)
If we consider a large number of bosons N � 1, the Hilbert-Hermite functions
ψN (x) take significant values only in the region |x| ≤

√
2N/ω0 where the zeros

the Hermite polynomials are located. Outside that region the Hilbert-Hermite
functions decay exponentially fast. In this limit they can be represented by the
asymptotic expansion (see [Sze39] p.201)

ψN− 1
2±

1
2
(x) N→∞' ω

1/4
0 (2N)−1/4

√
2
π

(sin θ)−1/2 sin
[
N

2 (sin(2θ)− 2θ)∓ θ

2 + 3
4π
]

(4.7.39)
where x =

√
(2N/ω0) cos θ and θ ∈ [0, π]. The Christoffel-Darboux kernel

(4.7.38) can be handled using the asymptotic expression in Eq.(4.7.39) and
becomes

KN(y, y′) N→∞'
√
ω0

(2N)−1/2

π (cos θ′ − cos θ) (sin θ sin θ′)−1/2 F (θ, θ′), (4.7.40)
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where y =
√

(2N/ω0) cos(θ), y′ =
√

(2N/ω0) cos θ′ and

F (θ, θ′) ≡ sin
[
N

2 (s(θ′)−s(θ))
]

sin
(
θ + θ′

2

)
+cos

[
N

2 (s(θ′)+s(θ)] sin
(
θ′ − θ

2

)
(4.7.41)

with s(θ) ≡ sin(2θ) − 2θ. Using this and computing explicitly the product
of the two Mehler kernels in Eq.(4.7.37), the N -particle density in the limit
N � 1 is given by

ρ(x, 2πn) N→∞'
√

2Nω0 ζ
−2
0

2π2 | sin(nT )|

∫ π

0
dθ

∫ π

0
dθ
√

sin θ sin θ′
cos θ′ − cos θ F (θ, θ′) ×

exp
[
i2N

(− cot(nT ) +
.
ζ0ζ0
ω0

2ζ2
0

(cos2 θ − cos2 θ′) + x̃

ζ2
0 sin(nT ) (cos θ − cos θ′)

)]
(4.7.42)

where x̃ ≡ x/
√

(2N/ω0) and with the conditions |y|, |y′| ≤ |x|. The last
expression is a double oscillatory integral. Applying the stationary phase
method, we conclude that the phase factor contributes with subleading terms
∼ O(N−1/2) while the leading contribution ∼ O(

√
N) comes from the region

in which θ′ ' θ. By Taylor expanding the functions around θ′ = θ + δ, δ � 1,
we obtain

ρ(x, 2πn) N→∞'
√

2Nω0 ζ
−2
0

2π2 | sin(nT )|

∫ π

0
dθ

∫ θ+δ

θ−δ

dθ
θ′ − θ

×

(
sin[N(cos(2θ)− 1)(θ′ − θ)] sin θ + cos[N s(θ)] sin

(
θ′ − θ

2

))
×

exp
[
i2N

(− cot(nT ) +
.
ζ0ζ0
ω0

2ζ2
0

sin(2θ) (θ′ − θ) + x̃

ζ2
0 sin(nT ) sin θ (θ − θ′)

)]
.

(4.7.43)

The estimation of the integral∫
|γ|>δ

dγ sin(Nγ)
γ

∼ O(N−1 δ−1)→ 0, δ � N−1 (4.7.44)

allows us to integrate the expression in Eq.(4.7.43) over θ′ using the well-known
integral

∫
R dx sin(qx)/x = π sgn(q), q ∈ R, obtaining

ρ(x, 2πn) N→∞'
√

2Nω0ζ
−2
0

4π| sin(nT )|

∫ π

0
dθ sin θ (sgn(Φ+) + sgn(Φ−)) , (4.7.45)
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Figure 4.21: Elliptic density evolution. Left: The support `e(n) of equation
(4.7.47) for the elliptic point (ω1, ω2, τ) = (1

2 ,
1
4 ,

π
2 ) of the square-wave protocol in

Eq.(4.7.7) as function of n ∈ N. Right: The associated stroboscopic evolution
of the rescaled N-particle density `N(0) ρ(x, 2πn)/N (4.7.48) as function of
x̃ = x/`N(0). The dashed line shows the time averaged density of (4.7.49)
computed numerically with m = 103.

where

Φ±(θ) ≡
√

1 + a2 sin
[
θ∓asin

(
a√

1 + a2

) ]
∓b,

a ≡ (− cot(nT ) +
.
ζ0ζ0
ω0

)/ζ2
0 ;

b ≡ x̃/(ζ2
0 sin(nT )).

(4.7.46)
Notice that the functions Φ± have roots only if the condition

|x̃| ≤ `e(n) ≡

√√√√ζ4
0 sin2(nT ) +

( .
ζ0ζ0

ω0
sin(nT )− cos(nT )

)2

(4.7.47)

is satisfied. Otherwise the functions Φ± have opposite signs and there are no
contributions for the N -particle density. Inside the support |x̃| ≤ `e(n), the
study of the sign of the functions Φ± leads to the result:

ρ(x, 2πn) N→∞' 2
π

N

`N(0) `e(n)

√√√√1−
(

x̃

`e(n)

)2

(4.7.48)

where we recall `N(0) =
√

2N/ω0 is the typical length scale of the system
at the equilibrium. Indeed, setting ζ ≡ 1 the well-known semi-circle law is
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recovered. The stroboscopic evoultion of the N -particle density for the case
(ω1, ω2, τ) = (1

2 ,
1
4 ,

π
2 ) of the square-wave example (4.7.7) is shown in Fig.4.21.

The time averaged density is given by

〈ρ(x)〉t
N→∞' lim

m→∞

2
π

N

`N(0)m

m∑
n=0

1
`e(n)

√√√√1−
(

x̃

`e(n)

)2

(4.7.49)

and can be easily computed numerically. As one can see in Fig.4.21, it deviates
significantly from a simple semi-circle law.

4.7.3 Non-equilibrium dynamics in the hyperbolic class
Consider now the EL operator in Eq.(4.4.10) in terms of the variable b ≡ ζ2,

ÎEL(t) = 1
2b(t)

(
ω2

0 x
2 + (ib(t) ∂x + 1

2
.
b(t)x)2

)
. (4.7.50)

If we set the frequency ω(t) in such a way to have hyperbolic monodromy, the
function b(t) ∈ iR and the EL operator can be conveniently written in terms of
the real variable η(t) ≡ −ib(t):

ÎEL(t) = − i

2η(t)

[
η2(t) ∂2

x+ω2
0(1−

.
η2(t)
4ω2

0
)x2+1

2
.
η(t) η(t) (i∂x+ix ∂x)

]
, (4.7.51)

which can be reduced to a harmonic repulsor, i.e., a harmonic oscillator with
imaginary frequency, through a unitary transformation Û = exp (−i .ηx2/4η):

Û ÎEL(t) Û † = −iη(t)
2

(
∂2
x + ω2

0 x
2

η2(t)

)
. (4.7.52)

From this observation, the eigenfunctions of the EL operator can be easily
derived:

h±λ (x, t) =
(
ω0

η(t)

)−1/4
exp

[
i
.
η(t)

4η(t) x
2
]
χ±iλ

(
x

√
ω0

η(t)

)
(4.7.53)

where χ±q are the eigenfunctions of a unit frequency harmonic repulsor ( see
the appendix 4.E). The spectrum of the EL operator in this case is the whole
real line λ ∈ R. The value of the Lewis phase (4.4.4) in the hyperbolic regime
is [Unt10]:

iα(t) = −ω0λ
∫ t

0

dt′
η(t′) . (4.7.54)

In the following, for a given ω in the hyperbolic domain and provided a solution
of the associated Eq.(4.7.4) in terms of η, we derive the stroboscopic behavior
of the TG gas.
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Stroboscopic evolution of the one-particle wave function

The stroboscopic evolution of the single-particle wave function in the case of
hyperbolic monodromy can be deduced by plugging into the general expression
(4.4.3) the Lewis phase and the eigenfunctions hλ given above:

φk(x, 2πn) =
∫
R

dλ
∫
R

dy h∗λ(y, 0)ψk(y) e−nT hλ(x, 0) (4.7.55)

where we have defined
T ≡ ω0

∫
γ[0,2π]

dt
η(t) (4.7.56)

and γ[0, 2π] is the complex deformation of the real interval [0, 2π] which avoids
the singularities, as explained in [Unt10]. Using the definition of the hyperbolic
Mehler kernel (see the appendix 4.E) we can write Eq.(4.7.55) as

φk(x, 2πn) =
∫
R

exp
(
i
.
η0

4η0
(x2 − y2)

)
ψk(y) Kh (x, y |nT ) , (4.7.57)

with the notations η0 ≡ η(0), .
η0 ≡

.
η(0), x ≡ x

√
ω0/η0, y ≡ y

√
ω0/η0 and where

the hyperbolic kernel is explicitly given by

Kh (x, y |nT ) =
√
ω0

η0

exp
[
− i

2

(
x2 + y2

)
coth(nT ) + ix y/ sinh(nT )

]
√

2π sinh(nT )
.

(4.7.58)

Stroboscopic evolution of the energy spectrum

Following the procedure used in the Sec.4.7.2, we compute the strobo-
scopic evolution of the energy spectrum in the case of hyperbolic monodromy.
Using the expression of the single-particle wave function in Eq.(4.7.57), the
computation of the expectation value (4.7.23) gives

ε
(2)
k (2πn) = 1

2

[(
cosh(nT ) +

.
η

2ω0
sinh(nT )

)2
+ η2

0 sinh2(nT )
]
ω0

(
k + 1

2

)
(4.7.59)

for the contribution of the potential and

ε
(1)
k (2πn) = 1

2η2
0

[(
cosh(nT )−

.
η0

2ω0
sinh(nT )

)2

+ 1
η2

0
sinh2(nT )

(
1−

.
η2

0
4ω2

0

)]
ω0

(
k + 1

2

)
(4.7.60)
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Figure 4.22: Hyperbolic energy evolution. The stroboscopic evolution of the
energy spectrum εk(2πn)/εk(0) as a function of n ∈ N shows an exponential
growth (here in logarithmic scale). The plot corresponds to the hyperbolic
point (ω1, ω2, τ) = (3

2 ,
1
4 ,

π
2 ) for the square-wave protocol (4.7.7).

for the kinetic term. Hence, the result for the stroboscopic evolution of the
energy spectrum is given by

εk(2πn) =
[

cosh2(nT ) +
.
η2

0
4ω2

0
sinh2(nT )

+ 1
2 sinh2(nT )

(
(η2

0 + 1
η2

0

(
1−

.
η2

0
4ω2

0

))]
ω0

(
k + 1

2

)
. (4.7.61)

Notice first that the initial value of the energy εk(0) = ω0(k+ 1
2) is recovered for

n = 0. The frequencies ω(t) in the hyperbolic monodromy class vary in time in
such a way to pump energy into the system at each cycle and the energy grows
exponentially in time. The physical scenario can be placed in analogy with
a seesaw: depending on the behavior of the periodic forcing, the amplitude
of the oscillations can either increase or remain bounded after each cycle. In
Fig.4.22 the stroboscopic evolution of the energy spectrum is showed for the
hyperbolic point (ω1, ω2, τ) = (3

2 ,
1
4 ,

π
2 ) of the square wave frequency (4.7.7).

Large N particle density stroboscopic evolution

The stroboscopic evolution of the N -particle density for a system initially
prepared in the ground state Ψ0 (4.2.11) can be derived similarly to Sec.4.7.2
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Figure 4.23: Hyperbolic density evolution. Left: The support `h(n) of equa-
tion (4.7.64) for the hyperbolic point (ω1, ω2, τ) = (3

2 ,
1
4 ,

π
2 ) of the protocol

(4.7.7) is shown as function of n ∈ N. Right: The associated stroboscopic
evolution of the rescaled N -particle density `N(0) ρ(x, 2πn)/N in Eq.(4.7.63)
as function of x̃ = x/`N(0).

for the hyperbolic case. From the general expression (4.7.36) and using the
result in Eq.(4.7.57), we arrive at

ρ(x, 2πn) =
∫
R

dy
∫
R

dy′ ei
.
η0
4η0

(y2−y′2) K∗h (x, y |nT ) Kh (x, y′ |nT ) KN(y, y′).
(4.7.62)

The hyperbolic case is exactly similar to the elliptic one, up to the replacement
of the kernel Ke with Kh and the change of notation for the phase. Therefore,
in the limit of large number of particles N � 1, the same kind of asymptotic
expansions as in Sec.4.7.2 leads to the final result

ρ(x, 2πn) N→∞' 2
π

N

`N(0) `h(n)

√√√√1−
(

x̃

`h(n)

)2

, (4.7.63)

where the dynamical support `h(n), given by

`h(n) ≡
√
η2

0 sinh2(nT ) +
(

cosh(nT ) +
.
η0

2ω0
sinh(nT )

)2
, (4.7.64)

is growing exponentially in time. As a consequence, the N -particle density
spreads more and more in space after each period and approaches the zero-
density MI configuration of the untrapped TG gas. Indeed, the external forcing
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gives the system more and more energy making the effect of the trap gradually
negligible. The plot of the N -particle density and of the support (4.7.64) for
the hyperbolic point (ω1, ω2, τ) = (3

2 ,
1
4 ,

π
2 ) of the protocol (4.7.7) are shown in

Fig.4.23.

Some remarks.

We have investigated the time-evolution of a TG gas subject to a time-
periodic harmonic trap potential and we have derived exact scaling solutions
for the stroboscopic evolution of the particle density. In particular, in the
limit of large number of particles N � 1, the density profile shows a semi-
circle shape, governed in time by a characteristic support that depends on
the type of periodic forcing. Quite remarkably, the final result depends only
on the monodromy class of the perturbation giving rise to breathing modes
or to dynamical instabilities in the elliptic/hyperbolic case respectively. The
details of the external perturbation enter in the expression of the density profile
only through the periodic solution ζ of the Ermakov-Pinney equation (4.7.4).
Different kinds of forcing belonging to the same orbit are then connected via
time-reparametrizations, as explained in Sec.4.7.1.

Appendix

4.A Quasi-adiabatic perturbation theory
Let us consider the wave function Ψ(t) evolved from the initial ground state

Ψ0(t0):
|Ψ(t)〉 = Û(t, t0) |Ψ0(t0)〉 . (4.A.1)

We may employ a Trotter discretization of the time coordinate so that the
time-evolution operator Û(t, t0) becomes

Û(t, t0) = lim
N→∞

N∏
j=0

e−iĤj dt (4.A.2)

where Ĥj ≡ Ĥ(tj), tj ≡ t0 + j/N(t− t0) and dt ≡ (t− t0)/N . It follows that
the time-evolved wave function can be written as

|Ψ(t)〉 = lim
N→∞

e−iE0(t0) dt
N∏
j=1

e−iĤj dt |Ψ0(t0)〉 . (4.A.3)

109



4 Non-equilibrium dyn. in trapped Bose gases Appendix

Clearly, the initial ground state of the system is no more an eigenstate of
the instantaneous Hamiltonians Ĥj for j ≥ 1. Therefore, we are in need of a
quasi-adiabatic (QAD) approximation [Col11,Col12a], where one replaces

|Ψ0(tj−1)〉 ' |Ψ0(tj)〉+ dt
∑
n6=0

〈n(tj)|dĤj|Ψ0(tj)〉
En(tj)− E0(tj)

(4.A.4)

with dĤj ≡ (Ĥj − Ĥj−1)/dt and Ĥj |n(tj)〉 = En(tj) |n(tj)〉. Here, the first
term reproduces the adiabatic limit whereas the second term accounts for the
one-jump processes where a single quasi-particle is promoted from the lowest
levels towards higher excited states. Employing such a QAD approximation,
from Eq.(4.A.3) we obtain [Col11,Col12a]

|Ψ(t)〉 ' lim
N→∞

[
e−i

∑N−1
j=0 E0(tj) dt |Ψ0(t)〉 (4.A.5)

+
∑
n6=0

( N∑
j=1

dt e−i
∑N−1

k=j En(tk) dt 〈n(tj)|dĤj|Ψ0(tj)〉
En(tj)− E0(tj)

e−i
∑j−1

k=0 E0(tk) dt
)
|n(t)〉

]
(4.A.6)

which becomes in the limit N →∞ where dt→ 0

|Ψ(t)〉 'e−i
∫ t
t0

dt′ E0(t′) |Ψ0(t)〉 (4.A.7)

+
∑
n6=0

∫ t

t0
dt′ e−i

∫ t
t′ dsEn(s) 〈n(t′)|∂t′ Ĥ(t′)|Ψ0(t′)〉

En(t′)− E0(t′) e
−i
∫ t′
t0

dsEn(s)
.

(4.A.8)

4.B N-particle density
We compute the wave function of N hard-core bosons initially prepared in

the ground state Ψ0 (4.2.11) of the Hamiltonian (4.1.3) at t = t0:

ΨN(~x, t) = ∆(~x)
|∆(~x)|

1√
N !

N−1
det
j,k=0

φk(xj, t) (4.B.1)

where ~x ≡ (x0, . . . , xN−1) and

∆(~x) ≡
∏

0≤i<j≤N−1
sgn (xi − xj) (4.B.2)
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is the Vandermonde determinant which symmetrizes the Slater determinant
under particle exchanges. The N -particle density can be computed starting
from the definition:

ρ(x, t) ≡
∫
RN

d~x Ψ∗N(~x, t) ΨN(~x, t)
N−1∑
j=0

δ(x− xj); (4.B.3)

It is possible to write the particle density as a functional derivative of a
generating functional Z[a]:

ρ(x, t) = δ

δa(x)

∣∣∣∣
a≡1
Z[a], (4.B.4)

where

Z[a] ≡ 1
N !

∫
RN

d~x
N−1∏
j=0

a(xj)
N−1
det
j,k=0

φ∗k(xj, t)
N−1
det
j′,k′=0

φk′(xj′ , t). (4.B.5)

The Andrejeff’s relation [And09] allows us to rewrite the generating functional
as:

Z[a] =
N−1
det
k,k′=0

( ∫
R

dx a(x)φ∗k(x, t) φk′(x, t)
)
, (4.B.6)

hence, the expression (4.B.4) becomes

ρ(x, t) = δ

δa(x)

∣∣∣∣
a≡1
Z[a] =

N−1
det
k,k′=0

Bk,k′ [1] tr
[
(Bk,k′ [1])−1 δBk,k′ [a]

δa(x)

∣∣∣∣
a≡1

]
,

(4.B.7)
where we have introduced the definition

Bk,k′ [a] ≡
∫
R

dx a(x)φ∗k(x, t)φk′(x, t). (4.B.8)

Using the result (4.4.18) for the one-particle wave function we can compute
the matrix elements Bk,k′ [a] explicitly. The results are

Bk,k′ [1] =
∫
R

dxφ∗k(x, t)φk′(x, t) = δk,k′ ; (4.B.9)

δBk,k′ [a]
δa(x)

∣∣∣∣
a≡1

= φ∗k(x, t)φk′(x, t). (4.B.10)

Inserting the last two results into (4.B.7) we obtain

ρ(x, t) =
N−1∑
k=0
|φk(x, t)|2 (4.B.11)

which is a well-known result [Min05,Cam10a,Sco17,Sco18b].
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4.C Dynamical invariants

We call dynamical invariant a hermitian time-dependent operator Î that
is a conserved charge of the system at any instant of time i.e.,

d
dt Î (t) = −i[Î (t), Ĥ(t)] + ∂t Î (t) = 0, ∀ t. (4.C.1)

Let us denote with hn the eigenvectors of the dynamical invariant, Î (t) |hn〉 =
λn(t) |hn(t)〉. It is easy to show that the associated eigenvalues λn do not
depend on time [Unt10]. Indeed, applying the invariance property (4.C.1) to
the eigenstate hn(t) yields

∂t Î (t) |hn(t)〉 − i
(
Î (t)− λn(t)

)
Ĥ(t) |hn(t)〉 = 0 (4.C.2)

and projecting on 〈hm(t)| gives a first equation

〈hm(t)|∂t Î (t)|hn(t)〉 − i (λm − λn) 〈hm(t)|Ĥ(t)|hn(t)〉 = 0. (4.C.3)

Next, from the eigenproblem Î (t) |hn〉 = λn(t) |hn(t)〉, we obtain after differ-
entiation

∂t Î (t) |hn(t)〉+
(
Î (t)− λn(t)

)
|
.
hn〉 =

.
λn |hn(t)〉 . (4.C.4)

Combining the Eq.(4.C.3) with the Eq.(4.C.4) for n = m we read that
.
λn = 0.

Moreover, for n 6= m the latter gives the relation

〈hm(t)|i∂t − Ĥ(t)|hn(t)〉 = 0. (4.C.5)

It follows that one may choose the eigenvectors hn by multiplying them
with an appropriate time-dependent phase so that they satisfy the associ-
ated Schrödinger equation (i∂t − Ĥ(t))φ = 0 [Unt10].
In particular, if we define for each n the Lewis phase αn as the solution of the
equation .

αn(t) = 〈hn(t)|i∂t − Ĥ(t)|hn(t)〉 , αn(t0) = 0 (4.C.6)
then, the gauge transformed eigenvectors

|hn(t)〉 7→ eiαn(t) |hn(t)〉 ≡ |h̃n(t)〉 (4.C.7)

are solutions of the Schrödinger equation (i∂t − Ĥ(t))h̃n = 0. In other words, a
generic solution of the time-dependent Schrödinger equation is given by

|φ(t)〉 =
∑

n∈spec(ÎEL)

〈hn(t0)|φ(t0)〉 eiαn(t) |hn(t)〉 . (4.C.8)
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4.D The group su(1, 1)
Let us address the question about dynamical invariants of harmonic Hamil-

tonians from an algebraic point of view. To do so, let us consider a generic
time-dependent harmonic Hamiltonian

Ĥ(t) = ω(t)
(
â†â+ 1

2

)
(4.D.1)

written in terms of the standard creation (annihilation) operators

â = 1√
2

(x+ ∂x) , â† = 1√
2

(x− ∂x) . (4.D.2)

Clearly, the time evolved single particle state of the system satisfying (i∂t −
Ĥ(t))φ = 0 is somewhat complicated and can be formally expressed as

|φ(t)〉 = Û(t, t0) |φ(t0)〉 Û(t, t0) ≡ T exp
(
−i
∫ t

t0
dt′ Ĥ(t′)

)
, (4.D.3)

with T denoting the time-ordered product. However, if we consider the following
extension of the Hamiltonian:

Ĥ(t) = ω(t)
(
â†â+ 1

2

)
7→ Î (t) = a(t)Ĥ(t) + b(t)â â+ c(t) â† â† (4.D.4)

for some fictitious parameters a, b, c and if we introduce the combinations

κ̂0 ≡
1
2

(
â† â+ 1

2

)
; κ̂− ≡

1
2 â â; κ̂+ ≡

1
2 â
† â†, (4.D.5)

we can notice that Î has a closed algebraic structure defined through

[κ̂0, κ̂±] = ±κ̂±, [κ̂+, κ̂−] = −2κ̂0 (4.D.6)

which is known as su(1, 1) Lie algebra. It follows that the time evolution
generated by Î (t) consists in a transformation belonging to the Lie group
su(1, 1). Notice also that su(1, 1) provides the maximal symmetry group of a
quantum harmonic oscillator since the time evolution operator Û(t, t0) generated
by Ĥ(t) satisfies

span
({
Û(s, t0)

}t
s=t0

)
⊆ su(1, 1). (4.D.7)

For later purposes, it is worth to briefly review the properties of the group
su(1, 1), see e.g. [Kis12, Ino13]. We define the Lie group su(1, 1) as

su(1, 1) ≡
{
ĝ : det(ĝ) = 1, ĝ† σ̂z ĝ = σ̂z

}
(4.D.8)
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where σ̂z is the diagonal Pauli operator. It follows that any ĝ ∈ su(1, 1) allows
a representation

ĝ =
[
α β

β∗ α∗

]
(4.D.9)

with α, β ∈ C satisfying |α2| − |β2| = 1. Moreover, for any ĝ ∈ su(1, 1) there
exists ĥ ∈ sl(2,R) such that

ĝ = c ĥ c†, c = 1√
2

[
1 −i
1 +i

]
(4.D.10)

i.e., the group su(1, 1) is isomorphic to a two-dimensional Minkowski space
described through the group sl(2,R). Next, it is well-known that any element
ĥ ∈ sl(2,R) admits a representation

ĥ = ĥθ ĥη ĥk (4.D.11)

as a product of three one-parameter subsets where

ĥθ =
 cos(θ/2) sin(θ/2)

− sin(θ/2) cos(θ/2)

 (4.D.12a)

generates a rotation associated to the compact subgroup su(2),

ĥη =
eη/2 0

0 e−η/2

 (4.D.12b)

is a Lorentz boost and

ĥk =
1 k

0 1

 (4.D.12c)

is a unipotent subset generating shear transformations. It is well-known that
the elements ĥ of the group sl(2,R) have eigenvalues λ satisfying the secular
equation

λ2 − tr(ĥ)λ+ 1 = 0 (4.D.13)

which gives λ1,2 = [tr(ĥ) ±
√

tr(ĥ)2 − 4]/2. It follows that the elements ĥ ∈
sl(2,R) can be classified via their action on a 2d space:

1. an elliptic subset with |tr(ĥ)| < 2 for which ĥ is conjugated to a rotation;
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2. a hyperbolic subset with |tr(ĥ)| > 2 for which ĥ is conjugated to a squeeze
mapping;

3. a parabolic subset with |tr(ĥ)| = 2 for which ĥ is conjugated to a shear
transformation.

The name of these subsets is rooted in a historical classification based on the
half trace |tr(ĥ)|/2 which gives nothing but the eccentricity of a conic section
being equal to ellipses, hyperbolas or parabolas in the three cases respectively.
Clearly, the representation (4.D.11) implies for any ĝ ∈ su(1, 1) that

ĝ = ĝθ ĝη ĝk (4.D.14)

where

ĝθ ≡ c ĥθ c
† =

eiθ/2 0

0 e−iθ/2

 (4.D.15a)

is called elliptic class,

ĝη ≡ c ĥη c
† =

cosh(η/2) sinh(η/2)

sinh(η/2) cosh(η/2)

 (4.D.15b)

is the hyperbolic class whereas

ĝk ≡ c ĥk c
† =

1 + ik/2 −ik/2

ik/2 1− ik/2

 (4.D.15c)

is the parabolic class. Notice that the conjugacy classes of sl(2,R) correspond to
different physical evolutions generated by the time-periodic HO Hamilotian in
Eq.(4.7.1). Indeed, if we consider the time evolution operator after one driving
period Û(t0 + T , t0) ∈ su(1, 1), we do expect that:

1. if Û(t0 + T , t0) belongs to the elliptic conjugacy class then the time
evolution of the system is stable

2. if Û(t0+T , t0) belongs to the hyperbolic conjugacy class then the evolution
of the system is unstable

and the latter are separated by an intermediate unstable regime associated
with the parabolic subset.
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4.E Mehler kernels
We recall the general definition of the Mehler kernel:

Ke(x, y|τ) ≡
∞∑
n=0

ψn(x)ψn(y) e−(n+ 1
2 )τ = e−

y2
2 +x2

2 e−
τ
2 e
− (x−ye−τ )2

1−e−2τ√
π(1− e−2τ )

(4.E.1)

where ψn are the eigenstates of an harmonic oscillator with unit frequency. In
the case of imaginary time τ = it, t ∈ R, the kernel can be written in the form:

Ke(x, y|it) =
exp( i2(x2 + y2) cot(t)− i xy/ sin(t))√

2πi sin(t)
(4.E.2)

and it is the Green’s function of an harmonic oscillator of unit frequency,
namely, (∂t ± (−∂2

x + x2))Ke = 0, see e.g. [Ber04] (pg. 153-4).
The Green kernel in the hyperbolic case is by definition

Kh(x, y|τ) =
∫
R

dq χ+∗
q (x)χ+

q (y) eiqτ + (+↔ −), (4.E.3)

where χ±q are the eigenfunctions of the unit frequency harmonic repulsor
− i

2(∂2
x + x2)χ±q (x) = −iq χ±q (x) [Unt12]:

χ±q (x) = e−qπ/4−3iπ/8
√
π

2−iq/2 e−ix2/2
[
Γ[12(1

2 − iq)] 1F1[14 − i
q

2; 1
2; ix2]

±2x eiπ/4 Γ[12(3
2 − iq)] 1F1[34 − i

q

2; 3
2; ix2]

] (4.E.4)

in which 1F1 are the Kummer’s Hypergeometric functions. By construction,∫
R

dy Kh(x, y|τ) Kh(y, z|τ ′) = Kh(x, z|τ + τ ′) , (4.E.5)

i.e. Kh is a propagator,

(∂τ + i

2(∂2
x + x2)) Kh(x, y|τ) = 0, (4.E.6)

and
lim
τ→0

Kh(x, y|τ) = δ(x− y). (4.E.7)
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Performing a complex rotation (x, y) 7→ (x eiπ/4, y eiπ/4) on the space coordi-
nates of the real-time Mehler kernel, one sees that

Ke(eiπ/4x , eiπ/4y |t) =
exp(− i

2(x2 + y2) coth(t) + i xy/ sinh(t))√
2π sinh(t)

(4.E.8)

satisfies the same equation (4.E.6) as Kh and the same initial condition (4.E.7).
Thus, the kernel (4.E.8) coincides with Kh.

4.F Monodromy matrix for a square-wave frequency
We investigate the monodromy matrix of a harmonic Hamiltonian in (4.7.1)

with square wave frequency (4.7.7) by considering the associated Hill’s equation:
..
y(t) + ω2(t) y(t) = 0 , (4.F.1)

with initial conditions y(0) and .
y(0). In the interval 0 ≤ t ≤ τ , where ω(t) = ω1,

a set of independent solutions is given by

Y (t) ≡
[
y(t).
y(t)

]
=
[

cos(ω1t) sin(ω1t)/ω1
−ω1 sin(ω1t) cos(ω1t)

] [
y(0).
y(0)

]
. (4.F.2)

For times τ ≤ t ≤ 2π, we can proceed in the same way updating the initial
conditions to Y (τ). The solution now reads

Y (t) =
[

cos(ω2(t− τ)) sin(ω2(t− τ))/ω2
−ω2 sin(ω2(t− τ)) cos(ω2(t− τ))

]
Y (τ). (4.F.3)

From the definition of Eq.(4.7.2) and using the last results we obtain:

M(ω) =
[

cos(ω2(2π − τ)) sin(ω2(2π − τ))/ω2
−ω2 sin(ω2(2π − τ)) cos(ω2(2π − τ))

]
(4.F.4)

×
[

cos(ω1t) sin(ω1τ)/ω1
−ω1 sin(ω1τ) cos(ω1τ)

]

with trace given by [Mag66]§

tr(M(ω)) = 2 cos(ω1τ) cos(ω2(2π − τ))−
(
ω1

ω2
+ ω2

ω1

)
sin(ω1τ) sin(ω2(2π − τ)).

(4.F.5)

§Notice that a factor 1/2 is missing in the second term of this expression in [Mag66]
pg.114.
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Chapter 5
Non-equilibrium dynamics
in open quantum systems

Abstract

In this chapter, we move to the description of the non-equilibrium behaviors
arising in open quantum systems i.e., in quantum systems that exchange
information with an environment, see Sec.5.1. In particular, our focus will be
to driven markovian open quantum systems which are suitably described in
terms of time-dependent Lindblad master equations. In Sec.5.2, we introduce
a vectorization procedure that casts the Lindblad master equation into a
”Schrödinger-like” equation which has but a non-unitary character due to the
dissapation mechanisms.
Next, in Sec.5.3 we construct a time-independent (super) operator basis for
a generic time-dependent Liouvillean generator whose elements form a closed
algebraic structure. Notice that the decomposition of the Liouvillean in terms
of the elements of this basis moves the model and the time dependences in a
set of classical functions leading to a great computational advantage. Moreover,
having a closed algebra allows us to extend the algebraic approach of Sec.3.1.2
to the case of open quantum systems and to write down formal exact solutions
to generic time-dependent Lindblad equations (see Sec.5.4).
In Sec.5.5, we focus on the case of a periodic driving with the aim of extending
standard Floquet theory (see Sec.3.1) to the Floquet-Lindblad framework. In
this context, we show how a generalized rotating frame transformation can lead
to an exact Floquet description of the open system, reproducing high-frequency
perturbative results which have been previously derived [Dai16,Dai17].
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We also provide an application of the Floquet-Lindblad approach to the analysis
of the finite-time operation of quantum heat-engines, see Sec.5.7 and Sec.5.8.2.
The analysis of these quantum devices relies in fact on the existence of a
stroboscopic steady-state for the reduced density matrix which can be conviently
investigated through the analysis of the spectrum of the Floquet Liouvillean.

5.1 Introduction to open quantum systems
With the name of open quantum system we refer to a quantum system of

interest S that interacts with an external environment R which is typically
inaccessible due to its large number of degrees of freedom. As a consequence,
one is not able to investigate the unitary dynamics that takes place in the entire
Hilbert space Htot = HS ⊗ HR and therefore opts for an effective description
in HS where the degrees of freedom of R are traced out.
In many cases, the correlations between the system S and environment R can
be neglected and this effective dynamics is conveniently described in terms of
an appropriate equation of motion for the reduced density matrix ρ̂ in S of the
form

d
dt ρ̂(t) = −i[Ĥ, ρ̂(t)] + Ď ρ̂(t) (5.1.1)

where the first term reproduces the standard unitary evolution generated by an
effective Hamiltonian Ĥ whereas Ď accounts for the dissipative contribution
arising from the interaction with the environment.
Notice that Eq.(5.1.1) has the form of a master equation. In fact, if we interpret
ρ̂ as a quantum probability distribution of states, the effect of Ď can be viewed
as a gain (and loss) source that affects the time-evolution of ρ̂.
Clearly, there must be some constraints on the general structure of Eq.(5.1.1)
due to the unitary character of the global evolution. Moreover, a physical
evolution must preserve the general properties of a density matrix. As we
shall see in the following section, these conditions are summarized in the so-
called complete-positive-trace-preserving (CPTP) property of the dynamical
map which evolves the state ρ̂ according to Eq.(5.1.1).

5.1.1 Dynamical maps
The general conditions on the effective dynamics of an open quantum system

S can be investigated through the analysis of the global unitary problem. Indeed,
at any instant of time, the time-evolved state ρ̂(t) in S is obtained from the
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Figure 5.1: Illustration of open quantum systems. Consider a bipartition of
a generic quantum system into a system of interest S (gray region) and the
remaining degrees of fredoom that we call environment R (light red region).
The subsystems evolve according to their internal dynamics (ĤS and ĤR
respectively) and have some interactions Ĥint. Clearly, if we consider the
global system, the time evolution is unitary and it is generated by the total
Hamiltonian Ĥtot = ĤS + ĤR + Ĥint. On the other hand, if we focus only on
the subsystem S the reduced dynamics shows some non-unitary effects due to
the interactions with the environment.

density matrix of the global system ρ̂tot(t) with a partial trace operation over
the degrees of freedom of R

ρ̂(t) ≡ trR(ρ̂tot(t)) =
∑
ν

〈ϕν |ρ̂tot(t)|ϕν〉 , (5.1.2)

where {|ϕν〉} is a reference basis of HR. The global unitary problem has the
formal solution

ρ̂tot(t) = Û(t, t0) ρ̂tot(t0) Û †(t, t0) (5.1.3)
in terms of the unitary time-evolution operator

Û(t, t0) ≡ T exp
(
−i
∫ t

t0
Ĥtot(t′) dt′

)
, (5.1.4)

with T denoting the time-ordered product. Here, the Hamiltonian Ĥtot =
ĤS+ĤR+Ĥint is made of the sum of the internal dynamics of the subsystems S
andR and of the interactions Ĥint between them, see Fig.5.1. It is also important
to assume that the system and the environment are initially uncorrelated i.e.,

ρ̂tot(t0) = ρ̂(t0) ⊗ %̂ (5.1.5)
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where %̂ is a reference state of R. In this way one can prepare at t = t0
the system in the desired state ρ̂(t0) considering the influence of the external
environment only at later times t > t0.
Next, from Eq.(5.1.3) and Eq.(5.1.5), using completeness relations∑

α

|α〉 〈α| = 1̂ (5.1.6)

for {|α〉} an orthonormal basis of Htot, we obtain§

ρ̂tot(t) = Û ρ̂tot(t0) Û † =
∑

α,γ,δ,β

|α〉 〈α|Û |γ〉 〈γ|ρ̂(t0)⊗ %̂|δ〉 〈δ|Û †|β〉 〈β| (5.1.7)

that is,
ρ̂tot(t) =

∑
α,γ,δ,β

|α〉Uαγ (ρ̂(t0)⊗ %̂ )γδ U
∗
δβ 〈β| , (5.1.8)

with the shorthand notation Uα,β ≡ 〈α|Û |β〉. With a proper choice of the basis,
we can express the elements |α〉 ∈ Htot as tensor products |α〉 = |n〉 ⊗ |µ〉 ≡
|n⊗ µ〉, with |n〉 ∈HS and |µ〉 ∈HR. Doing so, Eq.(5.1.8) becomes¶

ρ̂tot(t) =
[S]∑

n,k,l,m

[R]∑
µ,ν,λ,η

|n⊗ µ〉Unk ;µν (ρ̂(t0))kl ⊗ (%̂)νλ U
∗
lm ;λη 〈m⊗ η| , (5.1.9)

where now Unk ;µν ≡ 〈n⊗ µ|Û |k ⊗ ν〉. Hence, we use the spectral decomposition
in order to write the reference state %̂ as

%̂ =
[R]∑
ν

λν |ν〉 〈ν| , (λν ≥ 0;
∑
ν

λν = 1) (5.1.10)

which then leads to

ρ̂tot(t) =
[S]∑

n,k,l,m

[R]∑
µ,ν,η

λν |n⊗ µ〉Unk ;µν (ρ̂(t0))kl U
∗
lm ; νη 〈m⊗ η| . (5.1.11)

Finally, after a partial trace over R (that fixes µ = η), we get

ρ̂(t) = trR (ρ̂tot(t)) =
[S]∑

n,k,l,m

[R]∑
µ,ν

λν |n⊗ µ〉Unk ;µν (ρ̂(t0))kl U
∗
lm ; νµ 〈m⊗ µ|

(5.1.12)
§For a better typography, we drop out the time-indices of Û(t, t0).
¶The notations [S] (system), [R] (reservoir) on top of the sums have been inserted to

help the reader in understanding the nature of the indices. They do not have any other
particular meaning.
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or equivalently,

ρ̂(t) = trR (ρ̂tot(t)) =
[R]∑
µ,ν

λν 〈µ|Û(t, t0)|ν〉 ρ̂(t0) 〈ν|Û †(t, t0)|µ〉 . (5.1.13)

We conclude that the effective dynamics in S has the generic form [Kra71]

ρ̂(t) ≡
[R]∑

α=(µ,ν)
Ŵα(t, t0) ρ̂(t0) Ŵ †

α(t, t0) (5.1.14)

with a set of operators Ŵα ∈ end(HS), α ≡ (µ, ν), defined as

Ŵα(t, t0) ≡
√
λν 〈µ|Û(t, t0)|ν〉 . (5.1.15)

Here, we notice that the decomposition (5.1.14) implies that the reduced
dynamics of ρ̂ is made out of the sum of several elementary processes Ŵα that
implement consistently the effective role of the internal dynamics and of the
interactions with environment (notice that α is an index of R). Notice also
that, by construction, the operators Ŵα satisfy a completeness condition:∑

α

Ŵα Ŵ
†
α = 1̂ (5.1.16)

and that the trace of ρ̂ is preserved

tr(ρ̂(t)) = tr(ρ̂(t0)) = 1, (5.1.17)

as follows simply from (5.1.16) using the cyclicity property of the trace.
We now introduce the dynamical map Λ̌:

ρ̂(t) ≡ Λ̌(t, t0) ρ̂(t0) = trR (ρ̂tot(t)) , (5.1.18)

that implements a (non-unitary) reduced dynamics in S and that formally
solves the Eq.(5.1.1), see Fig.5.2. Notice that the notation Λ̌ stands for a
super-operator

ρ̂′ = FΛ(ρ̂) ≡ Λ̌ ρ̂ (5.1.19)
i.e., an object FΛ(·) that acts on an operator ρ̂ and that produces a new operator
ρ̂′. We shall keep this notation in the following.
From the analysis of the global unitary evolution, we are able to state the
following conditions on the dynamical map:
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Figure 5.2: Reduced dynamics in open systems. We describe the reduced
dynamics of an open system S with the help of a dynamical map Λ̌ that acts
on the reduced density matrix ρ̂ providing its time evolution (gray box). The
latter must satisfy some CPTP conditions that can be derived by a formal
looking into the global unitary problem. The global unitary problem and the
reduced dynamics are then connected at any instant of time with a partial
trace operation over the degrees of freedom of the environment.

- It always has a decomposition (5.1.14):

Λ̌(t, t0) • ≡
∑
α

Ŵα(t, t0) • Ŵ †
α(t, t0) (5.1.20)

with a set of elementary processes Ŵα ∈ end(HS). This relation is known
as Kraus decomposition of a dynamical map.

- It satisfies a completeness relation

Λ̌ 1̂ = 1̂ (5.1.21)

as follows from (5.1.16); this automatically implies a trace preservation
property.

- It is a positive-definite map since it maps density matrices into density
matrices. More precisely, a stronger condition called complete posivity
is satisfied, see e.g. [Ali87,Bre07]. Complete positivity condition can be
understood as follows.
Consider a positive linear map φ so that ∀ a ≥ 0 its image φ(a) ≥ 0.
Any linear map φ : A → B allows then to define an extended map
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1̂⊗ φ : Cn ⊗ A→ Cn ⊗B, which acts trivially on the first space. If the
map 1̂ ⊗ φ is a positive map, then we will say that φ is n-positive. If
this condition holds for any n = 1, 2, . . . then φ is said to be complete
positive.
Now, suppose that your open system is made of a subsystem S plus a
n-level system with which S does not interact. Moreover, let us suppose
that the n-level system evolves with a trivial Hamiltonian Ĥn = 0. For
an observer focused on S, we cannot distinguish the situations in which
the n-level system is present or not. The joined dynamical map is then
Λ̌n = 1̂ ⊗ Λ̌ and it acts on end(Cn ⊗HS). Since Λ̌n is a dynamical
map, we have to require positivity for any n. This then implies complete
positivity of the dynamical (sub) map Λ̌ acting on S.

Heisenberg picture

The expectation value of any observable Ô ∈ end(HS) can be computed as

〈Ô 〉 ≡ tr(ρ̂(t) Ô) (5.1.22)

where the time evolution is carried by the state ρ̂(t). In this sense, Eq.(5.1.22)
represents the Schrödinger picture of the reduced time evolution. Equivalently,
we can consider an Heisenberg picture using the duality relation:

tr(ρ̂(t) Ô) = tr(Λ̌(t, t0) ρ(t0) Ô) = tr(ρ(t0) Λ̌?(t, t0) Ô) = tr(ρ(t0) Ô(t))
(5.1.23)

where the dual-map Λ̌?, responsible for the time evolution of the operator Ô,
has the Kraus decomposition:

Λ̌?(t, t0) Ô =
∑
α

Ŵ †
α(t, t0) Ô Ŵα(t, t0) ,

∑
α

Ŵ †
α(t, t0) Ŵα(t, t0) = 1̂;

(5.1.24)
as follows from (5.1.14), (5.1.16) and (5.1.23).

5.1.2 Lindblad master equation
In this section, we would like to derive the general structure of a quantum

master equation (5.1.1) that generates the reduced time evolution in S.
One can easily see that a generic form of a quantum master equation is

d
dt ρ̂(t) = Ľ (t) ρ̂(t) +

∫ t

t0
dt′ κ̌(t′) ρ̂(t− t′) (5.1.25)
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where Ľ is a markovian generator whereas κ̌ represents a memory kernel. In
fact, in general, the typical relaxation times of the environment can be much
larger than those of the open system and thus the reduced dynamics in S will
be inevitably affected also by the previous configurations of the system, see
e.g. [Kho14,Har15,Bre16,Ara19].
Nevertheless, when the environment is large and weakly-coupled to the open
system, one can reasonably assume that the decay of the environment’s exci-
tations is exponentially fast and thus that a markovian approximation holds.
Notice that a large variety of physical systems proved to be well-described
in the markovian approximation, see e.g. [Spo80,Pro08,Kos11,Pro11a,Kar13,
Pop13, Bcv14, Wal16, Mon17a, Mon17b, Bau17, Bcv17, Kos17, Wal18, Sco18a,
Bau19,Rib19,Sco19].
Markov approximation in turn implies for the dynamical map Λ̌ a semi-group
property i.e.,

Λ̌(t, s) Λ̌(s, t0) = Λ̌(t, t0); ∀ t ≥ s ≥ t0 (5.1.26)
and allows to write a generator of the reduced time evolution as

d
dt ρ̂(t) = Ľ (t) ρ̂(t); (5.1.27)

d
dt Ô(t) = ∂

∂t
Ô(t) + Ľ ?(t) Ô(t); (5.1.28)

for the Schrödinger and Heisenberg picture respectively. We will refer to the
generator Ľ as Liouvillean. Clearly, the Liouvillean is related to the dynamical
map through the formal solution

Λ̌(t, t0) ≡ T exp
(∫ t

t0
Ľ (t′) dt′

)
(5.1.29)

and similarly for the dual-generator Ľ ?.
The general structure of a markovian generator for an open system of finite
Hilbert-space dimension dim(HS) = n can be easily derived considering the
differential action of the dynamical map close to the identity. First, we introduce
a traceless orthonormal set of operators {F̂k}, k = 1, . . . , n2 − 1

tr(F̂ †k F̂l) = δkl , tr(F̂k) = 0 , ∀ k, l (5.1.30)

and we add to this set the normalized identity F̂0 = 1̂/n. In this basis, the
dynamical map reads

Λ̌(t, s) ρ̂(s) =
n2−1∑
k,l=0

Ckl(t, s) F̂k ρ̂(s) F̂ †l (5.1.31)
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where Ckl(t, s) is a semi-positive hermitian matrix. Then, by construction

Ľ (t) ρ̂ = lim
ε→0

Λ̌(t+ ε, t) ρ̂− ρ̂
ε

= lim
ε→0

(
C00(t+ ε, t)− n2

n2 ε
ρ̂+

n2−1∑
k=1

C0k(t+ ε, t)
n ε

F̂k ρ̂

+
n2−1∑
k=1

C∗0k(t+ ε, t)
n ε

ρ̂ F̂ †k +
n2−1∑
k,l=1

Ckl(t+ ε, t)
ε

F̂k ρ̂ F̂
†
l

)
,

(5.1.32)

where we used the shorthand ρ̂ = ρ̂(t). Now, if we define

G(t) ≡ limε→0
1

2n2 ε
(C00(t+ ε, t)− n2) a real function;

K̂(t) ≡ ∑n2−1
k=1 limε→0

1
n ε
C0k(t+ ε, t) F̂k;

Â(t) ≡ K̂(t) +G(t) ;

γkl(t) ≡ limε→0
1
ε
Ckl(t+ ε, t) a semi-positive hermitian matrix,

we obtain

Ľ (t) ρ̂ = Â(t) ρ̂+ ρ̂ Â†(t) +
n2−1∑
k,l=1

γkl(t) F̂k ρ̂ F̂ †l (5.1.33)

and using the trace preservation property (tr(Ľ (t) ρ̂) = 0)

Â(t) + Â†(t) = −
n2−1∑
k,l=1

γkl(t)F̂ †l F̂k . (5.1.34)

Writing then Â(t) ρ̂+ ρ̂ Â†(t) = [ Â(t)−Â†(t)
2 , ρ̂] + { Â(t)+Â†(t)

2 , ρ̂} and introducing
the quantity

Ĥ(t) ≡ Â†(t)− Â(t)
2i , (5.1.35)

which is hermitian Ĥ(t) = Ĥ†(t) by construction, we finally obtain

Ľ (t) ρ =− i[Ĥ(t), ρ̂] +
n2−1∑
k,l=1

γkl(t)
(
F̂k ρ̂ F̂

†
l −

1
2
{
F̂ †l F̂k, ρ̂

})
. (5.1.36)
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Moreover, since γkl(t) is semi-positive definite, there always exists a suitable
linear combination L̂α ∈ end(HS) of the operators {F̂k} in terms of which the
generator assumes a diagonal structure:

Ľ (t) ρ̂ = −i[Ĥ(t), ρ̂] +
n2−1∑
α=1

Γα(t)
(
L̂α ρ̂ L̂

†
α −

1
2{L̂

†
α L̂α, ρ̂}

)
; Γα(t) ≥ 0 .

(5.1.37)
This result is known as Lindblad master equation [Lin75, Lin76, Gor76] and
it was proven to be the most general markovian generator for the reduced
dynamics of a finite-dimensional open system. However, for a large class of
unbounded operators, an expression similar to Eq. (5.1.36) can be written and
defines rigorously a quantum dynamical semi-group (5.1.26). Notice that in
Eq.(5.1.36) the operator Ĥ = Ĥ† can be interpreted as an effective Hamiltonian
for S that includes the internal dynamics and other possible effects due to the
surroundings whereas the set of operators L̂α ∈ end(HS), called jump operators,
accounts for elementary dissipative processes. The matrix diag(Γα) is called
relaxation matrix and it contains the relevant physical information about the
dissipation, as obtained from phenomenological considerations. Its elements
can be interpreted therefore as e.g. lifetimes or as relaxation times associated
with a specific dissipative mechanism L̂α.
Notice that it is possible to write a Lindblad equation also for the dual-space.
In fact, from Eq.(5.1.23), taking a time derivative, we obtain

d
dt tr(ρ̂(t) Ô) = tr((Ľ (t) ρ̂(t)) Ô) = tr(ρ̂(t0) (Ľ ?(t) Ô(t))) (5.1.38)

that leads to the Heisenberg Lindblad generator

Ľ ?(t) Ô = i[Ĥ(t), Ô] +
n2−1∑
k,l=1

γkl(t)
(
F̂ †l Ô F̂k −

1
2
{
F̂ †l F̂k, Ô

})
. (5.1.39)

For future convenience, we can finally write the Lindblad equation (5.1.36) as

Ľ (t) ρ̂ = Ȟ(t) ρ̂+ Ď(t) ρ̂ (5.1.40)

where we have introduced the Hamiltonian (or unitary) generator:

Ȟ(t) • ≡ −i[Ĥ(t), • ] (5.1.41)

and the non-Hamiltonian (or non-unitary) generator

Ď(t) • ≡ Ľ (t) • − Ȟ(t) • . (5.1.42)
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5.1.3 How to build a markovian master equation?
In principle, the master equation (5.1.36) should be derived from the Hamil-

tonian of the global unitary system using markovian approximation. However,
this easily runs into difficulties due to the large number of degrees of freedom
in question and it becomes very often practically impossible.
An alternative approach is thus to consider only the effective role of the environ-
ment acting on the open system with the help of some phenomenological hints.
To do so, let us consider first a classical balance equation of the form [Ali87]:

d
dt pk(t) =

n∑
l=1

akl pl(t)− alk pk(t) , k = 1, . . . , n (5.1.43)

where pk is a probability associated to a state k and akl are transition amplitudes
with which we take into account gains and losses of the state. We may associate
to the matrix akl the transition map

(M x)k =
n∑
l=1

akl xl (5.1.44)

and its dual
(M?x)k =

n∑
l=1

alk xl . (5.1.45)

These are positive maps in the sense that they transform probabilities into
probabilities. Writing the classical equation in an operatorial form we have

d
dt ~p(t) = M ~p(t)−

(
M? ~I

)
· ~p(t) (5.1.46)

where we introduced a probability distribution

~p ≡

p1
. . .
pn

 , (5.1.47)

with

~I ≡

 1
. . .
1

 (5.1.48)

a n-vector of units and the composition rule of two vectors reads

~x · ~y ≡

x1 y1
. . .
xn yn

 . (5.1.49)
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For the quantization of this classical master equation we have to replace [Ali87]:

1. the probability distribution ~p with a density matrix ρ̂

2. the positive transition map M (and its dual) with a complete positive
quantum transition map Φ̌

3. the composition rule x · y of classical functions with a composition rule
for operators X · Y ≡ 1

2{X, Y }

Thus, after making the replacements 1-3 and by adding the Hamiltonian part
(that is absent in the classical equation), we obtain the formal writing for a
quantum master equation

d
dt ρ̂ = −i[Ĥ, ρ̂] + Φ̌ ρ̂− 1

2{Φ̌
?1̂, ρ̂}, (5.1.50)

in terms of the quantum transition map Φ̌.
Notice that these maps admit a Kraus decomposition (5.1.14): Φ̌ ρ̂ = ∑

α Ŵα ρ̂ Ŵ
†
α
§

and so they can be thought as the sum of independent elementary processes
Ŵα ρ̂ Ŵ

†
α. Using the phenomenological information about the nature of the

open system S and of the environment R, we can thus understand the dominant
processes and guess a relevant form for the quantum transition map Φ̌.

Two standard examples

Two simple examples of the phenomenological derivation of markovian
master equations are briefly discussed in the following. First, let us consider the
Hamiltonian of a quantum HO: Ĥ = ω (â† â+ 1

2), where â† (â) is the standard
creation (annihilation) operator satisfying [â, â†] = 1. The eigenstates of Ĥ are
n-phonon states |n〉 with â† â |n〉 = n |n〉 for n = 1, 2, etc.
We assume now that this oscillator interacts with an environment. The effects
of the interaction can be, for instance, a friction force which decreases the
energy of the oscillator and a pumping Langevin force which, on the other
hand, increases the internal energy. In terms of phonons, we can consider the
simplest case in which these processes correspond to the creation (annihilation)
of a single-phonon excitation. So, we are looking for two quantum transition

§It is also easy to see that Eq.(5.1.50) reproduces the Lindblad master equation (5.1.36)
if we insert the Kraus decomposition of the quantum transition map.
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maps such that:

Φ̌1 |n〉 〈n| = c
(n)
1 |n+ 1〉 〈n+ 1|

Φ̌0 |n〉 〈n| = c
(n)
0 |n− 1〉 〈n− 1|

(5.1.51)

with c
(n)
1,0 some constants. The simplest candidates for the maps above are

Φ̌1 ρ̂ = γ1 â
† ρ̂ â , γ1 ≥ 0

Φ̌0 ρ̂ = γ0 â ρ̂ â
† , γ0 ≥ 0

(5.1.52)

which lead to a markovian master equation for the damped-pumped HO:

d
dt ρ̂ =− i[ω(â† â+ 1

2), ρ̂] + γ1

2
(
2 â† ρ̂ â− {â â†, ρ̂}

)
+ γ0

2
(
2 â ρ̂ â† − {â† â, ρ̂}

)
.

(5.1.53)

Next, consider a generic two-level system described by the Hamiltonian Ĥ =∑
k=x,y,z hk σ̂

k, where σ̂k are Pauli operators. The eigenstates of the system are
denoted with |↑〉 and |↓〉. Now suppose to insert the system in an optical cavity
where the presence of some lasers can promote either absorption or emission
processes. The latter correspond to the quantum maps:

Φ̌1 |↓〉 〈↓| = c1 |↑〉 〈↑|
Φ̌0 |↑〉 〈↑| = c0 |↓〉 〈↓|

(5.1.54)

which are simply implemented in terms of ladder operators σ̂± as

Φ̌1 ρ̂ = γ1 σ̂
+ ρ̂ σ̂− , γ1 ≥ 0 ,

Φ̌0 ρ̂ = γ0 σ̂
− ρ̂ σ̂+ , γ0 ≥ 0 .

(5.1.55)

The markovian master equation takes therefore the form

d
dt ρ̂ =− i

∑
k=x,y,z

hk [σ̂k ρ̂] + γ1

2
(
2 σ̂+ ρ̂ σ̂− − {σ̂− σ̂+, ρ̂}

)
+ γ0

2
(
2 σ̂− ρ̂ σ̂+ − {σ̂+ σ̂−, ρ̂}

)
.

(5.1.56)
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5.2 Vectorization procedure
We introduce a vectorization procedure that maps the space end(HS) of

an open system S with dim(HS) = n, onto an isomorphic and isometric vector
space K ∼ Cn2 such that:

|ψ〉 〈φ| 7→ |φ ⊗ ψ〉 ≡ |φ〉 ⊗ |ψ〉 (5.2.1)

for any |ψ〉 , |φ〉 ∈HS and with |φ ⊗ ψ〉 ∈ K. The vectorization procedure has
the following properties:

1. There exists an identity vector |1̂〉 ∈ K defined as

1̂ =
∑
k

|φk〉 〈φk| 7→ |1̂〉 ≡
∑
k

|φk ⊗ φk〉 (5.2.2)

where {|φk〉} is a basis on HS .

2. Any operator Â ∈ end(HS) can be represented as

|Â〉 = (1̂ ⊗ Â) |1̂〉 = (ÂT ⊗ 1̂) |1̂〉 , (5.2.3)

with |Â〉 ∈ K. This relation is very easy to prove:

(1̂ ⊗ Â) |1̂〉 =
∑
k

|φk〉 ⊗ |Â φk〉 =
∑
k,l

|φk〉 ⊗ |φl〉 〈φl| Â |φk〉

=
∑
k,l

Alk |φk ⊗ φl〉 = |Â〉
(5.2.4)

and similarly for the other.

3. The product of two operators Â, B̂ ∈ end(HS) can be vectorized as

|B̂ Â〉 = (1̂ ⊗ B̂ Â) |1̂〉 = (1̂ ⊗ B̂)(1̂ ⊗ Â) |1̂〉 , (5.2.5)

but also as

|B̂ Â〉 = ((B̂ Â)T ⊗ 1̂) |1̂〉 = (ÂT ⊗ 1̂)(B̂T ⊗ 1̂) |1̂〉

= (ÂT ⊗ 1̂)(1̂ ⊗ B̂) |1̂〉 = (ÂT ⊗ B̂) |1̂〉 .
(5.2.6)

4. The product of three operators Â, B̂, Ĉ ∈ end(HS) is given by

|Â Ĉ B̂〉 = (B̂T ⊗ Â) |Ĉ〉 (5.2.7)

as it follows from the previous properties.
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5. A dual-space K? can be defined as follows. For any Â ∈ end(HS) we may
write

Â =
∑
k,l

Alk |φl〉 〈φk| 7→ |Â〉 =
∑
k,l

Alk |φk ⊗ φl〉 ∈ K (5.2.8)

then the adjoint vector 〈Â| ∈ K? is

〈Â| =
∑
k,l

A∗kl 〈φk ⊗ φl| . (5.2.9)

6. For any |Â〉 , |B̂〉 ∈ K a scalar product is defined as

〈Â|B̂〉 ≡ tr(Â† B̂). (5.2.10)

The main advantage of using a vectorized space K relies on the fact that the
super-operators acting on end(HS) here become just operators on K§. This
allows to write the Lindblad master equation (5.1.36) in a vectorized form

d
dt |ρ̂(t)〉 = Ľ (t) |ρ̂(t)〉

=
(
Ȟ(t) + Ď(t)

)
|ρ̂(t)〉 (5.2.11)

where it turns out to be very similar to a standard Schrödinger equation (despite
from its non-unitary character). In particular, from the properties 1-4 of the
vectorization procedure it is easy to show that the unitary generator (5.1.41) is

Ȟ(t) ≡ −i
[
1̂ ⊗ Ĥ(t)− (Ĥ(t))T ⊗ 1̂

]
(5.2.12)

while the non-unitary generator (5.1.42) reads

Ď(t) ≡
n2−1∑
k,l=1

γkl(t)
[
F̂ ∗l ⊗ F̂k −

1
2 1̂ ⊗ F̂ †l F̂k −

1
2(F̂ †l F̂k)T ⊗ 1̂

]
. (5.2.13)

From the Kraus decomposition (5.1.14), we can also write the vectorized form
of a dynamical map Λ̌ as

|ρ̂(t)〉 = Λ̌(t, t0) |ρ̂(t0)〉 , Λ̌(t, t0) ≡
∑
α

Ŵ ∗
α(t, t0) ⊗ Ŵα(t, t0). (5.2.14)

Similar results are easily obtained in the Heisenberg picture for the vectorized
versions of Ľ ? and Λ̌?.

§Nevertheless, we shall keep the notation Λ̌ for these operators (instead of Λ̂) in order to
avoid confusion.
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5.3 A closed algebra for Liouvilleans

Notice that the non-Hamiltonian generator Ď in Eq.(5.1.36),

Ď(t) ρ̂ =
n2−1∑
k,l=1

γkl(t)
(
F̂k ρ̂ F̂

†
l −

1
2
{
F̂ †l F̂k, ρ̂

})
, (5.3.1)

is a quadratic form and thus it is independent of the chosen representation
for the {F̂k}. However, it is convenient to express a generic Liouvillean Ľ in
terms of a traceless orthnormal set

tr(F̂k) = 0 , tr(F̂k F̂ †l ) = δkl , ∀ k , l , (5.3.2)

as we did so far. In particular, for an open quantum system S with dim(HS) =
n, the set of the generators of the Lie algebra su(n) together with the identity
provides a basis of this kind. Moreover, we can always choose these generators
to be hermitian F̂k ≡ F̂ †k . In the following, we will therefore refer with the
notation {

F̂k
}n2−1

k=0
(5.3.3)

to the ensemble of the su(n) generators (F̂k ≡ F̂ †k with k = 1, . . . , n2 − 1)
together with the normalized identity F0 ≡ 1̂/n. A general construction of the
complete orthonormal set of {F̂k}n

2−1
k=0 is reported in the appendix 5.A.

Having defined a preferred basis {F̂k}n
2−1
k=0 for end(HS) allows then to have a

preferred super-operator basis in K. In fact, by writing

Ĥ(t) =
n2−1∑
j=0

hj(t) F̂j (5.3.4)

with hj(t) ≡ tr(Ĥ(t) F̂j) and using Eqs.(5.2.12), (5.2.13), it is easy to see that
a generic Liouvillean Ľ admits a decomposition [Sco19]

Ľ (t) =
n2−1∑
j=1

hj(t) Ȟj +
n2−1∑
k,l=1

γkl(t) Ďkl (5.3.5)

with the definition of the super-operator basis:

Ȟj ≡ −i
(
1̂ ⊗ F̂j − F̂ ∗j ⊗ 1̂

)
, j = 1, . . . , n2 − 1; (5.3.6a)

Ďkl ≡
[
F̂ ∗l ⊗ F̂k −

1
2 1̂ ⊗ F̂l F̂k −

1
2 F̂
∗
k F̂

∗
l ⊗ 1̂

]
, k, l = 1, . . . , n2 − 1.

(5.3.6b)
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The crucial remark here is that the set of super-operators {{Ȟj}n
2−1
j=1 ; {Ďkl}n

2−1
k,l=1}

generates a closed Lie algebra [Sco19]. The derivation is cumbersome but uses
only well-known properties of su(n) (see the appendix 5.A). The result is:

[Ȟn, Ȟm] =
n2−1∑
k=1

fnmk Ȟk; (5.3.7a)

[Ȟj, Ďkl] =
n2−1∑
s=1

(fjks Ďsl + fjls Ďks); (5.3.7b)

[Ďkl, Ďqm] = 1
16

n2−1∑
s,p,r=1

zlks zmqp fspr Ȟr + 1
4

n2−1∑
s,p=1

(zmqs(fksp Ďpl + fslp Ďkp)

+ zlks(fsqp Ďpm + fmsp Ďqp)) + 1
4

n2−1∑
s,p=1

(zqks zlmp − zkqs zmlp)Ďsp

+ 1
2n

n2−1∑
s=1

(δqk fmls − δlm fkqs)Ȟs; (5.3.7c)

where fabc ≡ −itr([F̂a, F̂b]F̂c) and zabc = (fabc−idabc) with dabc ≡ tr({F̂a, F̂b}F̂c).
Notice that the unitary set (5.3.6a) generates a closed subalgebra (5.3.7a) which
is nothing but su(n). It follows that our formalism does correctly reproduce
the case of a closed unitary evolution when we detach the system from the
external environment (compare with the results of Sec.3.1.2).
Despite the complexity of this algebraic structure, we will see that it can be
greatly simplified considering specific examples.

5.4 Exact solution of Lindblad equations
Having defined a super-operator basis (5.3.6) with closed algebra (5.3.7)

allows a natural extension of the exact algebraic method of Sec.3.1.2 to the
case of a Lindblad evolution. Let us denote the dynamical map which solves
Eq.(5.2.11) as

|ρ̂(t)〉 = Λ̌(t, t0) |ρ̂(t0)〉 , (5.4.1)
and let us parametrize the map Λ̌(t, t0) as an element of the Lie group associated
to the algebra (5.3.7) of the generators (compare with Eq.(3.1.44))

Λ̌(t, t0) =
n2−1∏
j=1

exp(λj(t) Ȟj)
n2−1∏
k,l=1

exp(πkl(t) Ďkl) (5.4.2)
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with a set of time-dependent functions λj(t), πkl(t). The main point now, is
that the time dependence is entirely shifted to the set of functions λj(t), πkl(t)
which are obtained through the solution of a system of coupled differential
equations. To see this more specifically, we may use the Lindblad equation
(5.2.11) to write ( d

dtΛ̌(t, t0)
)(

Λ̌(t, t0)
)−1

= Ľ (t) (5.4.3)

that is (compare with Eq.(3.1.45))

d
dt

( n2−1∏
j=1

eλj(t) Ȟj
n2−1∏
k,l=1

eπkl(t) Ďkl
)( 1∏

k,l=n2−1
e−πkl(t) Ďkl

1∏
j=n2−1

e−λj(t) Ȟj
)

=
n2−1∑
j=1

hj(t) Ȟj +
n2−1∑
k,l=1

γkl(t) Ďkl . (5.4.4)

Using then BCH relations (3.1.24) on the l.h.s., together with the linear in-
dependence of the super-operators, will then yield a set of coupled first-order
differential equations for the functions λj(t), πkl(t).
In general, these equations are too complex to be solved explicitly. However,
as shown below, they become manageable in some specific examples.

5.4.1 Geometrical picture of irreversibility
At a first glance, one may wonder by looking at the exponential form of

the dynamical map in Eq.(3.1.44), due to the fact that it is always invertible.
Indeed, one expects that the reduced dynamics in S describes an irreversible
process, accompained with a loss of information about the initial state. This
means that, at time t > t0, the state ρ̂(t) can result from different initial states
ρ̂(t0), provided the same Liouvillean generator Ľ (t).
However, we argue that this method is actually consistent with the irreversibility
of the time evolution. To see this simply, we first report a matrix formulation
of the Lindblad master equation (5.1.36) [Ali87, Rau02, Rau03, Rau05]. The
basic idea of the method is to encode all the information about the reduced
density matrix

ρ̂(t) = F̂0 +
n2−1∑
k=1

vk(t) F̂k (5.4.5)
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in a (n2 − 1)-vector:

~v(t) =

 v1(t)
. . .

vn2−1(t)

 ∈ Rn2−1 (5.4.6)

where vk(t) ≡ tr(ρ̂(t) F̂k). Notice that the coefficient of F̂0 is always equal to one
(since trρ̂ = 1) and that this constraint has been automatically implemented in
the definition of ~v. In terms of this vector, the Lindblad equation becomes a
sort of Bloch equation in Rn2−1:

d
dt ρ̂(t) = Ľ (t) ρ̂(t) 7→ d

dt~v(t) = (Q(t) + R(t)) ~v(t) + ~k(t) . (5.4.7)

To write down the various terms of the Bloch equation appearing on the
right, we proceed by separating the Hamiltonian and the non-Hamiltonian
contributions of the Lindblad evolution i.e.,

Ȟ(t)ρ̂ 7→ Q(t)~v(t); Ď(t)ρ̂ 7→ R(t)~v(t) + ~k(t), (5.4.8)

and we treat the two parts separately. In the case of a unitary evolution (Ď = 0)
the dynamics is generated by

d
dt ρ̂ = −i[Ĥ(t), ρ̂], (5.4.9)

which gives
n2−1∑
k=1

d
dt vk(t) =

n2−1∑
k=1

tr
(

d
dt ρ̂(t) F̂k

)
=

n2−1∑
k=1
−itr

(
[Ĥ(t), ρ̂(t)] F̂k

)
. (5.4.10)

Using then the Hamiltonian decomposition Ĥ(t) = ∑
j hj(t) F̂j with hj ≡

tr(Ĥ(t) F̂j), we obtain

d
dt vk(t) =

n2−1∑
j,l=1
−itr

(
[F̂j, F̂l]hj(t) vl(t) F̂k

)
(5.4.11)

=
n2−1∑
j,l,s=1

tr
(
fjls hj(t) vl(t) F̂sF̂k

)
=

n2−1∑
j,l=1

fjlk hj(t) vl(t). (5.4.12)

Thus, we identify the (real) matrix Q(t) with

[Q(t)]kl =
n2−1∑
j=1

fjlk hj(t), (5.4.13)
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Figure 5.1: Geometrical interpretation of the time-evolution. Qualitative
drawing of the time-evolution in Rn2−1 (here n = 2) for a Lindblad evolution
written in the matrix form of Eq.(5.4.7). In this formulation, a unitary dynamics
corresponds to a motion on the sphere surface with a constant vector length
(green). In the presence of dissipations, the vector length can change (red). The
path drawn by the coherence vector ~v(t) from the initial state ρ̂(t0) (dark blue)
to ρ̂(t) (dark red) is encoded in the dynamical map Λ̌.

responsible for the unitary evolution. Notice that the unitarity of the time-
evolution is reflected in the conservation of the vector norm

d
dt ‖~v(t)‖2 = ~v(t)T

(
Q(t)T + Q(t)

)
~v(t) = 0 , (5.4.14)

following from the skew symmetry Q(t) = −Q(t)Tof the matrix in Eq.(5.4.13)
(due to the antisymmetry of fjlk). Next, we consider the purely dissipative case
(Ȟ = 0):

d
dt ρ̂ = Ď(t)ρ̂. (5.4.15)

A similar procedure shows that the purely dissipative contribution of the
Lindblad evolution is instead represented through the matrix

[R(t)]qs = −1
4

N2−1∑
i,k,l=1

γik(t)(z∗ilqfkls + zklqfils) (5.4.16)
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and the vector [
~k(t)

]
s

= i

n

N2−1∑
i,k=1

γik(t) fiks , (5.4.17)

both real quantities, as shown in [Ali87].
From a geometrical point of view, the time evolution in Eq.(5.4.7) is a kind
of rotation in Rn2−1 with a varying vector length: even though rotations are
generated by Hamiltonian and non-Hamiltonian terms, the variations of the
vector length are due to dissipative effects only. In other words, unitarity
constrains the motion of the vector ~v(t) on the hyper-sphere surface whereas
the non-unitary terms lift such constraint (with respect to CPTP properties),
see Fig.5.1.
In this geometrical interpretation, the dynamical map Λ̌ generates the motion
of ~v in Rn2−1. The information about the specific path from ρ̂(t0) to ρ̂(t) is
contained in the set of coordinates λj, πkl which allow thus to invert the time-
evolution without violating the irreversible nature of the effective dynamics.
In conclusion, a careful analysis about the irreversibility of the time-evolution
requires the use of entropy measures and cannot be guessed by only looking at
the structure of the dynamical map.

5.4.2 Rotating frame transformation
We introduce a complementary approach for the solution of time-dependent

Lindblad equations (5.2.11) based on the idea of a generalized rotating frame.
Consider a time-dependent invertible map W̌ (t) that connects our open system
S to an auxiliary frame Saux :

|ρ̂(t)〉 7→ |ρ̂aux(t)〉 = W̌ (t) |ρ̂(t)〉 . (5.4.18)

The evolution in Saux is then governed by

d
dt |ρ̂aux(t)〉 = Ľaux |ρ̃t〉 (5.4.19)

where
Ľaux = W̌ (t) Ľ (t) W̌ (t)−1 +

( d
dtW̌ (t)

)
W̌ (t)−1 . (5.4.20)

Now, If we can design W̌ (t) in such a way that Ľaux is time independent, then
the dynamics in the auxiliary frame Saux will simply be given by

|ρ̂aux(t)〉 = exp
(
Ľaux (t− t0)

)
|ρ̂aux(t0)〉 (5.4.21)
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and, moving back to the original frame S, we conclude that:

Λ̌(t, t0) = W̌ (t)−1 exp
(
Ľaux (t− t0)

)
W̌ (t0). (5.4.22)

From general algebraic considerations, we can parametrize W̌ (t) in the form

W̌ (t) =
n2−1∏
j=1

exp(fj(t) Ȟj)
n2−1∏
k,l=1

exp(gkl(t) Ďkl) , (5.4.23)

with coordinates fj(t), gkl(t). This leads (together with (5.3.5)) to the auxiliary
generator:

Ľaux =
n2−1∏
j=1

efj(t)Ȟj
n2−1∏
k,l=1

egkl(t)Ďkl

n2−1∑
i=1

hi(t) Ȟi +
n2−1∑
p,q=1

γpq(t) Ďpq

×
1∏

k,l=n2−1
e−gkl(t)Ďkl

1∏
j=n2−1

e−fj(t)Ȟj +
n2−1∑
i=1

i−1∏
j=1

efj(t)Ȟj
d
dtfi Ȟi

i+1∏
j=n2−1

e−fj(t)Ȟj

+
n2−1∑
p,q=1

n2−1∏
j=1

efj(t)Ȟj
p−1∏
k=1

q−1∏
l=1

egklĎkl
d
dt gpq Ďpq

p+1∏
k=n2−1

q+1∏
l=n2−1

e−gkl(t)Ďkl
1∏

j=n2−1
e−fj(t)Ȟj .

(5.4.24)

Despite the complexity of its nested structure, it is easy to see that the generic
expression for Ľaux is made of the blocks:[

efj(t) Ȟj
]
Ȟi

[
e−fj(t) Ȟj

]
;

[
egkl(t) Ďkl

]
Ȟj

[
e−gkl(t) Ďkl

]
; (5.4.25)[

efj(t) Ȟj
]
Ďkl

[
e−fj(t) Ȟj

]
;

[
egkl(t) Ďkl

]
Ďpq

[
e−gkl(t) Ďkl

]
,

which can be exactly computed with the help of BCH relations (3.1.24) and of
the commutators in (5.3.7). It follows that the auxiliary generator Ľaux admits
the closed expression (compare with Eq.(3.1.41))

Ľaux =
n2−1∑
j=1

haux
j Ȟj +

n2−1∑
k,l=1

γaux
kl Ďkl (5.4.26)

in the basis of super-operators (5.3.6). Hence, imposing haux
j , γaux

kl to be time-
independent, from Eq.(5.4.24) we end up with a set of coupled first-order
differential equations that determines the coordinates fj(t), gkl(t).
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Since the choice of the auxiliary frame Saux is arbitrary (and generally dictated
by having a simplified set of differential equations), it may lead to an unphysical
auxiliary generator, i.e., to an object Ľaux which does not generate a CPTP
dynamics. If this is the case, we have to interpret the auxiliary quantities as
some mathematical objects that allow for the solution of the CPTP dynamics
observed in S, excluding any physical implication. Conversely, when Ľaux is
chosen to be a physical Liouvillean, then Eq.(5.4.22) describes an effective time-
independent CPTP evolution resulting from a rotating frame transformation.
The rotating frame technique can be viewed as an alternative to other techniques
such as the coherence vector formalism [Ali87, Rau02, Rau03, Rau05] where
the time-dependent Lindblad equation is cast in the form of a Bloch equation
(5.4.7). In the following section, we shall consider the rotating frame technique
applied to a periodic driving where it will coincide with the Floquet framework
of Sec.3.1.2. For Floquet systems, the method leads to exact results that go
beyond those obtained by means of other known techniques.

5.5 Lindblad-Floquet framework
Let us discuss in more detail the case in which the reduced dynamics is

generated by a time-periodic Liouvillean Ľ (t) = Ľ (t + T ) with a driving
period T . This problem has been analysed in many recent works, see e.g.
[Har17,Mag18,Bas18,Don18, Iwa16,Rei18,Ali12,Bar18,Kam11,Pro11b], with
the aim of extending the Floquet theory (see Sec.3.1), to the case of periodically
driven open quantum systems. The dedicated literature mainly focus on the
case of high-frequency driving where one may face the problem perturbatively
[Dai16,Dai17] with the use of the Magnus expansion, see e.g. [Bla08]. Here, we
show that within the rotating frame technique, one is able to derive an exact
Floquet description of the Lindblad evolution (5.2.11), avoiding problems of
convergence [Cas01,Moa08] and of lack of CPTP properties [Had15] related
to the Magnus expansion. Nonetheless, we will show in Sec.5.5.1 that high-
frequency perturbative results can be obtained within our framework and they
generalize those of Sec.3.1.1 to the open system’s case.
To begin with, we consider again the map W̌ (t) in Eq.(5.4.23) to the auxiliary
frame:

|ρ̂aux(t)〉 = W̌ (t) |ρ̂(t)〉 ; W̌ (t) = W̌ (t+ T ), (5.5.1)

requiring its time-periodicity. From Eq.(5.4.23), the time-periodicity of W̌ (t)
implies then that the coordinates fj(t) = fj(t+ T ) and gkl(t) = gkl(t+ T ) are
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Figure 5.1: Rotating frame transformation. A time-periodic open system can
be mapped, by means of a proper invertible time-periodic map W̌ (t), to an
auxiliary time-independent problem. In this way, the rotating frame technique
of Sec.5.4.2 will coincide with the Floquet framework of Sec.3.1 (compare with
Fig.3.1).

now chosen as time-periodic functions, see Fig.5.1.
Next, by evaluating the dynamical map in Eq.(5.4.22) at times t = t0 +mT ,
for integer m, we obtain

Λ̌(t, t0)
∣∣∣∣
t=t0+mT

= W̌ (t0)−1 exp
(
Ľaux mT

)
W̌ (t0) ≡ exp

(
ĽF (t0)mT

)
(5.5.2)

where we have introduced the Floquet generator

ĽF (t0) ≡ W̌ (t0)−1 Ľaux W̌ (t0). (5.5.3)

The dynamical map in Eq.(5.5.2) describes a stroboscopic evolution whereas,
introducing the micromotion operator

W̌ (t, t0) ≡ W̌ (t)−1 W̌ (t0) , (5.5.4)

one is able to analyse the evolution at any times t ≥ t0. We specify that the
Floquet-Liouvillean ĽF in Eq.(5.5.3) is not unique and depends on the choice
of the auxiliary frame. However, one can set the auxiliary parameters haux

j , γaux
kl

(5.4.26) to be equal to the time averages of the S parameters in Eq.(5.3.5):

haux
j = 〈hj〉t ≡ hj , γaux

kl = 〈γkl〉t ≡ γkl (5.5.5)

with w ≡ 〈w〉t = T −1 ∫ T
0 dtw(t) for a generic function of time w(t).

Requiring (5.5.5), we fix the auxiliary frame Saux and consequently ĽF . Notice
that the generator (5.4.20) and ĽF are related through a similarity transforma-
tion (5.5.3) and so they share the same spectrum. This means that requiring
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(5.5.5) we are guaranteed that ĽF is a physical object.
As a consequence of the algebraic structure, the Floquet generator in Eq.(5.5.3)
admits a decomposition:

ĽF (t0) =
n2−1∑
j=1

hFj (t0) Ȟj +
n2−1∑
k,l=1

γFkl(t0) Ďkl , (5.5.6)

in the super-operator basis (5.3.6). Here, the set of Floquet parameters hFj (t0),
γFkl(t0) is defined through the BCH expansion of the r.h.s. of Eq.(5.5.3).

About the existence of a Floquet-Liouvillean

Notice that it is not always possible to find a periodic solution to the
set of non-linear first-order differential equations defining W̌ (t) [Li03]. This
means that a periodic Liouvillean Ľ (t) cannot be always expressed in terms
of a Floquet theory. The reason is rather clear: if we consider an open
quantum system which can be described in the markovian approximation with
a Liouvillean generator, we are not guaranteed that the stroboscopic evolution
preserves markovianity. In other words, the one-period dynamical map

Λ̌(t0 + T , t0) = T exp
(∫ t0+T

t0
dt′ Ľ (t′)

)
, (5.5.7)

not necessarily allows a logarithmic operator of the Lindblad form.
We shall not investigate the connection between the existence of periodic
solutions for W̌ (t) and the markovianity of the Floquet evolution, leaving it to
further developments. For our purposes, we assume the existence of a periodic
solution and we provide a general method to build an exact Floquet-Liouvillean
ĽF . We address the reader to Ref. [Sch18b] where the existence of ĽF is
discussed and some markovianity tests are proposed (see also [Wol08,Cub12]).

5.5.1 High-frequency expansion
For large enough driving frequencies ω ≡ 2π/T � 1, the rotating frame

method of Sec.5.4.2 can be used to derive approximate results in agreement
with those obtained by means of high-frequency expansions [Dai16,Dai17] (see
also Sec.3.1.1 for the unitary case).
First, we write the Fourier series of the time-periodic Liouvillean as

Ľ (t) = Ľ0 +
∑
k 6=0

eikωt V̌k. (5.5.8)
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Next, we parametrize the map W̌ (t) to the auxiliary frame Saux as

W̌ (t) = exp
(
Φ̌(t)

)
(5.5.9)

with Φ̌(t) = Φ̌(t + T ) a linear combination of the super-operators in (5.3.6).
At this point, we consider the Magnus expansions in powers of ω−1:

Φ̌(t) =
∞∑
a=1

ω−a Φ̌(a)(t) , Ľaux =
∞∑
a=0

ω−aĽ (a)
aux . (5.5.10)

According to Eq.(5.4.20), we then obtain

Ľaux =eΦ̌(t) Ľ (t) e−Φ̌(t) + ( d
dte

Φ̌(t)) e−Φ̌(t)

=Ľ (t) + d
dtΦ̌(t) + [Φ̌(t), Ľ (t)] + 1

2[Φ̌(t), [Φ̌(t), Ľ (t)]] + . . .

(5.5.11)

which can be solved in high-frequency expansion (5.5.10) imposing the time
independence of Ľaux order by order. The results read at the second order:

Ľaux =Ľ0 + 1
ω

∑
k 6=0

i

2k [V̌k, V̌−k]−
1
ω2

∑
k 6=0

1
2k2 [[V̌k, Ľ0], V̌−k]

− 1
ω2

∑
k,q 6=0

1
3kq [V̌k, [V̌q, V̌−k−q]] +O(ω−3)

(5.5.12)

and

Φ̌(t) = i

ω

∑
k 6=0

eikωt

k
V̌k −

1
ω2

∑
k 6=0

∑
q 6=−k

ei(k+q)ωt

2k(k + q) [V̌k, V̌q] +O(ω−3) . (5.5.13)

For what concerns the Floquet generator ĽF in Eq.(5.5.3), we have

ĽF (t0) = e−Φ̌(t0) Ľaux e
Φ̌(t0)

= Ľaux + [Φ̌(t0), Ľaux] + 1
2[Φ̌(t0), [Φ(t0), Ľaux]] + . . .

(5.5.14)

and similarly for the micromotion in Eq.(5.5.4)

W̌ (t, t0) = exp
(
−Φ̌(t)

)
exp

(
Φ̌(t0)

)
≡ exp

(
Ǩ(t, t0)

)
= exp(−Φ̌(t) + Φ̌(t0)− 1

2[Φ̌(t), Φ̌(t0)] + . . . ) .
(5.5.15)
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For sake of simplicity we set t0 = 0. The results in high-frequency expansion
(5.5.10) are:

ĽF (0) =Ľ0 + i

ω

∑
k 6=0

1
2 [V̌k, V̌−k]− [V̌k, Ľ0]

k

+ 1
ω2

∑
k,q 6=0

1
2 [V̌k, [V̌q, Ľ0]]− 1

2 [V̌k, [V̌q, V̌−q]]
kq

+ 1
ω2

∑
k,q 6=0

1
3 [V̌k, [V̌q, V̌−k−q]]− 1

2 [[V̌k, V̌q−k], Ľ0]
kq

− 1
ω2

∑
k 6=0

1
2 [[V̌k, Ľ0], V̌−k]− [[V̌k, Ľ0], Ľ0]

k
+O(ω−3); (5.5.16)

and

Ǩ(t, 0) = i

ω

∑
k 6=0

(1− eikωt)
k

V̌k −
1
ω2

∑
k 6=0

(1− eikωt)
k2 [V̌k, Ľ0]

− 1
ω2

∑
k,q 6=0

(1− eiqωt)[V̌k, V̂q−k]− eikωt [V̌k, V̌q]
2kq +O(ω−3) (5.5.17)

which extend the results of Sec.3.1.1 to the dissipative case.

5.6 Single qubit example
For concreteness, we shall focus now on the case n = 2 of a single qubit sys-

tem. We assume that the system is described by a time-dependent Hamiltonian
of the form:

Ĥ(t) = −1
2Ω(t) σ̂z, (5.6.1)

describing a two-level system with a time-dependent energy gap Ω(t), see
Fig.5.1a. Next, we add three elementary dissipative processes described by the
jump operators (see Sec.5.1.3):

L̂+ = σ̂+ , L̂− = σ̂− , L̂z = σ̂z (5.6.2)

with time-dependent couplings Γj(t) ≥ 0, ∀t > t0 (j = ±, z). The first two
jump operators represent amplitude damping processes due to the presence of
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Figure 5.1: Single qubit example. (a) We consider a two-level system with
time-dependent energy gap Ω(t). (b) To this model, we add three dissipative
processes (5.6.2) corresponding to amplitude damping processes due to the
presence of laser polarizers plus a dephasing noise in the σ̂z basis.

laser polarizers whereas the last one represents a dephasing in the σ̂z basis, see
Fig.5.1b. In fact, if we consider the Lindblad dissipator associated with L̂+,
that is

Ď↑ ρ̂ = σ̂+ ρ̂ σ̂− − 1
2{σ̂

−σ̂+, ρ̂}, (5.6.3)

it is easy to see that its target state is given by

Ď↑ ρ̂ = 0 ⇔ ρ̂ = |↑〉 〈↑| ; (5.6.4)

and similarly for the others. The full master equation is therefore taken as

d
dt ρ̂(t) = i

2Ω(t)[σ̂z, ρ̂(t)] +
∑
j=±,z

Γj(t)
(
σ̂j ρ̂(t) σ̂j† − 1

2{σ̂
j†σ̂j, ρ̂(t)}

)
. (5.6.5)

The natural operator basis
{
F̂k
}

in this case is given by the normalized Pauli
matrices σ̂k/

√
2 (k = 0, x, y, z) where σ̂0 is the normalized 2× 2 identity 1̂/

√
2.

Then, writing the master equation in vectorized form, as in Eq.(5.2.11), we find

Ľ (t) =− Ω(t)√
2
Ȟz + α(t)

(
Ďxx + Ďyy

)
+ iβ(t)

(
Ďxy − Ďyx

)
+ 2Γz(t)Ďzz

(5.6.6)

where Ȟi and Ďij are defined in Eqs.(5.3.6a), (5.3.6b) and we have defined

α(t) ≡ Γ+(t) + Γ−(t)
2 ; β(t) ≡ Γ+(t)− Γ−(t)

2 . (5.6.7)
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At this point, it is useful to introduce the combinations of super-operators

Ď↑ ; ↓ = 1
2(Ďxx + Ďyy ∓ iĎxy ± iĎyx) (5.6.8)

in terms of which the Liouvillean in Eq.(5.6.6) simply reads

Ľ (t) = −Ω(t)√
2
Ȟz + Γ+(t)Ď↑ + Γ−(t)Ď↓ + 2Γz(t)Ďzz. (5.6.9)

Moreover, the set of super-operators {Ȟz, Ď↑, Ď↓, Ďzz} forms a simple closed
subalgebra having only

[Ď↑, Ď↓] = Ď↑ − Ď↓ (5.6.10)
as a non-zero commutator.
We shall now provide an exact solution for the time-dependent Lindblad
equation (5.6.5) using the rotating frame technique of Sec.5.4.2. We design a
map W̌ (t) to Saux in the form:

W̌ (t) = exp(f(t)Ȟz) exp(g1(t)Ď↑) exp(g2(t)Ď↓) exp(g3(t)Ďzz) (5.6.11)

with some (unknown) functions f, g1, g2, g3.
Next, from Eqs.(5.4.24), (5.4.26) and computing the non-trivial blocks:[

eg1(t) Ď↑
]
Ď↓

[
e−g1(t) Ď↑

]
= e−g1(t) Ď↓ +

(
1− e−g1(t)

)
Ď↑; (5.6.12)[

eg2(t) Ď↓
]
Ď↑

[
e−g2(t) Ď↓

]
= e−g2(t) Ď↑ +

(
1− e−g2(t)

)
Ď↓,

we obtain the set of first-order differential equations:

d
dtf(t)− 1√

2
(Ω(t)− Ωaux) = 0; (5.6.13a)

d
dtg3(t) + 2(Γz(t)− Γaux

z ) = 0; (5.6.13b)

Γaux
+ = d

dtg1(t) +
(
1− e−g1(t)

) d
dtg2(t)

+
(
1 + e−(g1(t)+g2(t)) − e−g1(t)

)
Γ+(t) +

(
1− e−g1(t)

)
Γ−(t); (5.6.13c)

Γaux
− = e−g1(t)

(
d
dtg2(t) + Γ+(t) + Γ−(t)

)
− e−(g1(t)+g2(t))Γ+(t); (5.6.13d)
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where the values at t = t0 of the functions f , g1, g2 and g3 are specified through
the choice of the initial state |ρ̂aux(t0)〉 in Saux. Eqs. (5.6.13a) and (5.6.13b) are
readily solvable while, taking the sum and the difference of (5.6.13c)-(5.6.13d),
we obtain

r(t) ≡ g1(t) + g2(t)

= −
∫ t

dt′
(
(Γ+(t′)− Γaux

+ ) + (Γ−(t′)− Γaux
− )

) (5.6.14)

and
d
dty(t) + (Γ+(t) + Γ−(t))y(t)− Γ+(t)− er(t)Γaux

− = 0, (5.6.15)

where y(t) ≡ exp(g2(t)).
For a periodic driving, we can conveniently require the condition (5.5.5) and
look for a periodic solution of Eqs.(5.6.13). In this case, one finds the Floquet
parameters:

ΩF = Ω, ΓFz = Γz; (5.6.16)

and
ΓF±(t0) = Γ± ∓ δΓ(t0) (5.6.17)

with Floquet shift of the polarizers

δΓ(t0) = (1− y(t0))Γ+ + (er(t0) − y(t0))Γ−. (5.6.18)

5.6.1 Counter-oscillating polarizers
As a first illustration, we consider the case of a periodic driving with

polarizers:
Γ±(t) = Γ± ± A sin(ωt) (5.6.19)

where |A| ≤ Γ± and ω ≡ 2π/T . For this setting, the solution of Eq.(5.6.15) is
given by

y(t) = 1 + A

Γ2 + ω2 (Γ sin(ωt)− ω cos(ωt)) , (5.6.20)

where Γ ≡ Γ+ + Γ−, and leads to a Floquet shift of the polarizers

δΓ(t0) = AωΓ
Γ2 + ω2 . (5.6.21)
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Figure 5.2: Time evolution of the spin magnetization. We show the evolution
of 〈σ̂z〉 = tr(ρ̂(t) σ̂z) for the two-level open quantum system in Eq.(5.6.5) with
counter-oscillating polarizers Γ+ = 2.0 + 0.5 sin(t), Γ− = 3.0− 0.5 sin(t) and
Γz = 0, Ω =

√
2(1 − cos(t)). The numerical exact time evolution (full line)

is compared with the stroboscopic evolution (dots) given by Eq.(5.6.21). The
system is prepared at t = 0 in a state ρ̂(0) = 1̂/2.

In Fig.5.2, we show the time evolution of the magnetization of a single qubit
subject to counter-oscillating polarizers (5.6.19) for a specific choice of the
parameters in Eq.(5.6.5).
We now apply the high-frequency expansions derived in Sec.5.5.1 for the solution
of this specific model. From Eq.(5.5.16) one obtains the Floquet parameters:

δΓ(t0) = AΓ
ω

+O(ω−3) , (5.6.22)

ΩF = Ω +O(ω−3) and ΓFz = Γz +O(ω−3), in agreement with the exact solution
(5.6.21). For the micromotion one has from Eq.(5.5.17):

Ǩ(t, 0) =A
ω

[1− cos(ωt)]
(
Ď↑ − Ď↓

)
+ A sin(ωt)

ω2

(
Γ
(
Ď↑ − Ď↓

)
+ ∆ Ȟz

)
+O(ω−3),

(5.6.23)

setting t0 = 0 and Ω = Ω + ∆ cos(ωt). The time evolution of the spin
magnetization obtained in high-frequency approximation is shown in Fig.5.3
for different values of the driving frequency. As expected, the larger ω, the
better the agreement with the exact solution.
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Figure 5.3: Time evolution of the spin magnetization in high-frequency
expansion. Evolution of 〈σ̂z〉 = tr(ρ̂(t) σ̂z) for the single qubit in Eq.(5.6.5)
with counter-oscillating polarizers Γ+ = 2.0 + 0.5 sin(ωt), Γ− = 3.0− 0.5 sin(ωt)
and with Γz = 0, Ω =

√
2(1−cos(ωt)). The numerical exact time evolution (full

line) is compared with the approximate time evolution (dashed line) obtained
in high-frequency expansion at second order for three values of the driving
frequency ω = 2.0, 5.0, 10. The dots show the stroboscopic evolution ( circle:
exact, diamond: approximate). The system is prepared at time t = 0 in a state
ρ̂(0) = 1̂/2.

5.6.2 Incoherent driving
Next, we provide an example of a non-periodic driving for the Lindblad

evolution in Eq.(5.6.5) of a single qubit. In particular, we shall consider the
case where Γz = 0, Ω is kept constant and where the system is incoherently
driven by the polarizers:

Γ+(t) = A(1− tanh(t/ts)) , Γ−(t) = A(1 + tanh(t/ts)) (5.6.24)

that we plot in Fig.5.4a for different values of the time scale ts of the driving.
As we can see, the amplitudes Γ±(t) of the two polarizers cross each other at
t = 0 leading to a change in the target state of the relaxation during the time
evolution. In other words, at a given time t, the qubit will feel the resulting
effect of the two competing drivings and thus it will try to follow a target state
that is changing in time. This time evolution can be described with the help of
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Figure 5.4: Incoherent driving of a single qubit. (a) The incoherent driving
is made through the polarizers in Eq.(5.6.24). In the plot we show the time
evolution of Γ+ (thin line) and Γ− (bold line) for three values of the time scale
ts, ranging from an adiabatic to a quench regime. The amplitude is set to the
value A = 0.3. (b) Time evolution of the population (5.6.28) of the excited
(ground) state in thin line (bold line) of a single qubit subject to the polarizers
in Eq.(5.6.24). We prepare our system at t0 = −2 in a high-temperature state
ρ̂(t0) = 1̂2/2 with A = 0.3 and Ω = 1.0. We clearly see that the system changes
its target state when the amplitudes of the two lasers cross each other. This
effect becomes sharper for short time scale ts. In particular, in the quench
regime (dashed dotted line) the population presents a cusp point at the crossover
related to the sudden switch of the laser direction.

Eqs.(5.4.2),(5.4.3), which lead to the dynamical map:

Λ̌(t, t0) = exp(− Ω√
2

(t− t0) Ȟz) exp(π1(t) Ď↑) exp(π2(t) Ď↓) (5.6.25)

where π1, π2 satisfy

d
dtπ1(t) + (1− e−π1(t)) d

dtπ2(t) = Γ+(t); (5.6.26a)

e−π1(t) d
dtπ2(t) = Γ−(t), (5.6.26b)

with initial conditions π1,2(t0) = 0 and formal solutions

π2(t) = log
(

1 +
∫ t

t0
dt′ e2A (t′−t0) Γ−(t′)

)
, (5.6.27a)

π1(t) = −π2(t) + 2A (t− t0). (5.6.27b)
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Defining the projectors P↑ = |↑〉 〈↑| on the excited state and P↓ = |↓〉 〈↓| on the
ground state, one can then follow the time evolution of the populations

P↑(t) = tr (|↑〉 〈↑| ρ̂(t)) = tr
(
|↑〉 〈↑| Λ̌(t, t0) ρ̂(t0)

)
(5.6.28)

and similarly for P↓(t), as shown in Fig.5.4b. As expected, the dynamics of
the populations exchanges behavior when the direction of the resulting laser
beam is inverted. This effect becomes sharper as we decrease ts and eventually
generates a non-analytical point in the quench regime ts → 0.

5.7 Quantum heat-engines
An interesting application of the Floquet-Lindblad formalism outlined in

Sec.5.5 concerns the analysis of finite-time quantum heat-engines [Sco18a,Ali79,
Kos14, Ali15, Rez06, Aba14, Kla17, Ros14, Cor14, Jar16, Sam17, dC14, Aba17,
Aba18,Cam16,Elo17,Cot17,Mas18,Man18,Mic17,Man19].
A quantum heat-engine may be defined as a quantum open system capable to
convert the thermal energy extracted from a hot source into a power output.
To do so, an abstract quantum heat-engine needs:

1. an open quantum system S that is used as working fluid;

2. a hot and a cold thermal bath R through which the engine can extract
work;

3. some periodic fields that determine its operation cycle.

An illustration of a quantum heat-engine is given in Fig.5.1.
It is easy to show that the points 1-3 can be readily implemented by considering
a time-periodic Lindblad master equation. The points 1,3 are straightforward
and will depend on the specific master equation that is considered. The design
of a thermal bath with Lindblad dissipators requires instead a further comment.
On one hand, any elementary dissipative process L̂α is associated to a target
state of relaxation ρ̂ defined through the condition:[

L̂α ρ̂ L̂
†
α −

1
2{L̂

†
αL̂α, ρ̂}

]
= 0. (5.7.1)

On the other hand, a thermal bath at temperature T induces a relaxation
towards a thermal distribution where the populations on each level satisfy a
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Figure 5.1: Abstract quantum heat-engine. Illustration of an abstract quan-
tum heat-engine made out of: (i) an open quantum system that is used as
working fluid (green atom); (ii) a hot (red fire) and a cold (pale blue ice) thermal
bath; (iii) the time-periodic dependence of the Lindblad master equation which
determines the cyclic evolution (e.g. a Carnot cycle, see Sec.5.7.2 and Sec.5.8.7).

detailed balance condition. For instance, in a two-level system we will have at
thermal equilibrium:

P↓
P↑

= exp (Ω/T ) (5.7.2)

with Ω the energy gap between the two states. Hence, one can easily see that
imposing the detailed balance condition

Γ−
Γ+

= P↓
P↑

= exp (Ω/T ) (5.7.3)

on the relaxation coefficients Γ±, the target state defined by the combined
effect of the Lindblad dissipators L̂± is the same of that of a thermal bath at
temperature T . Such a picture extends similarly to more complicated systems.
The operation of these quantum devices relies on the existence of a limit-cycle
state, where the system behaves cyclically during the time-evolution. Although
it is easy to identify the basic elements of an abstract quantum heat-engine,
understanding what is the state of the system within the cyclic dynamics and
if this state can be eventually reached are non-trivial tasks. Quite remarkably,
a clear answer to these questions can be provided by the Floquet generator ĽF

in Eq.(5.5.3).
First, the convergence to a cyclic evolution is directly associated to the spectrum
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Figure 5.2: Convergence towards a limit-cycle state. Illustration of the time
evolution of a generic observable 〈Ô〉 = tr(ρ̂(t) Ô), with Ô ∈ end(HS) a generic
operator. After a transient regime, the dynamics converges towards a cyclic
evolution where the state of the system reads ρ(t) ≡ ρ̂ss(t 7→ t0).

of the Floquet-Liouvillean and, more precisely, the real part of its eigenvalues
determines the time-scale of the transient regime.
Next, one has, by construction, that the zero-eigenstate of the Floquet-
Liouvillean

ĽF (t0) |ρ̂ss(t0)〉 = 0, (5.7.4)
defines a stroboscopic steady-state of the time evolution i.e., a steady-state
that is observed if we consider time steps of one period. Once the system
is stroboscopically converged towards the steady-state ρ̂ss(t0), the dynamics
becomes time-periodic with a limit-cycle state given by

|ρ̂(t)〉 = W̌ (t, t0) |ρ̂ss(t0)〉 . (5.7.5)

Since W̌ (t) in Eq.(5.4.23) is chosen to be periodic, the micromotion genera-
tor W̌ (t, t0) in Eq.(5.5.4) is also periodic in both its arguments and satisfies
W̌ (t0, t0) = 1̂⊗ 1̂. Hence, without loss of generality, we can follow the cyclic
evolution by setting the intial time t0 7→ t so that the limit-cycle state will
read:

ρ̂(t) ≡ ρ̂ss(t0 7→ t). (5.7.6)
We conclude that all the relevant properties of the system within the cyclic
evolution can be described solely in terms of the Floquet-Liouvillean. In par-
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ticular, the convergence towards the cycle is dictated by its spectrum whereas
the limit-cycle state is simply the zero-eigenstate of ĽF (t0 7→ t), provided that
this state is unique. An illustration of convergence towards a cyclic evolution
is given in Fig.5.2.
The operation cycle can be characterized through the time-evolution of ther-
modynamic quantities. In Lindblad approximation§, the dynamics of an op-
erator Ô(t) ∈ end(HS) is generated by the Heisenberg master equation (see
Eq.(5.1.39)):

d
dtÔ(t) = ∂

∂t
Ô(t) + i[Ĥ(t), Ô(t)] + Ď?(t) Ô(t), (5.7.7)

where the dual Lindblad dissipator Ď? reads

Ď?(t) • =
n2−1∑
k,l=1

γkl(t)
(
F̂l • F̂k −

1
2{F̂l F̂k, • }

)
. (5.7.8)

Defining the internal energy of the system as E(t) ≡ 〈Ĥ(t)〉ss, with 〈 • 〉ss ≡
tr(ρ̂ss(t) • ), we have from Eq.(5.7.7)

d
dtE(t) =

〈
∂

∂t
Ĥ(t)

〉
ss

+
〈
Ď?(t) Ĥ(t)

〉
ss

(5.7.9)

which is nothing but the quantum analogue of the first law of thermodynamics
in a differential form [Ali79,Gev92]. Indeed, we may interpret the two terms in
the r.h.s. of Eq.(5.7.9)

P(t) =
〈
∂

∂t
Ĥ(t)

〉
ss

, δQ(t) =
〈
Ď?(t) Ĥ(t)

〉
ss
, (5.7.10)

as the power output P and the heat flow δQ of the engine.
From the latter, one can eventually define the efficiency η of the quantum
heat-engine as the ratio between the rate of work generated and the rate of
thermal energy extracted from the bath i.e.,

η ≡ P
δQ

. (5.7.11)

For a wider understanding, we address the reader to Refs. [And17,Kos13,Ali18].
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Figure 5.3: Illustration of a two-level quantum heat-engine. The Hamilto-
nian parameter Ω(t) tunes the energy gap between the ground state |↓〉 and
the excited level |↑〉. The thermal bath is modeled as in Eq.(5.7.12) with a
couple of polarizers Γ+, Γ−. The interactions of the system S with the thermal
bath R are controlled by the interruptor γ.

5.7.1 Two-levels quantum heat-engine
We now apply the general results presented in Sec.5.7 for the concrete design

of a quantum heat-engine operating with a working fluid composed of a single
qubit [Gev92]. In particular, we consider the Lindblad evolution in Eq.(5.6.5)
with Γz = 0 and with polarizers satisfying a detailed balance condition:

Γ−
Γ+

= exp(Ω(t)/T (t)) , ∀t ≥ t0 (5.7.12)

so that their combined effect mimic the relaxation properties induced by a ther-
mal bath R with time-dependent temperature T (t). A convenient parametriza-
tion of the thermal bath is

Γ+(t) = γ(t)n(t) , Γ−(t) = γ(t)(1− n(t)) (5.7.13)

with
n(t) ≡ (1 + eΩ(t)/T (t))−1 (5.7.14)

and a control parameter γ(t) that allows us to couple (decouple) the system
with the bath at different strokes. An illustration of the two-level quantum
heat-engine is given in Fig.5.7.1.
Next, we compute the limit-cycle state of the Floquet-Liouvillean (see Sec.5.6):

ĽF (t0) = − Ω√
2
Ȟz + ΓF+(t0) Ď↑ + Γ−(t0) Ď↓, (5.7.15)

§That is, for weakly coupled and sufficiently large reservoir R so that the markovian
approximation holds.
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where the Floquet parameters ΓF± are given in Eqs.(5.6.17) and (5.6.18). To do
so, we consider the following basis of the vectorized space:

|↑〉 〈↑| 7→


1
0
0
0

 ; |↑〉 〈↓| 7→


0
1
0
0

 ; |↓〉 〈↑| 7→


0
0
1
0

 ; |↓〉 〈↓| 7→


0
0
0
1

 ; (5.7.16)

such that the operators in end(HS) have a 4-vector representation, e.g.

σ̂x 7→


0
1
1
0

 ; σ̂y 7→


0
i
−i
0

 ; σ̂z 7→


1
0
0
−1

 , (5.7.17)

and super-operators are represented as 4× 4 matrices. The Floquet-Liouvillean
takes therefore the form:

ĽF (t0) =


−ΓF−(t0) 0 0 ΓF+(t0)

0 −1
2Γ− i

√
2 Ω 0 0

0 0 −1
2Γ + i

√
2 Ω 0

ΓF−(t0) 0 0 −ΓF+(t0)

 (5.7.18)

with Γ ≡ Γ+ + Γ−. The limit-cycle state is thus obtained from Eq.(5.7.4) and
reads

ρ̂ss(t0 7→ t) = F̂0 −
√

2
Γ δΓ(t) F̂3. (5.7.19)

The convergence towards ρ̂ss(t) is dictated by the real part of the eigenvalues
of ĽF , that are

spec(ĽF ) =
[
0, −Γ, −1

2( Γ± i2
√

2 Ω)
]
, (5.7.20)

from which we specificy the time-scale τ of the transient regime to be τ = 2/Γ.
From the knowledge of the limit-cycle state (5.7.19), one can then compute the
expectation value of thermodynamic quantities during the cyclic evolution. In
particular, for the internal energy E one has

E(t) = 〈Ĥ(t)〉ss = Ω(t)δΓ(t)
Γ , (5.7.21)
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0
(b) (c) (d)(a) (a)

Figure 5.4: Illustration of a Carnot cycle. A Carnot cycle is made out of
four strokes of duration T /4: a-b (c-d) a hot (cold) isothermal expansion
(compression) where the working parameter is decreasing (increasing), light
gray boxes; b-c (d-a) an isentropic expansion (compression) where the system
is detached from the bath γ = 0, dark gray boxes. In this figure the working
parameter Ω is varied in time as a linear piecewise function, see Eq.(5.7.30).

and similarly

P(t) =
〈
∂

∂t
Ĥ(t)

〉
ss

=
(

d
dt Ω(t)

)
δΓ(t)

Γ ; (5.7.22)

δQ(t) =
〈
Ď?(Ĥ(t))

〉
ss

= 2Ω(t) ΓF+(t) ΓF−(t)
Γ , (5.7.23)

for the power output P and the heat flow δQ respectively.

5.7.2 Carnot cycle
To illustrate a concrete application of the previous results, we shall consider

the operation of a finite-time two-level Carnot engine. The cycle is made of
four strokes, which we assume have an equal duration T /4:

(a-b) Hot isothermal expansion at T hot
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(b-c) Isentropic expansion

(c-d) Cold isothermal compression at T cold

(d-a) Isentropic compression

For our specific model, expansions (compressions) mean decreasing (increasing)
the level spacing through the parameter Ω. We shall consider a protocol where
Ω(t) varies in a linear piecewise fashion, as sketched in Fig.5.4. The control
function γ(t) in Eq.(5.7.13) is set to

γ(t) = { 1, 0, 1, 0 } , (5.7.24)

since the system evolves unitarily in the second and in the fourth stroke. Finally,
the time-dependence of T (t) is given by

T (t) =
{
T hot, − , T cold, −

}
, T hot > T cold (5.7.25)

where the notation ”−” means that the specific value of the temperature in
that interval is not physically relevant since the thermal bath is detached from
the system.

Quasi-static reversibility limit

For large enough values of the driving period T � 1, the evolution of
the quantum heat-engine can be investigated by using standard equilibrium
statistical mechanics. During the isothermal strokes the expectation value of
the energy reads

E(t) = 〈Ĥ(t)〉eq = Ω(t)
2 tanh(Ω(t)

2T ) (5.7.26)

where 〈 • 〉eq ≡ tr(ρ̂eq • ) is the average computed with the thermal equilibrium
density matrix ρ̂eq at a fixed temperature T :

ρ̂eq = 1
2 cosh(Ω(t)/T )

[
e−Ω(t)/2T 0

0 eΩ(t)/2T

]
. (5.7.27)

On the other hand, in the isentropic strokes the evolution is unitary and any
variation in the internal energy is due to a variation of the energy separation
of the two levels:

E(t2) = Ω(t2)
Ω(t1) E(t1) , (5.7.28)
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as follows from the adiabatic theorem in standard quantum mechanics. We
can see that depending on the driving protocol being used, the cycle may not
have a reversible quasi-static limit. The reason is that, if by the end of the
isentropic strokes (c and a) the value of the energies in Eq.(5.7.28) are not
the same to those at thermal equilibrium in Eq.(5.7.26) with a hot and a cold
temperature, then a dissipation inevitably will take place. The condition for
the existence of a quasi-static reversibility condition is therefore obtained by
imposing that [Sco18a,Sek00,Lek18]

T cold

T hot
= Ω(c)

Ω(b) = Ω(d)
Ω(a) . (5.7.29)

These conditions are usually referred to as quasi-static reversibility.

Finite-time operation

We now turn to the finite-time operation. With Eq.(5.7.29) in mind, we
choose the unitary parameter Ω to vary linearly in the four strokes as:

Ω(t) =



4(Ωb−Ωa)
T t+ Ωa

4(Ωc−Ωb)
T t+ 2Ωb − Ωc

4(Ωc−Ωd)
T t+ 3Ωc − 2Ωd

4(Ωa−Ωd)
T t+ 3Ωa − 4Ωd

(5.7.30)

with Ωc = (T cold/T hot)Ωb and Ωd = (T cold/T hot)Ωa.
At this point, it only remains to compute explicitly the Floquet parameters
ΓF±(t) for the two-level quantum engine. Recall that the polarizers Γ±(t) are
set as in Eq.(5.7.13) and ΓF±(t) have the form (see Eq.(5.6.17) and (5.6.18)):

ΓF±(t) = Γ± ∓ δΓ(t) (5.7.31)

with the Floquet shift

δΓ(t) = (1− y(t))Γ+ + (er(t) − y(t))Γ− (5.7.32)

where (see Eq.(5.6.13d) and (5.6.15))

r(t) =
∫ t

t0
dt′ (Γ− γ(t′)) ; (5.7.33a)

dy(t)
dt = γ(t)

(
y(t)− n(t)− er(t)(1− n(t))

)
; y(0) = y(T ). (5.7.33b)
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Figure 5.5: Carnot engine: Floquet parameters. Numerical results for the
Floquet parameters in Eqs.(5.7.31) obtained by solving Eq.(5.7.33) with polar-
izers Γ± in Eq.(5.7.13) and energy level separation Ω in Eq.(5.7.30). We have
set: Ωa = 1.8, Ωb = 1.3 and temperatures T hot = 1.0, T cold = 0.5. The driving
period is T = 50.

Hence, a numerical integration of Eq.(5.7.33) allows us to determine the Floquet
parameters. We show the results in Fig.5.5.
From Eq.(5.7.21), one is then able to compute the cyclic evolution of the internal
energy E(t); the result is shown in Fig.5.6 for different values of the driving
period T . As expected, at large T , one observes a convergence towards the
quasi-static regime described before. All the deviations at finite-time operation
from the quasi-static limit can be addressed to a non-equilibrium behavior of
the device. The latter can be quantified through the deviations of the cycle
area A

A(T ) ≡
∮
t∈[0,T ]

d(1/Ω(t))E(t), (5.7.34)

from its quasi-static limit value Aqs

Aqs ≡
∮

d(1/Ω(t))Eqs(t) (5.7.35)

where Eqs(t) is given in Eqs.(5.7.26) and (5.7.28). Introducing the quantity

δA ≡ 1− A(T )
Aqs

, (5.7.36)

a numerical estimation of the cycle areas reveals that the approach to the
equilibrium quasi-static operation is

δA ∝ 1/T , (5.7.37)
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Figure 5.6: Operation of a finite-time Carnot engine. The plot shows the
internal energy E(t) as function of the compression 1/Ω(t). In the figure we
select Ω as in Eq.(5.7.30), setting Ωa = 1.8, Ωb = 1.3 and the thermal bath in
Eq.(5.7.13) with T hot = 1.0, T cold = 0.5. We see that increasing the value of the
driving period T (from the innermost to the outermost), the cycle converges
towards its quasi-static limit.
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Figure 5.7: Carnot cycle: convergence toward the quasi-static limit. A
numerical estimation of the deviations of the cycle areas δA in Eq.(5.7.36)
for the two-level Carnot engine in Fig.5.6. We see that the approach to the
quasi-static limit is ∝ 1/T with a proportionality constant c = 11.6, extracted
from our fitting datas.

as shown in Fig.5.7.
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Figure 5.8: Carnot engine: coherence vector formalism. Operation of a
finite-time Carnot engine obtained by a numerical solution of Eqs.(5.7.40) with
initial state ρ̂(0) = 1̂/2. The plots show the internal energy E(t) as function
of the compression 1/Ω(t). In the figures we have set Γz = 0, Ω in Eq.(5.7.30)
with Ωa = 1.8, Ωb = 1.3 and the thermal bath as in Eq.(5.7.13) with T hot = 1.0,
T cold = 0.5. (a) We show the solution in a time window t ∈ [0, 3T ] for different
values of the driving period T . We can see that increasing the value of T (from
the innermost to the outermost), the cycle matches its quasi-static limit. (b)
Inset showing the time-evolution for t > 2T /Γ where the dynamics becomes
cyclic. The result is then in perfect agreement with that of Fig.5.6.

Coherence vector formalism

We also provide an analysis of the two-level Carnot engine based on the
matrix formulation of Sec.5.4.1. In the case n = 2, we can write the density
matrix as

ρ̂(t) =
 P↑(t) a(t)− ib(t)
a(t) + ib(t) 1− P↑(t)

 (5.7.38)

(in the basis of |i〉 〈j|, i, j =↑, ↓,) with a, b and P↑ real functions, and we obtain
the coherence vector:

~v(t) = 1√
2


tr(ρ̂(t) σ̂x)
tr(ρ̂(t) σ̂y)
tr(ρ̂(t) σ̂z)

 =
√

2


a(t)
b(t)

P↑(t)− 1
2

 . (5.7.39)

162



5 Non-equilibrium dyn. in opent systems Quantum heat-engines

0 10 20 30 40 50

t

0.38

0.40

0.42
�F
�(t)

��

0 10 20 30 40 50

t

0.07

0.09

0.11
�F

+(t)

�+

Figure 5.9: Otto engine: Floquet parameters. Numerical results for the Flo-
quet parameters in Eqs.(5.7.31) obtained by solving Eq.(5.7.33) with polarizers
in Eq.(5.7.13) and energy level separation Ω in Eq.(5.7.41), setting Ω1 = 1.8,
Ω2 = 1.3. The temperature is varied as in Eq.(5.7.42), requiring quasi-static
reversibility conditions (5.7.43) and chosing Ta = 1.0, Tb = 1.5. The driving
period is T = 50.

Next, for the case of Lindblad evolution (5.6.5), the Bloch equation (5.4.7)
leads to the set of equations:

d
dta(t)− Ω(t) b(t) + (α(t) + 2Γz(t))a(t) = 0; (5.7.40a)

d
dtb(t) + Ω(t) a(t) + (α(t) + 2Γz(t))b(t) = 0; (5.7.40b)

d
dtP↑(t) + 2α(t)P↑(t)− (α(t) + β(t)) = 0, (5.7.40c)

with α(t) = 1
2(Γ+(t) + Γ−(t)) and β(t) = 1

2(Γ+(t)− Γ−(t)).
If we set then Γz = 0 and Γ±, Ω as in Eqs.(5.7.13), (5.7.30) respectively, a
numerical integration of (5.7.40) allows to study the dynamics of the Carnot
engine. The result for the internal energy E is shown in Fig.5.8a.
As we can see, a simple numerical integration of ρ̂(t) does not allow to know the
limit-cycle state and thus the values of the thermodynamic quantities during
the cyclic evolution. Quite nicely, if we plot the result for the internal energy
for times t > 2T /Γ (compare with Eq.(5.7.20)), we can completely get ride of
the transient regime and the result is found in perfect agreement with that of
Fig.5.6, see Fig.5.8b.
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Figure 5.10: Operation of a finite-time Otto engine. The plot shows the
internal energy E(t) as function of the compression 1/Ω(t). In the figure
we select Ω as in Eq.(5.7.41), setting Ω1 = 1.8, Ω2 = 1.3 and the thermal
bath in Eq.(5.7.13) with temperature in Eq.(5.7.42). We require quasi-static
reversibility conditions (5.7.43) and we chose Ta = 1.0, Tb = 1.5. We see
that increasing the value of the driving period T (from the innermost to the
outermost), the cycle converges towards its quasi-static limit.

5.7.3 Otto cycle
Finally, we show that the Lindblad-Floquet solution of the two-level quantum

heat-engine allows to engineer different cycles with just a few replacements.
For instance, an Otto engine is obtained by replacing Ω in Eq.(5.7.30) with

Ω(t) =


Ω1

2Ω1 − Ω2 + 4(Ω2−Ω1)
T t

Ω2

−3Ω1 + 4Ω2 + 4(Ω1−Ω2)
T t

(5.7.41)

and the temperature in Eq.(5.7.25) with

T (t) =



4(Tb−Ta)
T t+ Ta

−
4(Td−Tc)
T t+ 3Tc − 2Td

−

(5.7.42)
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Figure 5.11: Otto cycle: convergence toward the quasi-static limit. A
numerical estimation of the deviations of the cycle areas δA in Eq.(5.7.36) for
the two-level Otto engine in Fig.5.10. We see an approach δA ∝ 1/T to the
quasi-static limit with a proportionality constant c = 8.02, extracted from our
fitting datas.

where the first and the third isothermal strokes are substituted by thermal
isochoric strokes (i.e., with Ω kept constant). One can easily show that the
quasi-static reversibility conditions now read

Ω2

Ω1
= T (c)
T (b) = T (d)

T (a) (5.7.43)

and are satisfied in Eq.(5.7.42) if Tc = (Ω2/Ω1)Tb, Td = (Ω2/Ω1)Ta.
In Fig.5.9 and 5.10 we show the Floquet parameters and the operation of the
Otto engine respectively, obtained by a numerical solution of Eq.(5.7.33). The
deviations δA in the cycle area from the quasi-static limit value are plotted in
Fig.5.11 and decay as a power law δA ∼ O(1/T ) for large T .

5.8 Application to a Harmonic Oscillator
We now consider the exactly solvable model of a single bosonic mode,

described by a creation (annihilation) operator â† (â), subject to an arbitrary
time-dependent and Gaussian-preserving open system dynamics. Here we
provide only the main ideas and results, leaving some of the technical details
to the appendix 5.B.
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5.8.1 Gaussian-preserving dynamics
To begin with, we construct a Gaussian-preserving dynamics for a single-

bosonic mode subject to a squeezed thermal bath. In the following sections, we
will make use of these results for the definition of the time-dependent Lindblad
master equation.
Let us consider the Hamiltonian of a quantum harmonic oscillator (HO):

Ĥ = ω(â† â+ 1
2) (5.8.1)

subject to the dissipation induced by the jump operators

L̂1 = â L̂2 = â†, (5.8.2)

which give rise to the Lindblad dissipator

Ď ρ̂ =γ (n+ 1)
(
â ρ̂ â† − 1

2{â
†â, ρ̂}

)

+ γ n
(
â† ρ̂ â− 1

2{ââ
†, ρ̂}

)
. (5.8.3)

Here γ ≥ 0 sets the damping rate of the HO and

n =
(
eω/T − 1

)−1
(5.8.4)

is the mean number of excitations in a thermal bath at temperature T . It is
easy to show that the Lindblad dissipator (5.8.3) has a target state:

Ď ρ̂ = 0 ⇔ ρ̂ =
(
1− e−ω/T

)
exp

(
−ω
T
â† â

)
, (5.8.5)

which is nothing but a Gibbs thermal state at temperature T . Notice that
this open system dynamics preserves Gaussian states since it involves terms
which are quadratic in the bosonic operators, see e.g. [Wee12,Ser17]. Hence,
the Lindblad evolution generated by (5.8.1), (5.8.3) is completely determined
by the value of the second moments:

〈â† â〉 〈â â〉 . (5.8.6)

Next, we consider the effect of a squeeze radiation field that we treat as an
external bath. The effect of squeezing on the open system dynamics (5.8.3)
can be easily implemented by replacing the bosonic operators â†, â with

âsq ≡ Ŝ(λ) â Ŝ†(λ) â†sq ≡ Ŝ†(λ) â† Ŝ(λ), (5.8.7)
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where Ŝ is the squeezing operator

Ŝ(λ) ≡ exp
(1

2λ
∗ â â− 1

2λ â
† â†

)
(5.8.8)

and λ = |λ|eiθ ∈ C is a squeezing parameter characterizing the bath. Due to
the structure of the squeezing operator (5.8.8), âsq, â†sq can be written as

âsq = cosh |λ| â− eiθ sinh |λ| â†; â†sq = cosh |λ| â† − e−iθ sinh |λ| â, (5.8.9)

with the help of BCH formulae (3.1.24). With this prescription, the Lindblad
dissipator for the squeezed thermal bath will read:

Ď ρ̂ =γ (n+ 1)
(
âsq ρ̂ â

†
sq −

1
2{â

†
sqâsq, ρ̂}

)

+ γ n
(
â†sq ρ̂ âsq −

1
2{âsqâ

†
sq, ρ̂}

)
, (5.8.10)

or, equivalently, in terms of the â, â† operators [San17]:

Ď ρ̂ =γ (ñ+ 1)
(
â ρ̂ â† − 1

2{â
†â, ρ̂}

)
+ γ ñ

(
â† ρ̂ â− 1

2{ââ
†, ρ̂}

)

− γ m
(
â† ρ̂ â† − 1

2{â
†â†, ρ̂}

)
− γ m∗

(
â ρ̂ â− 1

2{ââ, ρ̂}
)
, (5.8.11)

where we have defined

ñ+ 1
2 ≡ (n+ 1

2) cosh(2|λ|) (5.8.12)

and
m ≡ −(n+ 1

2)eiθ sinh(2|λ|). (5.8.13)

Notice that the effect of the squeeze radiation field in Eq.(5.8.7) is equivalent
to a Bogoliubov transformation of the operators â, â†. Therefore, one can
interpret Eq.(5.8.11) as source of squeezing or thermal dissipative mechanisms,
depending on the reference basis. Moreover, due to the quadratic structure of
the super-operators (5.8.11), the target state of the open system dynamics is
still a Gaussian state and so it will be completely characterized by the value of
the covariances (5.8.6), see e.g. [Wee12,Ser17].
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5.8.2 Effective Hamiltonian
The Hamiltonian of the system is chosen to be a generic quadratic form of

the operators â, â†:

Ĥ(t) = ω(t)(â† â+ 1
2) + λ(t)

2 â â+ λ∗(t)
2 â† â†, (5.8.14)

where ω(t) and λ(t) are arbitrary periodic functions satisfying ω(t)2 > |λ(t)|2.
In a mechanical picture, the Hamiltonian in Eq.(5.8.14) describes a situation
where both the mass and the spring constant may be time-dependent.
To see this, let us rewrite Ĥ(t) in terms of position and momentum operators:

x̂ ≡ 1√
2η (â† + â), p̂ ≡ i

√
η

2(â† − â). (5.8.15)

where η is an arbitrary frequency scale setting the units of x̂ and p̂. In terms
of these new variables and assuming λ to be real, the Hamiltonian (5.8.14)
becomes

Ĥ(t) = 1
2η (ω(t)− λ(t)) p̂2 + η

2 (ω(t) + λ(t)) x̂2. (5.8.16)

Thus, we can see that the general Hamiltonian (5.8.14) corresponds to a
mechanical oscillator where both the frequency and the mass are time-dependent.
We also see that the more usual problem of a time-independent mass occurs
when ω(t)− λ(t) is time-independent. In this case one may choose, without
loss of generality, η = ω(t)− λ(t), leading to

Ĥ(t) = 1
2
(
p̂2 + Ω(t)2 x̂2

)
, (5.8.17)

where
Ω(t)2 ≡ ω(t)2 − λ(t)2 = η(ω(t) + λ(t)). (5.8.18)

Notice that in this situation one recovers precisely the setup of the Ermakov-
Lewis theory, see Sec.4.5.

5.8.3 Super-operator content
The Hamiltonian (5.8.14) adds to Ľ (t) three super-operators:

Ȟ0 • ≡ −i[â† â, • ], (5.8.19a)

Ȟ1 • ≡ −i[â â, • ], (5.8.19b)

Ȟ2 • ≡ −i[â† â†, • ]. (5.8.19c)
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In addition, we consider the general effects of Gaussian-preserving dissipation
generated by

Ď1 • ≡ â • â† − 1
2{â

† â, • }; (5.8.20a)

Ď2 • ≡ â† • â− 1
2{â â

†, • }; (5.8.20b)

Ď3 • ≡ â† • â† − 1
2{â

† â†, • }; (5.8.20c)

Ď4 • ≡ â • â− 1
2{â â, • }. (5.8.20d)

With these ingredients, we then parametrize our time-dependent Liouvillean as

Ľ (t) = Ȟ(t) + Ď(t), (5.8.21)

where

Ȟ(t) ≡ω(t) Ȟ0 + λ(t)
2 Ȟ1 + λ∗(t)

2 Ȟ2; (5.8.22)

Ď(t) ≡γ(t) (n(t) + 1) Ď1 + γ(t)n(t) Ď2

− γ(t)m(t) Ď3 − γ(t)m∗(t) Ď4, (5.8.23)

with γ(t), n(t) and m(t) time-periodic parameters satisfying γ(t) > 0 and
n(t)(n(t) + 1) > |m(t)|2 §.
Here γ(t) represents the coupling strength to the bath, whereas n(t) and m(t)
may represent both thermal and squeezing effects, depending on the choice
of basis. For instance, if λ(t) = 0 then a thermal bath at a temperature
T corresponds to m(t) = 0 and n(t) = (eω(t)/T − 1)−1. For the general
Hamiltonian (5.8.14), on the other hand, the thermal bath is modeled by

n(t) + 1
2 = ω(t)

2Ω(t) coth
(

Ω(t)
2T

)
, m(t) = − λ(t)

2Ω(t) coth
(

Ω(t)
2T

)
, (5.8.24)

where Ω2(t) ≡ ω2(t)− λ2(t).
Next, we apply the rotating frame transformation of Sec.5.4.2. The key property
making this problem analytically tractable is that the seven super-operators

§It is easy to see that these conditions are required for the semi-positivity of the relaxation
matrix.
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{{Ȟj}2
j=0, {Ďj}4

j=1} form a closed algebra [Pei07] (see also [Rya13]). In par-
ticular, the sets {Ȟj} and {Ďj}, when taken separately, satisfy independent
algebras:

[Ȟ0, Ȟ1,2] = ±2iȞ1,2; [Ȟ1, Ȟ2] = −4iȞ0; (5.8.25a)

which is nothing but su(1, 1) (see the appendix 4.D), and

[Ď1, Ď2] = −(Ď1 + Ď2); [Ď3, Ď4] = 0;
[Ď1, Ď3,4] = −Ď3,4; [Ď2, Ď3,4] = Ď3,4.

(5.8.25b)

Mixtures of the two sets, on the other hand, only produce elements of the
latter:

[Ȟ0, Ď1,2] = 0; [Ȟ0, Ď3,4] = ∓2iĎ3,4;
[Ȟ1, Ď1,2] = −2iĎ4; [Ȟ2, Ď1,2] = 2iĎ3;
[Ȟ1, Ď3] = −2i(Ď1 + Ď2); [Ȟ1, Ď4] = 0;
[Ȟ2, Ď4] = 2i(Ď1 + Ď2); [Ȟ2, Ď3] = 0.

(5.8.25c)

This algebraic structure suggests that the operator W̌ (t) in Eq.(5.4.23) may
be taken as

W̌ (t) = V̌ (t) Ǔ(t), (5.8.26)

where

V̌ (t) = exp(g1(t) Ď1) exp(g2(t) Ď2) exp(g3(t) Ď3) exp(g4(t) Ď4) (5.8.27)

and
Ǔ(t) = exp(r0(t) Ȟ0) exp(r1(t) Ȟ1) exp(r2(t) Ȟ2). (5.8.28)

Here ri(t) and gi(t) are the canonical coordinates which are to be suitably
adjusted so as to make Ľaux time-independent.
The problem is then solved sequentially. First one applies Ǔ(t) and adjusts the
ri(t) to make the unitary part time-independent. Then V̌ (t) is applied and the
gi(t) are adjusted to deal with the dissipative part. In this section, we shall
illustrate the procedure in the simpler case when ω = λ = 0, that is, when
only the dissipative terms are present. The general formulation is presented
in Appendices 5.B.1 and 5.B.2 and the main results will be summarized in
Sec.5.8.5 below.
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5.8.4 Purely dissipative case
In the case ω = λ = 0, the situation simplifies dramatically since only the

dissipative part remains in the Liouvillean (5.8.21). Consequently, it suffices
to choose Ǔ(t) = 1̂ ⊗ 1̂ in Eq.(5.8.26). To carry out the rotating frame
transformation of Sec.5.4.2, it is necessary to evaluate products such as[

eg1(t) Ď1
]
Ď2

[
e−g1(t) Ď1

]
= e−g1(t) Ď2 + (e−g1(t) − 1)Ď1, (5.8.29)

which can be found as usual, with the BCH formulae (3.1.24). Carrying out all
computations we then find

Ľaux = C1(t) Ď1 + C2(t) Ď2 + C3(t) Ď3 + C4(t) Ď4, (5.8.30)

where

C2(t) = e−g1(t)
[
.
g2(t)− γ(t) + γ(t) eg2(t) (n(t) + 1)

]
; (5.8.31a)

C1(t) = .
g1(t)− .

g2(t) + γ(t) + C2(t); (5.8.31b)

C3(t) = eg2(t)−g1(t)
[
.
g3(t) + γ(t) g3(t)− γ(t)m(t)

]
; (5.8.31c)

C4(t) = eg2(t)−g1(t)
[
.
g4(t) + γ(t) g4(t)− γ(t)m∗(t)

]
. (5.8.31d)

We now must choose time-periodic functions for the gi(t) which will make all
Ci(t) time-independent. We see that this may be accomplished by setting g2,
g3 and g4 to be the time-periodic solutions of

.
g2(t)− γ(t) + γ(t) eg2(t) (n(t) + 1) = 0; (5.8.32a)
.
g3(t) + γ(t) g3(t)− γ(t)m(t) = 0; (5.8.32b)
.
g4(t) + γ(t) g4(t)− γ(t)m∗(t) = 0, (5.8.32c)

which then imply C2 = C3 = C4 = 0. Note also that g4 = g∗3. Finally, in order
to make C1(t) time-independent, we may choose

g1(t) = g2(t) +
∫ t

t0
dt′ (γ − γ(t′)) (5.8.33)

where we have defined the time-average γ ≡ 〈γ〉t. With this form for g1 we
then get C1 = γ so that the rotating frame Liouvillean becomes simply

Ľaux = γ Ď1. (5.8.34)
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Thus, in the rotating frame the system evolves as if coupled to a zero-temperature
bath with damping rate γ.
We see from Eq.(5.8.32b) that g3 satisfies a linear differential equation, whereas
the same is not true for g2. However, if we change variables to

G2(t) ≡ e−g2(t) − 1
2 (5.8.35)

then Eq.(5.8.32a) becomes
.
G2(t) + γ(t)G2(t) = γ(t)(n(t) + 1

2) (5.8.36)

which is linear in G2. Thus, we conclude that, in the case of purely dissipative
dynamics, all Floquet variables satisfy linear differential equations. We will see
that when λ(t) 6= 0 in Eq.(5.8.14), this will no longer be the case.
Having found the functions which make Ľaux time-independent, we now compute
the Floquet-Liouvillean (5.5.3), with Ľaux being given by (5.8.34). As a result,
we find

ĽF (t0 7→ t) = γ(nF (t) + 1)Ď1 + γ nF (t)Ď2− γmF (t)Ď3− γm∗F (t)Ď4, (5.8.37)

which has the same form as the original dissipator (5.8.23), but with time-
independent damping γ and new parameters nF (t) and mF (t) which turn out
to be simply given by

nF (t) = G2(t); mF (t) = g3(t). (5.8.38)

Thus, in view of Eqs.(5.8.36) and (5.8.32b), we may recast the final result as
the statement that the Floquet parameters are the time-periodic solutions of

.
nF (t) + γ(t)nF (t) = γ(t)n(t); (5.8.39a)
.
mF (t) + γ(t)mF (t) = γ(t)m(t). (5.8.39b)

These solutions then determine the value of the thermal noise and squeezing at
any time t during the cyclic evolution. Notice that the time-dependence in ĽF

enters only as a parameter and all we require is the steady-state ρ̂ss of ĽF for
a given t, see Eq.(5.7.4). This state turns out to be simply a squeezed thermal
state (see e.g. [Wee12,Ser17]) defined by the covariances

〈â† â〉ss = nF (t); 〈â â〉ss = mF (t), (5.8.40)

and where, as usual, 〈 • 〉ss ≡ tr(ρ̂ss(t) • ).
Thus, once the periodic solutions of Eqs.(5.8.39a) and (5.8.39b) are found, one
knows exactly the state in the cyclic regime.
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5.8.5 General case
When λ(t) 6= 0 the situation becomes much more complicated. In this case

we must use the full transformation W̌ = V̌ Ǔ in Eq.(5.8.26). The procedure
is applied sequentially, first dealing with the unitary part and then with the
dissipative part. In this section we will focus only on the main results and leave
the details of the calculations to the appendices 5.B.1 and 5.B.2.
Once the functions ri(t) and gi(t) in Eqs.(5.8.27) and (5.8.28) are properly
adjusted, one finds the following surprisingly simple result for the rotating
frame Liouvillean:

Ľaux = Λ Ȟ0 + γ Ď1, (5.8.41)
where Λ(t) ≡ ω(t)+2iλ(t)r2(t). The variable r2(t) (which is part of the rotating
frame transformation in Eq.(5.8.28)), turns out to play a special role, being
the time-periodic solution of the Riccati equation:

.
r2(t) + 2iω(t) r2(t)− 2λ(t) r2

2(t) + λ∗(t)
2 = 0, (5.8.42)

which is the only non-linear equation in the problem.
The result in Eq.(5.8.41) is noteworthy. It shows that, in the generalized
rotating frame, the system always evolves as a simple HO coupled to a zero-
temperature bath with damping rate γ. We also note that in general, Λ may
be complex, which is the source of potential instabilities, as explained below.
Next, we obtain for the Floquet-Liouvillean (see Appendix 5.B.3):

ĽF (t) =ωF (t) Ȟ0 + λF (t)
2 Ȟ1 + λ′F (t)

2 Ȟ2 + γ (nF (t) + 1) Ď1

+ γ nF (t) Ď2 − γ mF (t) Ď3 − γ m′F (t) Ď4.

(5.8.43)

This therefore has the same form of the original Liouvillean (5.8.21), but
with modified parameters ωF , λF , λ′F , nF ,mF and m′F , whose explicit forms are
given in Eqs.(5.B.33a)-(5.B.33f). We note also that, in general, λ′F 6= λ∗F and
m′F 6= m∗F . However, this does not lead to unphysical results, as explained in
the appendix 5.B.3.
The steady-state of ĽF (t) is also a squeezed thermal state with covariances
given by Eqs.(5.B.35a)-(5.B.35c). Thus, as in the purely dissipative case,
knowing the Floquet-Liouvillean immediately allows us to know the state
during cyclic evolution. We also call attention to the fact that the damping
rate that appears in Eq.(5.8.43) is γ, which implies that the steady-state will
be unique irrespective of how small γ(t), unless γ(t) = 0 at all times.
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5.8.6 Connection with Ermakov-Lewis theory
When λ is a real function and η ≡ ω(t) − λ(t) is time-independent, we

recover the more common mechanical situation of a harmonic oscillator Ĥ(t) =
1
2(−∂2

x + Ω(t)2x2), subject to a time-periodic frequency Ω2(t) = ω(t)2 − λ(t)2.
In this case we may define a new variable ζ(t) such that

r2(t) ≡ i

2 + ζ(t)2

i+ iζ(t)2 + ζ(t)
.
ζ(t)/η

. (5.8.44)

Then Eq.(5.8.42) implies that ζ will satisfy the Ermakov-Pinney equation
..
ζ(t) + Ω(t)2 ζ(t) = η2 ζ−3(t), (5.8.45)

which is exactly the same as in the unitary problem, see (4.4.9) of Chap.4.
This equation always has a time-periodic solution, but it may either be real
or such that ζ2 is purely imaginary. The former case corresponds to a stable
evolution whereas the latter is unitarily unstable (that is, it would be unstable
in the absence of dissipation).
For a purely unitary evolution, these two regimes can be differentiated by the
value of Λ appearing in Eq.(5.8.41), which is real in the unitarily stable phase
and complex otherwise.
To know if a unitarily unstable solution will be stabilized by the presence of
dissipation, we must look into the eigenvalues of Ľaux in Eq.(5.8.41). Due to
its simplicity, its eigenvalues can actually be found analytically and read

spec
(
Ľaux

)
= −γ α2 + 2iΛ k α = 0, 1, . . . (5.8.46)

where k ∈ [−α
2 ,

α
2 ], with ∆k = 1. Hence, we find that the condition for the

system to converge to a stable limit cycle is

γ > 2|Im(Λ)|. (5.8.47)

This formula provides a remarkably transparent method for determining the
minimum amount of damping required to stabilize a cycle: one has to simply
compare the output of the unitary evolution with the average damping. Notice
that this result holds for any type of protocol, hence generalizing and simplifying
the approach introduced in Refs. [Ins18, Ins16].
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Figure 5.1: Illustration of the Carnot cycle II. We show a sketch of the
Carnot cycle made with the HO (5.8.14) as working fluid and with continuous
frequency modulation. Recall that the order of the cycle is: a-b (c-d) a hot
(cold) isothermal expansion (compression) where the working parameter is
decreasing (increasing), light gray boxes; b-c (d-a) an isentropic expansion
(compression) where the system is detached from the bath γ = 0 and Ω is
decreasing (increasing), dark gray boxes.

5.8.7 Example: Carnot cycle
Finally, to illustrate an application of the previous results, we present the

operation of a finite-time Carnot engine operating under continuous frequency
modulations, see Fig.5.1. We consider for simplicity the mechanical scenario
where λ is real and η = ω(t)− λ(t) is time-independent, so that the frequency
protocol is completely specified by Ω(t) = ω(t)2 − λ(t)2 (for concreteness we
choose η = Ω(t0)). The order of the cycle is chosen as in Sec.5.7.2 and the four
strokes of the cycle are taken to have the same duration of T /4.

Quasi-static reversibility limit

Before we turn to the finite-time operation of the engine, it is necessary to
review some properties of the quasi-static cycle. During an isothermal stroke,
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the energy at any time will be given by

E(t) = ω(t)(n(t) + 1
2) + λ(t)m(t) = Ω(t)

2 coth
(

Ω(t)
2T

)
(5.8.48)

with E(t) ≡ tr(ρ̂eq Ĥ(t)) and where ρ̂eq is a thermal state defined through the
covariances

〈â†â〉eq = n(t); 〈â â〉eq = m(t). (5.8.49)
Notice that if T � Ω(t), we get the classical result E ' T . In fact, the classical
harmonic oscillator behaves like an ideal gas, in the sense that the energy
during the isothermal stroke is constant. Conversely, for the quantum oscillator,
the energy depends on the frequency.
In the isentropic strokes, on the other hand, the evolution is purely unitary so
that the quasi-static energy is obtained from the adiabatic theorem and reads

E(t2) = Ω(t2)
Ω(t1) E(t1). (5.8.50)

From these results we may then write down the energy of the system at the
end of each quasi-static stroke:

E(a) = Ω(a)
Ω(d) E(d); (5.8.51a)

E(b) = Ω(b)
2 coth

(
Ω(b)
2T hot

)
; (5.8.51b)

E(c) = Ω(c)
Ω(b) E(b); (5.8.51c)

E(d) = Ω(d)
2 coth

(
Ω(d)
2T cold

)
. (5.8.51d)

and the condition for the existence of a reversible quasi-static limit is therefore
obtained by imposing that

E(a) = Ω(a)
2 coth

(
Ω(a)
2T hot

)
, (5.8.52)

and
E(c) = Ω(c)

2 coth
(

Ω(c)
2T cold

)
. (5.8.53)

This implies the quasi-static reversibility conditions (5.7.29).
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Finite-time operation

Let us come back to the finite-time operation of the engine. Consistently
with the quasi-static reversibility conditions (5.7.29), we choose for our cycle
the frequency modulation

Ω(t) = ∆ + δ(t) cos3(2πt/T ), (5.8.54)

where ∆ = 1 is a constant setting the overall energy scale and δ(t) is chosen so
as to satisfy Eq.(5.7.29), which implies

δ(t) =


δ for 0 < t < T

4 ,

∆δ
∆+δ for T4 < t < 3T

4 ,

δ for 3T
4 < t < T .

(5.8.55)

In the results to be presented below, we have chosen for simplicity δ = 0.85.
The choice (5.8.54) for Ω(t) leads to a smooth function (only the third derivative
is discontinuous), while still preserving the spirit of the Carnot cycle of having
two expansion strokes followed by two compressions (see Fig.5.1). The damping
rate was then chosen as γ(t) = {γ0 , 0 , γ0 , 0}, as illustrated in Fig.5.1.
Finally, the Lindblad parameters n(t) and m(t) are chosen according to
Eq.(5.8.24):

n(t) + 1
2 = ω(t)

2Ω(t) coth
(

Ω(t)
2T (t)

)
, m(t) = − λ(t)

2Ω(t) coth
(

Ω(t)
2T (t)

)
, (5.8.56)

where T (t) is given by
{
T hot , − , T cold , −

}
. The hot temperature is chosen as

T hot = 1 (in units of ∆ = 1). Then from Eq.(5.7.29) one finds that the cold
bath must have a temperature

T cold = ∆
δ + ∆T hot ' 0.54. (5.8.57)

Examples of finite-time cycles are shown in Fig.5.2a, in which the gradual
convergence towards the quasi-static limit can be clearly observed. In Fig.5.2b
we present the efficiency and the output power. The analysis of the quasi-static
work, heat and efficiency is presented in the appendix 5.D. As expected, when
the cycle duration T becomes large the efficiency tends to the Carnot efficiency
and the output power tends to zero. Maximum power output is attained at
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Figure 5.2: Harmonic oscillator: operation of a finite-time Carnot engine.
The frequency modulation is chosen as in Eq.(5.8.54) setting ∆ = 1. Quasi-
static reversibility requires that we choose δ(t) as in Eq.(5.8.55) with δ = 0.85.
Other parameters are T hot = 1, T cold = 0.54 and γ = 0.03 in the isothermal
strokes (and zero otherwise). (a) Stable cycles in a E(t) vs. 1/Ω(t) diagram
for periods T = 1000, 700 and 300 (from outermost to innermost). The black
dashed lines represent the corresponding quasi-static cycle. (b) Efficiency
η = P/δQhot (blue circles) and output power P (red squares; arbitrary units)
as a function of the period T . The uppermost dashed line corresponds to
the classical Carnot efficiency ηC = 1 − T cold/T hot. Maximum power output
is attained at T ∼ 700. (c) Stability analysis using Eq.(5.8.47), obtained by
plotting 2|Im(Λ)|/γ vs. T . When this quantity is larger than unity (dashed
line) the cycle becomes unstable.

T ∼ 700.
Finally, we consider the stability of the cycle in Fig.5.2c, by studying Eq.(5.8.42)
and the stability criteria (5.8.47). These results show that the regions of
instability appear in the form of pulses, signifying a type of resonant behavior.
The interesting aspect of these results is that it allows one to devise the necessary
amount of dissipation required to create a stable cycle.
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Appendix

5.A General properties of su(n) generators

We briefly review some properties of the set
{
F̂k
}n2−1

k=1
of the generators of

su(n):

- The commutator of two elements of {F̂k} is

[F̂k, F̂l] = i
n2−1∑
s=1

fkls F̂s (5.A.1)

where fabc ≡ −itr([F̂a, F̂b] F̂c) is a completely antisymmetric tensor.

- The anticommutator of two elements of {F̂k} is

{
F̂k, F̂l

}
= 2 δkl F̂0 +

n2−1∑
s=1

dkls F̂s (5.A.2)

where dabc ≡ tr({F̂a, F̂b}F̂c) is a completely symmetric tensor.

- The product of two elements of {F̂k} is

F̂k F̂l = F̂0 δkl + i

2

N2−1∑
s=1

z∗kls F̂s , zkls ≡ fkls − idkls , (5.A.3)

following from the Eqs. (5.A.1) and (5.A.2).

For the case n = 2, the set {F̂k} reduces to the well-known ensemble of Pauli
operators. Similarly, the set for n = 3 is given by the eight Gell-Mann matrices.
However, the infinitesimal generators of su(n > 3) are much less known.
Therefore, we provide a general method for the derivation of the set {F̂k} for
any n ≥ 2 [Geo82,Ali87]. Consider first the ensemble of n× n matrices P ik:(

P ik
)
µν

= δiµδkν i, k, µ, ν = 1, . . . , n (5.A.4)

in which all the elements are zero except one. By definition, we have

tr(P ik P jl) = δilδkj . (5.A.5)
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For i < k, we define the n
2 (n− 1) real and the n

2 (n− 1) imaginary combinations:

Kik = 1√
2
(
P ik + P ki

)
, J ik = − i√

2
(
P ik − P ki

)
(5.A.6)

whereas, using the elements P ii we construct the (n − 1) traceless diagonal
matrices

Mq = 1√
q(q + 1)

q∑
k=1

(
P kk − q P q+1,q+1

)
(5.A.7)

with q = 1, . . . , n − 1. From Eq.(5.A.5), we see that the n2 − 1 matrices
Kik,J ik,Mq are orthogonal and thus they form a basis of su(n).

5.B Further information for the HO example

5.B.1 Unitary part
In this appendix we consider the problem of tackling the full time-dependent

Liouvillean (5.8.21). Using the transformation (5.8.26) in Eq.(5.4.20) leads to

Ľaux =
( d

dt V̌
)
V̌ −1 + V̌

[( d
dt Ǔ

)
Ǔ−1 + Ǔ Ľ (t) Ǔ−1

]
V̌ −1. (5.B.1)

We will begin by dealing with the terms inside square brackets, corresponding
to the unitary evolution. Carrying out the BCH expansions, as in Sec. 5.8.4,
we find( d

dtǓ
)
Ǔ−1 + Ǔ Ľ (t) Ǔ−1 = B0(t) Ȟ0 +B1(t) Ȟ1 +B2(t) Ȟ2 + ˇ̃D(t), (5.B.2)

where ˇ̃D(t) ≡ Ǔ Ď(t) Ǔ−1 (to be dealt with in Appendix 5.B.2) and

B2(t) = e−2ir0(t)
[
.
r2(t) + 2iω(t) r2(t)− 2λ(t) r2

2(t) + λ∗(t)
2

]
; (5.B.3a)

B1(t) = −4r2
1(t)B2(t) + e2ir0(t)

[
.
r1(t)− 2iω(t) r1(t) + 4λ(t) r1(t) r2(t) + λ(t)

2

]
;

(5.B.3b)

B0(t) = −4ir1(t) e2ir0(t) B2(t) + .
r0(t) + ω(t) + 2iλ(t) r2(t). (5.B.3c)
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Next we adjust the functions r0, r1 and r2 so as to make the unitary part of
Eq.(5.B.2) time-independent. To accomplish this, we choose r1(t) and r2(t) to
be the time-periodic solutions of

.
r2(t) + 2iω(t) r2(t)− 2λ(t) r2

2(t) + λ∗(t)
2 = 0; (5.B.4a)

.
r1(t)− 2iω(t) r1(t) + 4λ(t) r1(t) r2(t) + λ(t)

2 = 0, (5.B.4b)

which then makes B1 = B2 = 0. Next, let

Λ(t) ≡ ω(t) + 2iλ(t) r2(t). (5.B.5)

Then, to make B0(t) in Eq.(5.B.3c) time-independent we choose

r0(t) =
∫ t

t0
dt′
(
Λ− Λ(t′)

)
. (5.B.6)

With these choices Eq.(5.B.2) becomes( d
dt Ǔ

)
Ǔ−1 + Ǔ Ľ (t) Ǔ−1 = Λ Ȟ0 + ˇ̃D(t) (5.B.7)

and, consequently, Eq.(5.B.1) reduces to

Ľaux =
( d

dt V̌
)
V̌ −1 + V̌

[
ΛȞ0 + ˇ̃D(t)

]
V̌ −1. (5.B.8)

The next step is to now turn to the dissipative part and adjust V̌ (t) in order to
make Eq.(5.B.8) time-independent. But before doing so it is useful to anticipate
certain facts about r1 and r2. Eq.(5.B.4a) admits two types of solutions,
representing unitarily stable (US) and unitarily unstable (UU) dynamics (by
“unitarily” we refer to stability in the absence of dissipation). Let us define the
variable

σ =


1 unitarily stable (US)

i unitarily unstable (UU)
(5.B.9)

Then, the properties of the two phases are most readily distinguished by means
of the following auxiliary variables:

J(t) ≡ 1 + 8r1(t) r2(t); (5.B.10)

z(t) ≡ 1 + 4r1(t) r2(t) = 1 + J(t)
2 ; (5.B.11)

r′1(t) ≡ r2(t) (1 + 4r1(t) r2(t)) = r2(t) z(t), (5.B.12)
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which are introduced to make the results that follow more self-contained. As
will be discussed in Appendix 5.C, it turns out that

r′1(t) = σ2 r∗1(t), (5.B.13)

and
J(t) = σ j, j ∈ R. (5.B.14)

Using also that J2 = 1 + 16r1 r
′
1 = 1 + 16σ2|r1|2 we find that

j2 = 16|r1|2 + σ2. (5.B.15)

Moreover, combining these results we find

4|r1|2 = σ2
(
J2 − 1

4

)
= σ2z(z − 1). (5.B.16)

Finally, it is worth mentioning that

z∗ =


z σ = 1

1− z σ = −i
(5.B.17)

We can also use the above results to express r2 in terms of r1, z and j in various
ways:

r2 = σ
2 r∗1
z

= σ j − 1
8r1

= 2σ2 r∗1
σ j + 1 . (5.B.18)

In particular, it then follows that in the UU phase (σ = −i)

4|r2|2 = 1. (5.B.19)

so r2(t) evolves in time as a pure phase.

5.B.2 Dissipative part
We now return to Eq.(5.B.8) and adjust the functions gi(t) in order to

eliminate the remaining time-dependence. To do so we first need to compute
ˇ̃D(t) = Ǔ Ď(t) Ǔ−1. Using again the BCH expansions we find that ˇ̃D(t) has
the same structure as Ď(t) in Eq.(5.8.23), but with modified parameters

ˇ̃D(t) = γ(t) (ñ(t)+1) Ď1 +γ(t) ñ(t) Ď2−γ(t) m̃(t) Ď3−γ(t) m̃′(t) Ď4, (5.B.20)
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where

ñ(t) + 1
2 = J(t) (N(t) + 1

2) + 2im(t) r1(t)− 2im∗(t) r′1(t); (5.B.21a)

m̃(t) =
[
M(t)− 4ir2(t) (n(t) + 1

2)− 4m∗(t) r2
2(t)

]
e−2ir0(t); (5.B.21b)

m̃′(t) =
[
m∗(t) z2(t) + 4ir1(t)z(t) (n(t) + 1

2)− 4m(t) r2
1(t)

]
e2ir0(t). (5.B.21c)

In these formulas, we assume that we have already solved for the ri, so that
these correspond simply to new time-periodic parameters. In general, however,
m̃′(t) 6= m̃∗(t) and n(t) may now be complex. Below in this subsection we will
show how that can be amended.
We now see from this result that Eq.(5.B.8) falls under the same category of
the problem treated in Sec. 5.8.4. In fact, carrying out all expansions we find

Ľaux = Λ Ȟ0 + C1(t) Ď1 + C2(t) Ď2 + C3(t) Ď3 + C4(t) Ď4, (5.B.22)

where now

C2(t) = e−g1(t)
[
.
g2(t)− γ(t) + γ(t) eg2(t)(ñ(t) + 1)

]
; (5.B.23a)

C1(t) = .
g1(t)− .

g2(t) + γ(t) + C2(t); (5.B.23b)

C3(t) = eg2(t)−g1(t)
[
.
g3(t) + (γ(t) + 2iΛ) g3(t)− γ(t) M̃(t)

]
; (5.B.23c)

C4(t) = eg2(t)−g1(t)
[
.
g4(t) + (γ(t)− 2iΛ) g4(t)− γ(t)m̃′(t)

]
. (5.B.23d)

The only difference with respect to Eqs.(5.8.31a)-(5.8.31d) is the appearance
of Λ and the fact that the physical parameters (n(t) , m(t) , m∗(t)) are now
replaced by (ñ(t) , m̃(t) , m̃′(t)). Proceeding as before, we then obtain a time-
independent Ľaux by setting

.
g2(t)− γ(t) + γ(t) eg2(t)(ñ(t) + 1) = 0; (5.B.24a)
.
g3(t) + (γ(t) + 2iΛ) g3(t) = γ(t) m̃(t); (5.B.24b)
.
g4(t) + (γ(t)− 2iΛ) g4(t) = γ(t) m̃′(t). (5.B.24c)
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and
g1(t) = g2(t) +

∫ t

t0
dt′ (γ − γ(t′)). (5.B.25)

We also define G2(t) exactly as in Eq.(5.8.35), which then gives

.
G2(t) + γ(t)G2(t) = γ(t) (ñ(t) + 1

2). (5.B.26)

After setting all these functions, we then finally obtain

Ľaux = Λ Ȟ0 + γ Ď1. (5.B.27)

which is Eq.(5.8.41).
In the above formulation we generally have g4 6= g∗3 and G2 complex. It is
therefore convenient to use a new set of variables in which the physical meaning
of these variables can be made clearer. The variable G2 can be left as is. But
it is convenient to use Eqs.(5.B.9)-(5.B.17) to rewrite Eq.(5.B.21a) as

ñ(t) + 1
2 = σ

{
j(t) (n(t) + 1

2) + 2im(t) r1(t) σ∗ − 2im∗(t) r∗1(t)σ
}
. (5.B.28)

The quantity inside brackets in Eq.(5.B.28) is now real by construction, so
that ñ(t) + 1

2 ∝ σ. Consequently, the same will be true for G2. As will be seen
below, G2 always appears in products of the form J(t)G2(t) ∝ σ2, which will
therefore be real.
Next, we turn to g3 and g4. First we eliminate the dependence on r0 by defining
g̃3 ≡ e2ir0 g3 and g̃4 ≡ e−2ir0 g4. Because of Eq.(5.B.6) it then follows that
Eqs.(5.B.24b) and (5.B.24c) are simply replaced by

.
g̃3(t) + (γ(t) + 2iΛ(t))g̃3(t) =

γ(t)
[
m(t)− 4ir2(t) (n(t) + 1

2)− 4m∗(t) r2
2(t)

]
; (5.B.29a)

.
g̃4(t) + (γ(t)− 2iΛ(t))g̃4(t) =

γ(t)
[
m∗(t) z2(t) + 4ir1(t) z(t)(n(t) + 1

2)− 4m(t) r2
1(t)

]
. (5.B.29b)

That is, compared to Eqs.(5.B.24b) and (5.B.24c), Λ is replaced by Λ and the
factors of e±2ir0 are eliminated from Eqs.(5.B.21b) and (5.B.21c).
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Next, we change variables to

G3(t) ≡ z(t) g̃3(t), G4(t) ≡ g̃4(t)
z(t) . (5.B.30)

where, recall, z = 1 + 4r1 r2 (compare with Eq.(5.B.11)). We then get
.
G3(t) + (γ(t) + 2iω(t)− ν(t))G3(t) =

γ(t)
[
m(t) z(t)− 4iσ2 r∗1(t)(n(t) + 1

2)− 4m∗(t) (r∗1)2(t)
z(t)

]
; (5.B.31a)

.
G4(t) + (γ(t)− 2iω(t) + ν(t))G4(t) =

γ(t)
[
m∗(t) z(t) + 4ir1(t) (n(t) + 1

2)− 4m(t) r2
1(t)

z(t)

]
. (5.B.31b)

where

ν(t) ≡ 4λ(t) r2(t) +
.
z(t)
z(t) = 2λ(t) r2(t)− 2λ∗(t) r1(t)

z(t)

= 2λ(t) σ2 r∗1(t)− 2λ∗(t) r1(t)
z(t) .

(5.B.32)

In the US phase σ = 1 and z∗ = z so that ν∗ = −ν. Consequently, we see that
in this case G∗3 = G4. In the UU phase, on the other hand, this is no longer
true. However, in the UU phase a new symmetry appears. Namely, ir1G3 and
ir∗1G4 become real. This can be seen by verifying that ir1G3 satisfies a linear
real equation, so that the solution must also be real. To summarize:

- In the unitarily stable (US) case (σ = 1) we have G3 = G∗4 and G2 ∈ R.

- In the unitarily unstable (UU) case (σ = i) we have (r1G3)∗ = −(r1G3),
(r∗1G4)∗ = −r∗1G4 and iG2 ∈ R.
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5.B.3 Floquet Liouvillean
The final step is to apply Eq.(5.5.3) to find the Floquet Liouvillean. The

result is Eq.(5.8.43) with

ωF = Λ J ; (5.B.33a)

λF = 4iΛ r1; (5.B.33b)

λ′F = −4iΛ̄ r′1; (5.B.33c)

nF + 1
2 = J G2 −

2i
γ

[
r1 z(γ + 2iΛ)g̃3 − r2(γ − 2iΛ)g̃4

]
; (5.B.33d)

mF = 4ir′1 G2 + 1
γ

[
z2(γ + 2iΛ)g̃3 − 4r2

2(γ − 2iΛ)g̃4

]
, (5.B.33e)

m′F = −4ir1 G2 + 1
γ

[
− 4r2

1(γ + 2iΛ)g̃3 + (γ − 2iΛ)g̃4

]
. (5.B.33f)

In these expressions, all quantities are to be evaluated at time t, which has
been omitted for clarity.
The steady-state of the Floquet Liouvillean (5.8.43) is unique and corresponds
to a squeezed thermal state which is completely characterized by the covariances

〈â† â〉ss + 1
2 =

(nF + 1
2)(γ2 + 4ω2

F ) +mFλF (2ωF + iγ) +m′Fλ
′
F (2ωF − iγ)

γ2 + 4ω2
F − 4λFλ′F

;

(5.B.34a)

〈â â〉ss = mF (γ2 − 2iγωF − 2λFλ′F )− 2m′Fλ′2F − λ′F (2nF + 1)(2ωF + iγ)
γ2 + 4ω2

F − 4λFλ′F
;

(5.B.34b)

〈â† â†〉ss = m′F (γ2 + 2iγωF − 2λFλ′F )− 2mFλ
2
F − λF (2nF + 1)(2ωF − iγ)

γ2 + 4ω2
F − 4λFλ′F

.

(5.B.34c)
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Substituting the Floquet parameters Eqs.(5.B.33a)-(5.B.33f) into Eqs.(5.B.34a),
(5.B.34c) we obtain

〈â† â〉ss + 1
2 = J G2 − 2ir1 zg̃3 + 2ir2g̃4; (5.B.35a)

〈â â〉ss = 4ir′1G2 + z2g̃3 − 4r2
2g̃4; (5.B.35b)

〈â† â†〉ss = −4ir1G2 − 4r2
1g̃3 + g̃4. (5.B.35c)

In terms of the variables G3 and G4, defined in Eq.(5.B.30), these simplify even
further to

〈â† â〉ss + 1
2 = JG2 − 2i(r1G3 − r′1G4); (5.B.36a)

〈â â〉ss = 4ir′1G2 + z G3 −
4r′21
z
G4; (5.B.36b)

〈â† â†〉ss = −4ir1G2 −
4r2

1
z
G3 + zG4. (5.B.36c)

It follows from this result, together with our previous discussion about G2,
G3 and G4, that in both the US and UU cases we will have 〈â† â〉ss real and
〈â â〉ss = 〈â† â†〉∗ss, as expected on physical grounds. This is a bit cumbersome
to verify but can be done as follows.
In the US phase r1 G3−r′1 G4 = r1 G3−r∗1 G∗3 which is purely imaginary, hence
making (5.B.36a) real. In the UU phase, on the other hand, r1 G3 and r∗1 G4
will independently be purely imaginary, hence leading to the same conclusion.
One may proceed similarly when comparing (5.B.36b) and (5.B.36c). For
instance, in the US phase (z G3− 4r∗21 G4/z)∗ = zG4− 4r2

1 G3/z, hence making
〈â â〉∗ss = 〈â† â†〉ss.
In the UU phase, on the other hand, one has to make use of Eq.(5.B.16), which
in this case is written as 4|r1|2 = zz∗. Then, since G∗3 = −r1G3/r

∗
1, it follows

that (zG3)∗ = −z∗r1G3/r
∗
1 = −4r2

1G3/z. A similar calculation will hold for
4r∗21 G4/z so that, once again, we will have 〈â â〉∗ss = 〈â† â†〉ss.

5.C Stability of the Ermakov-Lewis theory
Let us analyze the connection between our results and the Ermakov-Lewis

theory describing the unitary dynamics of a harmonic oscillator subject to a
time-dependent frequency (see Chap.4).
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As discussed in Sec. 5.8.2, this connection is established when η = ω(t)−λ(t) is
time-independent, in which case we work instead with Ω(t) defined in Eq.(5.8.18).
If we now let

r1(t) = ζ(t)
.
ζ(t)

4η(t) − i

8

[
1

ζ2(t) − ζ
2(t) +

.
ζ2(t)
η2

]
; (5.C.1)

r2(t) = i

2 + ζ2

i(1 + ζ2) + ζ
.
ζ/η

. (5.C.2)

then one may verify that Eq.(5.B.4a) will be satisfied provided ζ is a time-
periodic solution of the Ermakov-Pinney equation (5.8.45)

..
ζ + Ω(t)2ζ = η2

ζ3 . (5.C.3)

This therefore serves to show that our calculations reproduce the Ermakov-
Lewis theory as a particular case.
Eq.(5.8.45) always admits a time-periodic solution. However, this solution may
be either real or such that ζ2 is purely imaginary. The former corresponds
to unitarily stable solutions whereas the latter are unitarily unstable (that is,
they would be unstable in the absence of dissipation). This can now be used to
demonstrate the facts stated below Eqs.(5.B.10) and (5.B.12). The quantities
J and r′1 may be rewritten as

J(t) = 1 + 8r1(t) r2(t) = 1
2

(
1

ζ2(t) + ζ2(t) +
.
ζ2(t)
η2

)
; (5.C.4)

r′1(t) = r2(t) (1 + 4r1(t) r2(t)) = ζ(t)
.
ζ(t)

4η + i

8

[
1

ζ2(t) − ζ
2(t) +

.
ζ2(t)
η2

]
.

(5.C.5)

From the properties of ζ in the two phases it then readily follows that J∗ = J
in the US phase and J∗ = −J in the UU phase (compare with Eq.(5.B.14)).
Similarly, it follows that r′1 = r∗1 in one case and r′1 = −r∗1 in the other (compare
with Eq.(5.B.13)).
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5.D Heat, work and efficiency in the quasi-static
case

In this appendix we discuss the quasi-static properties of the Carnot cycle
of Sec.5.8.7. We take for the work rate the usual definition

dW
dt ≡ P =

〈
∂Ĥ

∂t

〉
= .
ω(t)(〈â† â〉+ 1

2) +
.
λ(t)

2 (〈â â〉+ 〈â†â†〉). (5.D.1)

In the isentropic strokes no heat flows to the environment so that the total
work performed becomes simply

Wbc = E(c)− E(b)

= Ω(c)
2 coth

(
Ω(c)
2T cold

)
− Ω(b)

2 coth
(

Ω(b)
2T hot

)
; (5.D.2)

Wda = E(a)− E(d)

= Ω(a)
2 coth

(
Ω(a)
2T hot

)
− Ω(d)

2 coth
(

Ω(d)
2T cold

)
. (5.D.3)

As for the isothermal strokes, we have

〈â† â〉+ 1
2 = n(t) + 1

2 = ω(t)
2Ω(t) coth

(
Ω(t)
2T

)
; (5.D.4)

〈â â〉 = m(t) = − λ(t)
2Ω(t) coth

(
Ω(t)
2T

)
, (5.D.5)

where T means either T hot or T cold. The work rate then becomes

dW
dt =

.
ω(t)ω(t)−

.
λ(t)λ(t)

2Ω(t) coth
(

Ω(t)
2T

)
. (5.D.6)

But this may be written as

dW
dt = T

d
dt log

[
sinh

(
Ω(t)
2T

)]
. (5.D.7)

Integrating over the initial and final times of the stroke then yields the total
work performed:

Wiso = T log
[

sinh(Ωf/2T )
sinh(Ωi/2T )

]
. (5.D.8)
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In the classical limit T � Ωi,f we get

Wiso ' T log
(

Ωf

Ωi

)
. (5.D.9)

The total work performed in each stroke will therefore be

Wab = T hot log
[

sinh(Ω(b)/2T hot)
sinh(Ω(a)/2T hot)

]
; (5.D.10a)

Wbc = E(c)− E(b)

= Ω(c)
2 coth

(
Ω(c)
2T cold

)
− Ω(b)

2 coth
(

Ω(b)
2T hot

)
; (5.D.10b)

Wcd = T cold log
[

sinh(Ω(d)/2T cold)
sinh(Ω(c)/2T cold)

]
;

Wda = E(a)− E(d)

= Ω(a)
2 coth

(
Ω(a)
2T hot

)
− Ω(d)

2 coth
(

Ω(d)
2T cold

)
. (5.D.10c)

Moreover, the heat exchanged in a− b and c− d will be

δQhot = E(b)− E(a)−Wab; (5.D.11)

δQcold = E(d)− E(c)−Wcd. (5.D.12)

From this one may now compute the efficiency of the quasi-static cycle

η = −Wab +Wbc +Wcd +Wda

δQhot
= 1 + δQcold

δQhot
. (5.D.13)

However, due to Eq.(5.7.29) it follows that

δQcold

δQhot
= −T

cold

T hot
, (5.D.14)

therefore leading us to the Carnot efficiency

ηC ≡ 1− T cold

T hot
. (5.D.15)

We emphasize that this result is only obtained if the constraint (5.7.29) is
applied.
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Concluding remarks

In this thesis we have analyzed some aspects regarding the non-equilibrium
dynamics of closed and open quantum systems. In particular, we have consid-
ered those non-equilibrium situations which are generated by the presence of
time-dependent external fields, focusing on the case of a slow driving across a
quantum phase transition and on the case of a periodic driving.
More precisely, we have first investigated the non-equilibrium dynamics of a
one-dimensional Tonks-Girardeau gas subject to a time-dependent harmonic
trap potential. For this setup, we have shown that a trap-release protocol is
actually equivalent to an inhomogeneous driving across the xx criticality.
The dynamics generated by a trap-frequency modulation has been solved with
mainly two techniques: a perturbative expansion over the adiabatic evolu-
tion and an exact approach based on the use of Ermakov-Lewis dynamical
invariants, in terms of which one finds that the time-evolved density can be
written as a dynamical rescaling of the initial density profile. Numerical exact
diagonalization has been carried out to check the analytical computations.
Quasi-adiabatic expansions and the exact Ermakov-Lewis method are found
in agreement for modest trap-size variations, where the perturbation theory is
expected to hold. As an application, we have considered the case of a continu-
ous frequency modulation with a 1/t protocol. In this case the dynamics of
the Tonks-Girardeau gas shows an interesting discrete-time symmetry and it
undergoes a series of plateaus distribuited log-periodically, where the expansion
of the cloud surprisingly stops despite the continuous decreasing of the trap-
frequency. We have also considered the effects of a time-periodic modulation
of the trap-frequency. A classification of time-periodic harmonic Schrödinger
operators on varying the trap-frequency allowed us to describe the possible
dynamical evolutions of the bosonic cloud. We have found two main scenarios:
a stable regime where the external forcing generates breathing modes and an
unstable regime where the gas develops dynamical instabilities. We have shown
that the key object for such study is the trace of the monodromy matrix M(ω)
of the Hill problem associated in the semi-classical limit with the harmonic
Schrödinger operator. In particular, the stable regime corresponds to elliptic
monodromies (for which |tr(M(ω))| < 2) whereas hyperbolic monodromies
(|tr(M(ω)| > 2) lead to instabilities. Moreover, working out Floquet theory
together with Ermakov-Lewis invariants for this setup, we have been able to
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provide general results for the energy spectrum and for the N -particle density
at large N .
Notice that these results are in agreement with general expectations for scale-
invariant Fermi gases. An interesting sequel of this analysis could be to use the
machinery of dynamical invariants to test the dynamical behavior of interacting
integrable models, such as e.g. the xxz Heisenberg chain. In this case one
may lose scale invariance, due to the presence of an extra energy scale related
to finite interactions. Therefore, a next step could be the analysis of the
Gross-Pitaevskii regime of the Bose-Hubbard model, which is still suitable for
a scaling description although different from that of the Tonk-Girardeau limit.
We also mention that the Ermakov-Lewis invariants allow for a hydrodynamic
interpretation (see e.g. [Mad26,Mad27] and [Tse11]). Hence, one expects to find
a hydrodynamic description in agreement with the recent results [Ber16,CA16],
when speaking about integrable models.
The last part of the thesis has dealt with markovian driven open quantum
systems. Our goal was to extend Floquet theory to the case of a Lindblad
evolution, exploiting the strict analogy of the vectorized Lindblad equation
with a standard Schrödinger equation. At a first glance, one may be tempted
to use Magnus expansions, from which approximate results are easily obtained
in the case of a fast-oscillating driving. However, a part from the well-known
problems of convergence that affect Magnus expansion already in a closed
setup, complete-positivity and trace preservation properties of the reduced
time-evolution may be lost when one truncates the Floquet-Liouvillean at
lowest orders (which is typically done). Therefore, we have derived an exact
method that encompasses known-problems related to Magnus expansions and
that allows to write down an exact physical Floquet generator. The main idea
that underlies our Lindblad-Floquet framework is rather simple: if we provide
a closed algebraic structure, then formal BCH formulae can be re-summed
exactly. We thus proved the existence of a closed algebra for a generic marko-
vian open system with finite Hilbert space dimension and we have designed
a generic time-dependent transformation to a time-independent frame where
the dynamics is easily solved. Moving backwards to the physical system, one
then has formal exact solutions for the time-evolution of the reduced density
matrix. The advantage of such frame transformation consists in getting rid of
the super-operator structure of the time-dependent master equation reducing
the initial problem to the solution of a set of first-order differential equations.
However, this method is limited by the possibility of handling a very compli-
cated algebra. In practice, only subalgebras related to some specific problems
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have been managed in our analysis. Moreover, the differential equations which
encode the time-evolution of the system are generically highly non-linear and
thus require a particular care to be solved.
Nevertheless, the Lindblad-Floquet framework results a very powerful tool in
the analysis of time-periodic Lindblad equations. As shown in a few applica-
tions, it gives a transparent and simple manner to investigate the properties of
the cyclic evolution and the convergence towards it. As a main application of
Lindblad-Floquet, we have analyzed the operation of finite-time quantum heat-
engine with a special focus on the Carnot cycle, where the time-dependence of
the environment and of the system has to be considered simultaneously during
the isothermal strokes. As a perspective, some optimization studies are needed
to let these quantum devices to work at the maximum possible efficiency. This
may be done considering a mixture of two bosonic modes that evolve with
a Gaussian-preserving dynamics. In this way, the efficiency of the quantum
machine can be tuned varying the fraction of the different species.
Regarding the existence of a Floquet description for a generic time-periodic
Lindblad dynamics, further analysis are required, especially in light of the
work in Ref. [Sch18b], where general conditions for the markovianity of the
Floquet evolution have been pointed out. In fact, understanding the connection
between the existence of periodic solutions for the canonical coordinates and
the general conditions under which markovianity is preserved in the Floquet
description remains still an open question.
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Résumé détaillé en français

Cette thèse analyse certains aspects de la dynamique hors équilibre de systèmes
quantiques unidimensionnels, lorsqu’ils sont soumis à des champs externes
dépendant du temps. Nous considérons plus particulièrement le cas des forçages
périodiques, et le cas d’une variation temporelle lente d’un paramètre de
l’Hamiltonien qui permet de traverser une transition de phase quantique.
La première partie contient une présentation des notions, des modèles et des
outils nécessaires pour comprendre la suite de la thèse, avec notamment des
rappels sur les modèles quantiques critiques (en particulier sur les chaines de
spin et sur le modèle de Bose-Hubbard), le mécanisme de Kibble-Zurek, et la
théorie de Floquet.

Ensuite, nous étudions la dynamique hors équilibre d’un gaz de bosons dans
un potentiel harmonique dépendant du temps.
Plus en détail, on considère théoriquement un Hamiltonien de Bose-Hubbard
en présence d’un potentiel de piège harmonique V (j, t) = 1

2ω
2(t)j2:

Ĥ(t) = −w
∑
j

(
â†j+1âj + h.c.

)
+ U

2
∑
j

n̂j(n̂j − 1) +
∑
j

(V (j, t)− µ) n̂j,

où les opérateurs âj, â†j obéissent aux relations de commutation standard pour
les bosons et n̂j = â†j âj est l’opérateur nombre de bosons sur un site j. Ce choix
est motivé par des configurations expérimentales, où les échantillons d’atomes
froids sont généralement confinés dans l’espace par la présence de ces potentiels
de piège.
Nous considérons également la limite des interactions fortes U/w � 1 - la
limite de Tonks-Girardeau, dans laquelle le système de bosons peut être ramené
à un système fermionique libre par une transformation de Jordan-Wigner. Il
s’ensuit donc qu’un gaz Tonks-Girardeau peut être décrit par l’Hamiltonien de
la chaine du spin xx:

Ĥ(t) =
∑
i,j

ĉ†i Aij(t) ĉj,

où ĉ†j, ĉj sont des opérateurs fermioniques et

Aij(t) = (V (j, t)− µ)δij − w (δi,j+1 + δi+1,j) .

Ce système montre une transition quantique de phase (µ = µc) d’une phase
de l’isolant de Mott (|µ| > 1) à un superfluide (|µ| < 1), guidé par le potentiel
chimique µ. Pour notre configuration, µeff(j, t) = µ − V (j, t) s’avère être
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un potentiel chimique efficace, en raison du potentiel du piège. Nous avons
donc étudié le cas µ = µc, où retirer le potentiel de confinement V (j, t) → 0
correspond au passage de la transition de phase non homogène.
Dans le cas de variations lentes du potentiel du piège, on peut étudier l’évolution
temporelle du système en approximation adiabatique, où l’état du système
pour N particules, préparé à l’équilibre à un instant t0, est donné à un instant
t > t0 à partir de l’état fondamental correspondant au Hamiltonien instantané:

|Ψ(t)〉 = |Ψ0(t)〉 =
∑
q<N

η̂†q(t) |0〉 .

Ici, η̂†q est l’opérateur de création de quasi-particules obtenu après une diago-
nalisation canonique du système.
Après, nous avons calculé les déviations hors équilibre de l’évolution adiabatique,
où l’état du système est écrit:

|Ψ(t)〉 ' e
−i
∫ t
t0

ds E0(s)
|Ψ0(t)〉+

∑
p≥N

∑
k<N

apk(t) |Ψ0[k, p](t)〉
 ,

obtenu au moyen d’un developpement perturbatif à l’ordre dominant. Ici,
|Ψ0[k, p](t)〉 = η̂†p(t)η̂k(t) |Ψ0(t)〉 est l’état fondamental dans lequel une particule
passe d’une position k < N à p ≥ N avec une amplitude de transition apk(t),
qui a été calculée analytiquement.
Nous avons quantifié les effets de non-équilibre sur l’évolution adiabatique
en calculant le profil de densité du système ρ(j, t) = 〈Ψ(t)|ĉ†j ĉj|Ψ(t)〉, comme
illustré dans la Fig. 5.1. Ensuite, nous avons présenté des résultats exacts
pour l’évolution temporelle du profil de densité, obtenus avec l’utilisation des
invariants dynamiques d’Ermakov-Lewis. Les résultats s’écrivent

ρ(j, t) = 1
ζ(t)

∑
k<N

|ψk(
x

ζ(t) , t0)|2,

où ψk est une fonction de Hilbert-Hermite (solution d’un oscillateur harmonique
quantique 1d) et ζ est une solution de l’équation:

..
ζ(t) + ω2(t)ζ(t) = ω2(t0)

ζ3(t) .

Plus en détail, nous nous sommes concentrés sur deux types de protocoles de
fréquence de piège ω(t): (i) le cas ω(t) = λ/t (pour t ≥ 1) et (ii) le cas du
forçage périodique ω(t) = ω(t+ 2π).
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Figure 5.1: Corrections du profil de densité adiabatique pour un système de N =
3, 4 particules. Les résultats sont obtenus analytiquement et numériquement
avec la méthode de diagonalisation exacte.

Le premier cas présente un phénomÃĺne intéressant appelé expansion d’Efimov
(voir Fig. 5.2) tandis que le second cas peut conduire à un régime stable ou
instable, en fonction du type de fréquence périodique ω(t) = ω(t + 2π) (voir
Fig. 5.3).
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Figure 5.2: Evolution temporelle du profil de densité pour une modulation de
la fréquence du piège égale à ω(t) = λ/t (pour t ≥ 1). L’expansion du gaz est
contrôlée par la fonction ζ(t) (à gauche ) obtenue analytiquement avec la théorie
d’Ermakov-Lewis. En particulier, nous avons trouvé deux régimes contrôlés par
la valeur de λ: (i) un régime de basse fréquence initiale, λ < 1/2, dans lequel il
existe une expansion continue du gaz avec une loi à puissance asymptotique
ζ ∼ t1/z(λ) (z(λ) à droite) et (ii) un régime à haute fréquence initiale, λ > 1/2,
dans lequel des modulations log-périodiques sont présentes. Ces modulations
log-périodiques conduisent à l’émergence de plateaux Pn autour desquels la
dilatation du gaz s’arrête.

Figure 5.3: Evolution temporelle du profil de densité pour une modulation
périodique de la fréquence du piège ω(t) = ω(t+ 2π). Nous avons montré que
deux types de scénarios sont possibles: (i) (à gauche) l’évolution est stable et
le gaz développe des oscillations. (ii ) (à droite) l’évolution est instable et le
gaz se dilate rapidement en ignorant la présence du piège.
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Figure 5.4: Illustration d’un moteur thermique quantique: (i) le fluide de travail
est modélisé avec un Hamiltonien dépendant du temps Ĥ(t) qui interagit avec
(ii) un réservoir à température T (t), reproduit avec l’utilisation appropriée des
opérateurs L̂α(t). (iii) Le cycle thermodynamique est donc déterminé par un
protocole spécifique pour Ĥ(t) et T (t).

Enfin, nous analysons la dynamique hors équilibre des systèmes quantiques
ouverts en approximation de Markov. Pour faire ça, nous avons considéré
l’évolution temporelle de la matrice de densité réduite ρ̂ générée par l’équation
de Lindblad

d
dt ρ̂(t) = −i[Ĥ(t), ρ̂(t)] +

∑
α

(
L̂α(t)ρ̂(t)L̂†α(t)− 1

2{L̂
†
α(t)L̂α(t), ρ̂(t)}

)

où le premier terme à droite, −i[Ĥ, ρ̂], génére l’évolution de Liouville pour le
système tandis que le second terme considère les mécanismes de dissipation entre
le système quantique et l’environnement. Ici, le mécanisme de dissipation est
mis en œuvre par l’intermédiaire d’opérateurs de jump L̂α(t), dont la structure et
le nombre sont généralement choisis avec des considérations phénoménologiques.
Nous avons formulé une méthode algébrique pour obtenir des solutions exactes
de lâĂŹ équation de Lindblad dependant du temps. Cette méthode est basée
sur la définition d’une carte W̌ (t) qui transporte le problème initial dans un
nouveau système de référence ρ̂ W̌7→ ρ̂eff, où l’évolution est générée par une
équation de Lindblad indépendante du temps, et peut donc être, facilement
résolue.

Enfin, nous nous sommes concentrés sur le cas d’un Hamiltonien Ĥ(t) = Ĥ(t+T )
et d’un environnement L̂α(t) = L̂α(t+ T ) périodiques.
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En particulier, nous avons formulé une nouvelle théorie de Floquet afin d’obtenir
des solutions exactes des équations de Lindblad périodiques. Ce formalisme de
Lindblad-Floquet est enfin utilisé pour obtenir une caractérisation exacte du
fonctionnement en temps fini des machines thermiques quantiques (voir Fig.4).
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