
HAL Id: tel-02499760
https://hal.univ-lorraine.fr/tel-02499760

Submitted on 5 Mar 2020

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Green metrics to improve sustainable networking
Md Mohaimenul Hossain

To cite this version:
Md Mohaimenul Hossain. Green metrics to improve sustainable networking. Networking and Internet
Architecture [cs.NI]. Université de Lorraine, 2019. English. �NNT : 2019LORR0201�. �tel-02499760�

https://hal.univ-lorraine.fr/tel-02499760
https://hal.archives-ouvertes.fr


 
 
 
 
 
 
 

 
 
 
 

AVERTISSEMENT 
 
 

Ce document est le fruit d'un long travail approuvé par le jury de 
soutenance et mis à disposition de l'ensemble de la 
communauté universitaire élargie. 
 
Il est soumis à la propriété intellectuelle de l'auteur. Ceci 
implique une obligation de citation et de référencement lors de 
l’utilisation de ce document. 
 
D'autre part, toute contrefaçon, plagiat, reproduction  illicite 
encourt une poursuite pénale. 
 
Contact : ddoc-theses-contact@univ-lorraine.fr 
 
 
 
 
 

LIENS 
 
 
Code de la Propriété Intellectuelle. articles L 122. 4 
Code de la Propriété Intellectuelle. articles L 335.2- L 335.10 
http://www.cfcopies.com/V2/leg/leg_droi.php 
http://www.culture.gouv.fr/culture/infos-pratiques/droits/protection.htm 
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(Automatique, Traitement du signal et des images, Génie informatique)

par

Md Mohaimenul Hossain

Composition du jury

Rapporteurs : Dr. Pascal BERTHOU LAAS – UPS Toulouse III

Professeur Jalel BEN OTHMAN L2S-CENTRALESUPELEC

Examinateurs : Dr. Ah-Lian KOR Leeds Beckett University

Professeur Colin PATTINSON Leeds Beckett University

Dr. Karl ANDERSSON Lule̊a University of Technology

Dr. Jean Philippe GEORGES Université de Lorraine - CRAN
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Introduction

Contents
1.1 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Thesis contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3 Thesis organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

In this modern era of innovations, the ever-growing information and communication tech-
nologies (ICT) sector plays an important role. Over the last decade, enhancement in tech-
nologies, the accessibility of low-cost network transmission devices and last but not the least
increasing popularity of streaming services and the Internet of things have forced ICT to face
exponential demand growth from an ever-increasing number of connected devices. If we look
at the values, according to [IPCC, 2019] the global Internet traffic of 2022 will be equivalent
to 75 times the traffic of 2007. If we consider per capita measurement, it will reach 50 GB
per capita in 2022 whereas in 2017 we had only 16GB per capita. This shows how drasti-
cally the user demand is increasing. With this steady rise of the network usage causing an
increasing energy usage and the amount is not non-negligible either. It has been forecasted
in [Andreopoulou et al., 2014] that, in 2022, the total electricity consumption due to ICT will
be doubled compared to 2010 and in 2030 it will be tripled. This rise of energy consumption
has a concerning impact on the environment. According to [Shuja et al., 2017], currently, ICT
is responsible for about 2.4-3% of global electricity consumption. And if we consider carbon
footprint, ICT equipment is liable for 2-2.5% of the global emission which is the same as the
aviation industry. [Wang et al., 2012],[Alena and Libor, 2012]. Moreover, it is expected that the
ICT-related CO2 emissions will increase to 4% by 2020 [Maksimovic, 2018].

Among the main ICT fields, network systems, architectures, and devices are responsible for
one-third of the total energy consumption of the ICT sector [Lannoo et al., 2012]. Moreover, they
have the highest electricity consumption growth compare to end-user equipment and data centers.
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Chapter 1. Introduction

In 2016, the International Energy Agency (IEA) [IEA, 2016] published that the global electricity
used by internet data transmission networks in 2015 amounted to around 184 TWh. Which is
a quite large number to be neglected. As a result, the need for energy efficient networking has
become a key goal involving government and industry efforts and seeking a great deal of interest
from the research community. In the future, how ICT will impact on the environment depends
on the acceptance and adoption of power efficient solution. Moreover, more than half of the
worldwide industries are directly or indirectly is depending on ICT and largely depend on the
networking system, Therefore, increasing efficiency in data network will simultaneously reduce
the environmental impact of the other sectors.

1.1 Problem statement

This research aims to reduce the environmental impact of network devices. One of the main ideas
behind green networking is to improve energy efficiency and reduce undesirable energy consump-
tion which will, in fact, reduce the carbon footprint produced by ICT devices by Energy Aware
Routing (EAR). EAR is implemented by different power optimization techniques like turning
off the unused network devices (nodes and links), Energy Efficient Ethernet (EEE) or Adaptive
Link Rate (ALR). Due to the link over-provisioning considered in the design and operation of
backbone networks, a significant amount of energy can be saved by applying these techniques.
However, it is important that at the same time variation of the traffic (i.e.: period with burst
and period with low traffic) is also addressed. Within this perspective, a centralized approach
like Software Defined Network (SDN) can be a very well-suited architecture to improve the state
of the energy efficiency of the network and manage the unused links and nodes of the network
in a coordinated way.
In this work, we tried to reduce the environmental impact of network devices using a centralized
approach. For such purpose, we have identified a few key related challenges which have naturally
guided and motivated the investigation.

The idea of green networking or energy-aware routing is based on the fact that networks are
over-provisioned. We have more network devices then we actually needed. The capacity of these
devices is also designed for tackling the worst case scenario and most of the time under-utilized.
However, as we can see the traffic trend has been changed enormously during the last decade or
so. So, our first concern is to analyze the network behavior with the demand requirements mim-
icking the actual demand throughput requirement and how to handle these demands robustly.
It is not the same notion of increasing the number of demands. If the throughput requirement
is very low compared to the bandwidth capacity of each link of a network, increasing the num-
ber of demand does not have any problem whatsoever. For example, let us consider a network
where every link has a link capacity of 10Gbps. Now, if there are 100 demands with through-

2



1.1. Problem statement

put requirement all ranging from (10Mbps 50Mbps), then even in the scenario where all the
demand flows are going through a single link, the maximum possible link utilization will be 50%
(50Mbps *100 = 5Gbps). On the other hand, on the same topology, if there are 25 demands with
throughput requirement all ranging from (1Gbps 5Gbps), then one link can be used maximum
by 10 links and in worst case, even with two demands one link can be 100% utilized and routing
algorithm needs to find out the route of other demands avoiding this route until the demands
are over. Because with the increasing popularity of social media and video streaming platforms
and also the increasing accessibility of the Internet to the world has changed the demand of the
user. Therefore, in this work, we seek to analyze demand behavior and pursue to optimize the
energy consumption of the network with this increasing demand size by providing an algorithm
designed in a centralized approach to advance the state of the art.

The primary goal of a network is to provide service to the user. Therefore, in simple terms, a
network can be optimized energy efficiently only if there are idle nodes and links. If everything is
in use and to its full capacity then there is nothing it can be done to reduce energy. Hence, come
our second research question, “Is it enough to focus only on energy consumption while trying to
achieve green networking?” Because when we want to reduce energy consumption, actually the
target is to decrease the carbon emission of the network equipment so that the adverse effect of
networking devices to the environment is lessened. All the energy aware routing algorithms con-
sider every network device of the same capacity consumes the same amount of energy regardless
of their geographical position. And it is entirely true. But does it mean that all of the same
environmental impact? Because based on their geographical position the carbon emission factor
will be different for each device. This factor depends on how the electricity is generated in that
region. In a huge network like GÉANT which covers a large part of the geographical region, we
seek to optimize our routing algorithm focusing on reducing the overall environmental impact
rather than only considering energy consumption.

Lastly, most green routing algorithms are applied to the network as soon as there is a change
in demand. However, frequent change of the demand flows causes the frequent triggering of
the routing mechanism which might lead to incoherent planes and convergence problems during
distributing planes among the routing table of the node. These problems significantly increase
the possibility of being the networking system unstable. Hence, our last research question, "Is
this solution should be implemented or not". Because, the main goal of green routing is to
reduce environmental impact, however, the main goal of a network is to provide service to the
user. Therefore, if a green solution can lead the system to an unstable state then a mechanism
must be applied which will balance out between green solution and stability. A green solution
reduces the over provisioning of a network system. On the other hand, over provisioning leads
to a more stable system. We have focused to optimize this problem so that the green solution

3



Chapter 1. Introduction

will also consider stability issues into the mix.

1.2 Thesis contribution

This thesis work contributes in accordance with the research questions and problem statement.
Firstly, before jumping into proposing any solution, we have thoroughly analyzed the network
attributes of a core network (i.e.: GÉANT) so that the traffic behavior can be analyzed and at
the same time these analyzes provide significant information about which green policies will be
suitable for implementing energy aware routing into the network. After that, the thesis represents
a couple of traffic engineering algorithm to justify the findings of the analysis and at the same
time show the scope of energy savings. These algorithms (i.e: Shared Path First and Shared
Path First Sorted) considers a greedy approach where the savings are targeted only based on
data transmission links. These first set of approaches elucidate the possibility of saving energy
and also about green policies.
Therefore, in order to overcome current energy-related limitations that can be seen in differ-
ent state of the art and move to a more flexible, effective and environmentally friendly traffic
engineering approach, this thesis then presents as a first contribution, an energy-aware rout-
ing algorithm tailored to fit centralized system like network with SDN capabilities. Two green
policies are considered to maximize savings. The first one is widely accepted, which is turning
off/sleeping of unused nodes and links. And the second one is using of adaptive link rate (ALR)
so that, after turning off the unused links, the links which are in use will be adapted to the
bandwidth requirement. We have approached this traffic engineering problem using the genetic
algorithm as our heuristic function. Our algorithm considers the user demand as input of the
system, and provide a set of data and control plane which describes the best suited topology
to be implemented in SDN enabled network. The data plane describes the paths that will be
used by the demands. On the other hand, the control plane explains the adaptive link rate
mechanism. The performance of the algorithm is also described.
Secondly, we propose an extension of the algorithm where alongside with energy, we have intro-
duced two environmental metrics namely carbon emission factor and non-renewable energy usage
percentage as an objective function for the algorithm. We have introduced these two factors as
by only considering energy it is impossible to completely address the issues of pollution and
resource depletion. After adding these environmental factors to the algorithm, we also provide
a holistic system design to cover three pillars of sustainability to improve the quality in sus-
tainability. In this way, data and control planes are calculated based on the objective function
and significant performance improvement is attained depending on the objective function. We
also conducted a quality of service (QoS) analysis of the system. Depending on the objective
function, the algorithm works differently. Therefore, performance evaluation in terms of QoS
parameters of each objective function is conducted and analyzed.
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Thirdly, considering the unpredictable nature of incoming traffic in current networking envi-
ronments, performing a dynamic energy-aware routing is one of the main technical challenges
as it often leads to incoherent data planes and even an unstable system. For this purpose, in
this thesis, we have also introduced a penalty and filtering mechanism to the system to improve
the stability of the networking system. This proposal added a penalty extension to the original
algorithm which helps to provide a better solution in terms of stability. At the same time, the
proposal helps to isolate the scenarios where incoherency might occur and demonstrate how this
penalty and filtering mechanism balances between system coherency and green networking.

1.3 Thesis organization

This dissertation organized as follows. Chapter 2, discusses the principles of the energy-aware
routing problem and presents a literature review with the relevant research work and assesses
their main contributions and drawbacks. This chapter describes the energy efficiency technology
from the perspective of three broader sections: network hardware level, software level and design
level. Later on, it discusses about approaches considering SDN and also renewable energy. The
aim of this chapter is to provide an updated and thorough perspective of the state of the art
scope in this research area, identifying the networking challenges that are covered in this thesis.
Chapter 3 analyzes the power consumption behavior of GÉANT, a core network based on the
traffic demand. At the same time, this chapter contains different analyses of traffic flows. In the
later part of chapter two energy aware routing algorithms are described and the result analysis
of these algorithms compared to the shortest path first is also presented in this chapter.
Chapter 4 introduces novel energy-aware routing solutions for SDN using the genetic algorithm
as our heuristic. Before providing the algorithm it describes data, control, and management
plane from our problems perspective. And later on, it describes the genetic algorithm in detail.
We have conducted the design of experiment for obtaining the appropriate parameter values of
the genetic algorithm. This whole setup of the experiment is also described in this chapter. In
the end, this chapter provides results about parameter tuning and performance of the fitness
function.
In chapter 5, we have discussed about the environmental parameters and how to integrate these
parameters into our routing algorithm. It also describes a novel routing technique Pollution
Aware Routing (PAR) and explains the difference between PAR and EAR. This chapter also
contains the overall system design of a sustainable system considering all the parameters. Lastly,
it describes the performance of the different objective function in terms of quality of service
parameter: packet loss and end to end delay.
Chapter 6, introduces a novel mechanism penalty and plane filtering mechanism to provide a
more stable system. It explains different instability issues like incoherent data planes and con-
vergence problems that can occur during implementing both energy or pollution aware routing.
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Then, it describes the extended model and using these mechanisms. And lastly, it discusses a
few scenarios where these newly introduced mechanisms can reduce the possibility of an unstable
system.
Chapter 7 summarizes the thesis contributions and presents future research directions and per-
spectives.
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This chapter is divided into four main parts. In the first part, we have discussed about differ-
ent energy efficiency technology for networking device on the light of several research works. We
have categorized these energy efficiency technologies into three broader sections: network hard-
ware level, software level, and design level. In each part, relevant research works in the literature
dealing with energy efficiency are introduced. Energy-aware routing mechanisms were initially
considered for traditional IP networks. However, recently networking research community moved
their attention to the use of Software-defined networking (SDN) for minimizing power consump-
tion. Therefore, in the second part, we have discussed about SDN and put emphasis on the
literature, which is related to this thesis. In the third part, we have discussed the works which
are focusing on green energy sources. And finally, we extract the main open issues regarding the
energy awareness property in routing strategies and discussed the research opportunities based
on the related works and open issues.
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Figure 2.1: The trend of electricity consumption of the main components in the ICT Sector

2.1 Energy efficiency technology for networking devices

The availability of inexpensive and extreme capacity optical transmission and improvement in
routing technologies for the network infrastructure have made possible to grow the Internet at
this current unstopping rate. This increasing demand and improvement of the ICT technologies
are leading to higher energy consumption. According to European Commission’s digital agenda
report in 2013, “ICT products and services are currently responsible for 8 to 10% of the EU’s
electricity consumption and up to 4% of its carbon emissions.” [Europa, 2013]. And among several
sectors of ICT, network architectures and devices are one of the highest energy consumers.

Figure 2.1 shows the trends of energy consumption of different components of ICT and it
shows a tremendous uprising of the energy consumption of the networking devices compare
to other components [Corcoran and Andrae, ]. This is because of the exponential increase of
the user of the Internet and most of the network architectures and resources like bandwidth,
processing power and memory are designed keeping in mind the peak time network usage
[Zhang et al., 2010],[Addis et al., 2014].

Even though it performs well during peak hours, but during off-peak hours it causes redun-
dancy, over-provisioning of the resources and consumes extra energy which is unnecessary. As
the passing of data through the network cannot be stopped, ICT engineers are needed to be
tactical about how to make the network architecture more energy efficient with respect to traffic.
Energy-efficient networking is in the limelight of the researchers for a quite long time. Gupta,
who is one of the pioneers in this field, coined the concept of greening the internet in his work
[Gupta and Singh, 2003]. In this research, they suggested the possible methods for reducing the
carbon footprint of ICT network infrastructure. Authors in [Rondeau et al., 2015] compare the
traditional and current metrics for assessing ICT performance and their effects on the environ-
ment. In [Drouant et al., 2014] a new approach for designing a green network architecture is
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introduced. Numerous works have done considering the problem of energy efficiency in network
and there are mainly three research directions. The first direction mainly concentrates on the
network hardware level. And the second direction is more on network software level. When
building an energy-efficient network infrastructure, alongside two mentioned directions there is
one more direction that focuses on the practical level of green network designing and it can
be identified as network design level. However, these three research directions are molded and
extended into many branches. For example, especially for design level, energy savings are mainly
done changing the current topology. Therefore, a design level solution can be online or offline.
On-line solutions mean the solution will take place during the run time of the system and many of
the variables might be unknown such as the number of demands or the throughput requirement.
On the other hand, off-line solutions mean based on traffic patterns a solution will be provided
which will not change within time and more importantly the traffic pattern is known beforehand.
Another important thing is the approach to solving the problem. A centralized approach can be
used where the state of all the nodes in a network is known by the central controller and decision
can be made globally, whereas in distributed solutions each node only knows the whereabouts of
its neighbor node and any decision has to be made locally. Here, different energy-saving research
directions are discussed in light of different works. As our research scope bounded to the wired
network, therefore all the works that are described here, are also completely based on the wired
network.

2.1.1 Network hardware level

In the network hardware level, energy consumption is reduced by developing more efficient cir-
cuits and power-saving techniques. Improving the power draining components like memory or
modifying the cooling system are all part of efficient device buildup. On the other hand, tech-
niques like Energy Efficient Ethernet (EEE), Adaptive Link Rate (ALR) are all part of different
power-saving techniques.

Hardware re-engineering:

In the beginning, most of the network devices are designed to keep in mind to provide the highest
level of performance without giving much attention towards energy consumption. Therefore,
these network devices are always consuming more energy than it actually requires. Each of
these devices comprises several components like power supply and cooling device, forwarding
engine, switching fabric, control plane, input/output cards, and buffers. Several studies have
been conducted focusing on the consumption of the specific components and how energy savings
can be done by modifying a particular component without hampering the performance level of
the current network device. Figure 2.2 shows the power consumption percentage of the different
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Figure 2.2: The breakdown of a core router’s power consumption

components of a core router. The values have been taken from [Hinton et al., 2011].

A node can be in several states like hibernation, turned-off/on. Similarly, in a module-based
design of a network device, each component can be considered separately and different energy-
saving techniques can be applied to each of them. Researches have been done so that both
input/output cards and buffers can be put into sleeping mode so that it can save energy while
not in use. Figure 2.2 shows that power supply and cooling are responsible for more than one-
third of the total energy consumption of a core router. If the router is in use then cooling is
mandatory and the method of cooling is somewhat controllable. An energy-efficient approach
is accepted by a few companies which is free cooling, proposed by [Pawlish and Aparna, 2010]
where outside air is used to cool the network infrastructure. Infrastructure unlike core network,
where nodes are location independent for example datacenters, many leading tech companies
like Facebook moved there datacenter to Sweden in order to use the cold climate for sustainable
cooling. [Orgerie et al., 2014] Whereas another tech giant Google uses sea water of Finland to
achieve a free cooling system [Google, 2013]. The second re-engineering is done in the memory
of the network devices. Ternary content addressable memory (TCAM) is introduced for the
forwarding engine. These memories can be accessed block by block and other portions can be
turned off for energy saving purposes. TCAM is getting very popular to provide high through-
put from the forwarding engines end. As forwarding engine is also responsible for 30% of the
overall energy consumption of the core router, many works are done to improve the performance
of TCAM and use it more energy efficiently [Zane et al., 2003] worked on TCAM and proposed
to construct a preclassifier to activate TCAM blocks separately resulting significant amount of
energy savings. [Li et al., 2017] on the other hand, provided a two-stage scheme for TCAM based
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IP routing table lookup which efficiently places the routing table into different TCAM blocks
without creating memory holes and guaranteeing both energy and memory efficient solution.

Hibernation/Turning off:

A device cannot consume energy, if it is not on. Therefore, putting the network device in hi-
bernation or turning it off is one of the most basic yet effective ways to save energy that has
been considered by many researchers. There is a slight difference between hibernation and turn-
ing off. Hibernation consumes a little bit more energy than turning off whereas at the same
time the up-time of a network device from hibernation is much quicker than when a device
is turned off. Hibernation or putting the device in the sleeping mode is the key concept for
the modeling of the energy-efficient routing that will be discussed in the network design level.
[Gupta and Singh, 2003] is one of the first work that considered hibernating the nodes and the
links and if possible turn of the devices to increase the amount of savings. They showed how
much energy is consumed by the internet and also identify the scope of saving energy by putting
the devices into sleep. They analyzed the impact of selectively putting line cards into sleep
mode on the switch protocol. Their work was one of the preliminary work in this field, where
line-cards were manually chosen to put into sleep by analyzing the traffic pattern. Same au-
thors also published similar research in [Gupta et al., 2004] and [Gupta and Singh, 2007a]. In
[Gupta et al., 2004], they have discussed the energy saving potential in LAN switches by putting
them into sleep. They examined the traffic of a LAN network and found out that there are
three time-spans in a day when the traffic is lowest, both line cards and switches can be put
into sleep. They have fixed a predefined time schedule for sleeping of the device and thus saving
substantial amount of energy. Which can save energy but at the same time, in many cases it
provides huge amount of packet loss. Moreover, this method fails to utilize all the other in-
termediate periods where energy can be saved. In [Gupta and Singh, 2007a], they proposed a
dynamic technique to shut down the unused link and turn them back on when it is required.
They have designed a dynamic algorithm that uses buffer occupancy, behavioral analysis of the
previous packets and maximum bounded delay to make sleeping decisions. However they have
used synthetic traffic to evaluate their model and even though in some cases they can turn off
80% of the links but the maximum traffic load is 5% of the total network which is unrealistic.
So far, all the discussed work is based on sleeping or turning of the links and link ports, however
in [Bolla et al., 2009], authors provided an framework that can be used to optimize the energy
consumption of a network device. In this framework they have included both network device
and links to be put into sleep mode. They have considered the network device as multi-core
routers, and based on the traffic density they proposed to turn off cores of the routers to save
energy and if none of the cores are used then the whole router can be turned off to save energy.
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This work showed that, comparing to idle state turning off the device can save more than 25%
more energy savings. All the above mentioned works focus on saving energy by considering the
nodes or links to be put into hibernation or to be turned off. Hibernation or shutting down of
the device is one of the core concepts of energy efficiency networking. All the other directions
of green networking like energy aware routing or virtualization are based on this primary concept.

Energy Efficient Ethernet (EEE):

Even with the advancement of wireless and mobile networks, Ethernet is still the universal net-
working interface in the world. Every network traffic passes through several Ethernet links before
it reaches its destination. However, it has been concluded by several researchers that, majority
of the Ethernet links spend a considerable amount of idle time during its whole lifetime. As
network devices consume more than 10% of total ICT power consumption, Energy Efficient Eth-
ernet (EEE) has been introduced which provides new standards and mechanisms for reducing
the overall power consumption of the network devices without hampering the core function that
network devices are supposed to do. The concept behind EEE is very simple. Communication
links will only consume power when it is in action that means sending or receiving data. Most
wired communications are using continuous transmission, that means no matter the state of the
network device, busy or idle, it will be always counted as active and consumes power even it is
not involved in any kind of communication. The idea was to always be ready when it needed
to transmit data. Now, EEE uses this scenario in favor of saving energy by putting the links in
idle mode. In order to save energy, when there is a void period in the data stream, EEE uses a
signaling protocol that permits a transmitter to imply that there is a gap in the data and that
the link can go idle. The signaling protocol is also used to indicate that the link requires to
recommence after a predefined delay. The EEE protocol uses a modified version of the normal
idle signal which is usually transmitted between data packets. This signal is known as low power
idle (LPI) mode. The transmitter sends an LPI signal in place of idle signal to inform that the
link can go to sleeping mode. After sending LPI for a period (Ts = time to sleep), the transmitter
can stop signaling entirely so that the link becomes idle. Periodically, the transmitter sends some
signals so that the link does not stay on idle mode for too long without a refresh. Finally, when
the transmitter wants to be fully active and functional link, then it sends normal idle signals
which indicate the desire of the link to be active. After a predetermined time (Tw = time to
wake) the link becomes active and can participate in data transmission. The best part of the
EEE protocol is as there is no minimum or maximum sleep interval, therefore, a link can become
active at any time. This provides full control to EEE to in case of unpredictable traffic.
The authors of [Gupta and Singh, 2007b] showed how energy can be conserved by using this low
power idle mode for the Ethernet LAN. They have proposed a method where they have merged
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LPI with the shutting down of the link. They proposed a concept where un-utilized links will be
put into LPI mode and after a certain period if there were no signal to make this link be back
on, then the link will be in shut down state in order to maximize the energy gain. There are
some common misconception about LPI which are described below:

1. LPI and ALR: Even though at the beginning several proposals have been made, but in the
final version of LPI, link scaling has not been implemented. An LPI enabled link does not
reduce its capacity when it is going on idle mode. When 1000BASE-T link goes on LPI
mode, it still remains as 1000BASE-T link. The capacity does not change while a link is
in LPI mode. It is a common misconception that EEE uses link scaling to reduce energy
consumption.

2. LPI and Sleeping/Hibernation: LPI or low power idle mode only works for network links. It
saves energy by putting the links in idle mode. However, sometimes it has been compared
with putting the device in sleeping or in hibernation mode which is completely different.
During LPI, network devices are always on. Only the link and that interface for that link
is put on idle mode.

Adaptive link rate (ALR):

As discussed earlier most of the networks are designed over-provisioning which gives ample op-
portunity to reduce power consumption to a certain extent. Networks are designed to tackle the
maximum request, therefore, all the network link is fixed to its maximum capacity even during
the idle or low traffic period. The adaptive link rate (ALR) is downgrading or adjusting the link
capacity according to the incoming traffic. Link capacity can be ranged from 10Mbps to 100Gbps
depending on the router and the network. For example, in a core network, the lowest capacity
of a link is 1Gbps and the highest can be 100Gbps. However, in a regular switch, the lowest
capacity is usually 10Mbps and the highest can be 1Gbps. Therefore, no matter the network
device, the link rate can be reduced when there is less traffic resulting in less power consumption.
The key challenges in realizing ALR are:

• Defining a mechanism for swift changes in data rates of the link.

• Creating a policy to change the link data rate to maximize energy savings (that is, maximize
time spent in a low link data rate) without significantly increasing the packet delay.

Several works have been done in order to handle these two challenges. According to the
work of [Nedevschi et al., 2008], when a negotiation process is done during the link setup, the

13



Chapter 2. Green ICT and green networking: state of the art

maximum capacity link is usually chosen even if a lower capacity link can fulfill the requirement.
Therefore the adaptive link rate mechanism offers an algorithm that automatically adjusts the
link speed according to the traffic. That means when there is a high level of traffic it will re-
main in its maximum capacity. However for a certain duration if there is no significant traffic
is passing through the network then the network device will auto-negotiate to a lower level of
link capacity. In their work, they discussed the technique of choosing the level of link speed
according to the traffic pattern. If the traffic is high link speed will increase automatically and
vice versa. They showed that this auto-negotiation process takes hundreds of milliseconds to
complete. During this time communication is interrupted as the link is down which can be vital
for providing better QoS or QoE. They discussed briefly how greening the network is always a
trade-off between QoS and energy savings. They also showed that choosing the ideal rate for
ALR is NP-hard (Non-deterministic Polynomial-time hard).
[Blanquicet and Christensen, 2007] proposed a method to select the physical layer devices (PHYs)
more quickly. In this method, a frame exchange is used for renegotiating the change of the speed
that withholds the need of restarting the auto-negotiation process. This method makes the
transformation of the speed faster but still, it is not fast enough. The adjustments of equalizers,
echo cancelers, and timing circuits are needed which takes time. Researchers are working in
this field in order to make the change even quicker. Nevertheless, there is a great advantage in
switching to lower data rates whenever it is possible. According to them, the main difficulty of
implementing ALR is choosing the speed. It is always hard to know when and how much the
speed is needed to be lowered.
[Gunaratne and Christensen, 2006] shows that 90% of the time in a small network 10Mbps links
are enough to fulfill the needs of the users. However, the experiment is done in a small network
with less amount of demand, therefore the value does not depict the real picture. Nevertheless,
even in large networks, it is seen that the lowest possible bandwidth is actually enough for han-
dling demands. They have proposed a mechanism to do the auto-negotiation and switching of
the link rate. They have also proposed a Markov model for packet arrivals which are following
Poisson distribution. This model helped to understand the relation between packet delay and
energy savings.
The authors of [Gunaratne et al., 2008] also proposed a MAC handshake mechanism to fix the
link rate automatically by following the buffer occupancy. To follow the buffer occupancy, the
number of bytes is needed to be calculated all the time which might increase the complexity of
the hardware. In order to ease this problem, they proposed a heuristic where they have proposed
a timer-based switching mechanism. Two time intervals were defined. One is for a high link
rate and the second is for a lower link rate. The link rate must stay at a higher rate for a fixed
amount of time before switching it to a lower rate regardless of the buffer occupancy. And the
policy was itself an adaptive one. The duration for staying at higher rate gets double every time
there is a mandatory switching in the link rate from lower to higher before the fixed interval
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ends.
All these works have proved the usefulness of using ALR for saving a significant amount of energy
consumption.

2.1.2 Network software level

Network software level is a research direction where energy efficiency is achieved by introducing
different techniques in the software level of the network device. Network software level solutions
extend to virtualization, green TCP, resource consolidation and green SNMP. A brief discussion
is given below.

Virtualization:

The concept of virtualization works by dividing up the shareable resources, for example, oper-
ating system and server network connections which give the impression of network applications.
This is one of the common and feasible green networking strategies at the software level that can
be implemented in almost most of the network. It creates an impression that network applica-
tions are working independently with their independent resources and in reality, they are working
with shared resources. In the case of network virtualization, bandwidths are split into channels
where different applications are assigned to different channels. Therefore, as each channel works
independently, every application gets a sense of independence. For splitting bandwidth, two
types of methods are usually followed. The first one is time division multiple access (TDMA). In
TDMA, every channel gets the complete bandwidth but only for a certain amount of time. It is
more of a round-robin process. The second method is known as frequency division multiple ac-
cess (FDMA), where every channel is assigned to a fraction of the total bandwidth. The purpose
of virtualization is to increase the utilization of certain links so that it can reduce the number
of active links. For example, if there are five different applications which require to use network
resources, it is better to use one single link for five of them rather than assigning a single separate
link to each of them where most of the time the links are idle. The virtualization is generally
used in VPN-like applications, and do not permit a complete de-coupling between logical nodes
and physical platforms. The authors of [Wang et al., 2008] introduced the concept of router
virtualization into the new level, which allows logical nodes to roam around different physical
platforms maintaining zero packet loss. Similarly, the author of [Muyassarov, 2018] uses network
function virtualization (NFV) to reduce the energy consumption of cloud radio access network.
NFV utilizes the concept of virtualization where different network functions are decoupled from
vendor proprietary hardware and deployed on distributed pool of commercial off-the-shelf servers
using virtualization.
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Resource consolidation:

Resource consolidation is an effective and efficient use of computer server resources. It is also
a widely used method for achieving software level green networking. The main concept of re-
source consolidation relates to virtualization as it reduces the total number of required active
machines by increasing the utilization of some of the machines. In large companies, it is a com-
mon practice to have multiple servers in order to provide better QoS. But usually, these servers
are under-utilized. Resource consolidation provides the companies an opportunities to reduce
energy consumption by reducing the number of active servers. However, even though consolida-
tion can bring efficiency and increase utilization, it makes the data complicated in nature that
is difficult to understand for general users. Therefore it is often applied with virtualization, as it
keeps the applications isolated from each other. The author of [Srikantaiah et al., 2008] showed
how resource consolidation can be used in a network server in a cloud computing perspective.

Green TCP:

Green TCP is an energy-aware application proposed by [Irish and Christensen, 1998]. Gener-
ally, the task of an energy-aware application is to mainly detect the energy saving scope and in
many cases predict the idle periods by analyzing its own behavior pattern so that energy can be
saved. While prediction, it tries to find out the upcoming long idle period so that they can go to
sleep mode or low power state that will reduce the power consumption by a certain level. Now
transmission control protocol (TCP) is a connection oriented protocol that requires acknowledg-
ment (ACK) for every transmitted data. If the sender does not receive the ACK, the data will
be re-transmitted and after a certain amount of mistrials, the connection will be disconnected.
Usually, when a network device is in idle mode, it is unable to send the ACK resulting connection
lost. Therefore, the concept of green-TCP is to add an extra control message that will allow the
client to go to sleep mode without losing the connection. They have proposed a ‘sleep’ message
that can be sent by the client to the server which will indicate that the client is now going to
sleep mode and at the same time there will be a time-stamp which will indicate the duration
of the sleep period. In this way, the connection will not be lost as the server will not send any
message to the client during this period. After a certain period of time or during the case of
urgency, the client will send a ‘wake’ message indicating the server that it is now again ready
to receive data and the server will send all the buffered messages to the client. However, if the
duration of the time-stamp is passed and the client has not sent any wake-up message to the
server then the connection will be lost. Green-TCP is implemented entirely in software level and
both the client and server applications are needed to be updated to integrate this methodology.
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Green SNMP:

In [Blanquicet and Christensen, 2008] , the authors proposed, prototyped, and evaluated a new
software level energy efficient technique which is green SNMP (Simple Network Management Pro-
tocol) extensions. They have extended the basic SNMP management information base (MIB)
with SNMP Power State MIB extensions and its agent to obtain the equipment’s power state to
the network. This power state includes all the supported power management capabilities, current
settings, total and currently active, inactive, and sleep times and statistics on wake up and sleep
events. These information are vital knowledge in order to design an energy efficient network.
With these power states of all the network devices, the network manager or a controller (i.e.: in a
centralized network) can make efficient changes and power settings all over the network devices.
Similarly, Cisco has introduced Cisco EnergyWise MIB which specifies the protocols for managing
power distribution of all the network devices. It has different power level for example, shut down,
sleep, hibernate, stand-by etc. to classify the power settings of each entity (i.e.: network devices).

2.1.3 Network design level

In the network design level, the whole network architecture is considered and optimization of the
routing is done in order to reduce energy consumption. This is also known as energy aware rout-
ing (EAR). The basic concept behind the idea of energy aware routing is to manage the smooth
transmission of the traffic across the network while reducing the number of unused resources by
turning off them or putting them in a hibernation state. Another way is to maintain the network
performance by applying the adaptive link rate and re-route the traffic according to available
link capacity. Specially, the current network design does not imply the proportional behavior
with the usage and available network resources. Normally, network infrastructures are designed
with more network resources than it requires in order to tackle the situation in case of failures.
A similar concept is applied while considering the link rate. Links are always equipped with
maximum possible capacity to ensure flawless performance during sudden peak flows of traffic.
These behaviors while designing networks lead to undesired wastage of energy during low traffic
periods. The concept of energy aware routing is to minimize these unnecessary wastages of the
energy from the network design level point of view using the network hardware level concepts
like: Hibernation, turning off, ALR and EEE.
According to [Zhang et al., 2010], there are mainly two challenges that are needed to be addressed
while working with EAR. The first one is how to manipulate the routing paths to maximize the
energy savings and secondly how to achieve these energy savings without significantly hampering
network performance and consistency. Identifying the nodes and the links that are needed to
be kept active in order to route all the incoming flows of traffic make this energy aware rout-
ing problem a NP-hard problem. Moreover, the capacity constraints of the links introduces an
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additional level of complexity in the problem. And because of that, for most of the real-world
topologies of the network which are large in number of nodes and links, the optimal solutions in
terms of computational resources and time complexity becomes unrealistic. Hence this research
field emerges and quite a few number of heuristics are developed and proposed to solve this
problem by the research community.
According to the different variants considered in the model, the existing energy aware routing
heuristic solutions can be divided into two groups: traffic based solutions and topology based
solutions. Traffic based solutions are solutions which propose routing mechanism by aggregate
traffic over a network subset in a redundant network. Usually, this kind of heuristics are designed
under the assumption of knowing the characteristics of the traffic beforehand. Some heuristics
are designed assuming the duration of the traffic whereas some are designed assuming the capac-
ity requirement of the traffic. Proactive solutions are possible if all the traffic flows are known
beforehand. On the other hand, topology based solutions are focused on manipulating the topol-
ogy in an energy efficient way without knowing the traffic beforehand. These are mainly reactive
solutions where nodes and links are turned on/off based on traffic requirements. However, in both
cases, the goal is to shutdown the maximum number of nodes and links in order to save energy
wastage. Later in this section, we have discussed a few of the prominent works in this field in brief.

One of the most significant works in this area is [Zhang et al., 2010], in which authors propose
GreenTE, an intra-domain, centralized traffic engineering mechanism that is used to identify the
links of a given topology that can be turned off in order to save energy. Heuristic is designed
based on the availability of the traffic load. The solution is a proactive solution as the traffic
demands are routed through a set of previously computed k-shortest paths. The paths and
the overall solution are calculated based on solving the mixed integer linear problem (MILP).
Performance requirements such as Maximum Link Utilization (MLU), number of hops and net-
work delay are also considered as constraints in the problem. Based on these constraints they
have proposed three different variations of the problem. The first one is basic considering only
the MLU constraints. The second one considers the hop count and the third one considers the
delay factor. The first one considers all the solutions for a particular source and destination
set whereas in the other two number of solutions are limited. From the traffic flows they have
pre-calculated the candidate paths for each source and destination set. In order to solve their
MILP, they have used CPLEX which is a linear programming problem solver. They have used
Abilene, GÉANT, Sprint and AT&T networks to test their solution. However, Only for Abilene
which is the smallest of all the topologies, CPLEX was able to solve their MILP and provide
solutions for all three variations of their algorithms specially the basic one as all the solutions
are considered. As they showed that, the run time of their algorithm heavily depends on the
value of k.
In a similar way, [Bianzino et al., 2010] aim to find the network configuration that minimizes
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the network energy consumption, modeled as the sum of the energy spent by all nodes and links
carrying traffic. In order to achieve this, they formulated an optimization problem for finding
network subsets consuming lowest power while fulfilling network demand. They have also used
CPLEX to solve their problem. They have worked with GÉANT network and their work pointed
out the fact that, in a crowded network if all the nodes are used as source and destination their is
not so much opportunity to save energy. They have maximized the link utilization and concerned
about the reliability of the network. They have not used ALR in order to increase the savings.
In [Cianfrani et al., 2010], a distributed energy-aware routing (d-EAR) algorithm is proposed
and the routers are known as Exporter Routers (ER) and Importer Routers (IR). ER calculate
the shortest path tree (SPT) while Importer Routers (IR) takes these shortest path trees calcu-
lated by ER as the reference and make the modified path tree (MPT) by assuming ER as its
root. The IR finds the links that are needed to be switched on to connect to the shortest path
tree of the ER and also identifies the links that can be turned off. The selection of the ER in the
network can determine the number of links to be switched off and consequently holds potential
for substantial energy conservation. As the number of ERs selected will affect the network per-
formance, this can be set based on the trade-off between the network performance and desired
energy saving. The one drawback of d-EAR algorithm is that, they have not considered a real
network scenario. As they do not have reliable information about the open shortest path first
(OSPF) weights of the links they have assumed a mean value which can be far away from reality.
An extension of d-EAR is EAR studied in [Cianfrani et al., 2011] which improves the ER selec-
tion procedure and maximizes the number of ER by preserving the QoS. In both cases, they have
achieved energy savings by turning off links but not nodes. Here they have used two opposite
directional heuristics to improve the results. In one case they tried to improve solutions of dif-
ferent IR by making each of the solutions compatible with each other in order to turn off more
links. And in the second case, they check for minimum used links and try to shut them down by
re-route the traffic of that link to other links. In this work also they have used assumed values
for OSPF link cost and made a comparison with the d-EAR and these new two heuristics.

In [Chiaraviglio et al., 2011] , they have formulated the problem of switching off network el-
ements (i.e.: nodes and links) while guaranteeing full connectivity and maximum link utilization
as a variant of the Multi Commodity Minimum Cost Flow (MCMF) problem which is a NP-hard
problem. Their primary solution can be applicable only for trivial networks. Therefore they
have provided heuristics based on greedy algorithm that can be used in large networks. They
have proposed a greedy heuristic that iterates first all the network nodes and then through the
links. In the beginning, they start by considering all the nodes are turned on. The algorithm
starts by one node which is iterated through the set of nodes; the set of nodes are sorted in
different ways like: random, least-link, least-flow and most power. And by each iteration, they
turn off one link based on the sorting criteria and check if traffic can be still transmitted or not.
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If yes then they keep the link turned off and move to the next node according to the sorting.
And if no, then they keep the link on. They have used few synthetic topologies to evaluate
their work where both topology and traffic demands are randomly generated. They have showed
good outcomes in synthetic topologies. Their algorithm is applicable only when network traffic
changes in 30 minutes or more than that. The computation time for their ILP is quite high. In
terms of topology where traffic is steady and less changeable, the algorithm works fine for those
scenarios.

Authors in [Cuomo et al., 2011b] propose a routing algorithm called Energy Saving based
on Algebraic CONnectivity (ESACON), using the algebraic connectivity as a metric to control
the resulting network topology. The algorithm first creates an ordered list of the links of the
network based on their impact on algebraic connectivity. That means if a link is responsible for
transmitting the maximum number of traffic, it has a high impact on the algebraic connectivity.
And if a link is not used for transmitting traffic then it has an impact below the threshold level
and can be turned off in order to save energy. In this algorithm also, in the beginning, all the
network devices are on. And after traffic flow has been established between the network the al-
gorithm can be used. Therefore it is a topology-aware routing solution. They have evaluated the
performance of ESACON in a synthetic network with synthetic traffic. They have shown good
performance in terms of saving energy. However, they have considered 80Mbit/s as there highest
traffic throughput whereas each link has a capacity of a 2.5Gbit/s and overall mean utilization
of the initial network is less than 25% which is quite low for understanding the performance of
the algorithm in terms of large traffic demands.

Similarly, another topology-based solution reported in [Cuomo et al., 2012]which also takes
into account the algebraic connectivity as a requirement to preserve the overall network con-
nectivity. They have proposed a heuristic algorithm named Energy Saving based on TOPology
control (ESTOP) which considers the ’edge betweenness’ as a metric to measure the role of the
link in the network. ’Edge betweenness’ of an edge is the number of paths from all nodes to
all other nodes that cross the edge. Therefore, if an edge has a high ’edge betweenness’ that
means this edge is significant for the network. Inversely, if an edge has low ’edge betweenness’
that means that edge is least frequently used and therefore, the first candidate to be pruned.
However, this approach is conceived to be implemented in a distributed way into each IP router.
They have tested their algorithm performance on Abilene and Germany 50 with randomly gen-
erated traffic. And they also showed made comparison with ESACON and showed that ESTOP
performs a little better in terms of traffic support capabilities. However, both ESACON and
ESTOP both cannot be considered until a set of traffic flows is completely handled. As the al-
gorithm does consider dynamic incoming traffic, therefore, for a set of traffic flows the algorithm
provides a solution and that solution will be continued until all the flow has been reached to its
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destination. For a set of new flows, all the links will be turned on and the algorithm will be
applied.

The work in [Cuomo et al., 2011a] also aims to improve energy efficiency reducing the number
of active links. For this purpose, the authors propose mainly two variations the Energy Saving
based on Occurrence of Links (ESOL) algorithm. And in the latter part, they made two more
extensions in order to improve the performance of the second algorithm. The basic ESOL works
in an iterative process. At first, all the links are ordered based on occurrence. To calculate the
occurrence of each link, for each flow of traffic path is calculated using OSPF and then the link
which is used in maximum paths has the highest occurrence. Based on that, links are removed
with the lowest occurrence value one by one and check the connectivity of the network. The
links are removed until the required connectivity hampers. The second variation is fast ESOL,
where, in one iteration all the links which has lower occurrence value from a predefined threshold
value. It performs better in terms of run time compare to b-ESOL, however in terms of energy
savings it does not perform well enough. They have shown the trade-off between complexity and
efficiency in powering off a great number of links. They have also used a synthesized network
and traffic to make a comparison between all of their algorithms.

[Mumey et al., 2012b] considered both links and nodes for saving energy in a wired backbone
network. They have formulated the problem of saving energy into an integer linear program-
ming problem and provided two heuristics to solve the problem in polynomial time. They have
provided two simple heuristic ones is based on the shortest path and the second one is based on
a minimum spanning tree. They have used CPLEX to calculate the ILP however, CPLEX was
unable to provide results in the given time for a network with 14 nodes. The algorithm works
for topology with 10 nodes. Even though they have mentioned they have checked the algorithm
for heavy traffic, however, the maximum traffic flow had the throughput requirement 15 times
lower than the considered capacity.

The authors of [Cianfrani et al., 2012] discussed a solution called Energy Saving IP Routing
(ESIR). ESIR is integrated with OSPF therefore in the worst case scenario the result will be as
good as OSPF. ESIR is based on the concept of SPT exportation which allows sharing a Shortest
Path Tree (SPT) between neighbor routers so that the overall set of active network links can be
reduced. They have extended the solution with QoS-aware ESIR which takes into consideration
QoS parameters like hop count. They have also discussed online and off-line solutions in one
case routes are pre-computed in the second case, routes are computed dynamically. However,
they have a fixed boundary on the load of the traffic, therefore traffic can never be higher than
the assumed capacity of the links which is not practical and limits the suitability of their work
for network services of varying patterns.
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In order to switch off entire networking devices (both edges and nodes), the Steiner-tree-based
algorithm proposed in [Matsuura, 2013] models the network topology as a graph composed of
edge and core routers and their respective links. They have described an approach where the
algorithm computes a Steiner tree or a set of Steiner trees to obtain the minimum number of
sub-graph(s) which is enough to fulfill all the demands. And after that, it can remove all the
nodes and links that are not involved in these sub-graph(s) to save energy. In order to improve
the delay they have added a hop count threshold and in case of routes with hop-counts above
the threshold, the original shortest path is added to the Steiner tree to minimize the path length
along with energy savings mentioned in the research as a bypass route.

[Avallone and Ventre, 2012] have also proposed an energy aware routing algorithm called E2-
MCRA (Energy Efficient Multi-Constrained Routing Algorithm) where each flow alongside with
throughput requirement has QoS constraints like delay and jitters, and the objective of the
algorithm is to find the best route considering these constraints on-line while try to turn off as
many nodes and links as possible. E2-MCRA finds a QoS-satisfying path for each flow request
focusing on the current network, so the minimum number of sleeping links and nodes needs to be
re-switched on. However, the algorithm should be aware of the entire current topology including
all nodes and links physically connected to the network. The proposed algorithm does not also
care about re-sleeping the network devices after the network is re-switched to lower traffic load.
They have compared their results with the initial network where no green policy is used (not
even the shortest path).

2.2 Software defined networking: A paradigm shift in energy sav-
ings

In traditional networking, the networking device(i.e: switch/router) contains both the data plane
and the control plane. The control plane provides the rules required for forwarding into the for-
warding table. This forwarding table contains all the information regarding the next hop of each
packet to reach their destination. And based on this forwarding table, the data plane forwards
the packets to its destination. The intelligence in networking which includes security, forward-
ing, and load balancing all are done in switch level and as both planes are strongly coupled in
every networking component, making any change in the network architecture is time-consuming
and in many cases not feasible because every component of the network needs to be configured
individually. In this regard, a novel paradigm emerges with the key design principle of sepa-
ration of the control plane and the data plane, known as software defined networking or SDN.
In disparity to current communication systems, it integrates a controller – a centralized control
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entity containing the control plane and the data plane resides at the network devices, provides
flexibility in managing network. SDN architectures generally have three components or groups
of functionality: SDN applications, controller and network devices. SDN applications are the
program that communicate with the controller and provide outside resources for decision making
purposes. SDN controller is a logical entity which is receives the instruction from the application
layer and after processing the instruction, transmit it to the network devices. The controller has
the functionality of configuring the forwarding tables (in other words, flow tables) of switches.
And lastly, the network devices receives the instruction from the controller and act on it. This
approach offers mechanisms allowing network operators to have a global point of view; therefore,
the centralized approach is suitable for globally monitoring the system according to network
policies and service requirements provided by application layer. SDN makes the network pro-
grammable, therefore, any changes done by the network engineers on the controller can be easily
propagated throughout the entire network. The birds-eye-view of SDN is also very effective for
identifying any zombie machine of the network. Zombie machine are compromised hosts (i.e.:
Datacenter servers) that are connected to the network and often difficult to identify. The authors
of [Hakiri et al., 2014] and [Wibowo et al., 2017] provide extensive state of the art about SDN
research scopes, challenges, opportunities and future directions. Software defined networking
provides several benefits including on-demand provisioning, automated load balancing, and the
ability to scale network resources based on application requirements. SDN also helps to create
completely virtualized data-center, where end-to-end network between user and servers can be
created with flexibility and will have the scope to terminate the connection at any moment.
According to [Assefa and Özkasap, 2019] energy efficient approaches using SDN can be classified
into three groups: traffic aware, end-system aware and rule placement. Traffic aware energy
efficiency approaches are mainly designed based on the fact that, most of the network compo-
nents (i.e.: Forwarding switches/routers) are under utilized. And as we have discussed in the
previous section, a large number of devices can be turned off during off-peak hours. Approaches
are designed to utilize the full potential of SDN and provide an energy efficient network. End-
system aware approaches are mainly applicable for datacenter networks (DCN). In a DCN, most
of the time there are few idle servers only kept for fail-safe purposes. Using SDN, these unused
servers can be shut down and save energy. And the last approach is rule placement. Usually,
when SDN is used, a set of rules is required in order to make a connection between controller
and forwarding switches. Placing these rules is a NP-hard problem. And inefficient placement
of rules might cause congestion and also unnecessary energy consumption. Therefore, the last
energy efficient approach is to proper way of rule placement. Figure 2.3 gives a general outline
of the SDN architecture and also identify the different parts of the architecture where the energy
saving approaches are focused on. Using SDN can positively affect the energy consumption of
the network. As the work done in Georgia Southern University proved that using SDN architec-
ture can decrease the energy consumption significantly [Rawat and Bajracharya, 2016]. In this
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Figure 2.3: Software defined networking architecture

work, they compared the energy consumption of a conventional campus network and an SDN
architecture. Accordingly, the results reveal that using SDN contributes to the reduction of the
carbon emission by 25% or more.

However, as the work of this thesis focused mainly on traffic aware solutions, here we have dis-
cussed only the traffic aware approaches. These traffic aware approaches can be divided into three
large groups based on the controller’s desirable characteristics. The first one is elasticity. Elas-
ticity is the ability to dynamically increase or decrease the number of network components(nodes
and links) to be used in order to fulfill traffic requirement. The second one is topology awareness
which provides a global view of the topology that works as an advantage while formalizing and
solving a problem of energy efficient networking. For example: in a hierarchically organized fat-
tree of a data center or in a large core network with several nodes, prior knowledge of the network
architecture and component’s real time characteristics like: current capacity, power status, etc.
allows the network engineers to design energy efficient routing for the incoming traffic flows. And
the last one is smart sleep and off, where the controller can turn off or put the nodes in sleep
mode from a distance when they are not in use. And also turn them back on when they are
needed to fulfill traffic requirements. Figure 2.4 shows the classification of different traffic aware
approaches. Few prominent works addressing the traffic aware approaches of SDN are described
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Figure 2.4: Classification of traffic aware approaches for SDN

below:
ElasticTree is one of the first power saving solutions for data center networks which is im-

plemented on a test-bed using OpenFlow switches [Heller et al., 2010]. They also formalized the
common idea of turning off links and switches based on the amount of traffic load. They wanted
to make energy consumption proportional to the network and it will change dynamically accord-
ing to traffic. They have proposed three optimizers: formal model, greedy bin-packing, and a
topology-aware heuristic. Each optimizer takes network topology (a graph), routing constraints,
power model, and traffic matrix as input, and outputs a subset of links and flow routes. The
first one is the formal model, which formulates the power saving problem based on objective
function and constraints. The objective function is to minimize the total number of switches
turned on and the number of links. however, due to the complexity of the model, it only scales
up to 1000 hosts. The second one is a greedy bin-packing optimizer, which evaluates possible
paths and chooses in the left to right order manner. By leftmost, it means a single layer in
structured topology. Greedy bin packing improves the scalability of the formal model. However,
for some traffic matrices, the greedy approach will not find a satisfying assignment for all flows.
The topology-aware heuristic optimizer, on the other hand, splits the flow and finds the link
subset. This approach uses Integer Programming (IP) to formalize the optimization problem.
The drawback is the degradation of performance because of turning on and turning off compo-
nents. In order to test the models, they have used testbeds using Openflow. ElasticTree contains
more constraints, including fat-tree topology constraints, than any general model considering
other topology. One drawback of elastic tree is that it does not take into account the correlation
among the flows.

In order to optimize energy efficiency in SDN, authors in [Bolla et al., 2013] present the
GreenSDN approach, which integrates three different protocols that operate at different layers of
the network: Adaptive Link Rate (ALR) [Gunaratne et al., 2006], which is a chip-level protocol,
Synchronized Coalescing (SC) [Mostowfi and Christensen, 2011], which is active at node-level,
and Sustainability-oriented Network Management System (SustNMS) [Costa et al., 2012], which
operates at network level. ALR works on links and changes data rates according to the traffic
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load of the network, whereas SC protocol works as LPI. However, while LPI works on individual
parts of the network devices, SC can put a whole device into the idle mode. SustNMS controls
the network and balances the trade-off between QoS and energy efficiency to quickly respond to
changing traffic patterns. GreenSDN brings an energy efficiency simulation capability on the well
known and widely used network emulator Mininet and POX controller. They have tested the
performance of their algorithm in a topology with only two sets of source and sink. They used
Iperf to generate traffic. The goal was to conduct the experiment in a simulation environment
built on POX controller and test the effect of ALR, synchronized coalescing and sustNMS in
terms of energy saving.

The author of [Rafique et al., 2017] have considered ALR in their solution. They have pro-
vided a detailed benchmark implementation of the performance of centralized power aware rout-
ing heuristic algorithms. They have modeled the power-aware routing problem in SDN as a MIP
problem. They implemented the problem using a general algebraic modeling system and solved
it using CPLEX. They had considered the topology of Abilene for their experiment. However,
they had taken only ten flows to evaluate their model showing the limit of their approach regard-
ing scalability. As they have not mentioned how it will perform when the number of flows is larger.

In [Rahnamay-Naeini et al., 2016] a novel method of traffic and resource aware energy saving
is presented. Unlike most of the related work in energy efficient optimization problems which
are linear, the proposed method formulates the problem as non-linear. They also wanted to use
the centralized view of SDN as an advantage to design an energy efficient network by turning off
nodes and links. In their objective function, they have included the price of the energy as a con-
straint. And alongside with nodes and links, they focused on reducing the cost of energy. They
have designed an incremental heuristic to find the subset of links to be turned off. They have
pre-calculated 10 shortest paths for each flows in order to compute the result of the algorithm
in a reasonable time. They have tested their algorithm in Abilene and NSF network. However,
they have randomly assigned the price of the electricity throughout the network.

Regarding the use of partially deployed SDN, the authors of [Wang et al., 2015] faces the
problem of saving energy hybrid scenarios where both SDN and IP network is considered. In
this work, they have formulated an optimization model that aims to find minimum power network
subsets and they have proposed a heuristic solution based on the use of several groups of spanning
trees to satisfy the traffic loads. They have proposed to divide the traffic set into small clusters
and for each cluster, they have proposed a minimum spanning tree to reduce the number of links
that are turned on. For each spanning tree they considered one SDN controlled node will be there
in order to connect to the controller. They tested in a synthetic network with 10 to 100 nodes.
However, they could not test the performance of the algorithm when the number of nodes is large.
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And secondly, their heuristic provides results when there are only 9 flows active at the same time.

The energy efficiency in hybrid IP/SDN networks is also addressed in the recent work of
[Galán-Jiménez, 2018]. In particular, this paper introduces the energy-aware SDN nodes replace-
ment problem aiming to improve the energy efficiency during the transition from traditional IP
networks to fully deployed SDN. To solve this problem an Integer Linear Programming (ILP)
formulation and a genetic algorithm are proposed. They have discussed around six transition
techniques from IP network to a fully controlled SDN network. They have tested on few topolo-
gies to test which method is well suited. And according to them, MNL or most non-controllable
link first, where the node with the highest number of non-controllable links connected to it is
selected as SDN node at each iteration is the most effective way of transition.

Instead of assuming dedicated links between the controller and SDN nodes, the authors of
[Ruiz-Rivera et al., 2015] propose a model for controller-switch associations that aims to maxi-
mize the energy efficiency of the network. Although the routing of control traffic is considered
in this work, they assume that controllers act as well as forwarding nodes, i.e. data plane traffic
demands are routed through network controllers. Therefore, only links that belong to control
paths are activated and data traffic demands are routed using these links until an MLU thresh-
old is reached. They have randomly assigned controllers inside the network. They showed fewer
controllers save more energy which is expected.

Multiple Topology Switching with Data Plane Forwarding Path Rerouting (MTSDPFPR)
is an energy saving approach based on sleeping of the links [Ba et al., 2018]. MTSDPFPR is a
multi-level dynamic topology switching mechanism thorough finding the maximum utilized link
which automatically performs topology switching based on dynamically acquired maximum link
utilization(MLU). They have considered the simple fact that, in a network, the amount of traffic
flows varies throughout the day. They divided the day time into a different time slot and for each
time slot, they pre-defined a forwarding plane. As a heuristic, they have used k-shortest path to
find out the forwarding plane. The approach is tested on real-world GÉANT network topology
and traffic traces from SNDlib. However, in their approach, they have considered the traffic of a
whole day at the same time which is not possible in real life. Moreover, no performance evaluation
is done in terms of packet loss, as for this type of predictive approach, measuring QoS is necessary.

In [Fernandez-Fernandez et al., 2016] also, authors have proposed a heuristic that addresses
the problem of optimizing the power consumption in SDN using an energy-aware traffic engi-
neering approach that minimizes the number of links that can be used to satisfy a given traffic
demand. They have considered using multiple controllers. The approach considers performance
constraints such as bounded delay for the control plane traffic and load balance between con-

27



Chapter 2. Green ICT and green networking: state of the art

trollers. The heuristic first finds a set of paths for source to destination and then sort the list
based on the number of possible controllers to associate with and the number of possible control
paths. The goal is to reduce the number of links from the network. The algorithm performs
well with small topology like Abilene, but for GÉANT, it requires 3000 seconds to find a single
solution. They have not used any solver they have coded the algorithm in python.

Similarly, two heuristic algorithms, namely Next Shortest Path (NSP) and Next Maximum
Utility (NMU), are proposed in [Assefa and Ozkasap, 2017] to deal with the energy aware rout-
ing problem in SDN. They have first considered an initial Shortest Path Routing (SPR) which
is same as OSPF. And based on that both models with heuristic seek to minimize the energy
consumption of links and switches. Both heuristic tries to redirect a set of selected flows from
underutilized links to more utilized links in order to turn off the underutilized links if all flows are
redirected. NSP tries to put the flows to the next shortest path whereas NMU tries to put the
flows which are next in line in terms of utilization. Results show that, NSP and NMU are more
efficient in minimizing the average path length, and also more energy can be saved compared
to SPR approach. They have considered GÉANT network however they have also considered
the power consumption of a switch is equivalent to three times the power consumption of a link
which is not correct in a large network like GÉANT.

2.3 Brown energy vs green energy

In the last few sections, several works have been described focusing on green networking however,
one thing is common in all the above mentioned work is that all of them consider green-network
the same as the energy efficient network. They have all tried actively or passively to reduce
energy consumption in order to get an energy efficient network. Energy consumption is often
consider as the equivalent of CO2 emissions as worldwide 50% of the overall CO2 emission is
caused by energy sector [IPCC, 2011]. Figure 2.5 showed a comparison of the carbon dioxide
emissions between the world and Europe. Even though Europe has lower the amount of carbon
emission gradually with time, the value is still more than 50% of the total emission. Therefore,
in terms of green or sustainable networking researchers have always focused on energy efficiency,
even if its direct impact on the environment in terms of polluting earth’s resources is not explicitly
specified. However, an energy source can vary. An energy source can produce green energy or
brown energy. All the energy produced from coal, fossil fuel or oil is considered as brown energy
whereas energy produced from nuclear or renewable sources such as solar, hydro, wind, bio-fuel
are considered as green energy. Depending on the source of energy carbon emission can vary a lot.
For example, on a life cycle basis, burning natural gas for electricity production releases between
0.3 and 1 kgs of carbon dioxide equivalent per kilowatt-hour (CO2kg/kWh) and coal releases
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Figure 2.5: CO2 emission by sectors comparison between Europe and the world

between 0.6 and 1.6 kgs of CO2/kWh. And when comes to renewable energy sources, wind is
responsible for only 0.01 to 0.02 (CO2kg/kWh); solar 0.03 to 0.1 (CO2kg/kWh); geothermal 0.05
to 0.1 (CO2kg/kWh); and hydroelectric between 0.05 and 0.2 (CO2kg/kWh) [IPCC, 2011].

Because of this level of difference in terms of CO2 emission, a new paradigm of research
has been recently surfaced focusing on the green energy rather than brown energy. The sole
purpose of these work is to manipulate the source of energy so that overall carbon emission can
be reduced. In current times, in many cases reducing energy is not an option. Specially, when
the amount of traffic is high in the network, all the users are active, usage of network is of its
maximum capacity then there is no other way to reduce energy consumption. Internet service
providers (ISP) are bound to yield the service at maximum capacity as reaching the packet from
source to destination is the prime priority of the network. However, if we can make the changes
from the end of energy source then even though with the same amount of energy consumption
the carbon emission will differ.

Not so many works have been done considering alternative energy sources. Few of the promi-
nent works are described below:

[Gattulli et al., 2014], [Singh and Chandwani, 2015] and [Zhou et al., 2013] all have tried to
achieve green networking in data centers considering renewable energy as the alternative energy
source. [Gattulli et al., 2014] has provided two algorithms to route the traffic request from a
user to Datacenter. The first algorithm is SWEAR (Sun and Wind Energy aware routing). It
works based on the renewable energy value. They have considered a weighted graph, where each
link has a weight to transmit the data. They have considered both the transmission and node
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brown energy value. And chose the Datacenter which has the lowest brown energy value. In the
second algorithm GEAR (Green energy aware routing), they have considered a greedy approach
to find the best renewable energy-powered Datacenter. In this case, they have taken another
input of how much energy is required to process the data and how much renewable energy is
available in each node. And based on these they have chosen the best data center which has the
lowest brown energy consumption. But as GEAR does not know about the possible changes in
the availability of renewable energies in the future. Therefore, for the sake of comparison, every
data center had enough renewable energy resources to fulfill the user requirement. The authors
of [Singh and Chandwani, 2015] discussed a simple idea of choosing a green data center over a
brown data center using SDN. Because of SDN they implied that, the controller will have all
the information of a datacenter being green. However they don’t define the level of green like
[Gattulli et al., 2014], they have differentiated only between green and non-green Datacenters.
They evaluate the concept based on three criteria, nearest routing, green routing (routed to green
datacenter) and priority routing (depending on the level of priority user request will be routed
to different datacenter). When there is the high priority it acts as the nearest routing and when
there is the low priority it acts as green routing. Even though using SDN they have a global view
of all the router and decisions can be changed real time. However, as the level of renewable energy
is not defined either the load of the datacenters, the difference between two green datacenters
depends merely on hop count. [Zhou et al., 2013] alongside with renewable energy, they have
considered other criteria like geographical load balancing, Datacenter right-sizing (i.e.: energy
cost and carbon emission reduced by dynamically adjusting the number of active servers) and
server speed scaling. They have designed a carbon aware online control algorithm considering all
the factors and evaluate their algorithm based on the energy cost vs carbon emission values of
three states of the United States of America. All three works have considered renewable energy
as green aware routing. However, Datacenter network(DCN) is quite different compared to core
wired network as in DCN, in order to reduce the brown energy consumption they have changed
the destination node based on the availability of the renewable energy which is only applicable
in DCN.
The author of [Jo et al., 2018] proposed a similar eco-friendly routing idea using renewable en-
ergy where they have used clustering to choose a cluster head with most renewable energy
and then choose the member node accordingly. However, this solution is for wireless networks.
[Mineraud et al., 2016] has proposed a routing idea considering renewable energy for IP networks.
They have utilized a novel gradient-based routing protocol, which favors forwarding packets along
routers powered by the highest quantity of renewable energies. They have proposed an energy
aware routing algorithm where one criterion of choosing the path will be the gradient value of
the node in terms of renewable energy. The authors have considered different node has different
level of renewable energy value and they have tested their algorithm on a network where for each
router a renewable energy level is randomly selected.
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Figure 2.6: Global Traffic Trends. (a) CDN vs Non-CDN IP-traffic, (b) worldwide IP-traffic
both mobile and fixed (2002-2022)

All these works have addressed reducing carbon footprint by reducing the use of brown energy.
But it is pertinent to understand by the leader of the countries that, energy efficiency has its
limitation. In order to improve green sustainable networking, green energy sources must be in-
creased. Sadly this is not the case. According to world energy investment, compared to 2017,
in 2018, renewable energy investment has been decreased whereas investment in oil and gas has
increased [Agency, 2019]. This is high time that, alternative energy sources should be integrated
into the research field of green sustainable networking.

2.4 Open issues and discussion

In this chapter, most of the techniques, specially for green routing, are covered. Every work
shows different aspects of green networking and several solutions have been proposed to address
the problem of energy aware routing with or without considering SDN. However, from this large
collection of state of the art, still, there are few open issues that can be pointed out.

For the last decade or so, there is a massive change in the growth of the traffic. This
change is brought about by the increasing role of Content Delivery Networks (CDNs) in data
delivery. Large private CDN operators include Google (Youtube), Amazon, Facebook, Netflix,
and Microsoft. File sharing, video streaming, live gaming, video conferencing, etc. services have
made a drastic change in the global IP traffic.

Figure 2.6 shows the global traffic trends of the IP network. The figure in the left shows
the booming of CDN compare to non-CDN traffic. As we can see, in the year 2017, CDN vs
non-CDN has a percentage of 56 by 44 and with a cumulative total of 98 Exabytes per month.
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And following the trend, it can be assumed that, in the year 2022, CDN will have 72% of the
overall traffic with a cumulative total of 350 Exabytes per month. The graph on the right shows
the traffic trend from the year 2002 to 2022 (estimated) for both mobile and fixed networks. In
2002, global Internet networks carried approximately 100 GB of traffic per second. Fifteen years
later, in 2017, global Internet traffic amounted more than 45,000 GB/second [IPCC, 2019]. From
these values, it is clearly visible that, Traffic pattern has been changed a lot in terms of quantity.
But, Bandwidth has not increased in that level. For example, one of the most used sources of
the traffic and topology for evaluating the algorithm is SNDlib. In SNDlib, for GÉANT network,
the bandwidth that has been considered for each link is 40Gbps and the traffic is from the year
2005. According to the report of cisco, in 14 years or so, overall traffic has increased almost
by 26 times but according to the latest GÉANT network, the capacity has been increased by
2.5 times. In almost all the paper has considered the traffic values of SNDlib for evaluating the
performance of their algorithm. However, they have ignored the fact of this increased traffic.
There are actually two reasons for ignoring this increasing traffic flows. The first one is, in a sat-
urated network if most of the nodes and links are busy, it is difficult to show the performance of
their algorithm as all the work is measuring the gain of their algorithm in terms of energy savings.
And secondly, many algorithms are designed only for low traffic scenarios (i.e.: Algorithms focus-
ing on MLU). Large size flows will increase the complexity of their algorithm by congesting links.

This increasing amount of traffic, opens up another question which is, what is the alternative
if the network is saturated. The first and foremost duty of a network engineer is to route the
flow from source to destination without any disruption. Green networking always comes after
the network is fully functional and all the flows are able to reach the destination. But when we
have a saturated network, and network elements are hard to shut down then it is very difficult
to gain the performance in terms of energy savings. Therefore, it is now high time to change the
way of thinking and find an alternative way to achieve the gain in green networking.

Even though the adaptive link rate is a fairly good option for saving energy, not so many
green networking proposals with SDN has accepted ALR wholeheartedly. This is mainly, be-
cause of the unavailability of the tools to implement ALR in the SDN perspective. With a proper
motivation from the researcher’s end can influence hardware engineers to spend time on it. As
ALR is a transceiver-level capability that copes with the under-utilization and over-provisioning
of Ethernet links by dynamically changing data rates, a fitting integration is required between
the data and control plane and ALR mechanism. Both data and control plane should be able to
define the changes in different level of link rate all over the network.

Another point is that, many of the algorithms defined the problem of energy aware routing
in terms of integer linear programming and as all the energy aware routing problem is NP-hard,
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Figure 2.7: Venn diagram of the state of the art

then they have introduced their heuristic algorithm to solve the problem in polynomial time
using CPLEX solver. CPLEX is a very high-end mathematical tool for solving ILP problems. In
an SDN approach, if we want to build a network where the controller can process real-time data
and make decisions for energy aware routing, then a very high-end processing tools are required
for using CPLEX. Which is not discussed by the authors of the research works.

Reducing the number of active links or links and nodes, is the common factor for all the energy
aware solutions that have been discussed in this chapter. Different energy-saving techniques are
discussed but when comes to energy aware routing alongside with sleeping/LPI/turning off of
the links, ALR is also another way of saving energy. Moreover, we have also discussed alternative
energy sources. And last but not the least, we have discussed about the fairly new approach
- SDN to deal with the energy problem. Figure 2.7 shows a Venn diagram, where the circle
represents the work that we have discussed about ALR, SDN and renewable energy respectively
and also shows the works that intersect the group. All the work represents a bigger collection of
energy aware routing. The works outside of the circles solved the problem without using SDN,
ALR or alternative energy source. This Venn diagram summarizes the overall state of the art
and also helps to point out the uncharted research field.
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the core network: GÉANT
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Network infrastructures are mainly comprised of core nodes, transport nodes, and access
nodes. With the addition, there are transport links that connect every node in order to form
a network topology. In every sector of the network, there are scopes that can be manipulated
to save energy. According to [Bolla et al., 2011], among these three kinds of nodes core network
nodes consume the most. Figure 3.1 shows the approximate power consumption per device of
the different parts of the network. And even though the number of core nodes is less compare to
access nodes, core nodes are responsible for 30% of the overall power consumption consumed by
networking devices. Moreover, there are network links that also consume energy and specially
in the core network, the networking links are at its highest capacity. The power consumption of
networking links are proportionate to its capacity. More it has the capacity more it will consume
energy. However, in core networks, capacities of these links are established based on the peak
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Figure 3.1: Approximate power consumption of different network nodes

traffic requirement and most of the time of the day they are underutilized and consuming more
energy than their actual needs. In this chapter, we have discussed about one of the prominent
core networks across the globe - GÉANT and evaluate and analyze the possibility of power
savings of this core network.

3.1 Topology and traffic analysis

GÉANT project was first started in November 2000, for the purpose of serving the research
and education community operating in Europe. It interconnects all the national research and
education networks (NRENs) across Europe. After the success of this project, the second version
of the project is launched known as GÉANT2 which had a larger coverage than the previous
one. It includes thirty national networks in thirty-four countries. Then the next GÉANT project
(GN3) started in 2009 and continued for four years. Currently, GN4-2 is running as a part of
the GÉANT 2020 Framework Partnership Agreement (FPA). The main goal of this project is
to provide a stable and advanced environment for growing the research community of Europe.
Currently, the GÉANT network is the largest and most advanced research and education network
in the world by gathering 38 NREN partners. It is uniting over 50 million end-users at 10,000
institutions across Europe and covering over 100 national networks worldwide. [Geant, 2017].
Figure 3.2 is the network map that has been used in the rest of this thesis work.

In this thesis, we have considered the widely accepted topology provided by the Sndlib. The
topology has 22 nodes and 36 links. Each node is considered as a country. The topology is
redrawn in figure 3.3 in order to visualize it more accurately. In the figure, each node has been
assigned with a number. The list of countries and their indicative numbers are listed in Ap-
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Figure 3.2: GÉANT Map

Figure 3.3: GÉANT topology graph
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pendix A, table A.1. While drawing the figure, the distance of the nodes/countries are not to
the scale. Links are operated with different values varied from 1Gbps, 10Gbps, 40Gbps, and
100Gbps. Sndlib provides an extensive set of traffic matrix where each traffic matrix has a set
of traffics for the duration of 15 minutes from the year 2005. In the given data by Sndlib, the
link capacity is considered 40Gbps for each link.

3.1.1 Day vs night and week vs weekend traffic analysis

A series of experiments are conducted in order to analyze the different characteristics of the
raw data. At first with the raw traffic data, some simple analysis has been conducted in order
to understand the behavior of the traffic. By behavior we mean, how the traffic load changes
with time during the day and also during months. We have conducted traffic load analysis with
both weekday vs weekend and also how the traffic varies during 24 hours. To do that, we have
considered a whole month’s data then averaged the whole month’s data. The traffic load of
weekdays and weekends are separated and averaged together. Then the values are plotted in
figure 3.4 where x-axis shows the different times of the day and the y-axis shows the amount of
average data rate transferred over the network. Figure 3.4 clearly shows the impact on traffic
during the weekend and weekdays and also how traffic varies during different times of the day.
For example, the traffic has been almost reduced by half at 6:30am compare to 12:30pm on
weekdays. This actually also indicates the behavior of the Internet user and how office time has
an impact on the load of the traffic. On the other hand, traffic remains somewhat constant in
the weekend over the period of 24 hours. The data usage maximizes during the middle of the
day and reduced to an extent at night time. But interestingly, during the duration of 12 a.m. to
5 a.m., the load of weekend data is comparatively higher than weekdays load. Whereas, during
day time the weekend traffic is almost 40% less than weekdays. It gives a significant amount
of idea about how the traffic behaves in the core network and how the network like GÉANT is
underutilized during certain times of the day and also certain days of the week. This provides
primarily, the idea about certain energy savings opportunities in the core network like GÉANT.

3.1.2 Testing bandwidth capacity

As mentioned earlier, in the provided Sndlib traffic matrix they have considered 40Gbps for
each transmission two-directional link. Therefore, in the second experiment, we have tried to
understand if there is any link that is underutilized or not for given traffic. In order to test
that, we have considered a single random set of traffic flow. Each set of traffic matrix con-
tains a set of demands(i.e: 440 demands in this case ) with source and destination during the
time of 15 minutes. Then we have used a simple well known routing algorithm open shortest
path first (OSPF) to route all the traffic flows. The concept of OSPF is to find the shortest
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Figure 3.4: Weekday vs Weekend 24hours traffic analysis

path based on the cost of the route, taking into account bandwidth, delay and load for each
traffic flow from source to destination using Dijkstra algorithm. Using this OSPF, every flows
are routed through the network. As each link is considered as 40Gbps in the network, we have
conducted experiments varying the bandwidths of the link of the network. We have considered
four different levels for link bandwidth and each level all the links have the same bandwidth.
The four different levels of bandwidths are 40Gbps, 30Gbps, 20Gbps, 10Gbps. That means,
for 10Gbps bandwidth level, all the links (in the case of GÉANT 36 bidirectional links) have a
link capacity of 10Gbps and so on. We have not considered 1Gbps as there are few flows larger
than 1Gbps. For the same traffic matrix, we have conducted the experiment to see if OSPF can
route all the traffic from source to its destination or not. As an output, we have generated a
[number_of_nodes]× [number_of_nodes] (i.e: for GÉANT it is 22 x 22 ) matrix which actually
shows the link load of all the links of the topology. If two nodes do not have any direct links in
between then that cell is empty. When a cell value is 0, that means there is a link but not in use
on one side. As the links are bidirectional, a link will be completely unused only when the link
is unused on both sides. From a node i to j if the link is ei,j , then in the matrix it has to be ei,j
= ej,i = 0.
As the goal of this experiment is to show if the bandwidth is high or not, we have modified the
OSPF according to that. We have first conducted the experiment considering 40Gbps bandwidth
for each link. And found out that every demand flows are able to reach to its destination through
the shortest path first. And there is no link which has been used completely to its capacity. As
OSPF does not consider the capacity of the link, it only finds out the shortest path for each
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Figure 3.5: Link usage percentage (a)40Gbps (b)10Gbps

source-destination pair. Therefore, it is possible that OSPF might find a solution where the
throughput of the link will be higher than its capacity which is unwanted. So, as the solution of
OSPF was applicable with a topology of 40Gbps links, we wanted to check if the same solution
can be applied for the other three levels of bandwidth or not. Therefore, in order to run the
experiment, we have modified the code in a way that, was actually checking the OSPF that can
be applicable or not for different levels. Because if any capacity constraints are introduced to
OSPF, then it might provide different topology for different levels and that will harm the output
of the experiment. Different capacity constraints for multicommodity flow will be discussed in
the later part of the chapter.

Figure 3.5 shows the link usage percentage matrices for 40Gbps and 10Gbps. It is very
interesting to see that, even with 10Gbps all over the network, a simple algorithm like OSPF can
facilitate all the real flows. We have conducted the same experiment for thirty different randomly
selected traffic matrix for different dates and different times of the day to validate the finding.
And the outcome is the same for each case. For each case, 10Gbps is enough to route all the
traffic from source to distance. The figure 3.5 also shows that for 10Gbps even though, it causes
a couple of links to utilize its maximum capacity, however, there are still some links which do
not reach even to its half capacity. It is very important to realize that as OSPF is used for both
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cases, the total number of used links is same. That means just by reducing the bandwidth it is
possible to save energy by 4.7 times which is the amount of power difference between 10Gbps
and 40Gbps. This experiment clearly indicates that the core network is clearly over-provisioned
based on real data. And there is clearly a scope to reduce the energy consumption of the current
network topology.

3.1.3 Why not brute-force?

In the third set of experiment, we have examined the vastness of the problem by using brut-force.
Brute-force is a mechanism that calculates all the possible solutions and provides the best result.
In order to solve the energy efficiency problem of the GÉANT the goal is to find out all the
possible forwarding/routing tables for a set of demand that will indicate which path will be used
by each demand for reaching source to destination. To do that, the first is to know that for each
set of source-destination pair how many paths are possible without having any loop. In order to
do that, we have written a code to run an experiment where input will be the graph of GÉANT
and the output will be the total number of possible paths from each node to all other nodes. In
order to calculate the paths, we have used simple recursive depth-first search (DFS) to find out
all the possible paths. Algorithm 1 describes the code for calculating the total paths for each
node and Algorithm 2 shows the DFS algorithm.

total_paths
input : G an undirected graph for topology
output: From each node to all other nodes number of possible paths

Initialize all index usable;
for i← 1 to number_of_nodes do

for j ← 1 to number_of_nodes do
target← j;
ans[i][j]← dfs(i);

return ans;

Algorithm 1: Brute force algorithm for finding all the path for all source destination pair

Now, in order to understand the vastness of the problem let us consider a small demand set
of five demands for the GÉANT topology discussed in figure 3.3. And we also assume that the
cumulative throughput requirement of these demands are lower than individual link capacity.
That means none of the solutions will be discarded due to capacity constraints. Table 3.1 shows
the five demands with source and destination and how many possible paths are available for that
pair that we have obtained by using algorithm 1 and 2. Now, as all the paths are a valid solution
then the total number of valid forwarding tables will be the multiplication of all the possible
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DFS
input : source
output: total paths for source to target

if source = target then
return 1;

Make the source unusable through visited array;
adjnd← number_of_adjacent_nodes_for_source;
counter ← 0;
for i← 0 to adjnd− 1 do

child← graph[source][i];
if ! visited[child] then

counter+← dfs(i);

Make source usable through visited array;

return counter;

Algorithm 2: Depth First Search

paths. Therefore, only for this particular example, total number of possible forwarding table:

1281× 1105× 927× 1003× 1133 = 1.49e15

Just for five demands this is the total number of solution that all are applicable. With the
increase of number of demands, the size of the solution set also grows exponentially. Moreover,
when considering the capacity and energy consumption constraint, it will increase the complexity
even by few folds. Therefore, solving this multi commodity flow, energy aware routing is known
as NP-hard problem. The best solution find out in polynomial time is impossible. This final
experiment shows even there are plenty of opportunities to save energy in a core topology like
GÉANT but solving the problem is not always easy because of its enormous solution space. An
effective algorithm is necessary to improve the scenario.

3.2 Shared path first algorithm

The analysis of the traffic shows there is a certain amount of savings is possible if we can turn
off some unused links by maximizing the link utilization in some of the links. And as brute force
is not an option, in this section we have introduced a novel algorithm named shared path first
algorithm. Later on, after examining the preliminary result, we have extended it into another
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Demands Source Node Destination Node Total number of
Paths

Demand-1 8 11 1281
Demand-2 5 19 1105
Demand-3 2 8 927
Demand-4 1 3 1003
Demand-5 9 1 1133

Table 3.1: Total number of paths for each source-destination pair

version namely shared path first sorted algorithm. This algorithm works to reduce the total
number of used links. It is a greedy approach where the method only focuses on the paths that
were already in use while respecting capacity constraints. And maneuver all the traffic while
turning on as less number of links as possible. Now, we have discussed about the network model
formalization and network constraints before explaining the algorithm in detail.

3.2.1 Network model formalization

We propose a model reflecting the physical topology of a network by an undirected graph
G = (V,E) that V is a set of nodes i ∈ {1, 2, ..., |V |= n} and E is a set of links (i, j) between
two nodes. For a simple graph with nodes of V , the adjacency matrix is a square V = |V |×|V |
such that the element A(i, j) ∈ {1, 0} has the value of 1 when a link exists between two nodes i
and j, and 0 when there is no edge between the nodes. The diagonal elements of the matrix are
zero, as the edges from a vertex to itself are not allowed in simple graphs. The weight of matrix
A is known as the capacity of each link and it is gathered in matrix C in which Ci,j represents
the current capacity of the link between node i and j. At the beginning, every link has same
capacity, however, when a link is used by a flow, the current capacity updates to its residual
capacity that means the capacity which is left after fulfilling the capacity requirement of the flow.

As explained earlier, there are several solutions possible in a over-provisioned graph like
GÉANT. And even though the graph G represents the static part of the network, the forwarding
plane is the dynamic part of the network and interacts with the changing traffic. The traffic to be
transmitted via network is defined by the exchange matrix X = |V |×|V | in which Xi,j is the flow
that needs to be transported from node i to node j. Each node for a common destination might
have different (sub) flows. Splitting a single flow across multiple links in the topology might
reduce power by improving link utilization overall, but reordered packets at the destination
(resulting from varying path delays) will negatively impact TCP performance. Therefore, we
discard this fact for simplicity and only the aggregated traffic will be considered.
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Let us consider K is the set of traffic demands, K = {k0, k1, ..., kn} where n is the total number
of demands. Each Kn is a list consists of a source-destination pair (skn and dkn) and λkn is the
bandwidth requirement of that demand in Mb/s. The forwarding plane decides the output port
of each node based on the destination and defines the overall path Pi,j between node i and node
j. A path is an ordered set of nodes such that Pi,j ∈ V and Pi,j = {v1, v2, ..., vl} with v1 = i,
vl = j such that vii s adjacent to vi+1. And the second notation of the path is introduced by
Qi,j ∈ E with Qi,j = {ev1,v2 , ev2,v3 , ..., evl−1,vl} . Alternatively, a path can also be defined with
respect to demand, Pkn which defines the path for demand kn. To show the forwarding decisions
of the nodes, the matrix F = |V |2×|V | is introduced such that F(i,j),v = 0 ,if the flow from node
i to node j will not be forwarded by the node v ∈ V , i.e. ∀v 6= j, v /∈ Pi,j , otherwise F(i,j),v gives
the node v + 1 that is the node adjacent to the node v within the path Pi,j .

3.2.2 Network constraints

In the previous section, we have considered the cumulative bandwidth requirement of all the flow
is smaller than each link’s available bandwidth. Whereas, in reality, that is not the case. Among
the several possible outcomes, only those can be used which respects the network constraints of
the network. According to [Barnhart et al., 2009] there are four network constraints for multi-
commodity flow problems. First constraint is represented with equation 3.1 that ensures, the
capacity of a link has to be greater or equal to the flow throughput. This is the first and foremost
constraint for a flow to pass through a network.

∀ea,b ∈ Qi,j , Ca,b ≥ Xi,j (3.1)

Since a single link might be participating in different paths, the capacity of the link can be
shared for different flows. The second constraint ensures that a path can only be a good candidate
if it fulfills equation 3.2. If the available capacity of the link is lower than the upcoming flow
throughput then the alternative route has to be chosen.

∀v ∈ Pi,j ,
∑

Xa,b ≤ Cv,F(i,j),v
(3.2)

Third constraint is used to choose the next hop for a given path. It ensures if the residual
capacity of the entire path can bear the load. The third constraint can be represented by equation
3.3.

∃v′ ∈ {V − P ′(i,j)}, C(V,V ′) −
∑

(a,b)∈V 2,(a,b) 6=(i,j)|F(a,b),v=v′
Xa,b ≥ Xi,j (3.3)

And lastly, fourth constraint ensures the flow conservation at source, destination and during the
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Symbols Descriptions
PDi Path for Demand i
N Number of demands
F Forwarding table
Di Demand i
HCsh Number of new links for using ShPF (sorted)

HCspf Number of new links for using SPF
NU List of already turned on nodes
PSDi Path from source of demand i to any node of NU
PDDi Path from destination of demand i to any node of NU
PSPFDi Shortest Path for Demand i

Table 3.2: List of symbols and definitions

transmission. Equation 3.4 can be used to depict the constraint four.

∃ei,j ∈ Qsd,
∑
ei,j∈E

ei,j −
∑
ei,j∈E

ej,i =


1 i=s;

−1 i=d;

0 i6=s,d.

(3.4)

3.2.3 Algorithm description

The shared path algorithm is a novel greedy algorithm which tries to reduce the total number of
turned on links in order to save energy. In the beginning, we considered that all the links are off.
And as soon as we received a set of demands, the algorithm routes these demands throughout
the network while turning on nodes as less as possible and respecting the network constraints.
In the shared path first algorithm, at first, we take the very first demand of the list and shortest
path first (i.e: Dijkstra algorithm) is applied for sending the flow from source to destination.
After that, from the next demand, the algorithm tries to find a path using the already turned on
links. However, the total number of newly turned on links has to be lower than the number of
links that will be turned on if this demand is routed using the shortest path first. In every state,
capacity constraint is respected. For improving the result, we have also introduced an extension
of the shared path first (ShPF) algorithm namely shared path first sorted (ShPFS) where at first
the demand list is sorted and starts with the demand which has the largest number of hops in
its shortest path. The whole algorithm is described in the algorithm 3. The table 3.2 contains
the list of symbols for the algorithm.
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shared_path_first_sorted
input : G an undirected graph for topology, D a demand list each demand

containing source (s) , destination (d) and throughput
output: Forwarding Plane F

sort_spf_desc(D);
PD0 ← shortest_path_first(sD0, dD0);
F ← add_path(PD0, F);
update_used_link_list(NU ,F);
for i← D1 to DN do

PSDi ← shortest_path_first_of_all(sDi , NU);
PDDi ← shortest_path_first_of_all(dDi , NU);
PDi ← path_concatenation(PSDi , PDDi , F);
HCsh ← calculate_new_links( PDi , F);
PSPFDi ← shortest_path_first(sDi , dDi);
HCspf ← calculate_new_links( PSPFDi , F);
if HCsh < HCspf then

F ← add_path(PDi , F);
update_used_link_list(NU ,F);

else
F ← add_path(PSPFDi , F);
update_used_link_list(NU ,F);

return F ;

Algorithm 3: Shared Path First Sorted Algorithm
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Algorithm 3 has described the shared path first sorted. The only difference between these
two is the sort_spf_desc() function which applies SPF to each demand and sorts the demand
list based on the number of hop count in a descending order in order to find the demand which
has the largest number of hops in their shortest path. add_path() function adds the path to
the forwarding table and update_used_node_list() function updates the NU which is a list
of already turned on nodes. This list is used in shortest_path_first_of_all() function. It
calculates the shortest path from one node to all the nodes of a list (i.e. : NU) and returns
the shortest path between the inputted node and one of the nodes of the list. After calculating
sub-paths from source and destination the full path is merged using path_concatenation().
And later part of the algorithm checks if this path uses a lower number of new links or not
compare to shortest path first using calculate_new_links(). If it uses a lower number of links
compare to SPF then this path is added to the forwarding plane, if not then the path provided
by SPF(Dijkstra) is added to the forwarding plane. Figure 3.6 gives a visual representation of
the two versions of the algorithm alongside with shortest path algorithm. In this example, we
have considered a sub-graph of the GÉANT topology with 12 nodes and 15 links. We consider a
demand set of three elements, where D = {{sD1 = 2, dD1 = 8, λD1 = 30Mbps}, {sD2 = 12, dD2 =

10, λD2 = 50Mbps}, {sD3 = 8, dD3 = 4, λD3 = 10Mbps}} In this scenario we have considered
all the link has 100Mbps bandwidth. In figure 3.6(a) gives the solution using shortest path first
where 7 links are used to fulfill these three demands. (b) gives the solution using shared path first
and it uses 6 links for these 3 demands. And in the rightmost figure provides the solution with
shared path first sorted which uses only 5 links to fulfill the demands. Even for three demands
by sharing the link’s bandwidth it can reduce the number of links. So in an over-provisioned
topology like GÉANT the savings can be substantial.

3.3 Result analysis

This section describes the results obtained using the algorithm. In order to evaluate the algo-
rithm in the GÉANT network, we considered 15 minutes of flow transmission for different times
in night time and day time, which are expected to have different traffic loads. We compared
shared path first with the SPF to evaluate the final gain of the proposed model. We have consid-
ered shared path first sorted version for the comparison as it performs better. The traffic data-set
is provided by Sndlib. We have randomly selected a day-time time slot (on weekdays) in order to
have more variance into the traffic. The bandwidth is considered here for each link is 40Gbps. At
first, we have conducted the experiment for the shortest path first. For this particular demand
set, in order to find the shortest path between each pair of nodes for the required flows all the
edges in the network were utilized. Every demand was using the shortest possible path but at the
same time, all the links were in use. Now, when we have run the experiment with shared path
first sorted the result is quite different. As they were maximizing the link utilization by sharing
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Figure 3.6: Routing Topology (a)Shortest path first, (b) Shared path first, (c) Shared path first
sorted

Figure 3.7: (A) Adjacency Matrix with Shortest Path First
(B) Adjacency Matrix with Shared Path First Sorted
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the links by its full capacity, there are some cases where one link is fully utilized and the algo-
rithm finds a new path with enough capacity. In the end, by applying Shared path first sorted
we could save up to 41% of the links compared to the shortest path approach which is substantial.

We have provided a visual representation of the result using the adjacency matrix in figure
3.7. It demonstrates the adjacency matrix of the two mentioned approaches. The black boxes
represent the active link between two nodes. The figure gives a clear contrast between the two
approaches. We could fulfill the constraints and successfully transfer the flows by using only
21 out of 36 links. Since all the nodes were sending traffic it was not possible to turn off any
node. From each node, there is a path to other nodes that are using the shared path only. This
result for real traffic values, if 41% of links can be turned off compared to the shortest first path
approach shows significant opportunity in saving energy in core networks like GÉANT.

3.4 Conclusion

In this chapter, we have analyzed the power consumption of a core network, GÉANT. The main
reason behind this analysis is to point out the factors of the network that can be manipulated
to save energy. We have also analyzed the available demand set and measured the compatibility
of the traffic and the topology. After that, we have proposed a simple algorithm to see the
energy saving potential of the network. Our Shared path first algorithm has shown promising
results in saving energy by reducing the number of unused links. This result provides us the
necessary incentive to forward our work. It is realized that, in order to save more energy, we
need to consider both nodes and links to be turned off when they are not in use. Moreover, we
have decided to include link rate adaptation for maximizing the savings. However, our shared
path first algorithm does not consider these green policies. We need a more robust algorithm
considering all the concerned green policies. Therefore, in the next chapter, we have formalized
this energy aware routing problem considering all the green policies and also described a heuristic
algorithm which is most fitted for solving this NP-hard problem.
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In this chapter, we have introduced a novel approach for energy aware routing using genetic
algorithm designed for SDN. Before jumping into the solution, at first, we have discussed about
the green policies that are accepted for the solution. After that, different planes are described
and a general model of the solution is explained from SDN perspective in order to have a better
grasp of the solution. Then, the problem is formalized and an energy model is designed. And
then later on, the heuristic algorithm is explained. Genetic algorithm is a robust multipurpose
algorithm, however designing of the algorithm (i.e: parameters, stopping criterion, design of the
chromosome) based on problem formalization is critical. It has several parameters that are needed
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to be tuned according to the problem. For that purpose, we have used design of experiment and
run extensive experiments to fine tune the parameter settings. The whole design of experiment
process is also described in detail in the chapter. Lastly the chapter concludes with the result
analysis of our energy aware routing solution for GÉANT network for two different scenarios.

4.1 Accepted green policies

As described in chapter-2 there are quite a number of green policies which have been accepted
by research community. During the preliminary experiments (Described in chapter 3), it have
been focused on one of the most used green policy which is turning off nodes and links when they
are not in use. For achieving green networking, two green policies are considered in this work.
The first approach, also known as sleeping mode/turning off of nodes and links, which leads the
incoming traffic flow to reach its destination over the fewest possible amount of nodes and links
in order to put the remaining unused network elements to lowest power state. Here, sleeping and
turning off are used interchangeably as in reality, during sleeping period the power consumption
is negligible and it can be considered as turned off. And the second approach, is also known as
adaptive link rate (ALR), which adjusts the speed and capacity of individual device’s interfaces
(i.e.: links), to meet actual traffic loads and requirements. The goal of ALR is to consume energy
proportionate to traffic flows rather than consume a fixed amount of energy regardless of the
amount of traffic flows.

In order to understand the motivations behind the two aforementioned energy management
approaches, the power characterization of network equipment should be considered. Normally,
there are two type of components that consumes the power of networking device. The first one
is static component (due to power consumed by chassis, fans, line-cards, etc.) or the node part
and the second one is dynamic component which is related to the rate of traffic flowing through
the ports of their interfaces. In a ideal case, static part should consumes zero when not in use
and the whole network consumes proportionately to the number of active dynamic ports. And
the energy growth should be linear as shown in figure 4.1. But in reality, it is not the case.
The energy model differs quite differently from expectation. Whenever a device is active it con-
sumes a fixed amount of energy (Ef ), regardless of it being active or idle or the load conditions.
And this behavior is similar with port interfaces too. An idle 100Gbps link port consumes way
more than an idle 10Gbps link port. The baseline power is increased by number of active ports
and utilization of each port [Hossain et al., 2015] which is shown as ’Reality’ line of the figure
4.1. Here N is the total number of active links. Therefore, turning off/ sleeping of unused
nodes and links is by far the most effective way of saving energy in terms of amount of energy
savings. Each node and links consumes noteworthy amount of energy even if when they just
on without involving in transmitting traffic (consumption of processor, ports,memory , cooling
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Figure 4.1: Energy model

mechanism etc). Turning off/sleeping mode of a node means saving all these energy consumption.

Second approach that we have considered is adaptive link rate (ALR). The link rate adap-
tation technique is based on the relation between the power consumed by a device and the data
rate at which its interfaces performing. Instead of using the maximum possible link capacity,
the idea of ALR is to adjust the link capacity according to the traffic flow requirements. So
that, the energy consumption of the network devices are reduced and some what in accordance
with the link utilization. For example, topology like GÉANT can support upto 100Gbps links
which consumes around 360Watt. As most of the network is designed for handling worst traffic
burst therefore, in most cases the maximum throughput ability of a device is far higher than its
average usage requirement. GÉANT is no difference. Therefore the second green policy that is
considered in this work is using of Adaptive link rate (ALR). ALR is a technique that network
links dynamically change their data rates in response to traffic levels. For high levels of traffic,
a high link data rate is necessary and must be used. For low levels of traffic, a low data rate
can be sufficient and should be used. In a network like GÉANT where the lowest bandwidth is
1Gbps consuming 7Watt and highest bandwidth is 100Gbps consuming 360Watt it can create
an huge impact on the overall energy savings [Addis et al., 2014], [Van Heddeghem et al., 2012].
However, there is always a concern that, as ALR always works in the lowest possible bandwidth;
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it might takes more time to send a flow to a destination resulting less time for shutting down
nodes and links. But in reality it is impossible to predict the size of the flow and in times of
constant but small amount of traffic flows large bandwidth will not help much. However, from
the perspective of SDN, all the traffic flows can be addressed as a service (for example: video
streaming service). And if it is known the size of the required service then ALR can be adjusted
accordingly focusing on maximizing the energy savings.
There are some works which prefers sleeping off a node than using adaptive link rate. for exam-
ple, according to the research of [Nedevschi et al., 2008] the sleeping mode approach is able to
obtain higher energy savings than solutions based on adapting the link data rates. And which is
completely true, however the result is completely scenario based. If the traffic flows of network is
less frequent and there is enough opportunity to turn off a node then turning off a node clearly
saves more energy compare to ALR as we have discussed earlier, if a link interface is on regardless
its idle or involved in data passing it will consume a certain amount of energy. A core network,
as we have seen from the analysis of chapter 3, is always busy to certain extent. In a recent
work, the authors of [Haudebourg and Orgerie, 2017] concluded that, in a core network, a hy-
brid solution considering both sleeping and ALR will be able to save highest amount of energy.
Therefore in this thesis, we have considered both sleeping/turning off node/switch and ALR.
Moreover, in recent days, these mechanisms are more and more implemented which shows the
effectiveness of these mechanisms. Our model uses a global view to asses the overall energy sav-
ing opportunities considering both approaches and provide a solution which consumes less energy.

Therefore, in the model considered in this thesis, network element like nodes can have one of
two possible states: the active state at which it consumes full energy and the shut-down state
with zero consumption. And for the link or port interfaces, we have five possible states: one is
for sleeping/turned-off state and the rest of four is based on different possible bandwidth. The
link port consumes zero energy when it is turned off and in active state, it consumes based on its
assigned bandwidth. In this regard, it should be noted that when a node or link is in turned-off
it is essentially removed from the network topology, which means that it is not able to receive,
process and forward traffic. Therefore, a node or link can only be turned-off if it is not the source
or destination of any incoming demand.

4.2 Defining planes: control, data and management plane

This section describes the general network automation technique in the basis of software defined
network. As discussed earlier, SDN mainly decouples data and control plane to add the pro-
grammable capability to the network device. Here the definition of the planes are given based
on the described work. First plane is data plane and also known as forwarding plane. It contains
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Figure 4.2: (a) Topology (Portion of GÉANT Network), (b) A possible Data plane, (c) control
plane

the information of the next hop along the path to reach the destination for a demand from a
source. The second plane is control plane. It is more involved in controlling the network includ-
ing system configuration and link capacity allotment. It contains the routing table. Here, a third
plane is also taken into account, which is the management plane. It gathers the functions used
to control and monitor devices. It covers the network automation/management protocols like
the historical SNMP, the famous SDN OpenFlow or even more recent like NetConf (there are
usually associated to the south interfaces). Issues to be taken into account concerning real-time
requirements [Silva et al., 2017], detection and reconfiguration latencies, additional energy costs,
controllers placement and actions ordering. Such protocols are both in charge to refresh the list
of the demands K, to turn off/on (which remains a technical challenge) or put in hibernate/sleep
state nodes/interfaces and to apply any new routing rule and capacity adjustment command.
From a control engineering point of view, it should also address the stability of the command to
switch from a plane to another one.

The idea of data and control planes will be more clear if can be shown with an example.
In Figure 4.2(a) a smaller version of GÉANT network has been used. In this smaller version of
GÉANT there are 12 nodes and 16 links. Now considering the three demands described in Table
4.1 the data and control plane is described.

Let us also assume, the topology has three different level of bandwidth, 10Mbps, 100Mbps
and 1000Mbps respectively. For three incoming demands, three chosen paths are { 12 – 1 – 2}
, { 4 – 11 – 3} and { 3 - 1 – 12 - 6} respectively. Then the possible data plane and the control
plane will be look like 4.2(b) and 4.2(c). One thing to be remember that, this is one of the
many possible solutions. Now if we see the control plane, for link {1,12} the used capacity is
1000Mbps even though none of the demand requires a link with bandwidth 1000Mbps. As both
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Demand Source Destination Throughput(Mbps)
1 12 2 8
2 4 3 60
3 3 6 95

Table 4.1: Demand set for Data plane and Control plane example

Figure 4.3: A generic architecture of the solution

demand-1 and demand-3 is using this link and the capacity has to be greater than cumulative
throughput. Basically, as explained earlier, data plane contains the forwarding information. For
example, for each demand there is a dedicated row for data plane showing the path by denoting
the next hop of each node. On the other hand, control plane contains the information of the
state of each link and how it should be managed. It shows the operating bandwidth for each
link and the zero suffices that the link is turned off. Every time there is a change in the control
plane and data plane due to an incoming demand or a topology change, there will be a change in
the management plane which contains all the practical information of the change in the logical
topology.

Figure 4.3 shows the basic architecture of our solution. As we can see, traffic information

56



4.3. Formalization of the energy model

(i.e.: demand set) are acquired from the network. In order to fulfill the demand set, controller
utilizes an energy model and routing optimizing algorithm to generate data and control plane
that will be implemented to the network through southbound interface. The energy model and
the optimizing algorithm will be discussed in the following section.

4.3 Formalization of the energy model

Let us consider a network architecture where physical topology is defined by a directed graph
G = (V,E). Where V is a set of vertices i ∈ {1, 2, ..., |V |= n} and E is a set of edges (i,
j) between two nodes. For a bidirectional graph with vertices of V , the adjacency matrix is
a square V = |V |×|V | such that the element Ai,j ∈ {1, 0} has the value of 1 when an edge
exists between two vertices i and j, and 0 when there is no edge between the vertices. We
are considering that the network infrastructure has redundancy that means for a single traffic
request from source to destination or in terms of graph from one vertex to another vertex there
are multiple paths available. The capacity of each edge is gathered in matrix C in which Ci,j

represents the capacity of the link between node i and j. This capacity might be seen as weight
of the graph. And capacity is the only parameter of the graph G which is controllable. Now
come to the dynamic part of the network which is the traffic demands. Let us consider K is the
set of traffic demands, K = {1, 2, . . . , k} where each value represents a source-destination pair.
Moreover, sk is the source and dk is the destination of pair K and λk is the traffic demand in
Mb/s.
In the framework of Software-Defined Networking (SDN) and more generally speaking network
automation, we can consider that the topology is redundant, which means that several paths are
available for each set of source and destination. However, only those paths will be considered
which are satisfying both throughput demand and the capacity constraint of the links. The
data plane matrix is denoted by Π, which includes all the forwarding decision for all flows over
all nodes. Each row of the matrix is dedicated for one demand. Πk,v returns the node v + 1,
which is an adjacent node of v into path pk (Πk,v = v + 1) or null set if the path does not
include node v. The path ends when it returns dk. A path pk = {sk,Πk,sk ,Πk,Πk,sk

, . . . , dk}
then can be retrieved. As mentioned earlier, different paths are available for every pair of source
and destination therefore for each demand set several data planes are possible. The data plane
should respect the following constraint for a demand i:

∀v ∈ {pi − di} , w = Πi,v such as
∑

kεK | Πk,v=w

λk ≤ Cv,w (4.1)

It ensures that only the links that are in the topology, are considered and no link will be
assigned more throughput then its capacity. Furthermore, control plane, denoted by matrix Γ,
is used to define the control-ability of the link capacity (i.e. ALR mechanism). The capacity
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can be switched to different discrete values from the maximum capacity defined by C to 0. Zero
is considered when both interfaces of a link are turned off. Initially, Γ = C and later from the
second flow C is replaced by Γ in equation 4.1. The value Γi,j represents the final link capacity
required to fulfill every demand requirement.

After defining the data and control plane the next step is to define the objective function. In
order to minimize the overall energy consumption of the network architecture the cost of data
and control plane in terms of energy consumed is formalized. Here, a simple model of energy
consumption of each active device is presented. The model will be used to predict the overall
energy consumption and to optimize the forwarding table. Previously, we have modeled the
energy consumption of a typical network device (Cisco Ethernet Switch) by design of experiments
[Hossain et al., 2015]. Similar models can be found in the literature [Fithritama et al., 2015], and
[Gupta et al., 2004] for similar devices. To simplify, it is assumed here that energy consumption
of a node v, follows the linear model:

εv (t) =

∫ t

0

(
αv +

∑
wεv

δv,wβv,w

)
t .dt (4.2)

Where εv in Wh (Watt-hour), is the static power consumption (when no interfaces are
activated), δv,w = 1 if Cv,w > 0 and 0 else (to know if the interface to the neighbor w is used)
and βv,w is the power consumption of the interface port itself. The model consists of two parts:
a fixed/static one that must be considered each time the node is turning on and a dynamic one
that will depend to the control plane. Based on that model, two green strategies have been
considered that has been discussed in section 4.1. The first one is turning off any link or node
that is not used by the routing configuration. And the second one is to use of adaptive link
rate (ALR) to the links which are on. The goal is to turn off all the node and link that are not
used and at the same use minimum possible bandwidth for the links which are on fulfilling QoS
constraint, in this case which is capacity constraint. In terms of energy consumption, the cost of
a data plane corresponds hence to the sum of the energy consumed by each node and each link
involved in the routing strategy. Consider the two following binary variables:

δvΠ =

{
1, if sumk∈KΠk,v > 0 or v ∈ Π

0, else
(4.3)

δv,wΠ =

{
1, if ∃k ∈ K,Πk,v = w or Πk,w = v

0, else
(4.4)

A node v is used in the data plane if it either forwards (
∑

k∈K Πk,v > 0 ) and receives (
v ∈ Π ) traffic or it is used as a mediatory node for a selected path for at least one demand k.
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The cost of a data plane Π can be hence computed as:

εΠ (t) =

∫ t

0

∑
v∈V

δvΠ

(
αv +

∑
w∈V

δv,wΠ βv,w

)
t.dt (4.5)

As there are redundant paths available, in a given time may be not all the nodes and links
will be used. If none of the above mentioned green policy is applied, this equation will stay true
whatever the traffic load since the (physical) topology will run until its dismantlement. There-
fore, for our first green policy, any link which is not used will be turned off and for nodes if all
the interfaces of that node is unused then it will be turned off.

In previous works of ours [Maleki et al., 2017], we have shown that network devices are not
acting yet as energy-proportional computing since the traffic load has a very limited (negligible)
impact on the overall consumption. Furthermore, turning off nodes and even links is not always
possible like in the backbone core network (as the GÉANT network) due to the end-hosts, that
demand high availability and full-time connectivity even if the network is not used. Therefore,
in order to maximize the energy even further, our second green policy, ALR is introduced as
mentioned before. In the case of ALR, the matrix Γ gathers the decisions (Figure 4(c)), such
the power consumption βv,w will now vary according to the link capacity. Hence, the problem
is, while satisfying the demands requirements (elementary paths, throughput, links capacity
limitations), as follows:

(
Π̂, Γ̂

)
= arg min

Π,Γ

∫ t

0

∑
v∈V

δvΠ

(
αv +

∑
w∈V

δv,wΠ βv,w (Γv,w)

)
t · dt (4.6)

We propose here to consider for illustrative purpose that βv,w(Γv,w = 1Gb/s) = 7 Watt and
βv,w(Γv,w = 100Gb/s) = 360 Watt. The objective will be here to develop joint (routing and
forwarding) strategies by providing a data plane as well as a control plane which satisfies the
demand requirements with minimum possible energy consumption.

4.4 Heuristic algorithm: genetic algorithm for solving minimiza-
tion problem

As discussed in chapter 3, the problem of finding the minimum number of links and nodes are
turned on while fulfilling the traffic constraint is a problem of multi-commodity flow class which
falls under the class of NP-hard problem. The Shared Path Algorithm(ShPF) provides enough
intel on the potential for saving energy by turning off number of nodes and links. However, a fea-
sible implementation technique is required in order to solve this NP-hard problem. Therefore, in
order to solve our optimization problem that we have formulated in the previous section we have
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Figure 4.4: Genetic Algorithm Process Flow

used Genetic Algorithm (GA) as our heuristic algorithm. It is an evolutionary algorithm which is
inspired by genetic process of biological organisms. It uses the analogies that is found in biology
like, selection, reproduction, crossover and mutation and uses their behavior and mechanism to
solve problem. In [Krommenacker et al., 2002], [Thang Nguyen Bui and Byung Ro Moon, 1996]
and [Chang Wook Ahn and Ramakrishna, 2002] all showed how this heuristic can be applied for
solving NP-complete optimization problem related to networking.
[Chang Wook Ahn and Ramakrishna, 2002] uses GA to find the shortest path of routing in a
network and [Krommenacker et al., 2002] designed an industrial Ethernet infrastructure using
GA. Genetic algorithm shown to be extremely robust and capable of dealing with highly scalable
scenarios like we are dealing with. Enumerative approaches are destined to fail with a scenario
where millions of possibilities are possible. GA have crossover and mutation which help the
problem to not to get stuck in local minima. Rather it found a good solution within given time.
Figure 4.4 shows the basic process flow of the genetic algorithm. Genetic algorithm starts with
a pool of chromosome, where each chromosome is defined as a member of the solution space.
The goal of GA is to find the optimal solution depending on the objective function. The optimal
solution generated through the process of mutation and crossover of the chromosomes taken from
the chromosome pool. Genetic algorithm thrives on the concept of survival of the fittest. Where
after each iteration, weak chromosomes are discarded from chromosome pool and strong chro-
mosomes have better possibility of selection for crossover and mutation process. The best part
of the GA is that, it can be modified based on the problem. Several variations and adjustments
can be made on different processes to get better result. In the following part different parts of
the genetic algorithm which is designed for our problem is described in brief.

Composition of the chromosome and chromosome pool/population: It starts work-
ing with a population of individuals known as chromosome. A chromosome is a string which
represents a single candidate solution of the search space. In our case, data plane is converted
into chromosome. As described before, a data plane contains a solution for a demand set, mean-

60



4.4. Heuristic algorithm: genetic algorithm for solving minimization problem

Figure 4.5: Structure of the chromosome

ing each demand from the set of demand should have a path from source to destination following
the capacity constraint which is defined in data plane. Therefore, to build a set of chromosomes
we have to create a set of data planes. In order to create a set of solutions for a particular set of
demands we have used another heuristic which is randomized depth first search (RDFS).

Random Depth First Search (RDFS): Random depth first search (RDFS) is a modified
version of depth first search (DFS). We have designed this heuristic to improve the efficiency
of genetic algorithm. For energy aware routing problem the solution space is huge specially for
topology like GÉANT. Simple DFS works incrementally and provides a solution set which is
not very diverse. The main concept of RDFS is while traversing tree for solution, for each step,
RDFS randomly selects the next node for going into next level. For example figure 4.6 shows
a small example differing RDFS and DFS. Here for simplicity, the tree has only three levels.
Now, if we consider the third level as our solution space and for building our chromosome pool
we will pick three solutions. Then for DFS, it will pick the first three solutions from the left
and as a result all of them will belong to the child of same parent and diversity among them
will be less. On the other hand, for RDFS as every level next nodes are chosen randomly the
solution space will be largely diverse. In case of genetic algorithm, a diverse population pool
always yields better solution during crossover and mutation operation. If the population pool is
mostly siblings then these operation will not produce better off-spring.

When RDFS is applied it considers the current state of the topology capacity wise. So, all
the solutions that are found, follow the capacity constraint. This process continues until all
the demands are done and we find a single solution topology fulfilling all the demands require-
ments. Once we have a data plane then we can convert the data plane into chromosome. The
chromosome is built in following way. If we have a set of demand k = {1, 2, 3, . . . , k} and if a
topology has E number of links {1, 2, 3, . . . , E} then in a chromosome for each demand we have
L number of 0’s and 1’s. Where 0 represents this link is not used for fulfilling this demand and
1 represents this link is turned on for fulfilling this demand. From the topology matrix and the
source and destination node then it is easily possible to retrieve the path of each demand from
this chromosome. Figure 4.5 shows the structure of the chromosome. This chromosome is actual
representation of the example with three demands that we discussed in section 4.1.
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Figure 4.6: Solution retrieve process RDFS vs DFS

After creating a chromosome, the next step is creating of population also known as chromo-
some pool. The size of the population is one of the parameter that is needed to be adjusted. We
have used Design of Experiments (DoE) to tune this parameter. However, tuning of parameter
will be discussed in the later sections. Normally a population pool is created randomly. How-
ever, in order to boost up the solution and direct it to a better direction, our whole population
is created from the chromosomes using RDFS except one. Suppose, if the population size is P
then, P − 1 chromosomes are created randomly using RDFS and the other one is created using
shortest path first (SPF). However, we use a modified version of SPF where even though we look
for the shortest path but the total capacity of a link is always considered. So all the shortest
paths are chosen in a way that for none of the link the used capacity is higher than the initial
capacity. By including SPF, our algorithm will always give a solution which is as good as SPF.
And as the generations goes by the result improves.

Selection Operation: Selection operation determines which chromosome is eligible for re-
producing. It is done based on the fitness function. In our case which is the energy consumption
value that we calculate for each chromosome based on our equation-4.6. A chromosome with
less energy consumption will have the higher possibility to be selected and vice versa. Only 50%
of the chromosome will be considered for the next step which is crossover and mutation. And
among this selected chromosomes, some were selected for crossover and some are selected for
mutation operation based on the given input percentage.
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Figure 4.7: Example of crossover operation

Figure 4.8: Example of mutation operation

Crossover Operation:Crossover operation usually swaps bit strings in between parents in
order to breed new chromosome. As mentioned earlier, each chromosome is representing all the
chosen path for all the demands. In our case, we have decided to randomly select half of the
bit of strings from one chromosome and rest half from the another chromosome instead of using
one cut or two cut where chromosomes are divided into two equal parts or three equal parts
and change the parts in between them respectively. By doing single crossover operations the
process is generating two new chromosomes. The figure 4.7 is depicting the crossover operation.
It improves the overall outcome compare to one cut and two cut crossover.
In the above case from parent-1 D1, D4 and D5 are selected and from the parent-2 D2, D3 and
D6 are selected for the child-1 and vice versa for the child-2. The whole selection is done ran-
domly. One important thing is crossover percentage. This values indicates how many percentage
of the chromosome which are previously shortlisted by the selection process will go through this
crossover operation.

Mutation Operation: Mutation is an operation when a part of the chromosome changes
completely. Mutation has great importance in GA. Crossover is used for local maxima whereas
mutation is used for global maxima. In our case mutation is also done demand wise. Instead
of a single bit values for a single demand, the whole strings of bit of a demand is replaced.
Each demand can be satisfied with hundreds of possible paths. Therefore, first of all a demand
is chosen randomly. And for that demand a solution is generated using RDFS and replaced
the string of the chosen demand with the generated solution. Figure 4.8 depicts the mutation
operation more clearly. There are two kinds of mutation percentage. Mutation-1 indicates how
many of the chromosomes which are previously shortlisted by selection process will go through
the mutation process. However, from a chromosome how many demands will be selected for
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mutation is denoted by Mutation-2. For example, mutation-1 equals to 10% means 10 of each
100 chromosomes are selected for mutation operation and Mutation-2, 1% means 1 of each
100 demands from a chromosome which is selected by mutation-1 will be chosen randomly for
mutation operation.

Validity Check: Each new breed from crossover and mutation process has to go through the
validity check. In our case, there is always a possibility that the newly breed chromosome does
not fulfill the capacity constraints. Therefore, each new chromosome has to go through capacity
constraint check. Any chromosome unable to fulfill the capacity constraint is discarded. There is
second kind of check which is duplicity check. If after mutation or crossover operation the newly
breed chromosome is already available in the population then this newly created chromosome is
also discarded.

Stopping Criterion: Stopping criterion indicates when the process will end. There are
several ways that a genetic algorithm can be stopped based on the problem. A threshold value,
number of generations, run time, or when convergence reached, all of them separately or com-
binedly can be used as stopping criterion. In our case we are using running time as a stopping
criterion. As for our experiment we have traffic data for every 15 minutes therefore run time is
the most suitable stopping criterion for us.

4.4.1 Algorithm description

The algorithm works in a traditional manner of how a genetic algorithm usually works. However,
there are certain customized tuning in to the algorithm that has been done to fulfill the need of
the problem. At first demand list is received by the controller from the south interface. This
list could have one demand or several demands. These demands usually have three information:
source, destination and the throughput requirement. From this demand set at first fixed number
of data planes and then control planes are generated as described in the previous section. After
that each control plane is converted to chromosome in order to create the chromosome pool.
And then the selection, crossover and mutation operation is done iteratively until the stopping
criterion in this case which is runtime is met. And then the best chromosome with best fitness
function value is selected as output. The last part is to convert the chromosome into data and
control plane so that controller can introduce the optimized topology into the network. Now,
different parts of the algorithm are described in detail.
Assume a chromosome to be represented by a vector X of size |E| × |K|. Where K is the traffic
demand set, and each element of K is ks,d where s and d is the source and destination of the
traffic demand respectively. Here, even though each chromosome indicate that if a link is used
for a particular demand or not, however, the direction of the flow of the traffic is not defined. For
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calculating the fitness of the chromosome this information is not necessary as in a bidirectional
graph if a link is used in any one direction, it will be considered as in use. But in case of data
plane and control plane this is a primal information. Therefore the algorithm needs to take care
the information regarding direction, when converting from chromosome to data plane and then
control plane. The algorithm to retrieve the data plane, Π and the control plane, Γ is given in
algorithm 4. One may think that it simply corresponds to the following equation:

Πk,v = Xk×(v,w) × w

to_planes
input : X a chromosome
output: Π the data plane and Γ the control plane

initialization of Π such that all elements are null;
for ks,d ∈ K do

while s 6=d do
foreach v ∈ V do

if Xk×(v,w) = 1 then
Πk,v ← w;
s← w;
break;

Γ←to_data_plane(Π);
return (Π,Γ);

Algorithm 4: How to retrieve the data and control planes from a chromosome

The allocation of the capacities, i.e. the control plane definition, is given with the function
described by the algorithm 5. It finds the minimal allocation satisfying the throughput demand
gathered by the data plane. To note that the green policy, consists of shutdown v switches when
δvΠ = 0 and output ports w of switches v when δv,wΠ = 0 and decreasing capacities of output
ports w of switches v when Γv,w < Cv,w. Secondly, as control plane shows the used capacity of a
link the allocation of the value that showed its capacity is symmetric. Because for a full duplex
link, if one side is required 100Mbps then the other side required 10Mbps, then the bandwidth
allocation of the link will be 100Mbps at both side as there is no technology available to use two
different capacity in two different sides.

The flowchart given in figure: 4.9 and algorithm 6 shows the overall procedure for GA that we
have discussed so far. As we can see in the algorithm, line 1-8 is used for initializing n− 1 chro-
mosomes using RDFS algorithm. And in line 9-15 is the initialization of the n− th chromosome
using shortest path first. From line 20, the genetic algorithm starts with repetitive selection,
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to_data_plane
input : Π the data plane and cv,w the vector of the admissible capacities for an

output port of a node v to a node w
output: Γ the control plane

forall (v, w) ∈ E do
if δv,wΠ = 0 then

Γv,w ← 0;
else

forall cv,w (in a decreasing order) do

if cv,w ≥ max
(∑

k∈K|Πk,v=w λk,
∑

k∈K|Πk,w=v λk

)
then /* symetric

allocation */
Γv,w ← cv,w;

else
break;

return Γ;

Algorithm 5: Computation of the minimum control plane from a given data plane

Figure 4.9: Flowchart of the whole procedure
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crossover and mutation operation. After each operation set of chromosomes are evaluated and
sorted and the process continues until the stopping criterion indicates.

4.4.2 Design of experiment

Genetic algorithm is a parameter sensitive algorithm like all the other evolutionary algorithm.
As it is described, there are quite a few numbers of parameters (i.e. size of the population,
crossover percentage, two types of mutation percentage, running time) are available when comes
to genetic algorithm. And tuning of these parameters are one of the most difficult tasks in order
to get the most effective point. In order to solve this problem design of experiment is introduced.
Design-of-experiments (DoE) is a combined name of all sort of data collection techniques based
on observation of a response from any sort of event. At the beginning of DoE’s long history, the
word “experiment” referred to classical (e.g., physical, chemical) experiments, whereas nowadays
running a computer code of a simulation is also considered as a “computer experiment”. The
experiment is controlled by a set of input variables (or factors in DoE terms) and a set of
output (or response) variables (or functions) can be observed. The set of all possible input
combinations is known as experimental domain. For a single combination of input an execution
of the experiment is done which is called an experimental run or trial. This experiment can be real
experiment or computer simulated experiment. However there is a difference between these two.
On one hand computer run experiment is fully deterministic. For a same value of all the inputs
output will be always same. On the other hand real experiment is non deterministic. For same
input value result could vary. That in the end helps to find some other hidden variable. Design
of experiments is performed mainly to draw conclusions about the studied phenomenon. There
could be several end result or final goal that can be set for design of experiment. For example to
maximize, minimize, hidden pattern finding etc. can be set as final goal of design of experiment.
To make the finding from the experiment more effective multiple runs of same experiments
is done. However to get the appropriate result from these sets of runs, these runs should be
executed according to an appropriate DoE method. Depending on what term information is
meant and how optimal level is defined, various DoE approaches are available. The Branches of
DoE that has been applied in this work is briefly described in the Methodology section. Design
of experiment is generally used for complex experiments. However there is no harm to use in
for simple experiments. Design of experiments helps to understand the inner structure of the
experiment and the relation between the input variables and response variables, whose are cannot
exactly be defined by just by seeing the raw results. The unavailability of the knowledge of the
inner relationships between the variables points to black box models. Black box model are those
where there is ample information about input variable and output variable but the functionality
inside the system is unknown. Design of experiments is a suitable choice for black box modeling.

Figure 4.10 shows the general architecture of design of experiment. Where we have few fixed
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Data: K the initial ordered set of demands, C the initial adjacency matrix weighted by the maximum
capacity of each port

Result: Π̂ the optimal data plane and Γ̂ the optimal control plane

1 initialization of the n− 1 chromosomes through the RDFS algorithm;
2 for i← 1 to n− 1 do
3 K‘← random_order(K);
4 A ← C;
5 for k ∈ K′ do
6 Πik ← rdfs(A,λk);
7 forall (v, w) |Πik,v = w do
8 Av,w ← Av,w − λk;

9 initialization of the n-th chromosome through the SPF algorithm;
10 K‘← random_order(K);
11 A ← C;
12 for k ∈ K′ do
13 Πnk ← spf_a_k(A,λk);
14 forall (v, w) |Πnk,v = w do
15 Av,w ← Av,w − λk;

16 for i← 1 to n do
17 Xi ← to_chromosome(Πi);

18 evolution of the population;
19 eval(X); sort(X);
20 repeat
21 Xs ← Xs ⊂ X such that |Xs| = ps |X |; /* selection */
22 forall xi ∈ Xs do /* cross-over */
23 if random(1) < pc then
24 K‘← K′ ∈ P (K) such that |K‘| = |K| /2; /* any P (K) */
25 forall k ∈ K‘ do x′k = xi;
26 xj ← xj ∈ X and xj 6= xi; /* any xj */
27 forall k /∈ K‘ do x′k = xj ;
28 X ← X ∪ x′;

29 forall xi ∈ Xs do /* mutation */
30 flag← false;
31 if random(1) < pm1 then
32 forall k ∈ K do
33 x′ ← x;
34 if random(1) < pm2 then
35 flag← true;
3737 z ← a possible subpart (path) of chromosome for demand k;
38 forall (v, w) ∈ E do
39 x′k×(v,w) ← zv,w;

40 if flag then X ← X ∪ x′;

41 eval(X); sort(X); X ← n first elements of X ;
42 until time occurred (time over);

43
(

Π̂, Γ̂
)
← to_planes(X1);

Algorithm 6: The full algorithm
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Figure 4.10: Design of Experiment general architecture

inputs, some controllable factors that will be controlled during experiment, few uncontrollable
factors for example noise and an output or response variable. However this structure can vary
depending on the type of experiment that is run. A well planned and executed experiment can
offer a new perspective about the response variable. The behavior of the response variable can
be depended on one or several factorials.

4.4.3 Tuning of the algorithm

As [Hallam et al., 2010] mentioned, every parameter of GA is problem specific and there is
no way to know the value beforehand without doing proper tuning and adjusting. According
to [Eiben and Smit, 2012] there are two kinds adjusting in GA. One is parameter control and
second one is parameter tuning. In our case as none of the parameters value will change during
run time, therefore only parameter tuning is needed. All the quantitative parameters of the
algorithm are tuned using Design of Experiment (DoE). In this case, DoE is used in order to
find which set of parameters value can maximize our gain through GA. Full factorial method
for DoE is used which means every single parameters performance will be judged individually as
well as all the possible combinations between the parameters. An extensive set of experiments
for tuning the parameters has been done to finalize the parameters. Five parameters are needed
to be adjusted which are time, population size, crossover percentage, mutation-1 percent-age and
lastly mutation-2 percentage. Few fixed values for each parameter for design of experiment is
selected. Each values of each parameter are preliminary tested before used in DoE. Table 4.2
contains the different level of values for each parameter is given. As for the output of DoE,
Energy gain compared to shortest path fast (SPF) is calculated. All the parameters are tuned
in order to maximize this value. For each demand set ten sets of experiments are conducted
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varying demand order and average value is taken into account for analyzing.

Factor Values
Time 10s, 20s, 30s
Population Size 20, 40, 80
Crossover Percentage 20%, 40%, 80%
Mutation-1 Percentage 20%, 40%, 80%
Mutation-2 Percentage 4%, 8%, 12%

Table 4.2: DoE parameter summary

4.4.4 Simulation setup

Before testing the analysis we need to conduct design of experiment. GÉANT network structure
and the traffic has been taken from SNDlib [SNDlib, 2008]. They have provided a network
architecture with real data from 2005. However according to the current report of GÉANT
provided in their website, it is now using 100-gbps optical fiber network in order to connect
between nodes whereas in 2005 the maximum link capacity was 40Gbps And alongside with the
increase capacity of network equipment, network overall traffic has also increased significantly.
From the report of [Cisco, 2015] and [Cisco, 2012] it can be concluded that, in 12 years, traffic
has increased by almost 28 times. In order to keep up with the time, the real data from 2005
is been multiplied with the increasing traffic coefficient. Network Detail summary can be seen
in table 4.3. We have used two sets of demands: 400 demands and 25 demands per fifteen
minutes respectively. Two demand sets are used in order to fully comprehend the capability of
the algorithm.

Network GÉANT
Nodes 22
Links 36
Link type Full-Duplex
Demand Structure Source, Destination, Throughput
Demand Type Aggregated. (One demand request for one source destination couple)
Bandwidth Capacity 1Gbps, 10Gbps, 40Gbps, 100Gbps

Table 4.3: Network topology summary

Power measurement values for the experiments have been taken from [Addis et al., 2014] and
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[Van Heddeghem et al., 2012]. These values are given in table 4.4

Type Power in watts
Static Node 10000
OTN 1-Gbps port 7
OTN 10-Gbps port 34
OTN 40-Gbps port 160
OTN 100-Gbps port 360

Table 4.4: Power consumption values for node and links

4.5 Result analysis

This result section is divided into two parts. The first part contains the result of tuning the
genetic algorithm. It gives the justification for the values of the parameter that has been chosen
for the later part of the experiment. The second part explains the behavior in terms of fitness
function and how it performs in different scenarios.

4.5.1 Tuning outcome

The running the full factorial experiment on our parameters with above mentioned settings, pro-
vides us significant information about the parameter tuning. Although for both 25 demands and
400 demands DoE shows similar kind of pattern, here only the results with 25 demands is shown.
Figure 4.11 shows the main effects plot for energy gain compare to SPF. The first parameter
population size has almost same impact with all three levels of value. However, population size 40
shows the better outcome for this scenario. As crossover percentage and mutation-1 percentage
is directly dependent on the size of the population therefore an optimum value is needed to be
found. Crossover percentage shows clear pattern that 40% has the highest impact on energy gain
compare to other values. Mutation-1 also shows the higher the value of mutation-1 percentage
the more is the gain. Mutation-2 percentage is the number of demands in a chromosome that
goes through mutation process. Here, mutation-2 rate 4%, 8% and 12% is considered for 25
demands so that 1, 2 and 3 demands from each chromosome are changed by mutation operation
respectively.

It also showed that lower value of Mutation-2 has better effect on the result than higher value
for this scenario. And lastly, the time shows an increasing pattern for giving better outcome.
However, we have conducted the experiment for longer period of time for multiple occasions and
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Figure 4.11: Main effects Plot for energy gain compare to SPF

in most cases, it reaches convergence after certain period and the outcome does not improve.
Figure 4.12 shows that, we have conducted the experiment for upto 120 seconds, and the

overall result does not improve significantly after 30 seconds period. Therefore, we have chosen
our upper limit based on these data. But, by only seeing the effect of main parameters does
not imply actual result. It is the combination of different parameters that provides the de-
sired outcome. We have analyzed the effects of most vital parameters of genetic algorithm (i.e.:
crossover and mutation) separately. For a fixed population size which is 20 in this case, figure
4.13 shows the behavior of crossover operation alone when mutation operation is not considered.
First of all, with compare with 20%, 40% and 80% the 20% consumes lowest amount of power,
whereas according to design of experiment, the best crossover operation percentage is 80. The
values clearly indicate that, when mutation operation is alongside with crossover, crossover acts
differently. Secondly, the lowest possible value by crossover operation is still few hundred watts
higher than the lowest possible solution. It proves the importance of mutation operation. And
finally, time has little impact if not zero when crossover is considered alone. These values also
indicates the random behavior of the overall system. As populations are chosen randomly. It
is very possible that for a particular run the initial population was not as good as the other
run. And if there is no mutation operation, even with higher run time it is impossible for the
algorithm to find out better solution, instead it will find out local minima.

Figure 4.14 shows the impact of mutation operation when crossover operation is not used.
It clearly indicates few things. First of all, for mutation-2, 1% is the best choice if not less.
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Figure 4.12: Power consumption analysis of the algorithm over longer time period

Figure 4.13: Effect of different crossover rate over time
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Figure 4.14: Effect of different mutation percentage over time

Secondly, in almost all three cases, 40% mutation rate performs best. Compare to other two.
Which is same as our previous findings from design of experiment. Thirdly if we just focus when
the mutation-2 is 1% we can see, with time mutation improves in all three cases. This is a clear
indication that, even starting with a moderate or average set of population, mutation can bring
out a better solution with time. Finally, the final solutions provided by the algorithm, is still
few hundred watts short than the best possible value that we have achieved with time. It shows
the overall behavior of the genetic algorithm. And how important is to tune the parameters in
order to get best possible value.

Figure 4.15 shows the Pareto chart for the effect of all the combination of the parameters. It
clearly shows that, the right combination of crossover and mutation-1 has the highest impact on
the outcome than any other parameter. In terms of impact, mutation-1 is in the second position.
By changing mutation-1 rate as it is possible to find out the global-minimum by changing the
rate of mutation-1, the graph is merely showing the obvious. 1.965 is the standardized mean, any
parameter or combination of parameters which has value more that has significant impact on the
outcome of the result. Another important find is that, size of population has less impact on the
overall success of the algorithm. This is due to our solution space. As discussed in chapter 3, we
have tremendously large solution space and the values we have considered for solution space is
negligible compare to the actual solution space. But, in order to keep the run time of the solution
practical and applicable into the real networks these values for the population size are considered.

Based on the outcome of the design of experiment, following parameter values described in
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Figure 4.15: Pareto Chart of the Standardized effects
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Figure 4.16: Energy consumption gain compare to SPF
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table 4.5 are chosen for genetic algorithm. The rest of the experiments are conducted considering
these values.

Factor Values
Time 30s
Population Size 40
Crossover Percentage 40%
Mutation-1 Percentage 80%
Mutation-2 Percentage 4%

Table 4.5: Parameters for Genetic Algorithm

4.5.2 Fitness function analysis

As mentioned earlier, we have conducted the experiments for two sets of demands 25 and 400 re-
spectively and tried to see how much our algorithm over performs compare to shortest path first
with ALR mechanism. The fitness function of our algorithm is energy consumption. Therefore,
it tries to improve the result based on energy consumption. The top part of the figure 4.16 shows
the gain of the algorithm compare to SPF with green policies for two different cases. And the
bottom part shows magnified version for 400 demands. Here, 30 runs for each demand set were
experimented where every time the demand order is different and showed as a box and whisker.
For 25 random demands our algorithm achieved at most 33.4% energy gain compare to SPF with
green policies. Whereas, when comes to 400 demands we achieve a gain of around 1%. Now if we
consider the current establishment without any green considerations: no device is turned off and
no ALR mechanism is also implemented. Compare to current establishment, our algorithm can
save up to 8% of energy consumption, when the demand size is 400 and 59% of energy consump-
tion, when the demand size is 25. This phenomenon happened because even for as less as 100
random demands, all the nodes are used either as source or destination and none of them can
be turned off. So, when demand size is 400 the only way to save energy is by turning off links or
implementing adaptive link rate. Moreover, when we consider the traffic multiplied by traffic co-
efficient, the network become massively dense. From the result it can be understood that, when
the traffic rate is high and network is saturated ALR is more applicable on the other hand when
low amount of traffic is passing though network then turning off node is definitely better solution.

There is another important issue, that is needed to be addressed. For this particular scenario
with GÉANT, if we consider, all the network devices (i.e.: node and links) are switched on in
its full capacity, then the energy consumption ratio between nodes and the links is almost 1:8.
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Therefore, as we are considering both links and nodes into the energy equation, during heavy
traffic, the savings does not highlight the efficiency of the algorithm. Let us consider a scenario.
In GÉANT network, all the network devices (i.e: 22 nodes and 36 links) are switched on in its
full capacity and consuming energy accordingly. Now if eight links are turned down, according
the values that we have considered, the overall energy gain will be 2%. However, if we do not
consider the nodes energy consumption in our energy model as in heavy traffic network these
are not always possible to turn down. Then in terms of energy consumed by links only, the gain
will be 22%. Which might look large in paper, but in reality the savings will be the same. We
wanted to design a robust system with a birds-eye view that will considers both links and nodes
and also both sleeping and ALR and provide the best solution in order to save highest possible
energy respecting capacity constraint and also within reasonable time.

4.6 Conclusion

This chapter provides an energy aware solution for a SDN enabled network, which is robust
enough to handle the large traffic flows mimicking the actual demand and at the same time
reduce significant amount of energy consumption when possible. It also describes the genetic
algorithm that has been used as a heuristic algorithm for our energy aware solution. The solution
provides a set of data and control plane which is suitable for implementing the solution in SDN
platform. However the question remains, if is it enough to achieve green networking. Because
even though we consider energy consumption is same as environmental pollution but this is not
always the case. To investigate this phenomenon we have introduced environmental parameters
into the equation in order to achieve more sustainable way of routing than energy aware routing.
The next chapter describes about this above mentioned topic.
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In this chapter, we have discussed about the sustainability aspect of our proposed solution.
A sustainable solution is much more than saving only energy consumption. Next, we have
introduced two environmental metrics into our equation and proposed a holistic solution with
respect to sustainability. After that, we have compared our results that we have achieved in
chapter four with the results that we achieved after adding these environmental metrics. The
results open up a new dimension in the field of network sustainability. Finally, we wanted to
check the quality of service of our proposed solution. Therefore, we have tested all of our solutions
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for end to end delay and packet loss to see if they provide satisfactory results or not in terms of
quality of service. The contribution of this chapter has been published in [Hossain et al., 2019].

5.1 Quality in Sustainability

When we refer to green sustainable networking or greening ICT, most of the work is done to
achieve energy efficiency which passively has an impact on the environment. Nevertheless, the
relationship between sustainability and greening ICT has many other layers which are needed
to be unfolded. The author of [Hilty et al., 2011] explained a very important point mentioning
that, achieving sustainability is not a straightforward approach of saving resources like energy.
Even if from a technical point of view, it might seem a direct approach, but the economical
and behavioral perspective of the society is needed to be included while trying to achieve a
sustainable solution. In fact, sustainability is a unified concept which considers environmental,
ethical, and economic aspects as three fundamental pillars. In order to overcome the biasedness
towards only energy savings, authors of [Rondeau and Lepage, 2010] have introduced the term
Quality in Sustainability (QiS) which encompasses these three pillars. QiS parameters are en-
ergy dissipation, emission of CO2 and other greenhouse gases, waste generation (mass of total
wastes or hazardous waste mass), visual pollution (not directly measurable) or electromagnetic
disturbances (EMF and SAR measurements). Even though many of the parameters can be
measured with values however measuring the ethical impact of these parameters is completely
different scenario. Sustainability pillars are a great means of explaining a complete sustainability
problem. They indicate that, liable development requires the understanding of nature, society
and economic capital or colloquially speaking the planet, people, and profits [Jeurissen, 2000],
[Kajikawa, 2008], [Hansmann et al., 2012]. Therefore, in order to design a sustainable green net-
working architecture, it is very important to somehow consider all three pillars. For example,
considering the last experiment done in chapter 4, if the analysis of gain is extended from the
point of view of Quality in sustainability the results are given in Table 5.1. Energy consumption
costs money and it also produces CO2. Here we have summarized the energy consumption,
cost and CO2 emission for one year for our particular scenarios. For the cost of the electricity,
average non household unit price and for CO2 emission average energy to carbon emission rate
for European Union countries are been considered [(EEA), 2016].

The result shows how our algorithm improves the outcome of both economical and environ-
mental point of view. However, the people pillar is difficult to measure in values. In our case,
it corresponds to the availability of the service for any number of user demands. If we see the
values from table 5.1 and also from the discussion in the previous chapter, it clearly shows that
when the number of demand is high and the network is saturated the savings are comparatively
less than when the number of demand is low. However, this does not mean it is not performing

80



5.2. Introducing environmental metrics

Scenario 1 (400 Demands) Scenario 2 (25 Demands)
Energy (MWh) Cost(Euro) CO2(Tons) Energy (MWh) Cost(Euro) CO2(Tons)

Current Infrastructure 2154 246016 594 2154 246016 594
SPF 2006 229053 553 1324 151217 365
GA 1987 226881 548 881 100651 243

Table 5.1: Energy ,Cost and CO2 emission analysis for a year

enough, it actually shows the commitment of the algorithm towards the third pillar in this case
which is a guarantee of service for all the demands. During the formalization of the problem,
we have mentioned that our algorithm always bound to fulfill the constraint of QoS. Therefore,
when the number of demands is higher, as the priority is to provide a connection to all the users
the savings become on the lower side. However, when the number of demands is low it performs
in all three levels of sustainable development.

The next sections contain the key feature of our solution that has been introduced through
my work and how it differs from existing solutions. The holistic view of the solution is explained
in the later part of the chapter.

5.2 Introducing environmental metrics

Green networking has been surfaced in the research community for more than one decade or so.
The main idea behind green networking is to improve energy efficiency and reduce undesirable
energy consumption which will, in fact, reduce the carbon footprint produced by ICT devices.
However, it is needed to be remembered that, energy consumption does not always proportionate
to carbon emission. The same amount of energy production can have a very different impact
on the environment in terms of carbon emission. For example, if we assume an average value of
400g of CO2 emissions for 1KhW of electricity production [Brander et al., 2011], France produces
less than one fifth of the average value whereas Poland produces three times the average value.
Therefore, for these two countries, for consuming the same amount of electricity has a quite
different result in terms of environmental impact. Which begs the question: “Is it enough to
focus only on energy consumption while trying to achieve green networking?” In order to address
this question, the term, pollution aware routing (PAR) has been introduced which uses energy
efficiency techniques and environmental variables combined to find a more pollution aware so-
lution. In this work, two environmental metrics are introduced namely carbon emission factor
(CEF) and non-renewable energy usage percentage (NRE) in order to understand the impact of
green networking from the perspective of QiS. In the following subsection, these two metrics are
described in brief.
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Figure 5.1: Emissions of selected electricity supply technologies (gCO2eq/kWh)

5.2.1 Carbon emission factor

Carbon emission factor(CEF) means how much CO2 in grams is emitted while producing 1Kwh of
electricity. In a geographically diverse network like GÉANT, it is very common to have different
means of generating electricity hence producing a different level of CO2. Even in US different
states use different resources to produce electricity. Now in a network, as it is assumed that all
the network devices require same amount of energy and each operation also cost same amount of
energy however when we will consider the amount of CO2 that it will produce will be completely
different. Figure 5.1 shows the variation of values of CO2 emission in terms of energy production
methods. The data is collected from [Schlömer et al., 2014]. It can be clearly seen that for same
amount of electricity production the CO2 emission can vary a lot. For example, Coal produces
almost 70 times more CO2 compared to the nuclear power plant. Therefore for producing the
same amount of energy carbon emission can be completely different based on which means of
production has been used. As discussed earlier, the goal should be to increase the usage of green
energy and reduce the usage of brown energy as much as possible. Therefore, it is crucial to
consider CO2 emission if the target is to achieve sustainable green networking.

5.2.2 Non-renewable energy usage percentage

The second environmental metric is non-renewable energy usage percentage (NRE). The idea
of NRE is to rank the node (in case of GÉANT is country) in a topology based on NRE. A
node that has lower non-renewable energy usage percentage has definitely a better impact on
the environment. There are two reasons for choosing NRE as the second factor. Firstly, as
described in chapter-2 a number of research has emerged in terms of renewable energy specially
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Figure 5.2: Standardizion of environmental metrics for GÉANT network

in datacenters. However, in a datacenter network, destination can be changed and it does
not hamper the QoS whereas in a wired network changing the destination is not an option!
Secondly, the figure 5.1 clearly shows the impact of renewable energy in terms of CO2 emission.
Each country has a different level of energy mix of brown and green energy. And there is
a third kind of energy producing technique which is the nuclear power plant which considers
as a source of green energy however it does not fall into the category of renewable energy.
Because it produces a significant amount of nuclear wastage which has an adverse impact on
the environment. Therefore, the second environmental metric is NRE which will be applied to
reduce the non-renewable energy usage percentage.

Figure 5.2 provides a standardization of all the countries CEF and NRE which are involved
in GÉANT network. Data has been collected from the report of [Brander et al., 2011] and
[Van Heddeghem and Idzikowski, 2012]. Table A.1 contains the value of the parameters for each
country. It shows that, even though these two factors both focusing on environment and carbon
footprint, one country can rank completely differently based on which metric is considered.
For example, countries like France, Greece, Italy has very high difference between these two
environmental metrics.

Reducing energy consumption always has been beneficial for the environment. However, the
energy parameter does not directly concern about the pollution or resource depletion. For ex-
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ample, if for one node the power production method is changed from solar to coil, energy wise
it does not have any difference but environmentally, it has a quite different outcome. Therefore
our two introduced parameters yield more focus on pollution and renewable energy rather than
only energy. If we consider the environment, it may seem that considering only renewable energy
is sufficient for improving environmental impact as it covers both CO2 emission and resource
depletion. However, the nuclear power plant is not renewable and it emits less CO2 than most
of the renewable energy sources. For this reason, considering the carbon emission factor as a
parameter is also necessary.
The main difference between the currently used metric (i.e., energy consumption) and our in-
troduced metric is that ours consider external factors (like power production) whereas energy
consumption only reflects network efficiency. Secondly, CEF and NRE will vary based on the
location (i.e., country), in this regard, we can say that we have addressed the problem with a
more holistic approach considering, in fact, the political engagement of each country regarding
the production of the energy. As we have considered our solution from the point of view of
software defined network (SDN), based on three different indicator/metrics three different ob-
jective functions are formulated, which are used as a fitness function for genetic algorithm which
is providing a set of data and control plane as output. These planes are providing operational
topology for the network but by focusing either on reducing energy consumption, or total car-
bon emission or non-renewable energy usage percentage respectively. The controller receives the
traffic information from the network, and based on the geographical position of the nodes, the
values of environmental metrics like CO2 emission and non-renewable energy usage are received.
Then controller based on the optimizing algorithm provides a data plane and a control plane for
the network. The detail description of how a control plane and a data plane are designed are
already described in section 4. Figure 5.3 gives an overview of the system.

5.3 Energy aware routing vs Pollution aware routing

In order to get a clear view of the proposed system, it is better to start with EAR and PAR. While
implementing green networking, one of the most common and effective solution is to shut down
as much network equipment as possible while keeping the operational network. This approach is
known as energy aware routing (EAR). EAR has been a focus field for the energy efficient network
community for a long time and numerous works have been done in this field. Some works based
on backbone networks [Mumey et al., 2012a], [Manjate et al., 2018]; whereas some are for data
centers. All the works focused on EAR try to reduce the number of network equipment which
is in most cases nodes and links. This drop in the number of active devices reduces the energy
consumption which has, in fact, a positive impact on the carbon footprint. That is the main goal
while trying to design a green network. The fundamental difference between a classical routing
approach like shortest path first (SPF) and EAR is that, SPF considers the number of hops and
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Figure 5.3: Basic Architecture of the System.

tries to reach the destination as quick as possible without focusing on energy consumption of the
network. Whereas, EAR tries to reduce the overall energy consumption of the network, which
might result a longer path for some demands and similar length paths for other demands.
In this work, a different type of strategy of routing is introduced which is pollution aware routing
(PAR). The main concept of PAR is to route the demands with different paths based on envi-
ronmental metrics such as carbon emission factor (CEF) and the non-renewable energy usage
percentage (CEF) of a node and try to reduce the targeted goal of reducing the CO2 emission
or the usage percentage of non-renewable energy of the total network architecture. This routing
is applicable for geographically-diverse, distributed network architecture where every node has
different means of energy production. The example depicted in figure 5.4 will give a better grasp
of the concept. Figure 5.4(a) shows a topology with 12 nodes. For this example, we have con-
sidered CO2 emission as a factor for PAR. For simplicity, there are only 2 demands. One is from
X to Z and the second one is from Y to Z. And again, for avoiding complicacy, the summation
of two demand requirements is less than any available links bandwidth is considered. Three
different colors are used instead of values for carbon emission factor. Green means the node has
the lowest amount of CEF, orange means moderate and red means it has the highest amount
of CEF. Now, 5.4(b) shows the topology for SPF. The lowest number of hops are considered
for each demand. Regardless of the nodes CEF or even without considering the total energy
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Figure 5.4: Standardizion of environmental metrics for GÉANT network

consumption. 5.4(c) shows how EAR will act on this scenario. It will choose a common link
in order to reduce the number of active nodes and links. It will reduce one node and two links
compare to SPF. However, this will also not be concerned about the CO2 emission. In 5.4(d)
we have a different topology compare to (b) and (c). It didn’t look for shortest path or lowest
number of nodes and links. Rather it chooses a topology where the total amount of CO2 emission
will be low. It will not consider the total number of turned on nodes and links if the overall CO2

emission is on the low side.
In the later section of this chapter consists of the result of EAR with two different approaches
of PAR and an effort has been made to try to understand the place of EAR and PAR in terms
of sustainable green networking.

5.4 Proposed solution

This thesis work presents a solution system which that focuses on sustainable green networking
focusing beyond saving energy consumption. in this section, firstly the objective function has
been modified to facilitate the environmental metrics. Secondly, a design of the sustainable
system is provided respecting the concept of quality in sustainability. The solution provides a
holistic view towards the research question of sustainable green networking.
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5.4.1 integration of environmental metrics into objective function

Previously in the chapter 4 we have designed the fitness function which focuses on reducing the
energy consumption of the data and control plane in order to minimize the energy consumption
of the total system. Now, the objective function has been shifted towards our introduced envi-
ronmental metrics namely CEF and NRE. Now we need to provide an objective function which
takes care of both energy metric and also environmental metrics. At first, the current objective
function is stated which has been modeled in the previous chapter.

(
Π̂, Γ̂

)
= arg min

Π,Γ

∫ t

0

∑
v∈V

δvΠ

(
αv +

∑
w∈V

δv,wΠ βv,w (Γv,w)

)
t · dt (5.1)

Now, suppose, Λ is a set of carbon emission factors (CEFs) for all the nodes. Where, Λ =

{Λ1Λ2, . . . ,Λv}. And Ψ is a set of non-renewable energy usage percentage (NREs) for all the
nodes. Ψ = {Ψ1Ψ2, . . . ,Ψv}. Here one thing to notice is that for all, the goal is to reduce it. As
mentioned earlier, that both environmental parameters are a multiplicative factor of the original
energy consumption model, therefore, objective function can be rewritten for CEF and NRE
respectively in the following way:

(
Π̂, Γ̂

)
= arg min

Π,Γ

∫ t

0

∑
v∈V

Λv × δvΠ

(
αv +

∑
w∈V

δv,wΠ βv,w (Γv,w)

)
t · dt (5.2)
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Π̂, Γ̂

)
= arg min

Π,Γ

∫ t

0

∑
v∈V

Ψv × δvΠ

(
αv +

∑
w∈V

δv,wΠ βv,w (Γv,w)

)
t · dt (5.3)

The goal is to provide data and control planes which will reduce the energy consumption or
carbon emission or non-renewable energy percentage of the overall system. Then from the above
mentioned equations a generalized version of the objective function for system would be:

(
Π̂, Γ̂

)
= arg min

Π,Γ

∫ t

0

∑
v∈V

Φv × δvΠ

(
αv +

∑
w∈V

δv,wΠ βv,w (Γv,w)

)
t · dt (5.4)

The value of Φv will be 1 if the minimizing criteria is energy consumption, Λv if the criteria
is carbon emission or Ψv if non-renewable energy percentage is considered as objective function.

5.4.2 Design of a sustainable system

As explained in section 5.1, a solution cannot be sustainable without addressing the three pillars
of sustainability. And in the above section, EAR and PAR are described. The solution, depicted
in figure 5.5, have integrated all these elements in order to address green networking problem.
And through our solution, we would like to investigate the performance of the proposed approach
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Figure 5.5: Generation of sustainable data and control plane

(PAR) and the available approach (EAR). The solution has been designed keeping in mind the
three pillars of sustainability namely economy, environment and society. Figure 5.5 shows the
architecture of the proposed system. In the following part, how the three pillars are integrated
into our solution is described briefly. Firstly, our system receives a set of traffic flows as demand
and the topology of the network from the Internet service provider (ISP). Demands are coming
from the users of ISP. Both the user and ISP are the stakeholder for our solution. ISP has direct
relation with the profit whereas users are mainly concern about the QoS for example, throughput
requirement.

We also take the geography-based environmental information as input such as carbon emission
factor (CEF) and non-renewable energy usage percentage (NRE). This information is one of the
key factors for providing a green outcome. These environmental parameters are acting as the
second pillar of sustainability - the environment. And lastly, our system provides a choosing
ability to the client of this system (i.e.: ISP) to select a solution focusing on either reducing
energy consumption or CO2 emission or non-renewable energy usage percentage (the value of
Φ in the equation 5.4 ) form north interface. The social aspect of sustainability focuses on
balancing the needs of the individual with the needs of the group. By giving the choosing
ability to the internet service providers, it integrates the social entity of the sustainability to our
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system. For example, in case of GÉANT network, any environmental strategy or law defined
and imposed by European Union can be implemented in the network by tuning the optimizing
equation. After getting these inputs our system provides a solution based on the derived equation
in the previous section. It uses genetic algorithm as the heuristic algorithm in order to solve
the optimization problem. The heuristic algorithm has been described in the following section.
And after that, an optimum data and control plane are provided to implement the solution into
the topology. These data and control planes are calculated based on the inputs given into the
system. The main goal of these planes is to minimize the given objective function while fulfilling
the QoS constraint. Alongside with the solution topology settings, these planes also provide
vital information about energy consumption, CO2 emission and, non-renewable energy usage
percentage of the topology. This information is essential specially for the people pillar of the
sustainable development. Because it provides a clear information about the impact of network
users on environment. Which by default provides them a guideline to act accordingly. This
kind of feedback always makes the people of the society more involved in the system which is a
prerequisite for creating a complete sustainable system.

5.5 Evaluation of the model in terms of QiS

After modifying the objective function based on the newly introduced environmental metrics a
new set of experiments are done while all the parameters of the genetic function remain the same.
Here the idea is to determine the effect of considering different fitness function into the system
and see the change in savings in terms of energy, CO2 emission and non-renewable energy usage
percentage.

5.5.1 Result analysis

A set of experiments have been conducted to analyze the performance of the three different
objective functions. The results are compared with Shortest Path First (SPF) with the same
green policies that our algorithm has been considered. 25 demands are randomly taken for the
experiment as we want to see how the algorithm uses the two green policies according to the
objective function. If the number of demands is higher and every node is used as either source or
destination, then there will be no scope to analyze the performance of the algorithm by turning
of the node. Figure 5.6 shows the graph which gives the comparison of three different approaches.
As we can see, every algorithm outperforms the other two when their minimizing factor has been
chosen.
When energy is considered as the minimizing factor, that means for our EAR with GA (E_GA),
we have maximum energy savings compare to the other two approaches. EAR saves around
24% of energy consumption compared to SPF for this scenario. Whereas both approaches of
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Figure 5.6: Comparison between three algorithms

PAR (CO2_GA and NRE_GA) saves around 18% and 23% energy consumption respectively.
However, when comes to reduce of the CO2 emission, both CO2_GA and NRE_GA reduce
significant amount compare to E_GA. CO2_GA reduces 36% of the CO2 emission compare
to SPF. Whereas, NRE_GA and E_GA reduce 31% and 20% respectively. Even though our
EAR (E_GA) has over performed SPF by a large margin in all three aspects, in terms of
reducing CO2 emission both pollution-based algorithm performs better than it. In fact, when
the optimizing function focuses on reducing CO2 emission CO2_GA reduces almost double of
the E_GA in terms CO2 emission. Figure B.1 in the appendix shows all obtained results for
SPF and the other three algorithms. It contains the country-wise consumption value of energy,
CO2 and non-renewable energy for each algorithm in order to understand the result more clearly.
And lastly, while for reducing non-renewable energy usage NRE_GA performs better than the
other two. NRE_GA reduces the non-renewable energy usage by 28% compared to the shortest
path. All these results raise the question, as the goal of green networking is to reduce the carbon
footprint from the environment then how much effective will be designing a green network by only
considering energy efficiency. Even if a solution focusing on reducing CO2 emission consumes
more energy but if the total CO2 emission of the system is lower that means the system is
consuming more green energy than brown energy (energy sources produce a higher amount of
CO2).

Based only on the consumption values that are used in the paper, table 5.2 provides an annual
emission of energy, CO2 and non-renewable energy for the set of randomly chosen 25 demands for
this section. Here, at first, we have shown if no green policy is used then what will be the total
emission and then the consumption values for shortest path first and our three algorithms are
given. These values only reflect the emission due to the devices and links. However, the actual
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Method Energy(MWh) CO2(Tons) Non-renewable
energy(MWh)

Without any
green policy

2154 1088 1470

Shortest Path
First (SPF)

1522 684 1074

E_GA 1160 548 799
CO2_GA 1252 436 824
NRE_GA 1170 470 777

Table 5.2: Energy ,CO2 and NRE emission analysis for a year

amount will be much higher considering the establishment, cooling and many other criteria.

Figure 5.7 gives the different topologies for different solutions. The first one in the top left
gives the topology for SPF. As it is clearly visible that, maximum number of nodes and links
are used in this topology. Now if we analyze the differences between different topologies some
interesting changes in the topology. Energy based solution have not used node six and node
sixteen which is Switzerland and France. And have used the node 14 which is Netherlands. For
energy-based solution every node is considered as same as every node consumes the same amount
of energy. Whereas, for CO2 based solution for the same number of nodes the emission could be
completely different. As for our example, Netherlands emits 130 times more CO2 gm per kw-h
compared to Switzerland and 6 times more compared to France which has a huge impact on the
overall result. In the same way, node-2 (Poland) is used by E_GA whereas both of the PAR
solutions have avoided Poland as it has huge CEF and NRE usage percentage. These choices
made by E_GA might have reduced the overall energy consumption of the network but at a cost
of a high carbon emission.

P. No. Paths NRE% sum of the intermediate nodes CEF sum of the intermediate nodes
1 5-16-4-14 1.535 0.742
2 5-16-1-14 1.659 0.294
3 5-12-4-14 1.337 1.082
4 5-12-11-14 1.602 1.15

Table 5.3: Paths for Demand from node-5 to node-14. 1-Belgium, 4-Germany, 5-Spain, 11-Israel,
12-Italy, 14-Netherlands, 16-France.

Now, if we compare the solution of the two PAR based solutions, as mentioned above they
both have avoided node-2 (Poland), However, for NRE_GA majority of the traffic went through
node-4 (Germany) and node-16 (France) is completely avoided whereas for CO2_GA a substan-
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Figure 5.7: Topology for different algorithm

tial amount of traffic went through France even though it has very low carbon footprint. It is
because NRE_GA only focuses on non-renewable energy percentage and as France uses nuclear
power plant for producing electricity it has very high non-renewable energy usage percentage.
For example, for the same topology, let’s consider a demand from node 5 to node 14. There are
several possible solutions. However, we will consider only the solutions which are shortest that
means lowest number of hops. Now, there are four different possible paths. The table 5.3 gives a
summary of all four shortest paths with carbon emission factor and non-renewable energy usage
percentage. Now, here only the NRE and CEF values of intermediate nodes are considered. As
based on the NRE_GA the optimal solution would be path-3 (with Italy and Germany) even
though this path has one of the highest amounts of carbon emission factor. Whereas, the op-
timal solution based on CEF would be path-2 but as this path has maximum amount of NRE
percentage, therefore, this will not be chosen by NRE_GA. Based on this analysis of the three
algorithms, it can be said, even though the outcome of the algorithm depends on demand set,
but it is very much a possibility that in order to achieve a sustainable solution focusing only on
energy efficiency might not be the wise decision. Our result shows that for this particular scenario
both of our algorithms outperform energy-based solution in terms of reducing carbon emission.
Specially CO2_GA reduces 20% more carbon emission compared to energy-based solution which
is definitely not negligible.
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5.5.2 Discussion on sustainability

The three pillars of sustainability are a great means of explaining the complete sustainability
problem. We have included all the three pillars into our system in order to provide a balanced
sustainable solution. Our system provides information about the throughput of the different parts
of the network. And whichever objective function is selected it gives an insight about the three
parameters for measuring the state of the green networking namely energy consumption, CO2

emission and percentage of non-renewable energy usage. But, as the goal of green networking
is to reduce the carbon emission, therefore the objective function with minimizing the CO2

has the utmost importance. As we can see, CO2_GA reduces around 8% of CO2 emission
compared to our E_GA and 40% of CO2 emission compared to SPF with two green policies.
Which is definitely a non-negligible value. However, a more tangible example might give a better
understanding of the situation. For our scenario, if we compare the result of SPF and CO2_GA
in one year it can save up to 271 tons of CO2. It is, in fact, equivalent to the carbon emission if
a person makes 416 times round trip to JFK, New York from CDG, Paris by plane. And even
when comparing with E_GA the carbon savings 57 times round trip by plane for same source
and destination. And if we consider the savings in terms of money, even if we consider an average
rate for cost of electricity production, all three can save more than 25% of the cost compared
to SPF. Lastly, the proposed system respects both the user traffic demand and the objective
function choice and provides a data and control plane and hence integrate the social attribute of
the sustainability.

5.6 Evaluation of the model in terms of QoS

It is always claimed that green networking always comes with the cost of quality of service.
When a customer orders a service from a service provider, a service level agreement(SLA) is
negotiated. This SLA is defining the third pillar of the sustainability namely people. In the
SLA contract, QoS parameters are included in order to specify the service level that will be
provided by the internet service provider. Therefore it is pertinent to see the performance of the
proposed algorithm in terms of QoS parameters. There are many QoS parameters when comes
to networking. However, there are mainly two QoS parameters which define the provided quality
of service namely end to end delay and packet loss. In the following chapter, the parameters are
described briefly. And then a thorough test has been done to analyze the performance of the
algorithm in terms of QoS.
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5.6.1 QoS parameters

End to End delay

End to end delay is the time required to reach a packet from source to destination. Network
delay can be further divided into three parts:
Transmission delay, that is, the time it takes to transmit a packet through the transmission
medium. This part can be significant for large packets over low-speed access links such as DSL
or T1 lines. For example, a 1500-byte packet transmitted over a 380 Kbps DSL upstream link
would take about 32 ms. Transmission delay is insignificant for high-speed links. For example,
a 1500-byte packet transmitted over a 155 Mbps STM-1/OC-3 link would take only 0.08 ms.
Packet processing delay, that is, the time it takes to process a packet at a network device, for
example, queueing, table lookup, etc.
Propagation delay, that is, the time it takes for the signal to travel over the distance. Because
electromagnetic signal (for example, light) that carries the data does not propagate as fast in
fiber or copper as in a vacuum, a rule of thumb is a propagation delay of 5 ms will be added
every 1000 km of fiber route [Zekauskas et al., 1999].

Packet Loss

The second parameter that is considered for the QoS analysis is packet loss. Packet loss is when
packets traveling through a network medium get lost before getting to their destination. There
are a couple of reasons why packet loss happens.
The first one is due to link congestion. As both of the green policies tend to decrease the number
of links and also keep the bandwidth in a minimum value. There is a possibility that it will cause
link congestion and then packet loss. Sometimes if a link is shared by multiple flows there might
be some packet loss.
The second cause of packet loss similar to network congestion is Over-Utilized devices. This
means that a network device is operating at a capacity it was not designed for. In a network,
packets may arrive faster than they can be processed/sent out. To handle this type of situation,
many devices have buffers where they hold packets temporarily until they are able to be processed
and sent out. However, in the case of an Over-Utilized device, the buffer will probably fill up
quickly, resulting in excess packets being dropped.
In the next section result analysis of the QoS parameter for the proposed algorithm is given.

5.6.2 Result analysis

For analyzing the performance of the algorithm based on quality of service (QoS) networking
metrics: end-to-end delay and packet loss network modeler have been used. In the modeler, the
average packet size is considered 1500 Bytes. The probability distribution function (PDF) of
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Figure 5.8: Network topology for algorithm CO2_GA in modeler

the packet size is constant. Whereas, PDF of packet inter-arrival time is exponential. We have
designed the network on modeler based on our algorithm provided data and control plane. For
each algorithm output, a different topology is designed in the modeler. Figure 5.8 shows the
network topology for the CO2_GA in the network modeler.

End to end delay End to end delay is one of the most crucial QoS parameters to analyze
an algorithm. We have compared and analyze the ETE delay ratio with SPF for all three algo-
rithms that can be seen in a box and whisker plot in figure 5.9 to have a better understanding
of the distribution of the data. Usually, SPF has good performance in terms of ETE, therefore,
we kept SPF value as a comparison unit for our three algorithms. The graph clearly shows
that, NRE_GA has higher ETE delay for packets compare to other two. We observe that, the
degradation rate of NRE_GA compared to SPF in terms of average ETE delay of packets is
more than 5%. And GA_E has the lowest ETE delay ratio. The placement of nodes in GÉANT
network and specially the CEF and NRE values of each node has a very high influence on this
result. Figure 5.7 shows the different topologies for different solutions which are later designed
in modeler for QoS measurements. Now, if we see the topology of NRE_GA, out of 25 demands,
20 demands are passing through node-4 (Germany). The main reason behind this kind of bottle-
necking is the NRE value of the other nodes. For example, node-16 (France) uses nuclear power
plant for producing energy and because of that, it has a very high NRE value. Similarly, node-2
(Poland) uses coal for producing energy and has also very high NRE value. Therefore, when
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Figure 5.9: ETE delay comparison between algorithms

NRE is considered as an objective function all the paths avoid using node-16 and node-2 which
creates a bottleneck in the topology that causes the unexpected ETE delay. For E_GA also, this
kind of scenario might occur but for our test case, it was not the case. And secondly, for both
CO2_GA and NRE_GA each node has different CEF or NRE values. Which makes the routing
more complex than straight forward energy aware routing where for every node same amount of
energy consumption is considered. For a similar sort of reason, CO2_GA underperforms com-
pare to E_GA in terms of ETE delay.

Packet loss: Figure 5.10 shows the packet loss of all three algorithms plus the packet loss
of SPF. In terms of overall packet loss, all of them perform similarly even though there were few
outliers in the data set. All of them have an average of less than 5%. And for at least 75% of
the overall demands for all algorithms, the average packet loss percentage is close to zero. The
outliers are expected as we have saturated the network with a maximum demand size of 97Gbps
whereas the maximum amount for bandwidth was 100Gbps. This has been done in order to see
the robustness of the algorithm. Packet loss or ETE delay for packets is the result of when the
buffer is full or there is a congestion in the link. For both CO2_GA and NRE_GA, packet loss
and ETE delay are slightly higher than E_GA and E_GA has a slightly higher value than SPF.
It is expected as all of them try to reduce the number of nodes and links to maximize the greening
of the network. Additionally, ALR is maximizing the link utilization percentage and minimizing
energy consumption at the same time. For E_GA, the goal is to reduce the number of nodes
and links regardless of which node or link, for CO2_GA and NRE_GA the goal is also to shut
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Figure 5.10: Packet loss comparison between algorithm

down nodes and links as both of them, are a multiplicative function of energy and shutting down
reduce the overall value of CEF and NRE. However, as different node has different green metrics
values, it curves the network even more.
To conclude, the packet loss is more or less similar for all the cases and in worst-case scenario
(for NRE_GA) we get an average delay ratio of 5% compare to SPF. Whereas, when comes to
savings of CO2 emission and energy consumption, the same algorithm can save more than 31%
and 21% respectively compare to SPF. Now, if we analyze the trade-off between quality of service
and quality in sustainability, our proposed algorithms clearly show significant improvement in
terms of environmental impact with a slight effect on time performance, offered by the network.
Additionally, we can say that, by using our proposed metrics (carbon and renewable energy)
in the objective function provides better opportunity to reach the goal of greening network
compared to using only energy as objective function which is a common practice in the literature
for green networking.

5.7 Conclusion

This chapter explains our novel approach for sustainable routing. In this chapter, we have intro-
duced two environmental parameters namely, CEF and NRE. In this chapter, we have provided
an overall architecture of the system where sustainability pillars are respected. Internet service
provider (i.e.: user) will provide the priority of their green routing mechanism from northbound
interface and based on the choice the algorithm will select its fitness function and solution will
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be provided by the controller and implemented through southbound interface to the network.
We have also tested our algorithm performance based on QoS parameters like end-to-end delay
and packet loss. Our approach of including environmental parameters is simple and feasible.
More information like how the variation of energy demands will impact on carbon emission,
green energy rate, and electricity price can also be integrated into the system. Here we have
provided the algorithm ready to implement for achieving sustainable routing. However, there is
one concern, which is how the implementing of the algorithm will impact on the stability of the
system. Therefore, in the next chapter, we have analyzed the relation between implementing of
routing algorithm and stability of the system.
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6.1 Network stability issues

In this chapter, we will discuss about the stability issue of a network and how stability of
a network can be affected by green networking. Our algorithm succeeded to provide better
sustainable solution. But, now it is time to take step back and see the whole picture from
also implementation point of view. While focusing on achieving the maximum energy efficient
(brown/green energy) or CO2 efficient networking topology, stability of the network is often
overlooked by the researchers which is a key factor while implementing the algorithm into the
actual system. Using of dynamic algorithm like us or any reactive energy aware routing might
cause stability problem of the network. For simplicity, stability of the network can be defined as
a state when a network fully functional. Inversely, an unstable network is a network which is not
operating according to the requirement. Before going deep into network stability it is important
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Figure 6.1: Data plane incohorency example

to know more about the reasons behind it. There are two main reasons behind instability of the
network, incohorency and convergence issues. In the following section we have discussed more
about these issues from our problem’s perspective and then stability and it’s control mechanism
is discussed.

6.1.1 Incoherent data planes

Coherency means two routers of a network shares same topological information. Coherence of
the data planes (i.e: forwarding table) are a requirement for a network to work accurately. Inco-
herence can lead to routing loops and inconsistent traffic forwarding and also future inconsistent
routing table entries. As in SDN perspective, data plane refers to all the functions and processes
that forward packets/frames from one interface to another, every data plane should be coherent
content wise.

For example, for simplicity, lets consider a small network to demonstrate the coherency
problem. Now figure 6.1 shows an example of incoherent data planes. Let us consider, we have
currently two demands that are in use as flows. For simplicity, here, each forwarding table
consists of only three fields source, destination(Dest) and next hop(NH). The first demand flow
is going from node-2 to node-3 and the second one is going from node-1 to node-4. In the figure
we have also given the path, that the demand should follow that has been calculated by the
algorithm. But there is a clear incoherency between the data plane and the forwarding table of
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node-3 (marked red). Because of that even though demand-1 is able to reach to it’s destination,
there is not enough information available for demand-2 to reach its destination. The flow for
the second demand will reach to node-3, the flow will redirect to node-2 due to the incoherency
between the data plane and forwarding table. And as node-2 does not have any information about
what to do with demand-2, the packets will be lost. This example demonstrate, the severity of
the incoherency of the data plane. This kind of incoherency usually occurs when there is rapid
changes in the data plane due to frequent changes of the demand set. Which results incomplete
updation of forwarding table and data plane and residue information from previous data plane
and forwarding table leads to path that might not exist in the current solution. In a large network
like GÉANT, incoherent data planes can lead to several packet loss and also the congestion of
the network.

6.1.2 Convergence issue in distributing a data plane

Generally, convergence means reaching to a set point. In networking point of view, convergence
is to reach to a state, when all the routers have same knowledge about the arrangement of the
element of the communication network in which they operate. In other word, data planes of
all the routers have coherency and they all are indicating same topology. In order to consider
all the routers to be converged, they must have obtained the same topology information from
each other via the implemented routing protocol. Any contradict, of the information will result
different routing problems like packet loss, zombie nodes, or infinite loops. But in SDN or any
centralized approach, controller is the sole responsible to calculate the data planes for each nodes
(i.e: routers) and it disseminates this information to all the nodes and convergence depends on
the information provided from the controller, rather than collecting from neighboring nodes. The
main difference between coherency and convergence is that, coherence indicates rather a static
state whereas convergence is more of a dynamic state. When the convergence is occurred, all the
forwarding table became coherent.
Every time, when there is an update of the demand set, the routing algorithm provides an up-
dated topology and a new set point is established. All the router should have this updated
topology to be coherent to each other. In order to reach to that set point or to be in a state
of convergence, it requires certain amount of time, known as convergence time. This time is a
measure of how long it takes to update all the routers from current topology information to new
topology information. In SDN, as mentioned earlier, a controller sends the topology informa-
tion to all the routers. However, this dissemination is done one by one. It is not possible for
the controller to change every nodes forwarding table according to data plane, simultaneously.
Any update may also require changes in data plane or control plane or both which also requires
time. Therefore a convergence time is required to update data plane, control plane and all the
forwarding table and achieve coherency. Many of the works, does not consider this time as they
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Figure 6.2: Changes of topologies with random demand set changes

consider a dedicated link from controller to each node and then the convergence time become
negligible. It might be true for a small network where there is a direct link from every router
to controllers. But, for a network like GÉANT that is not the case and specially which covers
a huge geographical area. In a large network like GÉANT, a dedicated link between every node
and controller will not be either feasible nor green. Therefore, in practical scenario, it is safe to
assume that, controller is connected to the network through one node and for reaching rest of the
nodes it uses the topology itself. And all the other nodes are using the same topology to reach
to the controller also. The network topology will be a hybrid structure used both for controlling
messages and traffic flows. Therefore, in dynamic routing protocol, unplanned distribution of
the data plane often results unstable network.

Let’s consider an example depicted in figure 6.2. Figure 6.2 shows a phenomena of how
by a slight change in the demand set can cause huge topological change in the outcome. Here
for the topology we have considered a trimmed version of the actual GÉANT network with
12 nodes and 16 links. Each figure consists of a list of demand set, data plane, control plane
and the topology used for routing those demand with the forwarding table of each node. This
example gives an idea about the convergence problem. In the first figure (a), we have a topology
that fulfill the demand set consists of three demands where K = {k1 = {s1 = 2, d1 = 8, λ1 =
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2Gbps}, {12, 10, 0.5Gbps}, {8, 4, 2Gbps}}. Π and Γ gives the data and control plane for this
topology. Now in figure (b), there is a new demand added to the demand list k4 = {s4 = 1, d4 =

8, λ4 = 1Gbps}. And because of that one demand, both data plane and control plane is changed
completely. And as data plane is changed, in order to achieve coherency, forwarding table of
each node has also changed quite a bit. The topology figure provides a visual aid about the
change of the topology. And then in the third figure (c), one more demand is added to the list,
k5 = {s5 = 9, d5 = 2, λ5 = 14Gbps}. And because of it large throughput requirement, it creates
another round of all sort of updation in data plane, control plane and forwarding table. And
lastly in (d), another new demand is added but an old demand is also removed at the same time,
keeping the demand set equal of the previous scenario, however, the data plane, control plane
and forwarding table are change quite extensively compare to the previous state. This shows,
how a small change in the data plane can trigger large amount of change over the network. For
actual GÉANT network, the scenario would be much more adverse. Now it can be considered
that, each of this update requires certain amount of time which will be added and increase the
overall convergence time that might lead to network instability.

6.1.3 Network instability and its occurrence

In a computer network, data flows may travel through different paths to arrive to their destina-
tion. While from user perspective, it might look that, transportation is only end to end as in
the demand list only the source and the destination are mentioned but in fact it is the job of
the network protocol for the faultless transfer mechanism in order to avoid congestion problem
and data-loss. A network is said to be a stable network, if the network routing protocol can
perform its job without any interruption. As explained earlier, coherency and convergence of
the data plane and the forwarding tables of the nodes are the basis to have a stable network.
However, defining an unstable network can be difficult. Because instability of a network can-
not be measured, it is a state when network fails to perform. For dynamic routing protocol,
achieving convergence is always a challenge specially because of the both unknown occurrence
of the demands and duration of these demand flows. In terms of coherency and convergence, a
network is unstable if frequency of triggering of the algorithm (i.e.: a new data plane) is larger
than the computation and convergence time of the new data plane. This relation is similar to
Nyquist-Shannon sampling theorem, which denotes that, sampling frequency of a signal should
be at least double of it’s highest frequency component. If the total computation time is denoted
by Ct and convergence time is denoted by C ′t and the time period between an update of the
demand set is TK−K′ then, equation 6.1 has to be true in order to be a stable system.

Ct + C ′t < TK−K′ (6.1)

For a reactive routing algorithm like ours, algorithm starts computing and provides a new
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Figure 6.3: Occurrence of incoherent plane in time curve

topology as soon as there is a change in the demand set. Therefore, after an updation of the
demand set, there is a certain period of time required for computing a new data plane and then
distributing that data plane to the forwarding table (i.e.: convergence time). In order to be a
stable system the next update of the demand set must occur after the convergence state has
reached for the current topology. If the second updation starts before the convergence is reached
then there is a high possibility that incoherency will occur and that will lead to a unstable net-
work. Without the convergence of the network, it will never be ready to transmit data flows and
fulfill user requirement.

This phenomena can be explained better with a time-line figure. Figure 6.3 depicts a sce-
nario when there is a possibility of unstable system. Every time there is a change/update in
the demand set, K, the algorithm automatically starts computing and generate a new data and
control plane for the updated topology. And after computation it requires a convergence time.
In the figure it can be seen that, during the convergence time of the second updation of the
demand set, a new change in the demand set is occurred. Therefore, convergence time of the
second update and computation time for the third update merged together resulting incoherent
data planes and forwarding tables. Which might often lead to an unstable system.

Stability of a network system largely depends on the frequency of change of the demand set.
Now, as explained earlier, the demand is an unknown variable and cannot be controlled. In the
chapter 3, we have analyzed the pattern of the incoming demand flows. But frequency of the
incoming demand and the duration of the demand is somehow impossible to predict beforehand
as it entirely depends on the user and we have no control over it. The only thing that we can do
is to control and moderate the behavior of our algorithm so that it can lessen the possibility of an
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unstable system. In the following section we have introduced few mechanisms that will attempt
to reduce the percentage of being an incoherent system and by default, improve the stability of
the system.

6.2 Improving stability of the system

In this section, we have discussed about two mechanisms that we have integrated into our system
in order to improve stability. The first one is a penalty mechanism that is added to the objective
function. The idea behind adding this penalty mechanism is to reduce the number of updation
related to planes and forwarding table. And secondly, we have also introduced a filter to address
this reconfiguration penalty, and will work as a determining factor to apply the reconfigured
topology or not. In the following subsections work methodology of both mechanism are described.
In the later part, the integration of these mechanisms with the current system is described
alongside with the scenarios where these mechanisms are applicable.

6.2.1 Introducing penalty

The first mechanism that we want to take into account is a penalty that will be added to
the objective function which will address the problem of reconfiguration latency and additional
energy/CO2/Non-renewable energy cost. As explained earlier, every time there is a change in
the demand set, topology might go through a series of updation of namely data plane, control
plane and forwarding table. Sometimes the number of updations can be small and some times it
can be quite large number. Our optimizing algorithm focuses on the fitness function (i.e.: energy,
CO2 or NRE) and based on the current demand set provides a topology which performs best in
terms of our saving criteria regardless of number of updation. Previously, as we can see in figure
6.2 for a single change in the demand set the overall topology might change quite a bit. Each
increasing updation for controller increases convergence time and elevate the chance of getting an
unstable state. Therefore, we have introduced a reconfiguration cost, Ω as our penalty function.
From a control engineering point of view, it will address the stability of the command to switch
from a plane to another one and keep in check the number of updation for the controller. As
each updation requires some time, if the number of updation is in check, then convergence time
will also be reduced . It will lead to a new objective function for the system:

(
Π̂, Γ̂

)
= arg min

Π,Γ

∫ t

0

∑
v∈V

Φv × δvΠ

(
αv +

∑
w∈V

δv,wΠ βv,w (Γv,w)

)
t · dt+ Ω(Π,Γ) (6.2)

Ω ≥ 0 will correspond to the cost to switch from the actual control and forwarding planes
to the optimal new ones. If we consider U is the set of total number of updation in data plane,
control plane and the forwarding tables of the topology, then the Ω can be written as:
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Reconfiguration cost, Ω =
U

|EΠ′,Γ′ − EΠ0,Γ0 |

Where, EΠ′,Γ′ is the energy/CO2/NRE consumption of the new planes and EΠ0,Γ0 is the
energy/CO2/Non-renewable energy consumption of the current planes. Here for difference, ab-
solute value is considered for the case, when due to change in the demand set new nodes and
links are required and the current value is lower than the new solution. It is a ratio of gain
between new and current planes and the number of updation to achieve that gain. The gain
here is interchangeable between the considered fitness function. For simplicity an update can
be considered as addition of a new rule, deletion of a old rule or replacing the value of current
rule in the planes and forwarding table. The goal of the objective function will be now provide
a solution (i.e: data and control plane) which provides best solution in terms of fitness function
at the same time this new solution will have lowest reconfiguration cost compare to all the other
solution.

Every time a new set of flow(s) are added to the flow list, the whole flow list is considered all
together in order to provide a best result with respect to fitness function regardless of the current
topology. For example, if we consider energy savings as our fitness function, multiple topologies
with same number of node and same capacity links will consume exactly same amount of energy.
And all of them can be a candidate solution for the demand set. And as the all consumes same
amount of energy, from algorithms point of view, all the solutions are equal but from the data
planes perspective the solutions are might be far away from each other. In this kind of scenario,
previously algorithm might choose a solution which will cause more updates but by doing that
we might gain in terms of objective function but with the increasing number of changes in the
planes might nullify the gain that we are achieving in terms of stability. Because, the primary
goal of a green network is to provide service to the user while ensuring as much energy or carbon
savings as possible. However, if frequent changes of the topology lead to a unstable system, then
it will hamper the primary goal. Therefore, this penalty will bound the objective function to
provide a better solution in terms of stability as it will definitely reduce the convergence time of
the network.

Let us use an example to demonstrate the usage of penalty system more clearly. Figure 6.4
depicts a portion of GÉANT topology with five demands where K = {k1 = {s1 = 8, d1 = 2, λ1 =

2Gbps}, {12, 10, 0.5Gbps}, {8, 4, 2Gbps}, {1, 8, 1Gbps}, {3, 9, 3Gbps}}. We have considered only
five demands in order to display every aspect of the topology more clearly. This is depicting the
current state of the network which is in a convergence state. Π0 and Γ0 represent the current
data plane and control plane of the controller. The paths are also given in order to follow
the route. Now at a certain time, there is an update of the demand set. From the current
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Figure 6.4: Example scenario for demonstrating penalty mechanism

demand list k5 has been removed and at the same time another new demand has been added
{s5 = 9, d5 = 2, λ5 = 3Gbps}. Now let us consider, the fitness function for the algorithm is
energy consumption. After adding this demand the algorithm computes new planes and provide
two set of solutions with exact same amount of energy consumption. Figure 6.5 and 6.6 show
the two solutions that our algorithm provided. (Π′,Γ′) and (Π′′,Γ′′) are the data and control
plane of first and second solution receptively. Even though their planes and forwarding table
look completely different from each other, they both use same number of nodes and links with
similar capacity settings. Therefore, both consume exactly same amount of energy. However
they have quite different values in terms of updation of planes and forwarding table. Now if we
do the calculation, for figure 6.5 the configuration cost would be,

Ω′ =
U ′

|EΠ′,Γ′ − EΠ0,Γ0 |
= 0.003242925 (6.3)

And for the figure 6.6 the configuration cost would be,

Ω′′ =
U ′′

|EΠ′′,Γ′′ − EΠ0,Γ0 |
= 0.000884434 (6.4)

As we can see that, even though both solution consume same amount of energy, the first
solution’s configuration cost is 3.5 times higher than the second solution’s configuration cost.
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Figure 6.5: First solution with higher configuration cost (Ω′)

Figure 6.6: Second solution with lower configuration cost (Ω′′)
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This penalty mechanism assists the genetic algorithm to find out a solution which is green and
at the same time less time to converge while applied by the controller.

6.2.2 Plane filtering: To implement or not

Introducing penalty improves the optimal solutions in terms of number of updation, but still it
does not ensure not to have a situation where incoherence will occur. Because the new topology
might reduce the number of updation and by doing that convergence time also, but it does not
mean that during that convergence time another update of the demand set will not occur and will
create a chance of incoherent system. Therefore, we have introduced a plane filtering mechanism
to reduce the possibility of incoherent system even more. Plane filtering is a simple mechanism
that decides, whenever system provides a new update of the topology, the controller will apply
this change or not.

With the change of a demand set there are two things that are needed to be considered.
Firstly, if this update is an obvious requirement or not. Because sometimes a new flow requires
a set of nodes and links that are mandatory to be turned on. The previous topology was not
sufficient (i.e: new node/links are needed to turned on) for fulfilling the new set of flows. But
some other times it may possible that, in order to fulfill the requirement of updated demand set,
previous topology was sufficient to fulfill the demand. And if the second case implies then comes
to the point of how much gain can be achieved by making the changes of the plane as previous
setup was sufficient to fulfill demand requirement. In order to make this kind of decisions, plane
filtering is introduced. Specially, during frequent demand changes, if current plane is sufficient
then may be its better not to implement new plane and push to system towards incoherence.
In the next part we have described the logic and threshold policy for plane filtering.

Filtering logic

The logic behind this filtering mechanism is quite simple. Our first and foremost concern is to
provide service to the user. Therefore, if a demand requires an update of the current planes then
the logic is to just accept the new planes and implement it through the controller. Because, if it is
not implemented, then the system is unable to serve user, which is primary cause of a networking
system. Now In the second part, of the logic concerns, if the current plane is sufficient for new
demand set. This can happen in scenarios like deletion of demands from the current demand set
or change in the capacity requirement or both. The detail of each scenario is discussed in the
section 6.2.4. Now in these scenarios, we again consider the configuration cost, and we compare
this configuration cost with a threshold value. This threshold value works as a filter for a new
plane to be implement or not. If the threshold value is higher than the configuration cost of
the new plane then the current planes are replaced with new planes and if not then the current
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Symbols Descriptions
Π0 Current data plane
Π′ New computed data plane
Γ0 Current control plane
Γ′ New computed control plane
D Demand list
Th(t) Threshold at time t
Ω New plane reconfiguration cost

Table 6.1: List of symbols and definitions

planes are kept for the topology. The list of symbol for the algorithm 7 is given in table 6.1.

Plane_filtering
input : D updated demand list each demand containing source (s) , destination

(d) and throughput (λ), Π0, Γ0, Π′, Γ′

output: Decision of accept/reject the new computed plane

if satisfying_demands(Π0, Γ0, D)==False then
Accept Π′, Γ′;

else
if Ω < Th(t) then

Accept Π′, Γ′;
else

Reject Π′, Γ′;

Algorithm 7: Plane Filtering Algorithm

Threshold policy

One important part of this filtering is the value of the threshold and how it will be controlled.
As we know for configuration cost Ω ≥ 0. Therefore for threshold, Th, also, Th ≥ 0. Now,
even though, Th is compared with configuration cost, the value of the Th is independent to
configuration cost. The objective of using the threshold value is to minimize the incoherence of
the system. As updation frequency of demand set is unknown, we considered to use additive-
increase/multiplicative-decrease (AIMD) algorithm to guide our threshold value. AIMD is a
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feedback control algorithm best known for its use in TCP congestion control. In TCP conges-
tion control, this algorithm increases the transmission rate (window size), probing for usable
bandwidth, until loss occurs. And as soon as congestion detected, the window size is reduced
multiplicative of a given value. In our case also, Whenever there is a incoherency detected be-
tween planes and forwarding table, the threshold is reduced and reducing the accept rate of the
new planes and demand flows are managed using current planes. The following equation is used
for defining threshold policy. Let th(t) be the threshold during time slot t, a (a > 0) be the
additive increase parameter, and b (0 < b < 1) be the multiplicative decrease factor.

th(t+ 1) =

th(t) + a, if convergence is achieved

th(t)× b, if convergence is not achieved
(6.5)

The starting value of Th, a and b is something that is needed to be used based on analyzing
quite a few number of configuration cost for several scenarios. Even though the value of a and b
are static, it will lead the threshold value for better coherency of the system.

6.2.3 Extension of the model

By adding penalty and plane filtering mechanism our new algorithm provides more stability to
the network system. It reduces convergence time by adding the penalty and reduce the possi-
bility of incoherent planes by adding the filtering. Figure 6.7 provides an overlook of the overall
architecture with newly added extensions. In the plane selection part, optimization by fitness
function is described in chapter 5. That part is combined with the penalty analysis to provide
a better topology for the new demand set. And secondly, the new planes are accepted and im-
plemented by the controller. A plane filtering stage is added to avoid changes in the plane with
low gain in terms of objective function or high configuration cost.

Figure 6.8, depicts the scenario where incoherence can be avoided. Figure 6.3 depicted an
scenario where there was a possibility of an unstable system, whereas 6.8 shows the same sce-
nario and how incoherence is avoided and possibility of an unstable system is reduced by adding
penalty and filtering mechanism.

Next section describes the scenarios about how a plane is either accepted or rejected for
increasing stability.

6.2.4 Case study

An update of a demand set can be considered as addition of a new demand, deletion of a current
demand or change in the capacity requirement or any combination of the mentioned event. Every
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Figure 6.7: Overall system architecture with penalty and filtering mechanism

Figure 6.8: Avoidance of incoherence plane by penalty and filtering mechanism
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time an updation of a demand set is occurred, a new plane is created and the decision is needed
to be taken if this new plane will be implemented or not. As explained earlier, there are few
scenarios where penalty and filtering can be applicable. Here we have described two particular
cases with both accept and reject scenarios. However, according to filtering logic, one thing has
to be common in all the scenario is that current data plane and forwarding table have to able to
fulfill the new demand set.

Case 1: Deleting of demand(s) from demand set

The first case that we are discussing is deleting of a demand or multiple demands from the
demand set. When few demands of the demand set is removed two things are obvious. Firstly,
the data plane, control plane and forwarding tables definitely have more rules then it actu-
ally needed. regardless of that, both planes and forwarding tables are definitely able to fulfill
new demand set’s requirement. Secondly, Deletion of demands from the demand set is most
of the time beneficial from green perspective. Few demand means possibility of fulfilling user
requirement with less number of nodes and links. And current solution is most probably con-
suming more energy then the optimal one. Now let us provide an example, about how this
new extension of the system will act in this kind of scenario. Let us consider an example with
trimmed GÉANT topology with 12 nodes and 16 links that we have considered before. The
figure 6.9 shows the current data plane (Π0), control plane (Γ0) and forwarding table of the
nodes, as well as the path used for each demand. Currently we have a demand set of 8 de-
mands. Where, K = {k1 = {s1 = 2, d1 = 8, λ1 = 2Gbps}, {12, 10, 0.5Gbps}, {8, 4, 0.4Gbps},
{2, 12, 14Gbps}, {6, 1, 45Gbps}, {3, 4, 21Gbps}, {1, 8, 4Gbps}, {6, 3, 1Gbps}}. And for this exam-
ple, we have considered energy as our fitness function. But any fitness function would have
similar outcome. And lets assume the current threshold value is 0.05.

Now, in the first scenario, lets assume, four demands {8, 4, 0.4Gbps}, {2, 12, 14Gbps}, {1, 8,
4Gbps} and {6, 3, 1Gbps} are deleted and the algorithm with penalty analysis, provide one of
the best optimal solution in terms of configuration cost for the remaining four demands. Figure
6.10 shows the new optimal solution with new data plane (Π′) and control plane (Γ′) for the
updated demand set. The figure also shows the expected topology and how it will look, if the
plane filtering accept this solution. Now the configuration cost of this solution is:

Ω′ =
U ′

|EΠ′,Γ′ − EΠ0,Γ0 |
=

26

348
= 0.074712644 (6.6)

Configuration cost is calculated based on number of updates to make the change of the
topology and how much gain we are getting compare to current topology. As this value is higher
than the threshold value this new planes will be rejected by filtering and will not be applied by
the controller. The main reason behind this is, even four demands are removed, the solution new
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Figure 6.9: Current topology with data and control plane for case: 1

Figure 6.10: Rejected solution where Ω′ > Th for case: 1
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Figure 6.11: Accepted solution with Ω′′ < Th for case: 1

topology does not save enough energy. But there are quite a number of changes in the planes and
forwarding table from the current solution resulting configuration cost higher than the threshold
value. Because of that, the new solution is rejected.

Now let’s consider the second scenario. In this scenario, four different demands{2, 8, 2Gbps},
{12, 10, 0.2Gbps}, {6, 1, 45Gbps}, {3, 4, 21Gbps} are removed from the list. And same as
before, for the remaining four demands the algorithm with penalty analysis provides one of the
best optimal solution with lower configuration cost. Figure 6.11 shows the new optimal solution
with new data plane (Π′′) and control plane (Γ′′) for the updated demand set. The figure also
shows the expected topology and how it will look, if the plane filtering accept this solution. Now
the configuration cost of this solution is:

Ω′′ =
U ′′

|EΠ′′,Γ′′ − EΠ0,Γ0 |
=

31

21828
= 0.001420194 (6.7)

As we can see here the configuration cost of this new solution less then threshold value, there-
fore this solution will be selected. This new solution also has quite a few number of updation
like previous scenario, however the energy gain between the current and new solution is quite
substantial, therefore, this solution is selected.

This is one of the cases where plane filtering is applicable. One important thing to notice is
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that, here we have depicted two general scenarios of accepting and rejecting new solution. But
as we know, acceptance and rejection of new solution entirely depends on the threshold value,
And the value of threshold is always changing based on the network state. For a particular time
period, if the demand sets are frequently updating and multiple incoherence events are occurred
in quick succession, then due to AIMD algorithm, the threshold of accepting solution will be
quite low and during that time the accepted solution of the above scenario might not get ac-
cepted. Similarly, if the network does not faces incoherency for a long period of time, naturally
the threshold will go high, and the solution of the first scenario might get accepted.

Case 2: Reducing of the capacity requirement of a demand set

The next case that we have discussed here is the reducing of the capacity requirement of a de-
mand set. If the current topology serving a set of demands and at a particular time capacity
requirement of a flow or multiple flows are reduced. One thing is sure that, current topology
will be able to handle this update as there will be no change in the data plane. However, it is
possible that, because of the few flows with large capacity requirement might turning on extra
links and may be as well nodes to fulfill their requirement. Reducing of this kind of capacity
requirement might open few options of substantial amount of savings. In this case also we have
considered energy as our objective function and threshold value is 0.05. Now let us discuss two
scenarios of accepting and rejecting new plane.

Now with the same topology of previous case, let us consider the current planes are dealing
with a network with demand set of five demands where, K = {k1 = {s1 = 3, d1 = 6, λ1 =

65Gbps}, {5, 10, 40Gbps}, {2, 12, 21Gbps}, {8, 3, 37Gbps}, {6, 2, 1Gbps}}. As we can see few de-
mands have large capacity requirement. The figure 6.12 shows the current data plane (Π0),
control plane (Γ0) and forwarding table of the nodes, as well as the path used for each demand.

Now, in the first scenario, capacity requirement of demand-3 and 4 (k3 and k4) are reduced.
λ3 is reduced from 21Gbps to 1Gbps and λ4 is reduced from 37Gbps to 14Gbps. Based on this
updation algorithm provides the best solution given in figure 6.13 with new data plane (Π′) and
control plane (Γ′).
Now, whereas, in the second scenario, capacity requirement of demand-1 and 2 (k1 and k2) are
changed. λ1 is reduced from 65Gbps to 40Gbps and λ2 is reduced from 40Gbps to 20Gbps.
Figure 6.14 shows the solution topology with new data plane (Π′′) and control plane (Γ′′) for
this updated demand list generated by the algorithm. Now if we see the configuration cost for
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Figure 6.12: Current topology with data and control plane for case: 2

Figure 6.13: Rejected solution where Ω′ > Th for case: 2
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Figure 6.14: Accepted solution with Ω′′ < Th for case: 2

both scenarios,

Ω′ =
U ′

|EΠ′,Γ′ − EΠ0,Γ0 |
=

30

306
= 0.098039216 (6.8)

Ω′′ =
U ′′

|EΠ′′,Γ′′ − EΠ0,Γ0 |
=

15

10720
= 0.001399254 (6.9)

Like before, the first scenario is rejected and the second scenario is accepted. If we analyze
the scenarios, in both cases two demands have reduced its capacity requirement and quantity
wise reduction is quite similar. However, the solutions are quite different. Specially the accepted
scenario is almost identical to the current scenario, and because of that number of updation
is quite low. In fact second scenarios configuration cost is almost 70 times higher. If the first
scenario had same amount of updation as second scenario, then even with this savings, it would
have been selected. And lastly, like previous discussion, the value of threshold depends on the
current state of the network, at any different scenario acceptance and rejection of the new planes
might be completely different from this scenario.
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6.3 Conclusion

This chapter addresses system stability which is a major concern before implementing a solu-
tion. The idea developed in this chapter is very unique and to our knowledge, this is the lone
contribution considering stability for controlling green routing in core network. This chapter also
opens up few important topic that are needed to be addressed. From the overall study, one thing
is sure to be mentioned is that, an over provisioned system with every link and nodes are in
use is most of the time stable, as controller does not need to make any substantial changes into
the forwarding table. Only change might be required, when a link has reached to its maximum
capacity usage and a new path is needed to be assigned to the upcoming demands which are
using that link. In other words, solution of stability is over provisioning. And as we can see in
our two case study, we have rejected two new solutions which clearly had energy gain compare
to current solution. The algorithm chooses an over provisioned solution in order to improve
stability. So, it can be said that, any green networking algorithm increases the possibility of
a network being unstable. Therefore, it is important to integrate stability issue into the objec-
tive function in order to find a more optimal solution regarding both green efficiency and stability.

Secondly, as discussed before, due to huge size of GÉANT network, dedicated link from
controller to each node seems illogical. Therefore, hybrid network is needed to be considered.
Which begs another important concern that can expressed with the expression of, "Do not chop
a branch you’re sitting on". That means, while routing of the demand flows we need to also
take of the control message flows. Before turning off a link or nodes it should be checked that
if that node or link is used for sending a control message from controller to some node or not.
Moreover, routing of this message flows are also needed to be addressed in the forwarding table.

Lastly, in our algorithm we have used AIMD algorithm to adjust the threshold value. How-
ever, it does not take into account the frequency of change of the demand set which is the main
reason behind an incoherent system. AIMD merely adjust the value of threshold by seeing the
outcome. However, using machine learning technique if the incoming demand set can be pre-
dicted and then that value is adjusted to the threshold value then a much more stable system
can be achieved. It will lead to a full autonomic network management which is reaching the
concept of Intelligent Defined Networking (IDN) [Georges, 2019]. Currently both demand flow
requirement and when it will arrive is unknown, but if some sort of prediction can be done, then
pro-active measures can be taken for reducing consumption as well as increasing stability and
enhancing users quality of experience (QoE).
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Reducing the environmental impact of modern communication networks has been identified
as an ever-increasingly vital need, given the notable energy consumption by the ICT sector. With
growing users’ needs, networking models should evolve not only in terms of service provisioning
but in the capability to improve energy efficiency and mitigate environmental impact by reducing
CO2 emissions. Acceptable solutions to this challenge are required in order to provide the green
support to the network. Throughout this thesis, we have addressed some of the most challenging
issues regarding the design of energy-aware routing solutions by reducing the number of active
network elements and implementing the adaptive link rate in SDN. It should be highlighted
that all the contributions of this research stand as novel and original proposals which were
designed from scratch. This thesis is focused on green routing and has proposed a few methods
for reducing the environmental impact of wide-range core networks. We here briefly describe
the main outcomes of this research in order to assess the fulfillment of research objectives. In
addition, we discuss about the possible directions in which our work can be extended.
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7.1 Main outcome

In this thesis, our main focus has been reducing the environmental impact of the data transmis-
sion network of core networks. For this purpose, at first, we analyzed an existing core network,
GÉANT and its traffic behavior to point out the energy saving scope and also we have figured out
the green policies that will be most beneficial. We have proposed a non complex algorithm which
considered the network constraints and showed the vast possibility of saving energy. The solution
has considered only links as energy reducing element and only policy is considered is turning off
of unused links. This algorithm has provided enough insight for designing an algorithm in order
to maximize savings in SDN perspective. Therefore, in the following section, we have provided
a full model of a solution which has considered a centralized approach for improving the energy
efficiency of a network. We have designed data and control plane based on our two selected green
policies: shutting down of both unused nodes and links and secondly, the use of adaptive link
rate. We have used genetic algorithm as a heuristic function. For fine-tuning of the parameters
of the genetic algorithm, we have also conducted a design of experiment, an extensive set of
experiments to identify the optimal parameter values for the experiment. We have introduced
traffic coefficients based on the traffic increasing pattern and our algorithm is tested with this
large demand load to see the robustness of the algorithm.
Next, we have introduced two environmental parameters namely, carbon emission factor and
non-renewable energy usage percentage. At the same time, we have introduced a new routing
technique which is pollution aware routing based on the environmental parameters. This ap-
proach, unlike energy aware routing, does not focus on energy saving rather than it focuses on
reducing the overall CO2 emission or non-renewable energy usage. After that, we provided a
model of a sustainable system respecting all three pillars of sustainability that consider both
energy aware and pollution aware routing and offer a more holistic solution in terms of quality
in sustainability. The result shows that, depending on the objective function the savings and
environmental impact can differ a lot. At the same time, it provides an answer to the second
research question, showing the importance of introducing environmental parameters. The perfor-
mance of each parameter is also evaluated and analyzed separately in terms of quality of service
performance metrics like end to end delay and packet loss.
In the later part, we have introduced the penalty analysis and plane filtering mechanism into
the system, in order to reduce the possibility of an unstable system. We have analyzed different
issues regarding stability like coherency and convergence of the plane and provided these two
mechanisms to cope with the scenario. We also provided an extended version of the model and
how these mechanisms can be implemented. Penalty analysis and plane filtering help the system
to avoid unstable scenarios and provide the answer to our third research question. We have also
explained the case scenarios where these mechanisms will be effective in order to have a better
grasp of the concept.
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In general, solutions proposed along this manuscript hold the potential to deliver substantial
reduction of the environmental impact of the data transmission network for their deployment in
real-world networks while considering important features like realistic demand size and stability
concerns. Extensive simulation experiments demonstrate the viability and efficacy of proposed
approaches. These findings provide a new direction of sustainable networking of large backbone
networks using the SDN architecture.

7.2 Perspectives

In this work, we have proposed a novel system for sustainable networking. This work leads to
some new directions that can be explored in the near future. As well as there is room for further
improvement in our work. Here, overall perspectives are described.

7.2.1 Variability of the static part of energy model

One thing that is considered by us and also by all the state of the art works is the static part of an
energy model. The static part of an energy model contains the energy consumption of the node
(i.e.: switch or router). And as traffic load has almost no impact on the energy consumption
of the node it is always considered as a static portion of the energy model. However, there are
few things that should be considered which might change the course of modeling of the energy
equation. In a core network like GÉANT, each node represents a different country. Now, a node
comprises of power supply, cooling device, forwarding engine, switching fabric, control planes,
input/output cards, etc. Now every product produced by different companies as well as it might
have different settings and capacity. For example, while analyzing the traffic as we can see,
France and German are responsible for the largest portion of the overall traffic whereas Greece
is generating quite less amount of traffic. So, it is quite possible and safe to assume that the
devices that are used by Greece might be quite different compared to France. Moreover, there
are also issues of new vs old products. An updated energy efficient product might consume
much less energy compared to an old product. Lastly, there are also cooling techniques and the
countries’ geographical position. As we explained in chapter two, power supply and cooling are
responsible for more than 33% of the overall power consumption of a network device (node), so
a country like Sweden will spend much less in terms of cooling compare to Spain due to their
geographical position. The same theory is applicable for other core networks, for example, in
Abilene network, every node is in different states of United States of America. Therefore, it will
be unfair to assume that every node consumes the same amount of energy. A research could be
conducted based on the different factors of the network devices and can be added to the static
part of the current energy model to provide a more realistic and efficient result.
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7.2.2 Implementing the solution in LAN context

Our solution is completely focused on greening the routing of the core network. However, our
first algorithm concerning only energy can also be implemented in any local area network of
an enterprise, data-center or even in a campus network. It considers two green policies namely
shutting down of unused network devices and link rate adaptation. In [Rondeau et al., 2017]
we have explained that, by simply cabling optimization (i.e.: serialization) we can achieve a
significant amount of energy efficiency. This algorithm can be tested against the finding of our
previous work. Our work can also be compared with the current state of the art solution for the
local area network. This will at the same time test the robustness of the algorithm.

7.2.3 Applying the solution in end to end network

Our overall sustainable routing solution is entirely focused on the core network routing regardless
of the host. However, we could apply our algorithm holistically by considering the end nodes into
our equation. For example, a service provider can have several data-centers around the globe to
accommodate its user. When a user requests a service, based on different QoS parameters such
as: the load of the data-center, distance between the user and the data-center, etc. a data-center
is chosen to serve that particular demand. And while the traffic flow is running through the
network to fulfill this demand, our algorithm provides the optimal sustainable routing solution.
However, our algorithm currently does not consider which data-center to choose for improving
green networking. Therefore, an extended version of our algorithm can be implemented where
the green performance of the end nodes (i.e.: Data-centers) will be considered. Based on the
location of the data-center the overall carbon emission or non-renewable energy usage can vary
a lot. So, by considering the end nodes alongside with networking devices could improve the
sustainability of the network significantly.

7.2.4 Temporal analysis for environmental factors

In this work, we have introduced two environmental metrics, carbon emission factors and non-
renewable energy usage percentages. For pollution aware routing we use these metrics as a
multiplicative factor of the energy for finding out the best routing path. However, the values
that we have considered are static and fixed for each country. However, in reality, it is not the
case. During different time period of a day, electricity production technique can vary and so does
environmental metrics. For example, a country might use solar energy for producing electricity
on day time and coal for the night. Similarly, another country might use coal during the peak
of energy demands for compensating the missing of electricity produced by nuclear plants. This
mixing of electricity production technique can significantly impact on the environmental factors
that are needed to be considered. These values should be in real-time while making routing
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decisions in order to have better solutions. Moreover, there are few renewable energy production
techniques which are dependent on the weather. For example, solar power will produce less
energy during a cloudy day. Therefore, temporal analysis of these environmental parameters
should be integrated into the system in order to have a better environmental impact. Moreover,
alongside with real time weather information, we can also introduce weather forecast as our input
parameters. The availability of any weather dependent power source can be known beforehand
and a pro-active decision can be made based on that. This kind of temporal analysis of the
environmental factors will also have an impact on the energy policy strategy of a country which
may have a direct impact on their digital business when considering sustainability.

7.2.5 Implementation challenges of SDN platform

Our solution provides an algorithm that can be implemented any centralized controlled or SDN
enabled system. However, there are few issues regarding the implementation of the algorithm
in the real-life environment. The first thing that is needed to consider is the placement of the
controller. As we described before, due to the geographical coverage of GÉANT network we have
considered that, the controller will use the current network for communicating with the nodes.
That means all the control messages will be added to the demand list for routing. Therefore, it
is crucial to place the controller in a way so that the number of control messages can be reduced.
At the same time, the carbon emission factor and non-renewable energy usage percentage should
be considered while placing the controller as the controller also has an environmental impact.
Moreover, if a hybrid network is used for both routing traffic flows and control messages, then
while removing the links and nodes we have only considered the demand flows but the control
messages should also be considered. All these issues should be implemented on SDN enabled
platform and evaluate the change in the performance of the algorithm if any.

7.2.6 Different heuristics for solving the problem

For solving our sustainable routing problem, we have used genetic algorithm as our heuristic.
However, there are several other heuristic algorithm like genetic algorithm which might provide
different result. By including environmental parameters into our problem formalization we have
introduced a new dimension in green routing. Moreover, when stability analysis is also added, it
makes the problem even more unique. Therefore, it is important to test with other heuristic to
see if better performance can be achieved or not. There are quite a few bio-mimic optimization
algorithms that can be used. For example: particle swarm optimization (PSO), ant colony
optimization algorithm (ACO) or artificial bee colony algorithm (ABC). All these algorithms
are evolutionary algorithms that iteratively try to improve a candidate solution with regard
to a given measure of objective function. They have been used for several optimizing problems
including routing. Therefore, it could be interesting to apply some of these algorithms for solving
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our problem and compare the result with our genetic algorithm.

7.2.7 Intelligence defined network for increasing stability and QoE

In chapter six, we have introduced the penalty and filtering mechanism. But as we have discussed
there, the stability of the system largely depends on the incoming traffic flows and the frequency
of it. Even with penalty and filtering mechanisms, there are scenarios where incoherent planes
cannot be avoided. Therefore, one solution could be to predict the incoming traffic flow and
proactively make the change in the system according to that to avoid instability completely. For
this purpose, intelligent defined network (IDN) concept can be introduced where based on the
machine learning technique system will be trained by the previous traffic pattern so that it can
forecast a change in the traffic before it’s occurrence. Even though, the prediction might be wrong
in some cases, but including this traffic prediction alongside with penalty and filtering mechanism
will definitely reduce the percentage of a system being unstable by a large margin which will also
improve the quality of service. Moreover, there is another matter of concern that can also be
tried to solve using IDN, which is the green cost of the solution. While optimizing algorithm is
running to find out the best possible solution for the green routing, it is also consuming energy.
Therefore, for stopping criterion of genetic algorithm, instead of time, the green cost of the
solution can be introduced. So that, the computational green cost will not lessen the impact of
the actual solution. A machine learning technique can be introduced to predict the probability
of finding a better solution after a certain number of iteration. So, if the probability of finding
a better solution is low, then the algorithm will be stopped and the green cost of the overall
algorithm will be reduced.
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Table A.1 shows the national characteristics in terms of carbon emission factor and non-renewable
energy usage factor.
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Node No. Country CEF NRE Factor
0 Austria 0.176 0.257
1 Belgium 0.224 0.834
2 Poland 1.196 0.863
3 Czech Republic 0.938 0.85
4 German 0.672 0.71
5 Spain 0.342 0.619
6 Switzerland 0.003 0.602
7 Greece 1.921 0.726
8 Croatia 0.386 0.348
9 Hungary 0.589 0.899
10 Ireland 0.521 0.753
11 Israel 0.74 0.975
12 Italy 0.41 0.327
13 Luxembourg 0.276 0.792
14 Netherlands 0.413 0.879
15 United States 0.547 0.72
16 France 0.07 0.825
17 Portugal 0.4 0.465
18 Sweden 0.023 0.429
19 Slovenia 0.578 0.694
20 Slovakia 0.282 0.755
21 United Kingdom 0.508 0.721

Table A.1: List of nodes of the GÉANT network with carbon and non-renewable energy factors
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Figure B.1 shows the obtained results for each countries’ consumption of energy CO2 and non-
renewable energy for our scenario.
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Figure B.1: Countrywise energy, CO2 and non-renewable energy consumption values
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Résumé

Le monde actuel reposant sur une économie et des activités personnelles de plus en plus digi-
talisées a pour conséquence que la quantité d’information circulant à travers internet ne cesse
de croître d’année en année. Les architectures de communication doivent être dimensionnées en
conséquence, voire surdimensionnées pour anticiper les besoins futurs ou pour pallier des pics
de trafic ou encore des défaillances éventuelles. A cela s’ajoute des systèmes de refroidissement
pour garantir le bon fonctionnement des équipements d’interconnexion. Aussi, actuellement les
réseaux représentent 20% de la consommation d’énergie de la sphère numérique sachant que si
cette sphère était un pays, elle sera au cinquième rang des pays en terme de consommation
d’énergie. Il est donc essentiel de trouver des stratégies d’optimisation considérant à la fois cette
consommation tout en maintenant la Qualité de Services exigée par les utilisateurs de l’internet.
Cette thèse propose tout d’abord un premier un algorithme de routage permettant de réduire
l’électricité nécessaire pour alimenter le réseau en utilisant deux mécanismes : l’endormissement
des nœuds et l’adaptation des débits des lignes de transmission. Le problème étant NP difficile,
des algorithmes génétiques sont employés. Les résultats montrent l’intérêt de cette approche
sur le réseau Européen Géant-2 et cela en se reposant sur des architectures SDN (Software De-
fined Network). Cependant, une optimisation basée uniquement sur l’électricité peut être une
vue tronquée sur l’impact environnemental de l’internet. Dans la suite de cette thèse, le type
d’énergie utilisé pour produire l’électricité a été pris en compte pour analyser le routage selon
deux autres indicateurs : le taux d’énergie renouvelable et le taux d’émission carbone. Les al-
gorithmes ainsi développés sont de nouveau appliqués à Géant-2 pour illustrer l’incidence de ces
nouveaux indicateurs sur le routage. Finalement, la reconfiguration du plan de contrôle du réseau
doit se faire au rythme de l’évolution du trafic. Mais cela peut générer une instabilité du système
de communication et donc une rupture de Qualité de Service. Aussi, des mécanismes de filtrage
et de pénalité sont introduits dans les précédents algorithmes pour éliminer des changements
intempestifs de reconfiguration néfastes au maintien global de la performance du réseau.

Mots-clés: Réseau à faible empreinte environnementale, Routage durable, Plan de contrôle et
données, Métriques environnementales
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Abstract

Achieving energy efficiency has in recent times become a major concern of networking re-
search due to the ever-escalating power consumption and CO2 emissions produced by large data
networks. This problem is becoming more and more challenging because of the drastic traffic
increase in the last few years and it is expected to be increased even more in the coming years.
Using efficient energy-aware strategies that could overturn this situation by reducing the electric-
ity consumption as well as mitigating the environmental impact of data transmission networks.
However, CO2 and energy consumption cannot be considered proportionate if the means of elec-
tricity production differs. This research work focuses on reducing the environmental impact of
data transmission network by implementing energy aware routing, where unused network devices
will be put into sleep/shut down and high capacity links will be adapted according to demand
requirement. But, alongside with energy, this work has introduced two different metrics namely
carbon emission factor and non-renewable energy usage percentage, which are considered as
objective functions for designing green network. Here a centralized approach like using Software-
Defined Networking (SDN), is used for designing to solve this problem as they allow flexible
programmability suitable for this problem. Our proposal proposes a routing technique using
genetic algorithm that minimizes the number of network-elements required and at the same time
adapt the bandwidth capacity while satisfying an incoming traffic load. Different from existing
related works, we focus on optimizing not only energy consumption but also carbon emission
and non-renewable energy consumption in SDN in order to close this important gap in the litera-
ture and provide solutions compatible with operational backbone networks. Complementing the
general aim of improving the environmental impact of data transmission network, this research
is also intended to cover important related features such as realistic large demand size, network
performance, and Quality of Service (QoS) requirements. At the same time this work focuses
on network stability and analyzes the impact of network stability while implementing a green
solution. Our work proposes a penalty and filtering mechanism which helps to find an optimal
balance between stability and green networking. By using realistic input data, significant values
of switched-off links and nodes are reached which demonstrate the effectiveness of our algorithm.
The obtained result validated the importance of considering environmental factors rather than
considering only energy. Results also show the trade-off between environmental and performance
concerns, considering a couple of performance indicators. Moreover, it is shown that the penalty
and filtering mechanism is an effective approach to avoid incoherent system and improve the
stability of the system. As a whole, this conducted research and contributions reported through
this manuscript stand as a valuable solution on the road to sustainable networking.

Keywords: green networking, pollution aware routing, data and control plane, environmental
metrics
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1. Introduction 

Le monde actuel reposant sur une économie et des activités personnelles de plus en plus 

digitalisées a pour conséquence que la quantité d’information circulant à travers internet 

ne cesse de croître d’année en année. Les architectures de communication doivent être 

dimensionnées en conséquence, voire surdimensionnées pour anticiper les besoins futurs 

ou pour pallier des pics de trafic ou encore des défaillances éventuelles. Aussi, actuellement les 

réseaux représentent 20% de la consommation d’énergie de la sphère numérique sachant que si 

cette sphère était un pays, elle sera au cinquième rang des pays en terme de consommation 

d’énergie. Il est donc essentiel de trouver des stratégies d’optimisation considérant à la fois 

cette consommation tout en maintenant la Qualité de Services exigée par les utilisateurs de 

l’internet. Cette thèse propose tout d’abord un premier algorithme de routage permettant de 

réduire l’énergie nécessaire pour alimenter le réseau en utilisant deux mécanismes : 

l’endormissement des nœuds et l’adaptation des débits des lignes de transmission. Le problème 

étant NP difficile, des algorithmes génétiques sont employés. Les résultats montrent l’intérêt de 

cette approche sur le réseau Européen Géant-2 et cela en se reposant sur des architectures SDN 

(Software Defined Network). Cependant, une optimisation basée uniquement sur l’énérgie peut 

être une vue tronquée sur l’impact environnemental de l’internet. Dans la suite de cette thèse, 

la manière de produire l’électricité a été prise en compte pour analyser le routage selon deux 

autres indicateurs : le taux d’énergie renouvelable et le taux d’émission carbone. Les 

algorithmes ainsi développés sont de nouveau appliqués à Géant-2 pour illustrer l’incidence de 

ces nouveaux indicateurs sur le routage. Finalement, la reconfiguration du plan de contrôle du 

réseau doit se faire au rythme de l’évolution du trafic. Mais cela peut générer une instabilité du 

système de communication et donc une rupture de Qualité de Service. Aussi, des mécanismes 

de filtrage et de pénalité sont introduits dans les précédents algorithmes pour éliminer des 



changements intempestifs de reconfiguration néfastes au maintien global de la performance du 

réseau. 

 

2. Etat de l’art 

La communauté scientifique traitant des réseaux a déjà investigué cette problématique appelée 

« green networking ». Il existe notamment de nombreuses contributions sur l’optimisation de 

l’acheminement des messages en prenant en compte son coût/consommation énergétique ou 

encore le taux d’énergie renouvelable. Certains travaux proposent pour ce faire d’utiliser des 

techniques d’endormissement des nœuds d’interconnexion, ou des techniques d’ajustement des 

débits lien en fonction de la bande passante utilisée (ALR : Adaptive Link Rate) ou encore de 

se positionner dans un contexte SDN pour contrôler de façon centralisée les décisions amenant 

à rendre plus propre les architectures de communication.  

L’originalité de nos travaux est de proposer un algorithme définissant le plan de contrôle en 

fonction de l’énergie consommée, ou du taux d’énergie renouvelable ou encore de l’émission 

carbone inhérente à la production d’électricité. Ce dernier facteur n’est pas actuellement abordé 

dans le domaine du routage des réseaux alors qu’il doit être considéré pour limiter le niveau de 

pollution de l’air et plus globalement le réchauffement/dérèglement climatique. L’algorithme 

proposé s’exécutera de manière centralisée à l’aide de contrôleurs SDN. Une autre originalité 

de notre travail est d’étudier les problèmes de stabilité de mise à jour du plan de contrôle. 

 

3. Etude préliminaire 

En guise d’étude préliminaire, pour montrer le gain potentiel de consommation d’énergie d’un 

cœur de réseau en agissant sur le routage des messages, nous avons étudié Géant 2. Géant 2 est 

le réseau à très haut débit destiné à la recherche et à l’éducation en Europe. Nous avons analysé 

des enregistrements de trafic réel sur Géant 2 et nous avons appliqué deux algorithmes SPF 

(Shared Path First) et SPFS (Shared Path First Sorted) dont l’objectif est de choisir des chemins 

déjà utilisés pour acheminer de nouveaux messages de manière à limiter de nombre de liens à 

utiliser. Ces techniques de concentration de trafic ont permis de montrer que l’on pouvait 

désactiver jusqu’à 41% de liens et que la bande passante pour chaque lien pouvait être réduite 

à 10Gb/s alors que les configurations initiales sur Géant 2 sont de 40Gb/s 

 

4. Formalisation du problème et développement d’un algorithme pour un plan de contrôle 

peu énergivore. 



L’objectif est d’améliorer les algorithmes SPF et SPFS en introduisant comme données 

paramétriques la possibilité de mettre en sommeil des nœuds et d’ajuster le débit des liens 

(ALR) pour ainsi adapter l’énergie en fonction de l’usage, c’est-à-dire des données à 

transporter.  

La fonction à optimiser est la suivante, avec Π le plan de données et Γ le plan de contrôle : 

 

(1) 

 

 

Pour trouver la meilleure solution, l’algorithme doit parcourir l’ensemble des solutions pour 

appliquer la fonction d’optimisation (1). Le problème est NP difficile au vu du nombre de 

demandes qui doivent traverser une architecture de communication complexe. Nous avons donc 

décidé d’utiliser les Algorithmes Génétiques (AG) comme heuristique pour trouver une solution 

satisfaisante à notre problème. Le travail a consisté dans un premier temps à définir un 

chromosome permettant de coder pour chaque demande son chemin (figure 1). 

 

Figure 1. Liens (L) utilisés pour chaque demande 

Puis la seconde tâche a été de trouver les bons paramètres à utiliser pour l’AG. Un plan 

d’expérience a été conduit pour trouver le meilleur réglage de ces paramètres. La figure 2 

montre les résultats de cette étude. 

 

Figure 2. Réglage des paramètres de l’AG : Durée : 30s, Population : 20, Croisement : 20%, 

Mutation 1 : 20%, Mutation 2 : 1% 

 



L’AG a ensuite été testé sur deux scénarii de demandes sur Géant 2 avec un premier scénario 
considérant beaucoup de demandes (400) et l’autre peu de demandes (25). Le tableau 1 montre que 
l’AG permet de réduire jusqu’à 34% la consommation d’énergie par rapport à SPF et que l’efficacité de 
l’AG pour minimiser la consommation d’énergie dépend du nombre de demandes. Un réseau 
fortement utilisé ne laisse pas de possibilité d’endormissement de nœuds ou de liens.  
 

 
Tableau 1. Analyse énergie/coût/Co2 sur un an pour les deux scenarii en utilisant SPF ou GA 
 

5. Energie, Energie verte, Emission carbone : Métriques pour le green networking 

Dans la section 4, la fonction d’optimisation reposait sur la consommation d’énergie permettant aussi 
de déterminer le coût et l’émission carbone (voir tableau 1). Dans la suite de nos travaux, le but a été  
d’introduire dans la fonction objectif soit le taux d’énergie verte utilisé, soit l’émission carbone émise 
tout en gardant la structure de l’AG. La fonction d’optimisation est donc maintenant :  

 
 
(2) 
 
 

Le paramètre Φ a été ajouté à l’équation (1) pour représenter le critère à optimiser (Energie, Energie 
verte, Carbone).  
 
(2) a été testé de nouveau sur le même scénario que précédemment (avec 25 demandes). La figure 3 
montre les résultats obtenus et confirme évidemment que les solutions trouvées dépendent du critère 
sélectionné. Notamment, le critère carbone permet de réduire très significativement l’émission 
carbone et de rendre donc moins polluant le réseau. 
 

 
Figure 3. Comparaison des gains suivant les critères : Energie, Energie verte, Carbone.  
 
 

  Scenario 1 
(400 Demands) 

Scenario 2 
(25 Demands) 

Energy 
(MWh) 

Cost(Euro) Co2 
(Tonnes) 

Energy (MWh) Cost(Euro) Co2(Tonnes) 

Current 
Infrastructure 

2154 246016 594 2154 246016 594 

SPF 2006 229053 553 1324 151217 365 

GA 1987 226881 548 881 100651 243 
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6. Mécanismes pour éviter les mises à jour intempestives du plan de contrôle.  

L’AG est un processus qui doit continuellement être exécuté pour prendre en compte les 

changements de topologie du réseau et les fluctuations du trafic de façon à trouver les meilleures 

solutions courantes. Si le contrôleur SDN régénère à chaque nouvelle solution un nouveau plan 

de contrôle, il peut en résulter une instabilité dans les phases successives de reconfiguration du 

réseau. Pour éviter ce problème, il est important d’analyser le bénéfice de chaque nouvelle 

solution obtenue par rapport à la précédente pour évaluer l’intérêt de changer le plan de 

contrôle. Pour ce faire, le concept de pénalité est introduit et est associé à la fonction 

d’optimisation :  

 

 

(3) 

 

 

Dans (3), Ω représente le coût de reconfiguration et permet ainsi de savoir si la nouvelle solution 

a un réel intérêt par rapport au plan de contrôle actuel.  Ce coût (4) peut être relatif à l’énergie, 

le taux d’énergie verte ou au carbone exprimé dans ε : 

 

 

(4) 

 

 

7. Conclusions et perspectives 

 

Les travaux conduits dans cette thèse ont permis de formaliser et de développer des mécanismes 

de mise à jour du plan de contrôle d’un réseau SDN pour acheminer les demandes en tenant en 

compte à la fois des exigences de qualité de services et de durabilité. Les résultats montrent que 

notre approche amène à une réduction importante de l’impact de l’Internet sur l’environnement. 

Une optimisation relative au taux d’émission carbone, souvent négligée dans la littérature, 

montre un intérêt indéniable par rapport aux décisions prises dans le cadre des conférences 

internationales sur le climat (COP : Conferences of Parties). Finalement, notre démarche 

propose des mécanismes de seuil pour éviter des changements non contrôlés de reconfiguration 

du réseau qui pourrait aboutir à une dégradation du service.  

 

Les perspectives à ces travaux sont de trois niveaux. Le premier niveau serait d’importer des 

paramètres contextuels (externes) plus fins dans la fonction d’optimisation comme l’évolution 

dynamique de l’émission carbone et le taux d’énergie verte pour produire de l’électricité. Le 

coût de l’électricité pourrait aussi être un critère à considérer. Le deuxième niveau serait de 

tester nos algorithmes dans des environnements de communication différents comme dans les 

réseaux d’entreprises, les campus Universitaires, les réseaux urbains ou encore d’avoir une 

approche de bout en bout, c’est-à-dire en intégrant dans la fonction d’évaluation les coûts 

environnementaux des serveurs d’applications. Finalement, le troisième niveau consisterait à 

développer des algorithmes intelligents (dans une couche IDN : Intelligence Defined Network) 

en incluant des prédictions sur l’usage du réseau mais aussi sur les coûts environnementaux de 

façon à améliorer les prises de décisions lors des changements du plan de contrôle.  
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