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Introduction générale

Dans une conférence célebre donnée a I'Institut Royal de Grande Bretagne en Avril 1900, intitulée
deuz nuages du XIXeme siécle sur la théorie de la chaleur et de la lumiére, Lord Kelvin présentait
les deux grandes difficultés auxquelles étaient soumis les scientifiques de son temps : le probleme
de D'expérience de Michelson et Morley et celui du rayonnement du corps noir. Ce discours
marqua les esprits puisque ces deux petits nuages constitueraient, quelques années plus tard
le point de départ de la physique moderne. Le vingtieme siecle a connu une succession de
révolutions conceptuelles que les meilleurs esprits du dix-neuvieme ne pouvaient pas anticiper
et il nous semble pertinent de rappeler succinctement quelques événements marquants qui ont
conduit a la création du modele standard de la physique des particules.

Derriere le premier nuage : la relativité restreinte

Le probleme de la lumiere

En 1687 Newton publie Principia mathematica qui servira de fondement & la mécanique classique
ainsi qu’a sa formalisation mathématique. De plus, il y expose l'idée que la lumiere serait
constituée de petites billes ou de petits corpuscules se déplacant instantanément. Cette derniere
conception sera contredite par les expériences de diffraction de Young et de Fresnel au dix-
neuvieme siecle, mettant en évidence le comportement ondulatoire de la lumiere. Ce dernier
point de vue s’impose progressivement et la lumiere finira par étre décrite comme un phénomene
électromagnétique par les célebres équations de Maxwell.

Au dix-neuvieme siecle, tous les phénomeénes ondulatoires connus ont besoin d’un support
pour se propager. Le son, par exemple, ne peut pas se propager sans air ni les vagues sans eau.
L’enjeu est donc de trouver le support sur lequel la lumiere se propage et que ’on baptise éther
luminifére. De toute évidence la lumiere d’étoiles tres lointaines arrive jusqu’a nous. L’onde
ne s’atténue donc que tres peu et I'éther doit étre ainsi tres rigide. Cependant, cet objet ne
semble pas perturber le mouvement des astres et doit donc étre d’une viscosité tres faible. De
plus I’éther semble devoir étre présent dans tout l'univers et étre relativement homogene et
isotrope. On observe par ailleurs que les équations de Maxwell ne sont pas invariantes par les
transformations Galiléennes ce qui implique que les phénomenes électromagnétiques pourraient
ne pas étre semblables dans tous les référentiels inertiels. Le principe de relativité de la mécanique
classique, serait-il erroné 7 L’éther pourrait-il constituer un référentiel privilégié pour décrire
le mouvement des astres 7 Calculer la vitesse relative de la Terre par rapport a I’éther ne
permettrait-il pas de démontrer son existence ?

Sila Terre est en mouvement par rapport a I’éther alors en appliquant une simple composition
des vitesses on s’attendrait a ce que la célérité de la lumiere soit différente suivant la direction de
propagation choisie. Or, le déplacement de la Terre peut étre tres faible par rapport a la vitesse
de la lumiere. L’idée serait donc de comparer deux rayons lumineux, se propageant dans des
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Introduction générale

directions différentes, a ’aide d’une méthode d’interférométrie capable de mettre en évidence de
petits écarts. C’est entre 1881 et 1887 que Michelson et Morley tentent de mettre en application
cette idée dans une série d’expériences qui porte maintenant leurs noms. Tous les résultats sont
négatifs. La vitesse de la lumiere semble constante dans toutes les directions. Le mouvement de
la Terre par rapport a I’éther doit étre extrémement faible.

Face a ce résultat Ernst March est le premier a suggérer que 1’éther n’existe pas mais la
majorité des scientifiques ne soutiennent pas encore cette opinion. En 1889 Fitzgerald avance
I’hypothese de la contraction des longueurs. Cette derniére sera reprise de facon indépendante
en 1892 par Lorentz dans un article ou il actualise la formulation des futures transformées
de Lorentz et introduit la notion de temps local qui n’est encore vu que comme un artifice
mathématique. Poincaré modifie encore ces transformées et les baptise "équations de Lorentz”
ou "transformations de Lorentz” en hommage aux travaux de ce dernier. Le modeéle présenté par
Poincaré part du principe de relativité de la mécanique classique, suppose que la vitesse de la
lumiere est constante dans tous les référentiels et utilise les transformations de Lorentz pour les
changements de référentiels. En 1898, Poincaré aurait méme suggéré qu’il n’y avait pas de bonne
raison de ne pas voir le temps local identifié par Lorentz comme un temps physique. Cependant,
Poincaré conserve I'idée d’éther ainsi que de temps et d’espace absolus. Une autre interprétation
physique, considérée comme plus satisfaisante, sera présentée en 1905 par Einstein dans son
célebre article De [’électrodynamique des corps en mouvement et la formalisation mathématique
sera perfectionnée en 1907 par Minkowski. On abandonne alors définitivement 1’éther luminifere,
le temps n’est plus une grandeur absolue mais dépend de I’observateur et il est considéré au méme
titre qu’une variable d’espace. La physique s’exprime maintenant dans un espace de dimension
quatre muni de la métrique de Minkowski.

Vérifications expérimentales

La relativité restreinte a pu étre testée a de nombreuses reprises. Nous citerons ici quelques
expériences célebres.

1. (1932) L’expérience Kennedy-Thorndike : 1'expérience de Michelson et Morley a été mod-
ifiée afin de vérifier que la vitesse de la lumiere ne dépendait pas de la vitesse du dispositif
expérimental. La dilatation du temps a été ainsi vérifiée indirectement.

2. (1938 - 1941) Les expériences d’Ives—Stilwell : premiere preuve directe de la dilatation du
temps au travers d’un effet Doppler lumineux.

3. (1971) L’expérience de Hafele-Keating : une horloge atomique a été chargée dans un avion
commercial pour un tour du monde de 41 h. L’expérience fut répétée dans des conditions
analogues pour un trajet de 49 h. Apres ce périple, une différence significative a été
observée entre les temps qu’affichaient les horloges embarquées et celles qui étaient restées
au sol.

4. (1975) L’expérience de Alley : dans I’étude précédente, la trajectoire précise de I'horloge
était difficile a estimer. Pour en avoir un contréle plus précis, un avion entier a été réservé
pour un vol de 15h. Le résultat a confirmé, encore une fois, la théorie.

xii



Derriere le deuxieme nuage : la mécanique quantique

La catastrophe ultraviolette et I’effet photoélectrique : un nouveau regard sur
la lumiere

Lorsque 'on chauffe un objet, il émet un rayonnement. C’est une expérience assez commune et
que l'on peut observer avec des plaques électriques par exemple. Trop chaudes, elles deviennent
rouges. Ce phénomene ne semble pas fondamentalement dépendre de la nature de 'objet étudié.
Il est donc naturel de considérer un cas idéal : le corps noir. Par définition, un corps noir
est un objet théorique absorbant tout rayonnement incident. Plus précisément et d’apres la
loi de Kirchhoff, la proportion d’'un rayonnement incident absorbé par un objet quelconque
est égale au rapport du rayonnement émis et du rayonnement qu’aurait un corps noir a la
méme température. L’étude du rayonnement d’un corps noir permet ainsi de comprendre le
rayonnement de n’importe quel systeme.

En 1879, Stefan propose une formule empirique reliant la puissance moyenne émise par unité
de surface R(T) a la température du corps noir :

R(T) = oT*

avec o la constante de Stefan. Cette relation a été déduite des lois de la thermodynamique par
Boltzmann en 1884. Cependant, elle ne répond que partiellement a la question puisque 'on ne
connait toujours pas la puissance émise associée a une longueur d’onde A. Nous recherchons
donc la puissance spectrale émise R(A,T') telle que :

R(T) = fR(A,T)dA =0T

Cette puissance peut étre mesurée expérimentalement.

5000 K classical theory
(5000 K)

intensity (arb.)

0.6

0.4

0.2 H

0.0

T T T I ]
0 500 1000 1500 2000 2500 3000nm
wavelength (nm)

Figure 1: puissance spectrale émise 3

3image issue de https://fr.wikiversity.org/wiki/Capteur/Capteur_de_temp
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Introduction générale

Rayleigh et Jeans ont déterminé une expression de R(\,T') & partir des lois de la mécanique
classique. Comme illustré sur la figure 1, ce résultat diverge a mesure que la longueur d’onde
s’approche de zéro et I'on s’attend a une puissance dissipée infinie. C’est en 1911 qu’Ehrenfest
baptise cette contradiction : la catastrophe ultraviolette.

En 1900, Planck remarque qu’en supposant que I’émission ne puisse se faire que de fagon
discrete et non de fagon continue, il est possible d’obtenir une nouvelle expression qui décrit
parfaitement les résultats observés. L’énergie d’un quanta est :

E = nhv.

avec n un nombre entier et h la constante de Planck. Cette hypothese était révolutionnaire
pour I’époque et il semblerait que Planck la considérait lui-méme comme un artifice mathéma-
tique. Elle sera pourtant reprise en 1905 par Einstein pour interpréter le probleme de 'effet
photoélectrique.

L’effet photoélectrique consiste en une émission de photons par un matériau soumis a un
rayonnement électromagnétique. En 1887 une célebre expérience est réalisée par Hertz sur cet
effet. Des électrodes sont soumises a un rayonnement ultraviolet et un effet photoélectrique
est observé au-dessus d’une certaine fréquence mais, en dessous de cette derniere, rien ne se
passe. Ce phénomene de seuil ne peut étre compris qu’en utilisant I'idée des quantas de Planck.
Cependant, ce que suggere Einstein c’est que I'énergie n’est pas seulement quantifiée lors de
I’émission mais en tout point de I’espace. La lumiere peut ainsi étre vue comme un ensemble de
corpuscules qui seront baptisés photons en 1926 par Lewis.

Le probleme de ’atome

En 1911, Rutherford présente son modele planétaire de I’atome. Les électrons chargés négative-
ment gravitent autour d’un noyau chargé positivement a I'image des planetes autour du soleil.
Cependant, ce modele contredit I’électromagnétisme. En effet, une charge accélérée émet un
rayonnement électromagnétique et donc perd de I’énergie. L’atome doit donc étre instable avec
une durée de vie tres faible, ce qui n’est évidemment pas le cas.

Un autre probleme se pose aux physiciens. Le spectre d’émission des éléments chimiques
est discret, ce qui correspond aux célebres raies spectrales. Le cas le plus simple est celui de
I’hydrogene. Bien qu’aucune explication ne soit connue, une certaine structure est empirique-
ment constatée. Citons par exemple la série de Balmer proposée en 1885 et sa généralisation
proposée par Rydberg en 1888. On constate alors que les raies spectrales de 'hydrogene sont
liées, dans ces formules, & des nombres entiers.

En 1913, Bohr propose un nouveau modele de 'atome permettant de résoudre ces deux
problemes. Trois hypotheses sont alors nécessaires. La premiere est qu’il existe des orbites
stables pour I’électron sur lesquelles il ne rayonne pas. La seconde hypothese est qu’il ne peut
quitter une orbite pour une autre que par absorption ou émission d’un quanta d’énergie nhr. Ces
deux hypotheses expliquent tres bien les raies spectrales mais ne permettent pas de retrouver les
formules précédemment découvertes par Blamer et Rydberg. Il faut en effet choisir, parmi une
infinité d’orbites potentiellement stables, lesquelles sont physiquement recevables. C’est 'objet
de la troisiétme hypothése : le moment cinétique de I’électron est quantifié. A 'aide de ces trois
postulats, la formule de Rydberg peut étre prédite théoriquement.

Le modele de Bohr est probablement I’'un des premiers modeles théoriques utilisant 1'idée
de la quantification. Cependant un certain nombre de problémes demeurent. D’abord, ces trois
hypotheéses ne semblent pas trouver de véritable justification physique. Le modele semble juste
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correspondre a l’observation. De plus, une telle approche ne semble pas pouvoir expliquer le
comportement d’atomes plus complexes comme 1’hélium.

Dualité onde-corpuscule

Les expériences de Young et Fresnel mettent en évidence le caractere ondulatoire de la lumiere.
D’autre part, l'effet photoélectrique suggere un comportement corpusculaire de la lumiere. Le
photon semble donc avoir une double nature. De Broglie soupgonne alors que cette propriété est
commune & toutes les particules. Il propose ainsi, en 1924, une généralisation de la formule des
quantas de Planck aux particules massives qui permet de déterminer la longueur d’onde d’une
particule a partir de son impulsion p :
A= —.
p
En particulier, la nature ondulatoire de 1’électron est mise en évidence en 1927 par Davisson
et Germer dans une expérience de double fentes d’Young. C’est également a cette époque que la
mécanique quantique se formalise suite a I’établissement de 1’équation de Schrédinger en 1925
et au principe d’indétermination (aussi appelé d’incertitude) de Heisenberg en 1927.

Vérifications expérimentales
Nous donnons quelques exemples d’expériences ayant validé la mécanique quantique.

1. L’effet Ehrenberg-Siday-Aharonov-Bohm est un phénomene prédit par la mécanique quan-
tique : une particule chargée est affectée par un potentiel électromagnétique dans une
région de l’espace ou le champ est nul, ce qui est impossible a expliquer en mécanique
classique. Cet effet a été prédit par Ehrenberg et Siday en 1949 puis par Aharonov et
Bohm en 1959. Il a été observé par de nombreuses expériences réalisées par Chambers
en 1960, par Mollenstedt et Bayh en 1962 ou encore par Tonomura et al. en 1982. Le
potentiel était jusque la vu comme un artifice mathématique.

2. (1972) Les expériences de Freedman et Clauser : premieres preuves que les inégalités de
Bell sont transgresser comme le prédit la mécanique quantique. Ces inégalités étaient les
conséquences d’une théorie déterministe locale a variables cachées, qui aurait pu expliquer
les états intriqués avec une approche classique.

3. (1981-1982) Les expériences d’Aspect affinent les résultats de 1972. Les inégalités de Bell
semblent systématiquement transgresser. La théorie des variables cachées est rejetée.

Une unification des théories quantiques et relativistes : la théorie
des champs
Les tentatives de rassembler la mécanique quantique et la relativité restreinte dans un méme

cadre formel apparaissent trés tot. En 1926 Klein et Gordon proposent une équation inspirée
par celle de Schrodinger. Puisque 1’énergie libre d’une particule classique :

_ P
2m
se quantifie ainsi :
0 —h2V?
th— =
6t 2m
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alors il est naturel de quantifier I’énergie relativiste :

E? = p? + m2é?

de la méme fagon :

2
(mj) = (—ihV)? + m2ch.
t

Ici, h est la constante de Planck réduite :

h=—.
2T

En définissant : )
O=— (ih(?) + (—ihV)?,
2
nous obtenons 1’équation de Klein-Gordon pour une fonction d’onde libre 1 :
O+ m?) = 0.

Malheureusement, cette équation souleve de nombreuses questions. D’abord, il est possible de
démontrer qu’il existe des états ayant une énergie négative. Retirer ces solutions reviendrait a
se restreindre a un sous-ensemble non dense de ’espace de Hilbert. Il n’est donc pas possible
de les ignorer. Les particules devraient ainsi passer indéfiniment a des états d’énergie toujours
plus basse en émettant des photons, ce qui est contraire a ce que nous observons. Par ailleurs,
I’équation de Klein-Gordon est une équation d’ordre deux en temps alors que la densité de prob-
abilité relativiste n’est que d’ordre un. Ainsi peut-elle prendre des valeurs négatives ce qui est
absurde. En 1928, Dirac propose une nouvelle approche permettant d’éviter ces contradictions.
L’objectif est d’avoir une dérivée d’ordre un dans ’équation de Klein-Gordon. L’idée est donc
d’en prendre la racine carrée. Notons qu’a partir de maintenant nous nous placerons dans le
systeme d’unités naturelles ou :

c=h=1.
Soient « et 5 deux constantes telles que :
0
za—f = (—iaV +mp)y

et

2
(;f;f) (—iaV + mpB)(~iaV + mp)y

= ((—ion)2 —im(Ba + aB)V + m252) (0
= (—iV)? +m>

Ces conditions sont impossibles a vérifier & moins de considérer « et § comme des matrices.
Introduisons alors les matrices v* pour p = 0,1, 2,3. Nous utiliserons la notation d’Einstein :

V-V =79"V;
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En prenant le carré de ’expression suivante :

(0 + V'V —m)p = 0
nous obtenons
P =1
vy = —di; pourij=123
Y0 4+ 4% = 0 pouri=1,2,3.

Le choix le plus simple de matrice est :

On en déduit ’équation de Dirac :

z%‘f = (=7"7'Vi + my")y.

Désormais la densité de probabilité de la particule est positive. Néanmoins, 1’énergie du sys-
teme physique peut toujours étre négative. Pour résoudre ce dernier probleme, Dirac remarque
que les solutions de son équation ne peuvent étre que des fermions, c’est-a-dire des particules
ne pouvant pas cohabiter dans le méme état quantique (c’est le principe d’exclusion de Pauli).
Dirac imagine alors un vide constitué d’une infinité de particules, occupant tous les niveaux
d’énergies négatives et empéchant donc la matiere de s’effondrer.

Si le vide est plein de particules, nous pourrions imaginer qu’il serait possible d’exciter un
de ces états pour 'amener a un état d’énergie positive. Autrement dit, de créer une particule.
Le vide possederait ainsi un trou qui aurait la méme masse que la particule créée mais avec des
nombres quantiques internes différents. La rencontre d’un trou et d’une particule conduirait a la
destruction de ces deux entités. C’est la découverte théorique des antiparticules (1931). Cette
prédiction sera confirmée expérimentalement en 1932 par Anderson.

Cette interprétation, communément appelée Mer de Dirac, n’est toutefois pas tres satis-
faisante. Notons, par exemple, qu’il est impossible de la généraliser dans le cas bosonique,
c’est-a-dire, lorsque les particules ne vérifient pas le principe d’exclusion de Pauli et peuvent
alors occuper simultanément n’importe quel état quantique. Cependant, on constate qu’il est
tres difficile d’établir une théorie relativiste et quantique pour une seule particule. Le point de
vue le plus pertinent serait donc de voir les équations au sens des champs.

Les bases de la théorie des champs posées par Dirac, en particulier par son travail de 1927 sur
une théorie de I'électrodynamique quantique, seront affinées par Jordan qui introduira la notion
d’opérateur de création et d’annihilation. En 1929, une premiere théorie des champs est pro-
posée pour I’électromagnétisme. Parmi les scientifiques qui y ont contribué, citons entre autre,
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Heisenberg, Pauli et Born. Cependant, de nombreux problemes doivent encore étre résolus. En
particulier, des termes divergents apparaissent dans les calculs et il faut attendre 1949 pour
qu’une piste de traitement systématique de ces singularités soit avancée. Citons, entre autre, les
contributions de Dyson, Schwinger, Tomonaga et de Feynman. Le succes de 1’électrodynamique
quantique (QED) incite les scientifiques & introduire un cadre rassemblant les différentes in-
teractions fondamentales de la physique. A ce jour, le modele standard de la physique des
particules rassemble trois de ces quatres interactions : 1’électromagnétisme, l'interaction faible
et l'interaction forte.

Motivation physique et plan de la these

Les particules du modele Standard

Les particules du modele standard sont divisées en deux grandes familles : les fermions et les
bosons. Les fermions sont décrits par une fonction d’onde antisymétrique et obéissent au principe
d’exclusion de Pauli. Il existe deux grandes familles de fermions élémentaires. D’abord il y a
les leptons dont 1’électron est le représentant le plus emblématique. Il est possible d’observer
d’autres entités semblables a I’électron mais avec des masses plus importantes : le muon et le
tau. Enfin, il existe un neutrino associé a chacune des particules précédemment citées. Les
quarks constituent I'autre grande famille de fermions. Ce sont les constituants fondamentaux
de structures composites, comme les protons et les neutrons, et I’on peut en dénombrer trois
paires, a I'instar des leptons. D’abord la paire up et down, puis charm et strange et enfin top et
bottom.
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Figure 2: Les particules du modele standard. *
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Ces particules peuvent interagir en s’échangeant des quantas d’interaction qui sont des
bosons. Contrairement aux fermions, ces derniers sont modélisés par des fonctions d’onde
symétriques et peuvent occuper un méme état quantique. Par exemple, le boson de I'interaction
électromagnétique est le photon, ceux de l'interaction faible sont W+, W~ et Z° et il existe
finalement huit bosons pour 'interaction forte que ’on nomme gluons. Nous ne développerons
pas plus la présentation du modele standard et nous nous contenterons de cette description som-
maire des objets qui seront manipulés dans la these. Nous renvoyons par exemple a [72] pour
plus de détails.

L’existence de telles entités est mise en évidence lors d’expériences effectuées dans des ac-
célérateurs de particules. Le principe est d’amener des états physiques (comme des protons pour
le LHC) & une vitesse tres proche de celle de la lumiere avant de les envoyer sur une cible telle
que d’autres particules accélérées. Lors d’une collision, des états sont susceptibles de se diffuser
pour atteindre le détecteur. Il est alors assez naturel d’introduire un opérateur permettant de
retrouver 1’état de sortie a partir de I'état d’entrée avant ’expérience. Un tel opérateur est
appelé matrice de diffusion. Par ailleurs, il est tout aussi naturel de vouloir étudier le comporte-
ment en temps long de tels états puisque, s’éloignant du point de collision et donc d’interactions
possibles, on pourrait s’attendre a ce qu’ils soient asymptotiquement libres. Enfin, la matrice de
diffusion intervient dans les calculs de sections efficaces qui sont des objets clés dans les mesures
expérimentales. Dans cette these, nous nous proposons d’explorer la théorie de la diffusion pour
quelques modeles simplifiés issus du modele standard.

Plan de la these

Chapitre I Dans le premier chapitre nous introduisons le formalisme mathématique utilisé
tout au long de ce travail. Nous commengons par quelques rappels sur le cas quantique avant
d’introduire les outils fondamentaux nécessaires a 1’étude des champs : espace de Fock, opérateur
de seconde quantification, opérateurs de création et d’annihilation, des estimations classiques
ainsi que la notion de diffusion et de complétude asymptotique. Nous terminons par un résumé
tres succinct de la littérature concernant le probleme de diffusion. Ce premier état de I'art sera
régulierement complété tout au long des autres chapitres.

Chapitre IT Le deuxiéme chapitre a été publié dans [2] et nous en présentons ici une version
plus détaillée. Le résultat principal de ce chapitre est la preuve de la complétude asymptotique
pour un modele de désintégration des bosons de l'interaction faible W= en leptons. Les neutri-
nos seront considérés comme des particules massives. Notre preuve repose sur 1’établissement
d’estimations de propagation ainsi que sur deux théories de Mourre. Le spectre de I’hamiltonien
ne contient qu’une seule valeur propre, E, qui est la borne inférieure du spectre ainsi qu’une
branche absolument continue qui s’étend apres un trou spectral entre E et E + m ou m est la
masse de la plus légere des particules.

Chapitre III Dans ce chapitre, publié dans [2], nous reprenons le probléeme du chapitre II
pour 'adapter dans le cas plus compliqué ou ’on suppose que les neutrinos n’ont pas de masse.
Le modele est simplifié afin de faire apparaitre une quantité liée au nombre de particules qui sera
conservée. Une des principales nouveautés de ce travail réside dans I’établissement d’estimations
de propagation adaptées au cas non-massif. Ces derniéres jouent un roéle fondamental dans notre
preuve de la complétude asymptotique qui constitue I'un des résultats majeurs de cette these.
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Chapitre IV Dans le chapitre quatre, qui est une version détaillée de [3], nous nous proposons
de démontrer que nous pouvons définir un hamiltonien pour un nombre fini mais quelconque
de fermions. L’idée principale est d’effectuer une interpolation entre deux N-estimations. Nous
démontrons par ailleurs I'existence d’un état fondamental en suivant les méthodes développées
par [56].

Chaptire V Le dernier chapitre présente un travail en cours ou nous considérons un mod-

ele jouet invariant par translation. Son spectre est étudié a l'aide d’une théorie de Mourre
faiblement conjuguée.
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Introduction

In April 1900, Lord Kelvin gave a famous talk in front of the Royal Institute of Great Britain
entitled Nineteenth-Century Clouds over the Dynamical Theory of Heat and Light. He presented
two major difficulties faced by scientists at that time: the Michelson and Morley experiment
and the black body radiation. However, these two tiny clouds were the birth of modern physics.
Major conceptual breakthroughs, which were impossible to anticipate, have been done in the
twentieth century and it might be of great interest to sum up quickly some of the key events
which have led to the standard model of particle physics.

Behind the first cloud : Special Relativity

The question of light

In 1687, Principia mathematica is published by Newton. Together with the foundation of clas-
sical mechanics, works about light are exposed. It was seen as small particles with an infinite
propagation speed. This thesis is contradicted in the ninetieth century by Young and Fresnel
experiment. Light seems actually to behave like a wave. This point of view becomes more
and more popular and the famous Maxwell’s equations give an accurate description of light and
electromagnetic phenomena.

At that time, it is believed that waves need a support to propagate, like the sound in the
air or the waves in water. It is then natural to introduce the support of light waves called
Luminiferous aether. First, the light of distant stars reach the earth, which implies that the
aether has to be rigid. Moreover, Newton’s theory gives a satisfying description of the motion
of planets which means that the aether does not impact massive objects. It seems to be present
everywhere in the universe with homogeneous and isotropic properties. Together with the fact
that Maxwell’s equations are not invariant upon Galilean transformation, some natural questions
arise. Is the relativity principle from classical mechanics wrong? Can the aether be seen as an
universal reference frame? Can we prove its existence by measuring the speed of Earth in this
referential?

If Earth moves through the aether then, applying the classical velocity composition laws,
the speed of light should depend on the direction of propagation. However, the speed of the
planet may be small compared to the one of light. To overcome this issue, the idea is to compare
different light beams through interference in order to highlight velocity differences. Between
1881 and 1887, Michelson and Morley applied this concept in famous experiments which are
now named after them, but they failed to show any significant differences. The Earth might
have a really small motion with respect to the aether, which is an unexpected result.

To overcome this difficulty, Ernst March proposes to remove the aether from the theory. How-
ever this approach is not very popular. In 1889, the hypothesis of length contraction is proposed
by Fitzgerald. Independently, Lorentz proposed the same idea in an article where transforma-
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tions, which will be named after him, model this concept and where the notion of proper time
is introduced. This last concept is, however, seen as a mathematical artefact. Poincaré im-
proves the formulation of these transformations and calls them ”Lorentz transformations”. His
model starts form the relativity principle of classical mechanics, the fact that the speed of light
is constant in any reference frame and uses Lorentz transformations to obtain correct velocity
composition laws. It is sometimes said that he even questioned the fact that the proper time
cannot be seen as a physical time. Nonetheless, the idea of aether is conserved together with the
idea of absolute space and time. Another interpretation, which is considered as more satisfying,
is presented in 1905 by Einstein in one of the most famous articles in the history : On the
electrodynamics of moving bodies. Finally, the mathematical framework of special relativity will
be improved by Minkowski in 1907. The aether is removed from the theory, time is no longer
seen as an absolute concept but rather as quantity depending on the frame. Physical equations
have to be studied in a four degrees space with Minkowski metric.

Experimental texts

Special relativity has been tested in many experiments. We present some of them:

1. (1932) Kennedy-Thorndike experiment: the Michelson and Morley experiment has been
modified to test that the speed of light does not depend on the velocity of the interferom-
eter. It is an indirect proof of time dilation.

2. (1938 - 1941) Ives—Stilwell experiments: time dilation is observed through a Doppler effect
on light beams.

3. (1971) Hafele-Keating experiment: a commercial plane is equipped with an atomic clock
to travel around the world in 41 h. The experiment has been repeated on another trip of
49 h. Significant delays have been observed on clocks on the planes with respect to clocks
which were sitting on the ground.

4. (1975) Alley expirement: In the Hafele-Keating experiment, the trajectories of the clocks
were not easy to estimate. To increase the precision of the test, an entire plane was reserved
for a 15 hours experiment. The results was in agreement with the theory.

Behind the second cloud : Quantum Mechanics

The ultraviolet catastrophe and the photoelectric effect : a new point of view
about light

When the temperature of a body increases, it starts to emit some radiation. This phenomenon
can be observed in every day life. For example, a hotplate may become red if it is too hot. This
behaviour does not seem directly related to the type of matter which constitutes the object. It
is then natural to consider an ideal situation called the black body. As a definition, a black body
is a theoretical model which is supposed to absorb any incident radiation. Moreover, according
to the Kirchhoff’s law, the proportion of the incident radiation which is absorbed is equal to its
emission divided by the theoretical emission it would have if it were a black body. Therefore,
understanding the properties of black bodies allowed us to understand the behaviour of any type
of physical objects.
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In 1879, Stefan relates the average power emitted per surface unit R(7T") with the black body
temperature through the following empirical equation:

R(T) = oT*

with o the Stefan constant. In 1884 Boltzmann derives this relation from thermodynamic
principals. However, the answer is not yet complete because it is not possible to compute
the power emitted at a specific wavelength A. We would like to describe the spectral power
R(M,T), which can be experimentally measured, verifying:

R(T) = JR()\,T)dA = oT*

5000 K classical theory
(5000 K)

intensity (arb.)

0.6

0.4

0.2 H

0.0

T T T T |
0 500 1000 1500 2000 2500 3000nm
wavelength (nm)

Figure 3: Emitted spectral power °

Rayleigh and Jeans derived an expression R(\, T) from classical mechanics but, as illustrated
in Figure 3, the formula were not in agreement with the experiments. The lower the wavelength
is, the higher the emitted power is. Ehrenfest called this paradox the ultraviolet catastrophe in
1911.

In 1900, Planck shows that assuming that the emission is quantised, it is possible to derive
an accurate theoretical description of the black body radiation. The quantised behaviour is for
example illustrated in the following famous formula:

E = nhv.

FE is the energy of a quanta, n is a natural number and h is the so called Planck constant.
This hypothesis was a revolution at that time and it seems that Planck himself saw it as a
mathematical trick rather than a physical postulate. In 1905, Einstein uses this hypothesis to
explain the photoelectric effect.

The photoelectric effect may be presented as an emission of electrons by some material
excited by an electromagnetic wave. In a famous experiment realised by Hertz in 1887, two

®Figure from https://fr.wikiversity.org/wiki/Capteur /Capteur_de_temp
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electrodes are exposed to an ultraviolet radiation and a photoelectric effect is observed over a
certain frequency. The threshold cannot be explained classically but using the idea of quanta
introduced by Planck. However, Einstein suggests that the energy is quantised everywhere and
not only at emission. Light might then be seen as a particle, which will be called photon in 1926
by Lewis.

The problem of the atom

In 1911, Rutherford establishes his model of the atom, built like a solar system. The electrons
with negative charge turn around the nuclei which have a positive charge. However, this point
of view is not consistent with electromagnetism because an accelerated charge is supposed to
emit radiation. Therefore it would be expected that the electron would loose energy and that
the atom would be unstable.

Another important issue is to understand the emission spectrum of chemical elements which
are discrete. Focusing on the simplest element, the hydrogen atom, empirical relations between
spectral lines are established, for example by Balmer in 1885 and its generalisation by Rydberg
in 1888. Their structure seems to depend strongly on natural numbers.

Bohr proposes a solution to these two problems in 1913 with his famous model. Three
hypotheses are needed. First, stable trajectories, where the electron do not have to emit electro-
magnetic waves, exist. Next, an electron can move from one orbit to another only by emission
or absorption of a energy quanta nhr. These two first hypotheses explain why spectral lines are
observed but cannot predict them. The correct orbits, among infinite possibilities, have to be
chosen. This is the purpose of the third hypothesis: the angular momentum of the electron is
quantised. Finally, the Rydberg formula can be predicted theoretically by this model which is
probably one of the first ones to use the idea of quantisation.

Unfortunately, a lot of problems remain. Is there any physical motivation to the the previous
three hypotheses? Is this model only a phenomenological one built to match with experiment?
Why is it so hard to generalised this approach to more complicated structures like the Helium
atom?

Wave-particle duality

On the one hand, Young and Fresnel experiments suggest that light is a wave. On the other
hand, the photoelectric effect shows that light might be seen as a beam of particles. Therefore,
the photon seems to have a double nature and De Broglie imagines that this behaviour has to be
a general property of particles. In 1924, he proposes a generalisation of Planck quanta formula
to compute the wavelength A of a massive particle from its momentum p:

A= —.
p
The wave behaviour of the electron is, in particular, experimentally discovered in 1927 by Davis-
son and Germer in a famous double-slit experiment. Moreover, quantum mechanics starts to
find a better description and formalism with the Schrodinger equation (1925) and the Heisenberg
uncertainty principle (1927).
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Experimental texts

We give some experiments which have confirmed Quantum Mechanics.

1. The Ehrenberg-Siday-Aharonov-Bohm effect is a phenomenon predicted by quantum me-
chanics: a charged particle is perturbed by a electromagnetic potential in a region of space
with null field, which contradicts classical mechanics. Predicted by Ehrenberg and Siday
in 1949 and next by Aharonoy and Bohm in 1959, the effect has been tested many times:
by Chambers in 1960, Mollenstedt and Bayh in 1962 or by Tonomura et al. in 1962.
These experiments are of great interest as they show that the potential has some physical
meaning and cannot be reduced to a mathematical trick.

2. (1972) Freedman and Clauser experiments: first evidence of Bell’s inequalities violation.
These inequalities are consequences of the hypothesis of hidden variables which could have
explained classically entangled states.

3. (1981-1982) The Aspect experiments refine the results of 1972. Bell’s inequalities seem to
be violated in any situation. The hypothesis of hidden variables is refuted.

An unification of Special Relativity and Quantum Mechanics:
Quantum Field Theory

In 1926 Klein and Gordon propose a first attempt to build a relativistic quantum model based
on Schrodinger equation. Since the classical free energy of a particle described by:

=
2m
is quantised in the following way:
L0 —h*V?
th— =
6t 2m

it seems then natural to quantised the relativistic free energy
E? = 22 + m2é?
in the same way: )
(mi) = (—ihV)% + m2ch.

h stands for the reduced Palnck’s constant:

h=—.
2

Defining:
A P
O=—|ih= ) + (—ihV)?,
O
Klien-Gordon equation is obtained for a free wave function :

O+ m?)y = 0.
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Unfortunately, many problems arise while studying this equation. First, states with negative
energy are predicted and it is not possible to remove them directly as it would restrain the
physical domain on a non-dense subset of the Hilbert space. Particles should move indefinitely
to lower and lower energy states emitting photons which is not what is observed. Moreover, the
Klein-Gordon equation is of order two in time whereas the probability density is of order one and
consequently may take negative values. In 1928, Dirac proposes a solution to these difficulties.
The first goal is to obtain an equation of first degree in time. The idea is then to consider the
square root of Klein-Gordon equation. From now on, natural units will be used:

c=h=1.
Let o and 8 be two constants such that:
0
za—qf = (—iaV +mp)y

and

(—iaV + mp)(—iaV + mB)y

(%)
ot
= ((—iaV)2 —im(Ba + aB)V + mQﬁQ) (0

= (=iV)? +m>

It is not possible to fulfil these conditions except if o et 3 are assumed to be matrices. Let us
introduce the following matrices: v* for u = 0,1, 2,3. The Einstein notation will be used:

vV =9V

The square root of Klein-Gordon equation is:

(i°0; + iV, —m)yp = 0

Therefore:
A040 = 1
vyl = =4, forij=1,23
Y0 +4%F = 0 fori=1,2,3.

The simplest choice seems to be:

o (10
7_(0 1
i 0 o
7= —0; 0

where o; stand for the so-called Pauli’s matrices:

(01 (0 — (1 0
1= 10) 2?7 i o) %" o —1)
Dirac’s equation becomes:

0 0.
Zaif = (—=iy"'Vi + my°)y.
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The probability density is now positive. Nevertheless, negative energy states are still possible.
Dirac suggests then that the vacuum is full of particles. Indeed, his equation models fermions,
which means that they cannot be in the same quantum state according to Pauli exclusion
principle. Consequently, all the negative energy levels are full and matter cannot collapse any
more.

If the vacuum contains particles, it should be possible to excite one of these states to bring
it to a positive energy level or, in other words, to create a particle together with a hole in the
vacuum. The hole would have the same mass but opposite intern quantum numbers. Moreover,
a collision with a particle would lead to the destruction of both structures together with an
emission of photons. This is the theoretical discovery of antiparticles (1931) which will be
experimentally confirmed in 1932 by Anderson.

This interpretation, called Dirac’s sea, is however not entirely satisfactory. For example, it is
hard to generalise this theory for bosons which can occupy the same quantum state. Nonetheless,
an important idea have been formulated: it seems impossible to build a relativistic quantum
theory for one isolated particle. The best point view is to understand Dirac’s equation in terms
of fields.

The basis of Quantum Field Theory proposed by Dirac, in particular in his work about quan-
tum electrodynamics in 1927, will be completed by Jordan who will introduce, for example, the
notion of creation and annihilation operator. A first quantum field theory for electromagnetism
is proposed in 1929. Many scientists have been involved in this process such as Heisenberg, Pauli
and Born. However, many difficulties have to be overcome such as divergences which appear
during computations. A standard procedure to treat them will be proposed in 1949 thanks to
the works of Dyson, Schwinger, Tomonaga and Feynman. The accuracy of quantum electrody-
namics (QED) encourages scientists to gather all the fundamental interactions in a single formal
framework. Today, the standard model of particle physics models the electromagnetic, the weak
and the strong interactions.

Physical Motivation and Thesis content

A brief overview of the Standard Model

There are two families of particle in the standard model: fermions and bosons. Fermions are
described by antisymmetric wave functions and fulfil the Pauli exclusion principle. Among them,
leptons and quarks can be found. The most famous leptons is the electron and it is possible to
observe particles with the same characteristics but heavier: the muon and the tau. Finally, there
exists a neutrino associated to each of them. On the other hand, quarks are the main constituents
of complex structures, such as protons and neutrons, and can be dived, like fermions, in three
pairs: up and down, charm and strange, top and bottom.

All of these particles can interact exchanging bosons which are modelled by symmetric wave
functions and may occupy the same quantum state. For example, the boson of electromagnetism
is the photon. There are three weak bosons: W+, W~ and Z° and finally, there exist eight
bosons for the strong interaction called gluons. We will not propose a complete description of
the standard model and we refer to [72] for more details.

Existence of such entities are experimentally proved in accelerators of particles. The idea is
to accelerate a state (such as protons at the LHC) until it reaches the speed of light and then to
send it on a target, like other particles going the other way around. After collision, some particles

Figure from http://davidgalbraith.org/portfolio/ux-standard-model-of-the-standard-model /
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Figure 4: The particles of the Standard Model ©

may scattered to reach the detector and it is natural to introduce a mathematical tool which
build the out-coming states knowing the in-coming one. Such an operator is called scattering
matrix. Moreover, it is tempted to study the asymptotic behaviour as time goes to infinity of
such states since they are supposed to behave as free particles while escaping from the collision
and then the interaction. Finally, the scattering matrix is a key element to compute scattering
cross sections which are involved in measurements. In this work we will study scattering theories
for simplified mathematical model from the standard model.

Thesis content

Chapter I In the first chapter the mathematical formalism used along this work will be pre-
sented. Starting from quantum mechanics remainders, fundamental tools for quantum fields will
be introduced: Fock spaces, second quantisation operator, creation and annihilation operator,
some classical estimates together with the notion of scattering and asymptotic completeness.
Finally, a short overview of the literature will be done which will be completed in the other
chapters.

Chapter II The second chapter has been published in [2] and we present a detailed version of
our work. The main result of this chapter is the proof of asymptotic completeness for a model
of the weak decay of the W= bosons into the full family of leptons is done. Neutrinos will be
assumed to be massive. The proof rely on propagation estimates together with two versions
of Mourre estimate. The spectrum of the Hamiltonian has only one eigenvalue F which is the
infimum of the spectrum together with an absolutely continuous branch after a spectral gap
between E and E + m where m is the mass of the lightest particle.

xXxviil



Chapter III In this chapter, published in [2], the problem presented in chapter II is adapted
to the more difficult massless neutrinos case. The model is simplified in order to introduce a
conserved quantity related to the number of particles. An important result is the establishment
of propagation estimates adapted to the massless case. They constitute a key tool in our proof
of asymptotic completeness which is one of our main contribution.

Chapitre IV This chapter corresponds to [3] where we prove that and Hamiltonian with an
abitrarly finitely large number of fermions can be definied. The main idea is to use an inter-
polation argument on two N-estimates. The existence of a ground state is shown following a
strategy presented in [56].

Chaptire V This last chapter gathers works in progress about a translation invariant toy
model. Its spectrum is studied thanks to a weakly conjugate Mourre theory.
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Chapter 1

Quantum field formalism

1.1 Quantum Mechanics framework

Quantum field theory inherited a lot from quantum mechanics. This section is then devoted
to some basic reminders about quantum framework and it may be skipped by the discerning
reader. We fix some notations while recalling the definition of Hilbert spaces and of self-adjoint
operators. We moreover present the different types of spectrum that can be associated to a
self-adjoint operator together with their physical interpretations. Finally, a simple introduction
to scattering theory is presented. For more details, we refer to [7, 81, 82, 83].

1.1.1 Self-adjoint and symmetric operators

The physical states are described as elements of a separable Hilbert space 57 which is defined
as follow:

Definition 1.1.1 (Separable Hilbert space). A separable Hilbert space € is a real or complex
vector space such that the following three properties are true.

1. It is equipped with a scalar product (.|.) and the following norm can then be defined:

IFl = (FLF) 2.

2. It is complete under the norm |.|.

3. It is separable, which means that ¢ has a countable orthonormal basis.

Only separable Hilbert spaces will be considered and they will be referred simply as Hilbert
spaces.

Example 1.1.2. Let X be the Lebesque measure. Let £?(R™) be the set of measurable functions
f from R™ to C such that

| @R

18 finite and equipped with the following scalar product:
Vg€ 2R (flo) = | Fata)na).

Defining L>(R™) as the quotient of Z*(R™) with the set of functions with zero norm, one obtains
a Hilbert space. Note that A\(dx) will be often noted dz.

1



Chapter 1. Quantum field formalism

h = L?(R3) is often used as the one particle Hilbert space. More precisely, describing a
physical particle by a wave function ¥ € h = L?(R?) means that the probability of finding the

particle in a region . < R3 of space is equal to f | () 2d32 .

The physical observables are modeled by self-adjoint operators. Therefore, some basic re-
minders about linear maps are listed here.

Definition 1.1.3. 1. (linear maps) A map from F to F is said to be linear if:

Vf,ge #,ae C,Alaf +g) = aAf + Ag.

2. (Bounded operators) A bounded operator is a linear operator from H to A such that:
IM eR",Vf e A, |Af] < M| f].
The set of all bounded operators is denoted by B(H).
For a bounded operator A, we can define its norm by:
|Al = inf{MVfe A, |Af] < M]|f]}
|Af

inf ——.
120 | f]

For each operator A € () there exists A* € B(H), called the adjoint operator, such
that:
Vf,ge A (A flg) = (f|Ag) .

Definition 1.1.4. An operator A € B(H) is said to be self-adjoint if A* = A.

Different notions of convergence can be defined both for vectors and operators. We recall
them here to fix notation.

Definition 1.1.5. Let {f,} be a sequence of vectors in F, f a vector in F, {A,} a sequence
of bounded operators and A € B(H).

1. We say that {f,} converges strongly to f and we note s — nlgrgo fo=Fifllfn—fl =0
2. {fn} is said to converge weakly to f, noted w — nlglgo fn=f1if
Vg e A, (glfn) = (9lf)-
3. {A,} is said to converge in norm to A, noted nlgréo A, =A, if
|An, — A = 0.
4. We say that {A,} converges strongly to A, noted s — nh_l}go A, =Aif
Vi (A= A)f] = 0.
5. {An} is said to converge weakly to A, noted w — nh_r)rc}o A, =Aif

Vh,g € A, {g|lAnh) — (g|Ah).



1.1. Quantum Mechanics framework

Unfortunately, physical observables can rarely be described by bounded operators and it is
required to use unbounded ones.

Definition 1.1.6 (Unbounded operators). Let Z(A) be a linear subspace of 7. A is an (un-
bounded) operator on J if:

Vf,ge 2(A),a e C, Alaf + g) = aAf + Ag.
Let A and B be two unbounded operators. The following notations will be used:
1. A = B stands for Z(A) = Z(B) and Vf e 2(A), Af = Bf,
2. AC B stands for Z(A) € 2(B) and Vfe 2(A),Af = Bf.
Example 1.1.7 (Position operator). We define the operator Q on L*(R) as:

(Qf)(x) = zf ().

This operator is clearly unbounded and its domain is:

Q) - {f Rl (4P < oo} .

Example 1.1.8 (Momentum operator). We define the operator P in the sense of distribution
on L*(R) as:
daf
P = —j—
(PI)) = —i5- (@),

with domain:

7(P) = {f R [0+ RIFWP < oo} ,

where f is the Fourier transform of f.

Definition 1.1.9 (adjoint). Let (A, Z(A)) be an unbounded operator with dense domain. The
adjoint A* of A is defined in the following way:

1. for all f € A, f belongs to the domain P(A*) of A* if there exists f* € A such that:
Vge Z(A),{f*|g) = (f|Ag)

2. the mapping A* is then defined as A*f = f*.

Definition 1.1.10 (Self-adjoint operators). An operator A is said to be self-adjoint if A = A*
meaning that 2(A*) = 2(A) and for any f € P(A), A*f = Af.

Example 1.1.11. The position operator Q and the momentum operator P on L*(R) are self-
adjoint.

The equality requirement of the domains is important. If for all f and g in the domain of A
the following equality holds:

(Aflg) = (flAg) .

then we only have that Z(A) ¢ Z(A*) and the operator is said to be symmetric.

Many difficulties arise when manipulating unbounded operators. For example, if {f,} is
a sequence in the domain of an operator A converging to f, the sequence {Af,} might not
converge to Af. Actually, f might not even be in the domain of A. This motivates the following
definitions of closability, closure and of closed operator.
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Definition 1.1.12. Let (A, Z(A)) be an unbounded operator.
1. Closable: A is said to be closable if the following properties

(a) VneN, f, € Z(A),

) 5= Jim, 5. =,

(c) {Afn} is strongly Cauchy
imply that s — nh_r)rgo Af, =0.

2. Closure of an operator: if A is closable then there exists an operator A, called the
closure, such that for any Cauchy sequences {f,} in the domain of A which converges to
f and such that {Af,} is also Cauchy, we have Af = s — nlgrgo Afy.

3. Closed: A is closed if the following properties

(a) VneN, f, € Z(A),

(b) s— lim f, = J.

(c) {Afn} is strongly Cauchy
imply that f € 2(A) and s — nli_r)rgoAfn = Af.

In general, unbounded operators may have many closed extensions. The closure is the
smallest one as shown by the following proposition (see [7]):

Proposition 1.1.13. If AC B and B is closed, then A is closable and A € B.

A symmetric operator with a self-adjoint closure is said to be essentially self-adjoint. A
complete description of symmetric operators and their extensions can be found in [81]. We
introduce the notion of maximal symmetric operators:

Definition 1.1.14 (Deficiency indices). Let A be a symmetric operator. The deficiency indices
are defined as:

1. ny(A) = dim(Ker(i — A*)) = dim(Ran(i + A)1).

2. n_(A) = dim(Ker(i + A*)) = dim(Ran(—i + A)%).

These numbers constitute an interesting criteria to classify closed symmetric operators.
Proposition 1.1.15. Let A be a closed symmetric operator.

1. A is self-adjoint if and only if ny(A) =n_(A) = 0.

2. A has self-adjoint extensions if and only if ny(A) = n_(A).

3. Assume ni(A) = 0, n_(A) # 0 or ny(A) # 0, n_(A) = 0, then A has no nontrivial
symmetric extensions.

Definition 1.1.16 (Maximal symmetric operator). A closed symmetric operator is said to be
mazximal symmetric if it has no nontrivial symmetric extensions.

4



1.1. Quantum Mechanics framework

To build self-adjoint operators a strategy is to perturb an operator A, which is known to be
self-adjoint, with some other symmetric operator B. It is indeed natural to think that A + B is
self-adjoint if the perturbation is not too large, in a sense that has to be defined.

Definition 1.1.17. Let A and B be two unbounded operators. B is said to be A-bounded if:
1. 9(A) < 9(B),
2. for some real numbers a and b and all ¢ € Z(A) we have:

|Bo| < aAg| + b]o]. (1.1)

Note that the infimum of the set of constants a such that (1.1) is true, for some b which may
depend on a, is called the relative bound of B with respect to A.

We can now present the following important theorem:

Theorem 1.1 (Kato-Rellich theorem). Suppose that A is a self-adjoint operator and B is a
symmetric operator which is A-bounded with a relative bound strictly smaller than 1. Then
A + B is self-adjoint on Z(A). Moreover, if A is bounded below by m, then A + B is also
bounded below by:

m—max{ ,a|m|+b},

b
(1—a)
where a and b are defined in (1.1).

Quadratic forms are also natural objects to study:

Definition 1.1.18 (Quadratic forms). Let 2(q) be a dense linear subset of 7. q : 2(q) x
2(q) — C is a quadratic form if for any ¢,v € 2(q), q(.,v) is conjugate linear and q(o,.) is
linear. 2(q) is called the form domain of q. Moreover, if q(¢,v) = q(¢, @), the quadratic form
1s said to be symmetric.

Note that one can canonically associates a quadratic form ¢ to any self-adjoint operator A
(see [81, Example 2, Page 277]) and the form domain of A is defined as the domain of this
quadratic form : 2(A) = 2(q). A result analogous to the Kato-Rellich theorem exists for
quadratic forms.

Theorem 1.2 (the KLMN theorem). Let A be a positive self-adjoint operator. Let [ be a
symmetric quadratic form on 2(A), the form domain of A, such that:

Vo e 2(4), |B(d @) <alglAg)+b(¢l9),

for some a < 1 and b a real number. Then, there exists an unique self-adjoint operator C with
2(C) = 2(A) and:
Vo, e 2(C), (9|Cy) = (d|AY) + B(¢, ).

Moreover, C is bounded below by —b.

Remark 1.1.19. If we replace B(¢,v) by (¢|By) where B is a self-adjoint operator, we see that
the KLMN theorem gives a sense to A + B which may differ from the usual operator addition.

Now that the notion of self-adjoint operators have been clarified we will recall the notion of
spectrum and see how it is related to scattered particles.
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1.1.2 Spectral theorem and spectrum of an operator
Throughout this section, A will be an operator acting on J7.

Definition 1.1.20 (The resolvent set). The resolvent set, p(A), is the set of all complex numbers,
z, such that (A — zI) is invertible with bounded inverse:

p(A) = {zeC|(A-=zI) ' e B(H)}.
Note that (A — zI)~' will be written as (A — z)71.

The resolvent set is a way to answer the very natural question of invertibility of an operator.
Another natural object to study is then the complementary set of the resolvent one.

Definition 1.1.21 (spectrum). Let A be an operator. The set of complex number z such that
A — z does not have any bounded inverse is called the spectrum, o(A), and it is defined as:

a(A) = C\p(A).
We recall some very well known results that will be used later on.

Proposition 1.1.22. . First resolvent equation: if z1, 29 € p(A), then:
(A — 21)71 — (A — 2’2)71 = (2’1 — ZQ)(A — Zl)il(A — Zg)il
2. The spectrum of a self-adjoint operator A is real. Moreover, if z = x + iy with x and y

some real numbers such that y is different from zero, then z € p(A) and:

1

I(A=2)7" < —.
|y

Physically, the spectrum o(A) can be seen as the set of all possible values that can be obtained
by measuring the observable A. The characterization of this spectrum is then an important task.

Definition 1.1.23 (Spectral family). We consider a projection-valued function E defined from
R to the subset of self-adjoint projections in B(H’). It is a right continuous spectral family, that
we will be simply called spectral family, if:

1. V)‘a we R? EAE,U = Emin{iu}>

2.s— lim Ey=0 and s— lim E),=1,
A—>—00 A—+400

3. Ve R, EA =s— lim E/\+€.
e—0+
The measure of some half open subset (a,b] < R can be defined as:
E((a,b]) = Ey — E,

and it is not hard to see that E((a,b]) is a projection. A remarkable property is that for any
two half open sets (a, b], (¢, d] of R the following equality holds:

E((a, ) E(c,d]) = E((a,b]  (c. d)). (1.2)

We can now extend these operators to the full Borel o-algebra. This leads to the concept of
spectral measures and the so-called spectral theorem associates uniquely self-adjoint operators
to spectral measures.

6



1.1. Quantum Mechanics framework

Theorem 1.3 (Spectral theorem). 1. If an operator A is self-adjoint then there exists a
unique spectral measure {E A} such that:

A= f)\EA(d)\). (1.3)

2. The converse is also true. Let A be an operator. Assume that there exists a spectral
measure {E4} such that (1.3) holds, then A is self-adjoint.

Example 1.1.24 (Spectral family of the position operator). Let # = L?*(R). The spectral
family of the position operator @) is defined as:

B = 0 02

The spectral theorem is a fundamental tool to study the spectrum of an Hamiltonian. Let
A be a self-adjoint operator. For any f € s we can define a unique measure in the usual sense
through the spectral measure. Let B be a Borel set. We consider:

my(B) = (f|[Ea(B)f) = |Ea(B)f*.

Let A be a self-adjoint operator defined on a Hilbert space 7. Let ¢ be a continuous function
from R to C. One way to define the operator ¢(A) is to use the spectral theorem. Let {FE\} be
the spectral family associated to A. Then ¢(A) is an operator defined as:

=
=
I

f¢<A)EA<dA>,

N
=
I

{re52|[1o00Emsan <o}

The measure m can be decomposed uniquely through the Lebesgue decomposition theorem
into an absolutely continuous part with respect to the Lebesgue measure, mq., and a singular
part, m,. We moreover introduce m,, defined on each Borel set B as:

mp(B) = Y, my({A}).
AeB

This is clearly the non-continuous part of the singular measure. We then define the singular
continuous measure:
Mge = Mg — Myp.

Note that for any f € 72, there exist three unique vectors f,, fsc and f,. such that:
f = fp+fsc+faca

mfp mp’
Mf,e = Mse
Mfae = Mac:

This justifies the following definitions:

Hac(A)
Hac(A)

{f € 7€|m;y is absolutely continuous},

{f € 7€|mjy is singular continuous}
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and .7, (A) is the subset spanned by the eigenvectors of A. It is moreover a well-know fact that:
S = H,(A) © He(A) © Hoe(A).

Note that J¢,(A), H#,.(A) and J,.(A) are A-invariant Hilbert spaces. Let A), As. and A, be
the restriction of A on J4,(A), #.(A) and J;.(A) we then have:

g(A) = 0(Ap) uo(As) uo(Aae).
This leads to a first characterisation of the spectrum.
1. The point spectrum, a,,(A) is the set of eigenvalues of A and 0,,(A) = 7 (4,).
2. The absolutely continuous spectrum is o4.(A) = 0(Aqac).
3. The singular continuous spectrum is os.(A4) = o(Ase).

This point of view finds a physical interpretation that will be made precise in the next section.
Another standard characterization of the spectrum will be used in this document. We define:

1. The set of isolated eigenvalues with finite multiplicity : o4(A).
2. The essential spectrum : o.55(A) = C\ogy(A).

Example 1.1.25 (Spectrum of the position operator). Let B be a Borel set and f € # = L*(R).
We then have:

WW(B)=IEb(B)ﬂF==<fﬁkx3)ﬂ==J;|f@ﬂFdw

According to the Radon-Nikodym theorem, my is absolutely continuous with respect to the
Lebesgue measure, which means that Q has only absolutely continuous spectrum.

1.1.3 Time evolution

Let H, a self-adjoint operator on a Hilbert space, be the Hamiltonian of a physical system. The
propagation of a quantum state 1 is described by the Schrédinger equation:

i
Y — Hy.
"t ¥

The wave function can be described explicitly by:

G(t) = e 7Tyt = 0).

The family {e_%H 1 4er is an evolution group. We recall that {U; }scr is said to be an evolution
group if

e for any t € R, Uy is unitary,

o for any s,t € R, UU; = Ugqy,

e forany teR, s— hH(l) (Upys —Up) = 0.
S—

A self-adjoint operator always defines a unitary group. The converse is also true and we recall
the following well known proposition:

8



1.1. Quantum Mechanics framework

Proposition 1.1.26 (Stone’s Theorem). Let {U;} be an evolution group on a Hilbert space 7.
Let us define the following unbounded operator:

7(4)

{fe%”

1 .
5—%21(1];(Ut—1)f emsts.},
Vies, Af = s—%ir%%(Ut—I)f.

A is then a self-adjoint operator and U, = e~"*. We moreover have, for any f in D(A):

d
aUtf - —ZAUtf - —ZUtAf

From now on, we suppose that two self-adjoint operators are given, H generating the full
dynamics and Hy the free one. The free evolution group is then defined by the free Hamiltonian
Hy, which is the energy observable of a system without interaction. It will be noted:

Ut0 = e~ wHot
and the total evolution group defined by the total Hamiltonian H will be noted:
Ut = 6_%Ht.

Example 1.1.27. A typical example of free Hamiltonian is Hy = P?. Its classical analogue
would be the derivative of the position to the power two, i.e the velocity to the power two.
Therefore it is homogeneous, up to some mass terms, to the free kinetic energy.

An example of interactive Hamiltonian would be H = P? +V(Q), where V is some function
and Q the position operator, such that V(Q) is P?-bounded of bound lower than 1.

1.1.4 Scattered particles, bounded particles and scattering theory

In this section we present a physical interpretation of the absolutely continuous spectrum and
eigenvalues together with the vectors associated to them in the context of Example 1.1.27. In
other words, # = L?(R3), Hy = P? and H = Hy+ V(Q). As said in the introduction, the goal
of scattering theory is to understand the asymptotic behaviour of physical systems. In particular
we are interested in defining scattered states and bound states.

Scattered states are supposed to escape from interaction with time, which means that they
disperse to infinity.

Let @ be the position operator defined previously. We define x g, a function equal to one
inside the ball of radius R and zero outside so that:

if ze BR

ouhte) = { 1 TS b (1.4)

As time goes to infinity, a scattered state has to escape from any ball of radius R.

Definition 1.1.28 (Set of scattered states). We set

Mo

{f e H ‘VR >0, im [xp,Udf| = 0} )
t—aoo

M oy = {f €A ‘VR >0, lim xp,Ucf| = 0} :
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In the same way, a bound state has to be confined in some ball of radius R. I — xpj is the
position operator restrained outside a ball of radius R which leads to the following definition:

Definition 1.1.29 (Set of bound states). We set

My = {fe%” lim sup |({ —xBg)Utf| = O} ,
R—0 4¢[0,00)
My = {feﬁf lim  sup [[( = xBp)Utf] =0}-
R0 4¢(—o0,0]

The two previous sets do not cover all the mathematical cases. In particular, to treat singular
states, we have to introduce the following sets:

Definition 1.1.30. We set
_ T 5
My = {fe%‘VR>O,JlgnOOL THXBRUtfH dt:O} ,

_ ) 0 1
M o = {f € %‘VR >0, lim J_TT|XBRUtf|2dt = o} .

The following proposition gives a first intuition of the physical interpretation of the spectrum
of an operator.

Proposition 1.1.31. The following inclusion holds:
1. Mo © My and M_ oo € M_o.
2. Hpp(H) € Mo n M.
3. Myio c H(H).

To obtain equalities further assumptions have to be made. We state here some sufficient
conditions:

Proposition 1.1.32. Assume that one of the following Hypotheses holds :
1. xBgp(H — i)~ is compact for each positive real number R,
2. For each positive real numbers R and M, xp,Eu([—M, M]) is compact,

3. There exists a bounded operator C € B(H) such that CU; = U,C for any real t and xp,C
is compact for any R,

then:
1. M_yn My = ,,(H).
2. My = Mo n M_o, = H(H).
3. If moreover H has no singular spectrum then: Miow = Mo "M _o = H4o(H).

10
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This proposition justifies that .7,(H) can be seen as the set of bound states and J¢,.(H)
as the set of scattered particles. Moreover J#;.(H) contains neither bound states nor scattered
states. The presence of singular continuous spectrum is then problematic.

We can now give a short introduction to scattering theory and to asymptotic completeness.
The following description is the simplest one but not the most general. It will be refined later
in the context of quantum field theory. For a deeper treatment of scattering theory we refer to
[7, 82, 28]. The first intuition we may have is that scattered particles can be seen as free particle
as they escape from experiment as time goes to infinity. Mathematically, it means that for an
input particle ¢ € J%,.(H), there exists 1 so that its free time evolution Uy looks like the
scattered state with its full evolution Us¢ as time goes to minus infinity. In other words:

Ui~V =0,

which is equivalent to:
6=s— lm UFUPY-.

Therefore, it is tempting to define the following operator:
Q- =s— lim U}UY.
t——00
Scattered states can be studied in the same way as time goes to infinity and we have:
Q, =s— lim UFUY.
+=s— Im UU,

Q. and Q_ are called wave operators. In other words, it is expected that for all scattered states
¢ € H;.(H), there exists 1,1, € S such that:

(b = Q+77/)+7 (15)
o = Q Y. 1.6
One way to recover the output asymptotic state from the input one is then:
Py = QL .
Therefore, the definition of the scattering operator is:
S=Q70_. (1.7)

Asymptotic completeness is a mathematical formula which translates the fact that S is well
defined and that all physical intuitions are true. Assume that the existence of the wave op-
erators has been proved together with the fact that they are isometries. The scattering op-
erator (1.7) is well defined if Ran(Q_) ¢ 2(Q4+) < Ran(Q24). A desirable physical property
is that S is unitary which leads to the following condition: Ran({2_) = Ran(2;). More-
over any scattered state has to be asymptotically free. From (1.6) and (1.5) this implies that
Hac(H) < Ran(Q_) = Ran(24). In general the range of the wave operators are contained in
Hae(H) so that: Ran(2_) = Ran(Qy) = 4.(H). Moreover, the singular spectrum has to be
empty. Since:
A (H)' = Ho(H) @ Ho(H),

as soon as H.(H) = &, #,(H)* = 5#,.(H). Finally, the asymptotic completeness condition
is: Ran(Q-) = Ran(;) = #,(H)*. The strategy that has to be followed in this case is then:

1. Prove that the wave operators exist and are isometric.

2. Prove Ran(Q2_) = Ran(Q,) = 7, (H)*.

11



Chapter 1. Quantum field formalism

1.2 Quantum Field theory framework

In this section we highlight the specificity of quantum field theories and present standard tools
that will be used later on. No reminders will be made on special relativity and we refer for ex-
ample to [52] for a pedagogical mathematical overview of it. Moreover, the following convention
will be adopted:

c=h=1.

It is the so-called natural units used in particle physics.

1.2.1 From quantum mechanics to quantum field theory

Quantum field theory can be described as a Hilbert space together with a self-adjoint operator.
The main difference with usual Quantum Mechanics is that the number of particles is not a
conserved quantity and it may be arbitrary large. A typical example of Hilbert space for one
particle has been already presented : h = L?(R"™). Spin and polarisation terms may be added.
A natural construction for two particles would then be: h ® h and may be extended to the

n-particles case:
n
), b

Nevertheless, a bosonic wave function, respectively fermionic wave function, is symmetric, re-
spectively antisymmetric. Therefore, the previous tensor product has to be projected on its
symmetric part for bosons and antisymmetric part for fermions. Finally, the number of particles
in such Hilbert space is necessarily a fixed conserved quantity. All the possible cases have to be
included which leads to the so-called Fock space:

Fo = @O@Zh Fa = @@Zh,

where s stands for the symmetric tensor product and a the antisymmetric tensor product. From
now on, in the case where a statement is true in both cases the subscripts a and s will be replaced
by . We moreover use the convention that the n = 0 case reduces to the complex numbers set
C.

The quantum field Hilbert space is built from the quantum one. One might guess that a
quantum observable h may give birth to a quantum field one. This is done by second quantisa-
tion: dI'. If h is an operator acting on h we define dI'(h) on % by:

Mgy, = 21& @I h@ 1@ @1,
ﬁ—/%_/

The domain of dI'(h) is
ar(n) = {6 e 7o e @ 2(M)} |

where ¢(™ is the projection of ¢ on @"h. It is a closable operator and its closure is denoted by
the same symbol. The main idea of the second quantisation is to apply the quantum observable
to each particle channel and to sum over all possibilities.

Example 1.2.1 (The number operator). In the case of one particle, the identity 1 is obviously
the number operator. In the quantum field case we then have:

N = dI(1)

12



1.2.  Quantum Field theory framework

defined on:
_@(N) = {w € ﬂﬁ

0
2 Al < OO} :

n=1

where W™ is the projection of ¥ on ®gh

Example 1.2.2 (Free energy operator). In the quantum mechanical case, the free non-relativistic
enerqy operator was, up to some mass terms, P?. Adding special relativity, the relativistic free
energy of a particle of mass m is: v/—A + m2. Remember that in natural units ¢ = 1. The free

energy operator is then:
Hy =dl'(v/ —A +m?),

defined on:

o] n 2
(o) = {we 7| Y J S VG T m2 (&, &) der . de, < oo
n=1 k=1

We recall that by applying a Fourier transform, a differential operator with constant coefficients
can be seen as a multiplication operator.

With new physical processes, new mathematical tools are required in modelling. We intro-
duce some of them in the next two sections.
1.2.2 Creation and annihilation operators

In this section we present a fundamental tool to treat quantum field problems: the creation
and annihilation operators. The bosonic case is first treated in great details, the fermionic case
having no major differences. Let b be L?(R™) and .% be the symmetric Fock space over b.

Definition 1.2.3 (Bosonic creation and annihilation operators). Let {fi}ic[o.n] and h elements
of h. We define the bosonic creation operator a*(h), respectively annihilation operator a(h), as:

a*(h)f1®s"'®sfn = Vn+1h®sfl®s"'®sfn (1-8)
a(h)f0®s®sfn = \/n+1<h|f0>f1®s"'®sfn .
ah)Q = 0, (1.10)

where Q = (1,0,0,...) is the vacuum state. They are extended by linearity. Moreover, they are
closable and their closure are denoted by the same symbol.

Moreover the operator a* and a verify the usual canonical commutation relations:

Proposition 1.2.4. Let hy and hy vectors of h. We then have:

[a(hl)aa*(h2)] = <h1|h2>1
[a(h1),a(h2)] = [a*(h1),a*(h2)] = O

It is important to note that the operators a* and a are controlled by N 3.

Proposition 1.2.5. Let he h and ¢ € _@(N%). Then ¢ € Z(a*(h)) N Z(a(h)) and:
la*(h)wla < [hl2)(N + 17l alh)]s < [Al2] N2

13



Chapter 1. Quantum field formalism

The creation and annihilation can then be applied on wave functions with finite number
of particles. Let ¢(t1) respectively ¢(™, be a square integrable wave function with n + 1,
respectively n, particles. For any &1,...,&,+1 and € in R™ we have:

(@(m)p™ D) e, £0) \/n/+-J‘ S(E 61, ) e,

1 n+1

Z h(gk)gt(n)(fl? oo 75]67 cee 7£n+1)7

@ W Er b)) = g
k=1

where the notation ¢ (&, ... NI ,&ny1) means that ¢ is applied on all the variables

€1, &nt1 but &
From these expressions, it might be tempting to introduce the following operators used in

physics text books:
(@(©e" (&, 6n) = V1" &, 6) (1.11)
n+1

(@* (™) (&1, &) = WZ (& =" Gy ey Enrn). (112)

The idea is to have a “function version” of the creation and annihilation operators such that:

o) = | M@ae)ae,
fmaf@M§

S|
*
—~~
>
~
|

To get a better understanding of these expressions let us introduce the Schwartz space.

Definition 1.2.6 (Schwartz space). The Schwartz space is defined as:
S (R") ={f € C¥(R")|Ver, B € N", | fa,3 < 0}

where

|flas = sup [z*D f()|.
zeR™

We moreover define .5 as the set of wave functions such that its projection onto ®j_; b
vanish for all but finitely many naturals numbers n and belongs to the Schwartz space.

The expressions a*(£) and a(§) are perfectly well defined as quadratic forms defined on Z.».
Hamiltonians expressed in terms of (1.11) and (1.12) have then to be understood as operators
associated to a quadratic form.

Example 1.2.7. The number operator may be written as:
N = fa*
Furthermore, let w(€) = 1/|£|? + m? where m is the mass of the particle. We have:

Hb:jw@mwawoa.
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1.2.  Quantum Field theory framework

Canonical commutation relations can be expressed in terms of (1.12) and (1.11). Let & and
& be vectors of R™,

[a(gl)aa*(£2)] = 5(51-52)]1
[a(&1), a(&2)] = [a*(&1),a*(&2)] = O.

The definition of the creation b* and annihilation operators b in the fermionic case is the same
but theirs properties differ. We then give a short description of them.

Proposition 1.2.8. Let h1 and hy be vectors of b, N be the number operator on the fermionic
Fock space, &1 and & be vectors of R™.

1. The operators b* and b fulfil the canonical anti-commutation relations:

{6*(h1),b(h2)} = (halho) 1,

{b(h1),b(h2)} = {b*(h1),b%(h2)} = 0,
{b*(&1),0(&)} = (&1 — &),

{b(&1),0(&2)} = {0 (€1),0%(&2)} = 0.

where the notation {-,-} is defined for two operators A, B as:
{A,B} = AB + BA.
2. A direct consequence of the anti-commutation relations is the boundedness of the fermionic

creation and annihilation operators.

[6% (Rl
[o(h2)l|

[hall,
[ha]-

1.2.3 A classical strategy to build Quantum field models and N, esimates

Typical quantum field models are perturbations of the free Hamiltonian Hy with an interaction
term. The interaction terms will be of the form:

H; = JG(&, e it &) (D) - d* (&) d(Epsn) - d(En) + hec, (1.13)

where d refers to either bosonic or fermionic operators and where h.c stands for hermitian

conjugate which is the adjoint of the previous expression. Such operators are defined on a tensor
n

product of Fock spaces associated to each particle species: 7 = T k-
k=1
Let B = (By, By, ..., By) be operators acting on the Hilbert spaces (hi,...,H,). We define

dI'(B) on ¢ = Qj_, Fy.k by:

dU(B) : H# — H

p
di(B) = Y 1® - QLI(B)®1l® L.

j=1 j—1 p—j

15



Chapter 1. Quantum field formalism

The definition of the particle number operator N can be extended as follow:

N, = 1®--1ldl(1)®1l®---®1
i— p—1i
N:# — i
p
N = Y N;=dr(1).
=1

In the same way, Hj is the sum of the free energy of each particle. Note that dI" will be denoted
as dI'.

Next, regularity properties have to be made on the kernel G. For example, if the kernel
is square integrable, Hj is a quadratic form defined on the set of wave functions with a finite
number of particles. The strategy is then to apply Kato-Rellich theorem to have a self-adjoint
operator.

Example 1.2.9. Let us consider a boson of mass m > 0. The Hilbert space is a symmetric Fock
space. Let h € §. The following Van Hove Hamiltonian:

H = Hy +a(h) +a*(h)
defines a symmetric operator. Moreover, for ¢ € P(Hy):

I(a(h) +a* ()] < Ja(R)d] + [a* (R)e],
2| |(N +1)7 ).

N

Therefore:

AR @IV + 1)),

[(a(h) +a*(W)Y[* <
< AR [N + 1))

Note that for any positive numbers a, b, p we have:
1 1
(na — —b)? = p2a® + 7()2 — 2ab
K K
= 0.

Let then p >0
2
I(a(h) +a*(M)y]* < 2|4|? (: I [ (N + 1)¢II) ;

1
<2mP@Ww+nw%wﬂwﬁ.

Let us note that:

dT'(Vk? + m?)
dT'(vVm?)
mdI'(1)

mNN.

=
|

VoWV WV
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1.2.  Quantum Field theory framework

Finally:
* 2 2 s 2 2 1 2
[Ga(h) + a*(W)e)" < 2|h|" 5 [Hop|” + 2[A] EIWH ~
Choosing:
P
V2|h|

the Kato-Rellich theorem can be applied.

From this example, we see that a critical point is to estimate H; with respect to N or Hj.
This operation may be technical and the so-called N, estimates, presented in [51], are often
useful tools. We quickly recall them here.

Let us first introduce the N, operators for 0 < 7 < 1:

Ny = Jwi(kiyd*(ki)d(ki)dkia

wl(k:l) = \/k‘? -l-?”l’Ll2

and m; is the mass of the i*" particle. Note that:

where

Noi = N,
Ni; = Hyy,

where Hy,; stands for the free energy of the i*® particle. Let A, B and C be such that:

{1,...,n} ¢ AuBuC
C < {1,...,p}
A < {p+1,...,n}
BnC=BnA = (.
The cardinal of A, B and C will be denoted by |A|,|B| and |C|. We will moreover use the

following notation a < b, for positive numbers a and b, meaning that a < Cb where C is a
positive constant independent of the parameters involved. The following IV estimates hold:

Proposition 1.2.10. Assume that the kernel G of (1.13) is in #'(R™). Therefore (1.13) is a
densely defined bilinear form on P& and:

1.

C|

| _ 1Al 1Bl _T
INZ T HN 2 (N7 4 )72 S [Miease wilk) 5G]

2. If B contains at least one fermion:

1] 1] (B|-1)

INTE N, E (N, 4 )7 5 [Meaoe wilk) ™56

3. If there are exactly j bosons in the model:
_I
[Hi (N + 1) 2] < |Gls,
where |.|s is some Schwartz norm.
To conclude this section, we mention the following useful inequality [29]:

|N"2dT(B)u] < |dT(B*B)?ul. (1.14)
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Chapter 1. Quantum field formalism

1.2.4 Scattering theory for Quantum fields [29, 67]

We already have seen a version of scattering theory which can be used for one quantum particle
systems. Unfortunately, it cannot be applied directly in the context of quantum fields. Start-
ing from the one particle case, some physical and mathematical intuitions to justify the new
definitions of the wave operators and of asymptotic completeness are given.

Note that, as before, H labels the full Hamiltonian whereas Hy stands for the free Hamilto-
nian. Let us assume that only one species of particle, for example a boson species, is involved.
The Hilbert space reduces then to a symmetric Fock space. Let ¢ be our physical initial state.
Asymptotically, it has to look like, in some sense, a bound state, u, and a scattered state of

asymptotically free bosons. Suppose that the later one is of the form H a®*(h;)Q where the func-

i1
tions h; are elements of h and € is the vacuum of the Fock space .%;. Both u and H a*(h;)§) are
elements of the same Hilbert space but will be treated dlfferently It is then natural to describe

the asymptotic behaviour as an element of 77 ® 77 : u® Hla (h;)$2. The time evolution of u
1=

is given by U; = e " and the time evolution of H a*(hy)Q is UY = e~#Ho_ This suggests to
define the following extended Hamiltonian on .57 ® %”

H™ = H®1+1® H,,
so that:
—it Hext 5w _ 015 w(p.
e u® Hla (hi)Q = Uu®@ Uy 'Hla (hs)Q2.
1= 1=

Now we have to find a way to compare this state to Ui¢p. The main problem is that they are not
elements of the same Hilbert space. A mathematical procedure has then to be found to send
Q. onto . For a detector, a non scattered particle is a particle which cannot be detected.
In other words, the bound wave function u© may be seen as an asymptotic vacuum. Therefore,
it is tempting to define:

I Q I — H
" we flarme - o (b

o6} n
It is called the scattering identification operator. It is defined on 2 = U {@ (N + 1)%) ® ® h}
n=0

and it can be extended by linearity. The wave operators become:

oF (u@f[la*(hi)fl) = lim UI ( _’tHeXtu®f[1a*(hi)Q)

t—+00
= Jlim U?I (Utu ® Utoiﬂla*(hi)Q)
L (Um@f[l (Utoa*(hi)UtO*)Q>
= lim U711 1 (U°* (hy)U®) Upu

t—+00

= lim H (UFULa* (h)UP*UL) u

t—+0o0 74
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1.2.  Quantum Field theory framework

Consequently, a natural way to define the wave operators is:

ot { HEQH — v

n n
u® ,Hla*(hl-)Q — 'Hlai*(hi)u ’
1= 1=
where a*? are the so-called asymptotic creation and annihilation operators formally defined by:

at*(h) = tgglooUt*UEa*(h)Uf*Ut

S]
H-
—~
>
N—
Il

Jim U Ua(h) U U,

and # % is the space of asymptotic vacua defined by :
HE = {ue F;\Vh e h,a*(h)u = 0}.

The precise definition can be found for example in [29] and is recalled in Section 2.4.1.
Non scattered states are expected to be gathered in the subspace spanned by the eigenvalues
of H:
HE = Ay ().

The wave operators still have to be isometric. They moreover are expected to be onto and hence
unitary, as bound states are taken into account. This implies the unitarity of the scattering
operator. These two conditions form the asymptotic completeness.

Let us give some precisions on these new objects, defining them in the context of many
particle species models.

To define the scattering identification operator, it is necessary to introduce first new tools
about Fock spaces. The domains will not be specified here and some cares will be required when
they will be applied. From now on, h; will be a Hilbert space.

Definition 1.2.11. Let B be an operator on . We define I'(B), an operator on a (symmetric
or antisymetric) Fock space §4(h) by:

[(B) : §y(h) — Fy(h)

I'B), = B® --®B
®¢h —
B = Q.

The previous definition may be extended to J# = Fy(b1) ® -+ ® §y(hp). Where p is the
number of particles, and hence, of Fock spaces.

Definition 1.2.12. Let B = (B1,Ba, ..., By) be operators acting on the Hilbert spaces (b1, ..., bp).
We define I'(B) on 5 = §3(h1) ® - - - @ Fy(byp) by:

T may be noted T'.
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Chapter 1. Quantum field formalism

Let:
A1, bn) = X)Fy(hi).
k=1

The splitting operator U is supposed to send 7 (h1®bhp+1, - - -, hn®hay) onto H (b1, ..., 0,)®
A (Dnt1,---,b2n) . Let us first define the operator U; for the first Fock space. If it is a symmetric
one:

Up: Zs(b1 ®bny1) @ Fy(h2) ® - @ Fy(hn) — F5(b1) @ Fy(h2) ® -+ ® Fy(hn) @ Fs(bnr1)
U12900®--- 0 = Q0Q--- QRN
Ur (a*(h1 4+ hnp) @9) = (af(h) @ ¢ @1 + 1@ ¢ @ df(hny1)) Us,,

where 1 is a Hidg(hi)—type operator acting on Z4(h2) ® - -+ ® F4(hy). In the fermionic case, [5]
shows that it is possible to define two different splitting operators. They are, however, equal
up to the left multiplication of an operator of the type: (—1)? where B is a finite product of
N-type operators so, in practice, only one of them will be used. We define the left and right
splitting operator for the first fermionic Fock space, labelled by 1 and r, as follow:

Uiy Fa(b1 @ bng1) @ Fi(h2) @ - ® Fy(bn) = Fa(b1) @ F4(h2) @+ @ F4(bn) @ Fs(hn+1)
U 000000 =0000 - 0000
Ury (B (h1 + hps1) @ 91) = (04 (1) @1 @1 + (-1)N @ ¢ @ b (hypi1)) Uty
Uty (04(h1 + hns1) @ 1) = (0F(h1) @11 @ (1) + 1 @ ¢1 @ b*(hyp11)) Ut

All of these operators extend to unitary operators. Going on with this procedure, a family
of splitting operators U = (Uy, Us, Us,...,U,) can be defined for the entire Hilbert space.

Proposition 1.2.13. Let U; € . Then, U; is an unitary operator from 5 (h1,...,h; ®

Bitns - D) ®F (R 1)@ - ®@F4(hign—1) to S (b1,..., b, ..., 0)@F 4 (hny1)® - - @F(hiyn—1)®
F4(hitn) and:

by O
Uilg, (h1)@-@F (h;1) ® dl’ ({ 01 by D ® L, (5,4 1)@@F4 (Bitn1)

= (1&u(b1)®--~®sﬂ(m_1) ®dI'(b1) @ L3, (h,, 1)@ @34(hi4n-1) T L54(61)@ @4 (0i1n_1) ® dF(bz)) Ui
for any by acting on b; and bs acting on b;1y. If U; is a fermionic splitting operator, we introduce
the following operators:

Nig = 1g,01)0-05:0i1) © N @ Lg, (5, 1)@@55(0n1i-1) © L5y, 14)

Ni2 = 15,0005 (0i-1) ® Lg,(5.) © L, (5,41)0-&5s (020) @V,
and we have:

Uir = (~1)N1 M2ty

)
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1.2.  Quantum Field theory framework

Finally, two general splitting operators can be defined:

UL,R:%(hl@hn-i-l?"'ahn@hQn) - %(hh""hn)®%(hn+1>"'762n)
U, = Uyy.. .Uy
Up = Upy...Ups.

)

Let ji.0, ji,co be operators on h;. We define the operator j; as:

Ji b — bhidb;
h - (ji,ohaj’i,OOh)7

we then have:

Jf @b — by
(ho, hoo) = Jioho + jiohoo-

Considering J = (j1,...,Jn) a family of such maps, we define the following operator:

F(‘]) : %(hlaahn) - %(hl@blaahn@hn)

Using now the left splitting operator we define:
D(J) + H(br,....bn) — H(b1,....0,) @ A (b1,...,bn)

I'(J) = ULI'(J).
Now, let
ij + hj@®h; — b;
(ho,how) — ho+ heo.
Considering i = (i1, .. .,15) a family of such map, we define the scattering identification operator
by:

I =T@G)U* =T(i*)*.
The asymptotic creation and annihilation operators are defined in the same way for bosons
and fermions. The asymptotic vacua and wave operators are then easy to generalised:

HE = {feA|Vie{l,... n},Vhe b, dhi)f =0},

where d(h;) stands for the annihilation operator, either for fermions or bosons, acting on §y(b;).
HEQH — H
Qi — n n
u® .Hld* (hi)2 — Hldi*(hi)u ’
1= 1=
which is extended by linearity. The main goals of scattering theory is first to prove the existence
of the asymptotic creation and annihilation operators which implies the existence of the wave

operators. Next, the latter must be shown to be unitary. Finally J# £ has to be equal to Hp(H)
for asymptotic completeness to hold.
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Chapter 1. Quantum field formalism

1.3 An introduction to Mourre’s theory

As shown before, the characterisation of the spectrum of a self-adjoint operator is an important
task. Conjugate operator methods will be presented in this section. They will be used later to
prove the absence of singular continuous spectrum and to establish propagation estimates which
are key arguments to show asymptotic completeness. Let us first recall the following well known
result (see for example [7]):

Proposition 1.3.1 (Putnam’s Theorem). Let A and H be bounded self-adjoint operators. Let
C be a bounded operator and assume:

[H,iA] = CC*.
Then, for all \e R, € #0 and f € J:
tm (CF |(H =X =iy ~'Cf)| < 4lallf ).

Moreover, Ran(C) ¢ ,.(H) and if, in addition, Ker(C*) = {0}, then the spectrum of H is

purely absolutely continuous.

An interesting point to highlight is that if A is in the spectrum of the self-adjoint operator
H, the resolvent (H — \)~! is ill-defined as an operator. The Putnam’s theorem gives sense to
Im (f ‘(H -\t iO*)*1f>. Mourre’s theory may be seen as a generalisation of this result that
can be applied for unbounded operators. We will first present the original version of Mourre’s
theory with self-adjoint conjugate operators [77, 8]. This last assumption may be relaxed first
to maximal symmetric operators and finally to the so-called singular Mourre’s theory [47].

1.3.1 Mourre’s theory with self-adjoint conjugate operator

Let H and A be two unbounded self-adjoint operators on a Hilbert space .#. The main idea
is to find an inequality to control [H, A] as in the Putnam’s theorem. Next, some regularity
properties on H with respect to A have to be assumed in order to obtain information on the
spectrum.

The first difficulty is to define precisely the commutator [H, A]. If Z(A) n Z(H) is dense,
i[H, A] denotes the symmetric form defined on Z(A) n Z(H) as:

Vip,p € Z(A) n Z(H), (¢ |i[H, Alg) =i ((H |Ad) — (AP [H)) .

Furthermore, if it is closed and bounded below, the quadratic form is associated to a unique
self-adjoint operator which will be denoted in the same way: i[H, A].
Next, the regularity conditions with respect to the conjugate operator A are defined as follow:

Definition 1.3.2. H is said to be C™(A) if for any ¢ € H, there exists z € p(H) such that the
map
S — e*isA(H . Z)fleisA(b

is C™(R).
We moreover introduce the Mourre inequalities:

Definition 1.3.3. Let ¢y be a positive constant and K a compact operator. The spectral measure
of an operator H applied on J < R will be denoted 1;(H). We define the following Mourre
inequalities on a segment [a,b]:

22



1.3.  An introduction to Mourre’s theory

1. Strict Mourre inequality:

Lo p)(H)[H, i AL [q 4 (H) = colqp)(H).

2. Mourre inequality:

Lo (H)[H, AL 4 (H) = colap)(H) + K.
The main elements of Mourre’s theory have been introduced and we present now the so-called
virial theorem.

Theorem 1.4 (Virial theorem). Assume that H is C*(A) and that a strict Mourre estimate
holds on a segment I. We then have:

op(H) NI =g
Another virial theorem holds with a Mourre estimate.

Theorem 1.5 (Virial theorem). Assume that H is C'(A) and that a Mourre estimate holds on
a segment I, then H has only a finite number of eigenvalues with finite multiplicity in I.

More information on the spectrum can be obtained if more regularity is assumed.
Theorem 1.6 (Limiting absorption principle). Let us assume that:

1. H is C*(A),

2. H verify a Mourre estimate on I c R,

then o5c(H) n I = & and for any closed interval J < I\op,(H) and s > %

zl;pi H (A (H — 2)~! <A)7SH < o0, (1.15)

where:
I+ ={2€C|Re(z) € J,£Im(z) > 0}.

The inequality (1.15) is called limiting absorption principle. With a strict Mourre estimate,
(1.15) holds for all closed interval J < I and in particular:

o(H)ynI=o04(H)NI.

1.3.2 Mourre’s theory with non-self-adjoint operators

Mourre’s theory can be extended in the context of non-self-adjoint conjugate operators. We
summarized here the main concepts and ideas behind.

Definition 1.3.4 (Cy-semigroup). A Cy-semigroup is a map t — Wy from Rt to B(H°) such
that:

1. Wy =1,
2. Vs, t = 0, WWs = Wy,

3. s —lim;_,o+ Wy = 1.

23



Chapter 1. Quantum field formalism

From any Cy-semigroup a generator A, which will be used as a non-self-adjoint conjugate
operator in an extended Mourre’s theory, can be defined. Its domain is:

D(A) = {f € | tlilg1+(it)*1(Wtf - f) exists}

or equivalently:

The operator A is then defined on Z(A) as:

vf e (A),Af = lim (i) (Wef = f).

This generator can be shown to be closed and densely defined. We will present a simplified
version of Mourre’s theory and we refer to [47] for more details.

Let 9(|H|%) be equipped with the norm HUHZ,(H) = (u|(|H| + 1)u). Another norm which is
used in the literature is Hu\@(H) = (u| (H) u) where (H) = (|H|* + 1)% It is not hard to see that

these two norms are equivalent. The completion of (2(|H |%), |-l(ry) is noted & (H) and it is
not hard to see that 4(H) < . The dual space of ¢4(H) will be noted ¥4*(H). We moreover
have that ¢(H) c 2 < 9*(H) and if x € 2, then |||y« gy = |[(|H| + 1)7%x|| (or equivalently

_1
|y = | (H) "2 2] ).
Clearly H e Z(9(H),9*(H)). Let us assume that:

W,%(H) < 9(H), (1.16)
Wr9(H) < %(H), (1.17)

sup |Wiflom)y < oo (1.18)

O<t<1

sup Wi flgmy < o (1.19)

O<t<1

then the restriction of {W;} and {W;*} on ¢ (H) are Cp-semigroups. Moreover, {W;} and {W/}
extend to a Cp-semigroups on ¢*(H). All of them will be denoted {W;} and {W;*}.

Definition 1.3.5. Let {W;} be a Cy-semigroup which verifies (1.16), (1.17), (1.18) and (1.19).
Let A be its generator. H is said to be C1(A,9(H),9*(H)) if there exists c > 0 such that for
any t € [0,1]:

IWeH — HW| gy gx(mry) < €t (1.20)

In this case there exists H € £(9(H),9*(H)) such that:
1
Vo, 6 € D), lim T (WIWeHE) — (HE{Wid)) = (4{H'5).

H' identifies with the quadratic form [H,iA]. Moreover, if H' € C1(A,9(H),¥9*(H)), H is
said to be C?(A,9(H),%*(H)). Let us note that H € C'(A,9(H),%*(H)) implies that if f is
an eigenvector of H, (f|H'f) = 0.

Finally, H verifies a strict Mourre estimate with respect to A on an open interval J if there
exist a,b > 0 such that:

H' > [al,;(H) = blp;(H)](H).
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Together with the assumption that H € C1(A, 9 (H),%*(H)), it implies the virial theorem which
states that on any compact set I < J, opp(H)NI = . Assuming that H € C*(A, 9 (H),%*(H)),
a limiting absorption principle holds.

The previous framework requires that the commutator [H,iA] belongs to £ (¥ (H),9*(H))
which might be not true in application. To overcome this difficulty we present briefly the so-
called singular Mourre’s theory [47]. Let H, M be two self-adjoint operators and R a symmetric
operator on 7. Let us assume that H € C'(M), M > 0, [H, M] is relatively H-bounded and
P(H) < 9(R). Let¥(H) = 2(|H|2)n2(M?) be equipped with [ f[2, ;) = (FI((H| + M +1)f).
We moreover define ¢*(H) as the dual space of 4(H). If f € 2, then | f|y+my = |(|H| + M +

1)7%f|| Therefore H and M can be seen as elements of £ (¥(H),9*(H)). As before, let us
assume that {W;} and {W;} are Cp-semigroups verifying (1.16), (1.17), (1.18) and (1.19) so
that they can be extended to ¥*(H) and restricted to 4 (H) as Cy-semigroups. If A is the
generator of W; we may define in the same way as before a notion of regularity with respect
to A. H is said to be in CY(A,¥9(H),4*(H)) if (1.20) holds and it implies that there exits
H' e Z(9(H),%*(H)) which identifies to [H,iA] and that is assumed to verify H' = M + R. In
this case, a virial theorem and a limiting absorption principle can be obtained under the same
conditions as before.

1.4 Propagation Estimates

The methodology used in the next two chapters is strongly inspired by previous work done in [28],
[29] and [5] for example. We will start studying the spectrum of the model using different versions
of Mourre’s theory. These results give then important tools to prove the so-called propagation
estimates which are fundamental results in our approach. We introduce them briefly in this
section.

Scattering theory requires to understand the asymptotic behaviour of physical systems. The
very first idea that might come in mind is that particles cannot go faster than the speed of light.
Therefore, some regions of space and time are forbidden to them. More precisely if R is big
enough and as time goes to infinity, it is expected that no particle can be found in a region such
that Rt < |z| < R't where R’ > R and z is the position of the particle. A natural operator to

||

consider is then 1 r/ (T) Moreover, the number of particles is undetermined in a quantum

field theory so we may focus on dI’ (]l[ R,R'] (@)) Finally, the Heisenberg picture might be a

better point of view to study the asymptotic behaviour of a chosen state. Let x € C°(R), the
energy of an initial state u may be controlled with x(H). A natural requirement would then be:

etHqr <]1[R7R/] (@)) eitHx(H)u> =0.

Intuitively, this requirement means that the number of particles located in a region such that
Rt < |z| < R't is vanishingly small. However, this statement is too strong in general. The
propagation estimate that is usually found in the literature states that there exists C' > 0 such

that:
| "t

Yue VYR > R > 1,}112) <X(H)u

. T i
1 (1 (51) ) e i) § < clal
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Chapter 1. Quantum field formalism

or equivalently

dt
7 S Cllul?.

1 2
Q0 €T 3 i
L dr (H[R,R’] <|t|)> e tHx(H)u

Establishing a maximal propagation velocity estimate leads to another natural question: is
there any minimal propagation velocity? Assuming that u is a bound state, it is not clear
that such an estimate can be established because it is supposed to remain localised. For scat-
tered particles, however, such a velocity is expected and, as time goes to infinity, scattered
states are supposed to escape from any balls. Therefore, assuming x € Ci°(R) supported in
R\(c(H)\oac(H)) and with the same type of ideas developed for the previous propagation esti-
mate, there should exist some € > 0 and C' > 0 such that for any u €

1 2
@ z\\2 _,; dt
[ (100 (1)) tHx<H>uH L < .

This expression translate correctly the fact that a particle related to the absolutely continuous
spectrum behave asymptotically like a scattered particle. However, such an expression is difficult
to obtain and a weaker property is usually proved:

Jo | (roa () acme

This property is enough to prove asymptotic completeness even if its consequences are weaker
as only one particle may be deduced to escape at infinity. In particular, it is hard to recover the
description of scattered particles as vectors related to the absolutely continuous spectrum from
this new propagation estimates.

So far, we have seen that the asymptotic velocity as the limit as ¢ goes to infinity of @ (at
least for one particle) and it might seem natural to see E—‘ as an average velocity. Let us describe
another point of view that might be adopted. The free energy of a particle E verify the following

relation:

2 at

T <Clul®

E = +/p? +m?

where p is the momentum and m the mass of the particle. Therefore:

E_»p
op E
Together with the fact that:
p = 7mov,
E = ymo,
1

)
v being the velocity of the particle, we then have:

0B

%_v'
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1.5. A brief overview of the literature

As a conclusion, Vw(k) can be seen as an instantaneous velocity of the particle. It is moreover
expected that the instantaneous and the average velocities converge as time goes to infinity. Let
0 < ¢p < ¢1, we will focus on particles such that ¢yt < |z| < ¢1t. We then expect that

0
20z,
L dr (‘]1[60,01] < ; ( re 0Zw(k)> + h.c

Another weaker version may be found in the literature:

[ e (€2 = 99) [t (2 - 9))) e onxma

These different results provide a good description of the asymptotic behaviour of physical systems
and are also essential tools to prove the existence of an inverse operator to the wave operator.
This last object allows us to show that the propagation of a state associated to the absolutely
continuous spectrum does not reduce to the asymptotic vacuum. The asymptotic completeness
will follow from this fact (see Section 2.4 and 3.5).

2
dt

1
2 .
) e <l

dt
< <clul?

1.5 A brief overview of the literature

Scattering theory is an important area of mathematics. The main ideas may be found in [82, 28,
95, 96] where a complete introduction can be found. We refer to [7] for a less complete but more
pedagogical introduction. [28] explores in details the case of scattering theory of classical and
quantum N-particle systems. We also refer to [26, 53, 88]. Several concepts of the Scattering
theory for Quantum Field models have been developped in [63, 64, 65] and [40, 41]. First results
regarding asymptotic completeness for systems with matter coupled to non-relativistic radiation
have been obtained in [9, 67, 89]. The strategy and technics used in the case of N-particles
quantum mechanics can be generalised in the context of quantum field theory. For example, [29],
respectively [5], prove asymptotic completeness for massive Pauli-Fierz Hamiltonians including
one boson family, respectively one fermion family. See also [43, 42] for Pauli-Fierz Hamiltonians
with an infrared cut-off. Spatially cut-off P(¢)2 Hamiltonians have been treated in [30] and in
particular an elegant argument is used to prove the unitarity of the wave operators. Moreover,
abstract Quantum Field Hamiltonians have been studied in [50]. Many difficulties may occur
such as infrared or ultraviolet divergences which have been studied for Van Hove Hamiltonians
[27], Pauli-Fierz models [31] or scalar electrons and massless scalar bosons [40]. Asymptotic
completeness is especially hard to prove for massless models. We refer to [49] for a very detailed
discussion about the massless Nelson models, [33] for massless spin-boson models and [38] for
general massless Pauli-Fierz models, including the standard model of non-relativistic Quantum
elctrodynamics. We highlight also the work of [21] on maximal velocity of photons in non-
relativistic quantum electrodynamic and [39] for minimal velocity estimates. Finally, translation
invariant models present further difficulties to overcome and we refer to [40, 41] for the first study
of one-electron coupled to the photon field (compton Scattering), [45, 80] for more recent results
and [75, 76, 36] where a translation-invariant Nelson model is treated.

The spectral theory of various models arising from the Fermi weak interaction has been stud-
ied in [10, 16, 17, 18, 19, 58] (see also [15, 90] for models related to Quantum electrodynamics).
In particular, the existence and uniqueness of a ground state, as well as the absolute continuity
of the essential spectrum in intervals above the ground state energy, have been obtained under
different reasonable conditions, both for massive and massless fields. However, to our knowledge,
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Chapter 1. Quantum field formalism

the scattering theory for such models has never been studied before. This is one of the main
purpose of this PhD thesis.
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Chapter 2

Scattering Theory for massive
models of the W* decay

2.1 Introduction

As said in the introduction, this chapter is published in [2] and we present a detailed version of
it. We are interested in the weak interaction between the vector bosons W* and the full family
of leptons. In what follows, the mass of a particle p will be denoted by m,. It is equal to the
mass of the corresponding antiparticle. Physically, the following inequalities hold:

My, <My, <Mz <Me <My, <My < Myy.

In this chapter neutrinos will be assumed to be massive as recent experiments have provided
evidences for nonzero neutrino masses (see, e.g., [78] and references therein). However, the
standard model with massless neutrinos remains widely studied in theoretical physics and it is
conceptually interesting to consider models where neutrinos are supposed to be massless, which
will be done in the next chapter. The interaction term is given, in the Lagrangian formalism
and for each lepton channel I, by (see, e.g., [54, 55] and references therein)

I= gf [D0(2) O (1 = 28) oy () Wa (@) + Wy (2) 707 (1 = 35) Ui(0) Wa(2)*] &Pz, (2.1)

with
_3 u(py, 51)ePr® v(py, s1)e” P .
y(z) = (2m) 2 J[ (p12 1) SO (P, s1) + (p121) ! 151,(191,81)] d*p1,
a2 LE(pi* +mi)2)z (2([p1[> +myj)2)>
(2.2)
_3 u(pa, s9)eP2 v(pa, 59)e” P2 "
W, () = (2m) J[ 02 2) 2 (pa,5g) + ) lcl,<p2,s2>]d3pz,
w1 ? LQ2(|p2f? +mi)7)> (2(|p2[* +m7,))2)2
(2.3)
3 €a(p3, \)eP3 = ¥ (p3, \)e 3@
Wo(x) = (27) 72 Z f[ (23 )2 T a(p3, A) + (z ) =y Ta’ (p3, \) d3ps.
r=—101Y L(2(ps|* +miyy)2)2 (2(lps|* + miyy)2)2
(2.4)
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Chapter 2. Scattering Theory for massive models of the W* decay

Here, u and v are the solutions to the Dirac equation (normalized as in [55, (2.13)]), €, is a
polarisation vector, v¢, a = 0,...,3 and 5 are the usual gamma matrices and g is a coupling
constant. Moreover, the index I € {e, i1, 7} labels the lepton families, p1,po,ps € R? stand for
the momentum variables of fermions and bosons, s; € {—%, %} denotes the spin of fermions and
A € {—1,0,1} the spin of bosons. The operators b; 1 (p1,s1) and bl*7+(p1, s1) are annihilation and
creation operators for the electron if [ = e, muon if [ = p and tau if I = 7. The operators
bi,—(p1,s1) and bl*, _(p1,s1) are annihilation and creation operators for the associated antipar-
ticles. Likewise, ¢; 1 (p2, s2) and cf | (p2, s2) (vespectively ¢ —(p2, s2) and ¢ (p2,s2)) stand for
annihilation and creation operators for the neutrinos of the [-family (respectively antineutrinos)
and the operators a4 (p3, A) and a* (p3, \) (respectively a_(p3, A) and a* (p3, A)) are annihila-
tion and creation operators for the boson W~ (respectively W ™). For shortness, we denote by
& = (pi, si), @ = 1,2, the quantum variables for fermions, and &3 = (p3, A) for bosons.

It should be mentioned that, when neutrinos are supposed to be massive, a slightly different
interaction term can be found in the literature (see, e.g., [94]). More precisely, massive neutrinos
fields (¥,,, ¥,,, \if,,s) may be defined by applying a 3 x 3 unitary matrix transformation to the
fields (¥,,,¥,,,¥,,) in (2.3). Our results can be proven without any noticeable change if one
considers such interaction terms. We will not do so in the present work.

Inserting (2.2)—(2.4) into (2.1), integrating with respect to x, and using the convention

Jdﬁld&dfz = > D D] jd3p1d3p2d3p3,

si=t1so=+1A=-10,1

we arrive at the formal expression

4 .
g =g Y HY =g 3 3 | {|Gll @ e ebide)e —(&aé) + e
j=1

lefe,ur}e=+
+ |G (€ . b (€ el ()a2 (&) + huc
+ |G & &b () c(€)al (&) + e
4)
+ G126 & b () a(E)ad() + .| | dErdéadss,
(2.5)
where we set —e = F if ¢ = £. The kernels Gl( 6), j=1,...,4, are formally given by:
(J) G
(51 52753 l,e 5175276-3) )
with:
’ upros L elelprn)alnd) il pat)e if ¢ = 4
(1) o | @UpeP+mE) )2 s +mE) 2) 2 (2(Ipa2+m?) 2) 2 ’
Gl’e (517§2a§3ax) = (277)_5 9
u(pgl,szl)’ya(1—75)U(P1,f1)1€a(1337>\) — ei(—Pl—Pz-‘r;Ds)'-’ﬂ if e =—,
@(p2l?+m2,)2)2 2(Ips|+m}, ) 2) 2 (2(Ip112+m7) 2) 2
( ulp1,s1)y? (1= ’75)”(1’2»‘;2)162(1737%) __emipitpatps) T f e —
@ . (2(p22+m2 ) 2) 2 (2(|ps]?+m, ) 2) 2 (2(|p2|2+mf) 2) 2 ’
Gl,e (517527§S7$) = (2’”—)_5 N
U(p217821)7 (I1=vs)v (pl’fl)f (p3,2) e ipitpatps) e if e = 4
U (2(p212+m2 ) 2) 2 (2(Ips|>+m3, ) 2) 2 (2(|p2[2+m]) 2) 2
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2.1. Introduction

( u(p1,51)7* (1—7s)u(pa,s2)ek (ps, ) i (—P1+p2—p3)x

£ T if e =—,
" | epelemz )3 apa2emi) D) F @A 2 4m?) 3)3
Gl,e (5175275?” ) ( 7T) 24
v(m;zl)v (A—ys)v(p1, jl)lfif(PsA) —elePiEpmpa) e i e = 4
L (2(lp2[2+m2 ) 2) 2 (2(|ps|?+m3;) 2) 2 (2(|pa[>+m]) 2) 2
U(Ih7811)704(1—75)u(p27f2)1€a(p37>\) — ei(—p1+p2+p3)~x ife=+
. (2(lp22+m2 ) 2) 2 (2(|ps|?+m, ) 2) 2 (2(|p2|2+m]) 2) 2 ’
Gl(jt)(£17£27£37x) = (27(-)_5 1
v(p2,52)7* (1=y5)v(p1,81)€a(P3,N) i(—p1+p2+p3)T  if ¢ —
T 1 T 1 T 1€ I €
(2(|p224+m2 ) 2) 2 (2(|pa]2+m3,) 2) 2 (2(|p1 [24+m])2) 2
1 w 1

The kernels may be then written in the following way:

GD(Er, €. 65) = [ ED L, (€) £15(€3)8(—p1 — p2 + p3), (2.6)
G2 (61, 6.6) = [ 2 <@n;g@w@1+m+p@, (2.7)
G@@szwzf]@nmx@f 4(63)3(=p1 + p2 — p3), (2.8)
G (61.60.65) = F )LD (6) 1125(€3)0(—p1 + p2 + p3), (2.9)

)Gy

where the maps p; — fl(i)i(fi) are bounded in any compact set of R3. Now, the free Hamiltonian
is given by:

- Zj Epiedenda + Y [ul @ @@

le{e,u,7} =T le{e,u,7} €=+

+ZJMW®¢@M@ma .10
e==+
with the dispersion relations

w(E) =A@ +mE), wP(&) = A/0E+m2), WP (&) =R +mEL). (211
The total Hamiltonian is defined by
H = Hy+ gH;. (2.12)

Since the kernels G) are singular, the formal expressions (2.5)-(2.12) do not define a self-
adjoint operator in Fock space (see the next section for the precise definition of the Hilbert space
that we consider). In order to obtain such a self-adjoint operator, following a standard procedure
in constructive QFT (see e.g. [51] and references therein), we introduce ultraviolet and spatial
cut-offs in the interaction Hamiltonian. Of course, eventually, it would be desirable to find a
renormalization procedure allowing one to remove those cut-offs. This constitutes, however, an
important open problem which will be quickly discussed, for spacial cut-offs, on a toy model in
the last chapter. Let A > 0 be a fixed ultraviolet parameter and let B(0,A) denotes the ball

centered at 0 and of radius A in R3. In the formal expression (2.5), we introduce ultraviolet cut-
offs, i.e., we replace fl@l(gi) by XB(0,A) (p,-)fl(je)i(fi), for some smooth function x p(g,a) supported
in B(0, A), and we replace the Dirac delta function §(p) by an approximation, &, (p) = n361(np),

for some smooth and compactly supported function d;. The resulting kernels are still denoted
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Chapter 2. Scattering Theory for massive models of the W* decay

by the same symbols GZ(JE). In particular, Gl(je) are now square integrable. As will be shown in the
next section, square intégrability of the kernels is actually sufficient to prove that H = Ho + H;
defines a self-adjoint operator in Fock space. Finally, some of our results will be proven in the
weak coupling regime. We will therefore keep the coupling constant to highlight such phenomena.

The kernel will always be supposed to be square integrable and, in some cases, stronger

()

regularity assumptions on Gl e will be required. We emphasize that the function p; — f; G)Z (&)

in the definition of kernels G(] ) are bounded near the origin. In particular, the weak interac-
tion Hamiltonian is more regular in the infrared region than the QED one (where the infrared
singularity is of order |k|~ 2 near the origin, with & the momentum of photons). On the other
hand, contrary to the Pauli-Fierz Hamiltonian of the standard model of non-relativistic QED,
in the case of weak interactions considered here, there is no unitary Pauli-Fierz transformation
on which one can rely to improve the infrared singularity. In our main result (see Theorem 2.1.1
below), if the masses of the neutrinos are supposed to be strictly positive, the physical infrared
singularity will be covered by our assumptions. However, if the neutrinos are supposed to be
massless (see the next chapter), we will have to impose regularisation in the model in order to
establish our main result. This will be made more precise below.

The spectral theory of such models of the weak interaction has been studied in particular in
6, 10, 16, 17, 18, 19] (see also [15, 90] for related models of QED). Without entering into details,
the results established in these references show that, for weak coupling, and under suitable
assumptions on the kernels, H is self-adjoint and has a ground state (i.e. E := info(H) is
an eigenvalue of H), and the essential spectrum of H coincides with the semi axis oess(H) =
[E + my,0), with m, = min(m,,,m,,,m, ). In particular, if the masses of the neutrinos
vanish, the ground state energy is an eigenvalue of H embedded into its essential spectrum.
Moreover, except for the ground state energy, the spectrum of H below the electron mass is
purely absolutely continuous.

In this chapter, together with the following one, we complement the previous spectral results
by studying the structure of the essential spectrum in the whole semi-axis [E +m,, o) (not only
below the electron mass) and by relaxing the weak coupling assumption in the case where the
masses of the neutrinos do not vanish.

Our main purpose is then to study scattering theory for models of the form (2.5)—(2.12) and,
in particular, to prove asymptotic completeness. Scattering theory for models of non-relativistic
matter coupled to a massive, bosonic quantum field — massive Pauli-Fierz Hamiltonians — has
been considered by many authors. See, among others, [9, 27, 29, 31, 41, 42, 43, 44, 45, 67, 63, 64,
89]; see also [5] for fermionic Pauli-Fierz systems, [30] for spatially cut-off P(y)2 Hamiltonians,
[50] for abstract QFT Hamiltonians, and [21, 34, 35, 33, 38, 39, 49] for massless Pauli-Fierz
Hamiltonians. A large part of the techniques we used are adapted from the ones developed in
these references. In this chapter we will study the massive neutrinos case. The massless one will
be treated in chapter three.

As said in the previous chapter, 7, the Hilbert space of the model, is defined as a tensor
product of Fock spaces (see the next section for precise definitions). The definition of the space
of asymptotic vacua is adapted in the following way, in the context of many particle species:

HF = {u, d*(h)u = 0 for all asymptotic annihilation operator d*(h)},

where d*(h) stands for either aX(h), with h € L?(R® x {—1,0,1}), or b;—;(h) or cz—;(h), with
he L2(R® x {—3,3}).

Recall that the parameter j € {1,...,4} labels the different interaction terms in (2.5) and
that the index [ € {e, u, 7} labels the lepton families. Moreover ¢ = +. In what follows, for
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shortness, we say that
“Ge L* if, for all j, I and e, Gl(je) is square integrable.

Recall that sq, so denote the spin variables for fermions and that A denotes the spin variable for
bosons. We say that

“G e H* if, for all j, I, €, 51, s9 and A, Gl(,je)(sl, -, 52, A, -) belongs to the Sobolev space H*(R?).

Remembering that the dispersion relations wl(i), i=1,2,1l€{e u,7} and w®) are defined in

(2.11), we set

i i i .

aa =5 (Voo Ve (00) + Ve (00) - Vi), i=1,2, Le{e,n7), (2.13)
i

ag) = 5 (Vs - Vo (p3) + Ve (p3) - V), (2.14)

bes L (D V1o . () \y—1 19 |

@l = 5 ((Pz -Vw (pi))” pi* Vi, + Vi, - pi(pi - Vw; (pi)) ), 1=1,2, € {e,u, 7},
(2.15)

i - _

by = 5 ((p3 - V@ (03)) 'p3 - Vipy + Vg - p3(ps - Vo (p3)) 1), (2.16)

2

as partial differential operators acting on L?(d¢1d€2d€3). To shorten the statement of some of our
results below, we introduce the notation “a(;) .G € L?” with the following meaning: for i = 1,2,
we say that

“a), G € L?7 if, for all j, | and e, a(i)ﬁlGl(jE) is square integrable,
and, for ¢ = 3, we say that

“a3),.G € L% if, for all j, | and e, a(g)Gl(i) is square integrable.

The notation a(; .a(n) .G € L? is defined analogously, and likewise for by, G € L? and beiy,-bn,.G €
L2,
The main results of this chapter can be stated as follow.

Theorem 2.1.1. Suppose that the masses of the neutrinos my,, my,, m,, are positive and
consider the Hamiltonian (2.12) with Hy given by (2.5). Assume that

Gel? ay Gel® i=1,23,

and that G € H'** for some u > 0. Then the wave operators QT exist and are asymptotically
complete. Suppose in addition that

b, GeL? i=1,23, bg.beGel? ii =123

Then there exists go > 0, which does not depend on my,, my,, My, such that, for all |g| < go,
H — F is unitarily equivalent to Hy.

We will follow the strategy presented in [29, 30, 5]. In Section 2.1.1, we show that the
Hamiltonian (2.12) defines a self-adjoint operator on a Hilbert space given as a tensor product
of antisymmetric and symmetric Fock spaces. The result holds without any restriction on the

33



Chapter 2. Scattering Theory for massive models of the W* decay

coupling constant g. Section 2.1.2 also contains the proof of some technical estimates that are
used in the subsequent sections.

In Section 2.2, we recall results giving the existence of a ground state and the location of the
essential spectrum of H, and we study the essential spectrum by means of suitable versions of
Mourre’s conjugate operator method.

Section 2.3 is devoted to the proof of several propagation estimates.

Finally, in Section 2.4, we prove some properties of the asymptotic fields and wave operators,
and we use the results of Sections 2.2 and 2.3 to prove Theorem 2.1.1.

Let us recall that throughout the entire document, the notation a < b, for positive numbers
a and b, stands for a < Cb where C is a positive constant independent of the parameters involved.

2.1.1 The Model

In this section we show that the Hamiltonian of the model, formally defined in (2.12), identifies
with a self-adjoint operator in a tensor product of Fock spaces for fermions and bosons. For

fermions, we define ¥y := R3 x {—1, 1} and, for bosons, X := R® x {-1,0,1}. The one-particle

Hilbert space for fermions is by := L?(X1) and for bosons by := L2(22). The anti-symmetric
Fock space for fermions is denoted by §, := @p_y ®p b1, where ®, stands for the antisymmetric
tensor product and where we use the usual convention ®(h; = C. The symmetric Fock space for
bosons is §s 1= @y ®F b2, where ®;, stands for the symmetric tensor product and ®Sf)2 = C.
Every family [ of leptons contains either an electron, a muon or a tau, the associated antiparticle,
and a neutrino and its antineutrino. Consequently, the Hilbert space for each lepton family is

4
= ®Saa

and we denote the full leptonic Hilbert space by

3
FL =X 3

Analogously, the bosonic Hilbert space is given by

2
W = ®gs

The total Hilbert space is
H :=Fw ®FL-

In other words, .7 is the tensor product of 14 Fock spaces, 2 symmetric Fock spaces for the
bosons W* and 12 anti-symmetric Fock spaces for the fermions.
The number operators for neutrinos and antineutrinos are defined by

Nl/l = Z J cz€(€2)cl,6(§2)d§27 NHGUt = Z NV”
e=+ J¥1 le{e,u,7}

and likewise

Ny = ZJ bf (E0be(61)dEr, Nige:= >, N, Ny = L ag (€3)ac(&3)dEs.
= i

le{e,u,}
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The total number operator is
N = Nlept + Nneut + NW-

Using the Kato-Rellich theorem together with N, estimates [51], it is proven in [19] that the
total Hamiltonian H defined in (2.12) is a self-adjoint operator in ¢, with domain 7 (H) =

2 (Hy), provided that the kernels GY) are square integrable and g « 1. In this section, we

l,e
extend this result to any value of g.

Recall that the notation “G' € L?” means that, for all j, [ and e, Gl(fe) is square integrable.
We denote by |G| the sum over 7, [ and € of the L?-norms of G\¥

le?
IGlz = Y} |G|,
7,l,e

Theorem 2.1.2. Suppose that G € L?. Then, for all g € R, the Hamiltonian H in (2.12) is
self-adjoint with domain 2 (H) = 2 (Hy).

The proof of Theorem 2.1.2 will be a consequence of the following two lemmas.
Lemma 2.1.3. Suppose that G € L?. Then
| Hr(Niept + Nw + 1) 7| < |G-
Proof. 1t is a consequence of N, estimates. A detailed proof is given in Annex A. O
The second lemma is a slight generalization of [51, Proposition 1.2.3(c)].

Lemma 2.1.4. Suppose that for all j, I, €, s1, so and A, Gl(jE)

Schwartz space .7 (R?). Then

(81,582, A, +) belongs to the

1
I1Hr(Nw + 1) 2] < C(G),
where C(G) is a positive constant depending on GZ(JE)

Proof. Let {e;} be an orthonormal basis of L?(R) composed of eigenvectors, corresponding to
the eigenvalues \; = (2i + 1), of the one-dimensional harmonic oscillator hy, := —% + z2.
We consider the orthonormal basis {e;, ® -+ ® e;,} in L*(R%). Below we use the notation
i1 = (i1,142,13), io = (i3,14,15), i3 = (ig,47,79) and a sum over (iy,i2,i3) corresponds to a sum
over (i1,...,i9) € N%. Moreover e;, := e;, ® e;, ® e;, and likewise for e;, and e;,.

As in the proof of the previous lemma, we consider for instance the term H}ll) 4 occurring in
Hip, see (A.1). Let

H}}l),+(sl) 52, )\) = J‘Gg%_);’_(slnpla 592,D2, >\7p3)bi+(p17 Sl)cik’i(p27 52)a+ (p3, )\)dpldp2dp37
so that 1 1
HI(',I),-F = 2 H]("1),+(317327A)-

81,82,A

To prove the lemma, it suffices to verify that, for any fixed s1, s9 and A,
1
[} (51,52, M) (Nw +1) 2] < C(G).
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Chapter 2. Scattering Theory for massive models of the W* decay

Decomposing Ggll(, s1,-, 82,-, s3) into the orthonormal basis {e;, ® --- ® e;, }, we see that

1
HY (51,500 = Y iiaisbi s o () ©¢F o, (e1,) ®aya(er) + huc,

i1,i2,i3

where we have set oy, 4, i, 1= (€j, ®ei,®ei,, Gglzr(, S1,+, 52,+, 53)), bi+781(h) = J , h(p1)bi+(81,p1)dp1,
R
for h € L?(R?), and likewise for i s,(h) and ay x(h). This yields

HH§,11),+(811 52, )\)(NW + 1)_%

1
= 2 aisziabt ) @ (€)@ arale) N + )72 <Y iyl

i1,i2,i3 i1,i2,i3

Observe that

9
1
iy igis = <H (27%4‘1)> <€n ® e, ®eiy

{=1

(®?:1hho)Ggl('7 S1,°,52, % 33)> .

The Cauchy-Schwarz inequality then gives

9 1
Z | iy g is | << Z (H w))

i1,i2,i3 i1,i2,i3  £=1

(®?:1hho)Gﬂ(', 81,7582, 53)

L2(R9)’
which concludes the proof. ]
Now we are ready to prove Theorem 2.1.2.

Proof of Theorem 2.1.2. In this proof, we underline the dependence of the interaction Hamil-
tonian on the kernels Gl(]g by writing H;y = H;(G). According to Lemma 2.1.3, for ¥ €
D (Niept + Nw ), there exists a > 0 such that, for all G € L?,

| H(G)¥] < alGll2 ([(Mept + Nw) W[ + | 9]) -

Let § > 0. There exists G5 € L? such that for all j, [, €, s1, so and )\, G((;jl)e(sl, -, 82, -, A, -) belongs
to the Schwartz space .7 (RY) and

1)
|G — Gsll2 < —.
a
Hence
I(H1(G) — Hi(Gs)) Y| < & ([(Niept + Nw) ¥ + [¥]). (2.17)
Moreover, by Lemma 2.1.4,
|Hr(Gs) ¥ < C(G5)|(Nw + 1)2 0], (2.18)

with C(Gs) > 0. For p > 0, we have that
[(Naw + 12 0] < N[ + () ™+ DI < (2| N 2]+ (47 + D7),
Inserting this into (2.18) and choosing ,u% = ¢C(Gs)~ !, this implies that
|H1(Gs) V| < 6| Nw [ + cs][ ], (2.19)

for some positive constant c.

Equations (2.17) and (2.19) show that H;(G) is relatively (Njept +Nw )-bounded with relative
bound 0. Since the masses m; and my, are positive, it is not difficult to deduce that Nieps + Ny
is relatively Hp-bounded. Therefore H;(G) is relatively Hp-bounded with relative bound 0.
Applying the Kato-Rellich theorem concludes the proof. O

36



2.1. Introduction

2.1.2 Technical estimates

This section is devoted to some technical lemmas and properties which will be used later. Proofs
and notations in this section are close to those of [29].

Number-energy estimates

Lemma 2.1.5. Suppose that the masses of the neutrinos my,,, my,,, m,, are positive and consider
the Hamiltonian (2.12) with H; given by (2.5). Assume that G € L?.

(i) For all m € Z, uniformly for z in a compact set of {z € C, £|Sz| > 0}, the operator (N +
1)™™(H — 2)"Y (N + 1)™*! eatends to a bounded operator satisfying

(N +1)7™(H = 2)7 (N + )™ = O(|S(2)|7*),
where ., denotes an integer depending on m.

(ii) Let x € CFP(R). Then, for all m,p e N, N"x(H)NP extends to a bounded operator.

Proof. As in the proof of Theorem 2.1.2, we underline the dependence of the interaction Hamil-
tonian on the kernels Gl(i) by writing H; = H;(G). First, observe that

[H7N] = [HI(G)vN]

A direct computation gives

[H(G). Niept] = [H{)(G), Noew] = ~[HV(G), Nw] = iV (i), (2.20)
[HP(G), Niept] = [H(G), Nuewt] = [HP(G), Nw] = iHP(iG), (2.21)
[HP(G), Niept] = ~[H(G), Noeut] = [HP(G), Nw] = 1B (G), (2.22)
[H(G), Niept] = ~[H(G), Nuew] = —[H(G), Nw] = il (iG). (2.23)

In particular, since G € L?, Lemma 2.1.3 together with the fact that Niept + Ny is relatively
H-bounded show that ||[H, N|(H + 2)7! = O(|Sz|™!). Likewise,

ladi (H)(H —2) ' = O(|Sz] 1), jeN. (2.24)
Next, for m € N, commuting N™ through (H — z)~!, we obtain that

(H—2)'N™=N™H—2)"'+ i N™ Y H - 2) ' Bux(2),

where, by (2.24), the operator By, (z) satisfies | By, x(2)| = O(|Sz|~“mk), with ¢, 1, a positive
integer. Therefore
m
(N+1)™H=2) \(N+ D)™ = (N+1)(H—2) "+ (N+1) "™ Y N YH = 2) ' Bp(2)
i=1
— O(|327m),

where in the second equality we used that N is H-bounded. This proves (i).
To prove (ii), let x € CF(R) and m,p € N. Then

m—1 p—1
N™y(H)N? = ( [T Nk + i)’lNk’m“> (H + i)™ (H)(H + 1)p( [T NP+ i)’le’k>,
k=0 k=0
where we used the convention Hk Ak = AgA;... A1 for any operators Ag,..., Am_1.
Hence (i) implies (ii). O
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Chapter 2. Scattering Theory for massive models of the W* decay

Number energy estimates in the “extended” setting

In the remainder of this section, we give results that concern an auxiliary “extended Hamilto-
nian”, defined in a same way as in [29]. The latter has already been introduced in section 1.2.4,
together with some basics objects. We recall that the “extended Hilbert space” is

H = QM
and the extended Hamiltonian, acting on /7!, is defined by
H*:= H®1 + 1 ® H,.

The idea is that the first component of ' corresponds to bound states, while the second
component corresponds to states localized near infinity. Let us first introduce new tools. The
number operators in the extended setting are defined by

Nlept,O = Nlept ®1, Nlept,oo =1Q® Nleptu

and likewise for Npeut, N and the total number operator N.
The operators dI'(Q, R) and dI'(Q, R) Let ¢,r be two operators on h;. The operator
dI'(q,r) : Fy4(hs) — F4(bs) considered in [29, 5] is defined by

AT (g, 7)lenp, = D ,4®@ - @qOr®¢®--- Q.

j=1 7—1 n—j

Given q,r, s three operators in b;, with ||g|| < 1, the following estimates are proven in [29, 5]:

[{dT (g, rs)u, v)| < HdI‘(r*r)%vHHdF(s*s)%u , (2.25)
for all u € 2(dl(r*r)/?) and v € 2(dl'(s*s)/?), and
|N~2dT(g, r)u| < [dT(r*r)2ul, (2.26)

for all uw € 2(dl(r*r)Y/?).
Let now @ = (q1,...,q14) and R = (r1,...,714) be two sequences of operators such that ¢;
and 7; act on h;. The operator d['(Q, R) : # — S is defined by

14
dF(Q, R) = Z F((ql, e ,qz;l)) ® dF(q,;, 7“@') ® F((QiJrl; e ,Q14))-

i=1
Moreover, similarly as in Section 1.2.4, we define

d(Q, R) : A(h1,b2) — A (h1,b2) ® (b1, bha)
dl(Q, R) = Urdl'(Q, R),

where Uy, is the unitary operator of Section 1.2.4.
With these definitions, the estimate recalled in (2.26) easily generalizes to the following
lemma.
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Lemma 2.1.6. Let Q = (q1,...,qu4) and R = (r1,...,714) be finite sequences of operators, with
lgill < 1. We have that

|N=2dT(Q, R)u|| < |dT(R*R)2ul,
for all w € 2(dT(R*R)'/?), where N = dI'((1,...,1)) is the total number operator in .

Moreover,

|(No + Noo))™3d1(Q, R)u|| < [dP(R*R)3u
for allw e 2(dAT(R*R)Y/?).

Intertwining property We state some intertwining properties that will be used later on.
In the next lemma, ag stands for a bosonic creation or annihilation operator acting on the it"
Fock space (note that # is the tensor product of 14 Fock spaces, and hence 4 ® . is the
tensor product of 28 Fock spaces). Likewise, dg?b stands for a fermionic creation or annihilation

operator acting on the i*" Fock space.

Lemma 2.1.7. Let J = {(j1,0,J1,0),-- -, (J14,0, J14,0)} be a family of operators defined as in
Section 1.2.4. Fori = 1,2, and hy € b, we have that

£ [ hal€)a €€ = [ {(Gih) €O + Groha)(@akrs(©)} dET().

Likewise, fori=3,...,14 and hy € b1, we have that
£ [ @O = [ {Gioh) O, €) + Giaehn)©) (-1 14O} dE T,

where we have set N; = Jd;b(f)dz‘,b(f)df‘

Proof. We prove for instance the first intertwining property with i = 1 and af = a*, the proof
of the other statements is analogous. Recall the notation j; = (Ji 0, ji,«). We have that

I (j1) a*(h2) = a*(jiha)T (1),
(see [29]). Therefore,
(J)a*(hg) = ULT(J) {a*(ho) ® 15, @ 15, }
= Ur{T(j1)a"(h2) ®T(j2) ®T ({43, - - -, j14})}
= Ur {a™(j172)T'(j1) ®T(j2) ®T ({73, - - -, J14})}
= Ur{a*(jih2) ® 15, ® 15, } I'(J)
= {a*(j10h2) ® 15, © 15, @ Ly + Ly ® a*(j1,whe) © 15, ® 15, } ().

This corresponds to the first equality in the statement of the lemma, for i = 1 and af = a*. O
We conclude these remainders with another useful intertwining property.

Lemma 2.1.8. Let B = (bl, P ,614) and J = {(jl,o;jl,oo); ceey (j1470,j147oo)} be families Of
operators defined as before. We have that

(AT(B) ® 1 + 1 » @ dAT(B)) T'(J) — I'(J)d['(B) = dI'(J,[B, J]).
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Proof. Tt suffices to write

(AT(B) @ 1 + 1 @ AT(B)) T'(J) — I'(J)dI'(B)
= (AI'(B) @1 + 1 ®dI'(B)) ULT(J) — ULT(J)dI(B)

_u, {dr ([ fg . D T(J) - F(J)dF(B)}

=03 {1 gee (ar (| § g ) e -raar o) eria, i

=ULY, {T((Gro- -2 5i1) © AT (i, b3, 4i]) @ T (i1 - - -5 dn) }
i=1

= dI'(J,[B, J]).
This proves the lemma. O

The proof of Lemma 2.1.5 can be adapted in a straightforward way to obtain the following
results.

Lemma 2.1.9. Under the conditions of Lemma 2.1.5, for all m € Z, we have that
H(No + No + 1) ™(H™ — 2) "1 (Ng + Ny + 1)m+1H = O(|S(2)| %),

uniformly for z in a compact set of {z € C, £|3z| > 0}, where ., denotes an integer depending
on m. Moreover, for all x € CF(R) and m,p € N, (Ng + Noo)™x(H™")(Ny + Ny)P extends to a
bounded operator.

Let (ji0,---,7140) € CP(R?) and (j1,00,- - -, j14,0) € CP(R3) be families of functions satisfy-
ing jeo = 0, jreo = 0, jgo —i—j%oo = 1 and jyo = 1 near 0. Recall that the total Hilbert space
7 is a tensor product of 14 Fock spaces. We set j = ((j1,0,J1,0) - - -5 (J14,0, J14,00)) and, for any
R>1, 8 = ((jfo,jfoo), e (jﬁo,jﬁm)), with jfﬁ = Jos(%), © =1iVy, and p is the momentum
of the particle labeled by ¢ € {1,...,14}.

Recall that we write “G € H*” if, for all j, [, €, s1, so and A, Gl(,je)(sb -, 82, -, A, -) belongs to
the Sobolev space HH(R?).

Lemma 2.1.10. (i) G € H* implies that, for all j, I, €, s1, s2 and \,

VR >1, ]l[R,OO)(|xZ|)Gl(,J€)(817 82,7 A, )H2 SR, (227)

where x; =iV, i =1,2,3.
(i) Conversely, if for all j, 1, €, s1, s2 and A, (2.27) holds, then G € H* for any a < p.

Proof. For simplicity, the case of a single variable L? function v is considered. The result can
be naturally generalised to our case. Let us first prove that the hypothesis v € H* implies:

VR > 1, |Ljpu)(z)v|, < R7"
We have that

It (Dol = [ Uprap(lalo)Pas (2.29)
T 2

< [1mae) B o) (2.29)

< CR %, (2.30)
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To prove (ii), we observe that:

v = |2]* T 3 (J2)o + |2]* T yory (J2])0.

]1[0,1](|5L‘|)UH < ||v|. Moreover:

(RS TISTCEAITE i g ey (fe)o

o0
< Z 20D L g0 ynasy (|2}
" o0
< € ) alnthaigmum
n=0
e 0]
< 02 Yl onletm),
n=0
If 4o > o then (ii) is proven. O

Lemma 2.1.11. Suppose that the masses of the neutrinos my,, my,, m,,  are positive and
consider the Hamiltonian (2.12) with H; given by (2.5). Assume that G € L. Let j* be defined
as above. Then

(H™ + )70 () = TGT)H +i)7t = o(R?), R — . (2.31)
In particular, for any x,x' € CF(R), we have that

{X(HZT(™) = T x(H) I (H) = o(R"), R — . (2.32)
If G e H* with u > 0, then

(H™ + )70 (%) = TGYH +1) 7 = o(R~™00)) R — oo, (2.33)

and in particular, for any x,x' € CF(R) and p = 1, we have that

{X(H")T(™) = TG x(H)}X (H) e OR™), R— . (2.34)
Proof. We first note that

(H™ + )70 = TG H +)7 = (™ + )~ (G H - HT(G™) (H +1)7,
and a direct computation gives
HET(j) = (%) Ho = AP (5", [w, 7).

It follows from Lemma 2.1.6 that

de(jR, [w, 77])(No + Nop + 1)*1H — H(N0 + N + 1)~ 2d0(GE, [w, 78] (N + 1)3

< lw, 55 [w, 5717 = O(R™).
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Chapter 2. Scattering Theory for massive models of the W* decay

Moreover, we have that

4
(Hy(G) @ DI (j7) - T(j" = YN (HEP (@) @I - T(HHP Q).

J=1

Considering for instance the term
1{).(6) = [ 60 (61,62, 0007 4 (€06, (€~ (€0)dErdéads,

occurring in H}l)(G). Using the intertwining properties of Lemma 2.1.7, one verifies that
1 o ‘o 1
#HY (G @I - T L (G)

can be expressed as a sum of operators of the form
j]R(fUl, za,23)GY) (&1, &, 53)171 (&) _(52)a+(€3)d§1d§2d§3,

where jf(x1, 29, 3) stands for either 1 — j270(x1)j£70(x2)j£70(x3) or jﬁﬁ(ml)jg’ﬂ(mg)jgﬁ(xg),
with at least one of the jéﬁ equal to jeoo Moreover aa(ﬁg) stands for either a(£3) ® 1 or

1 ®a;(&3) and likewise for b 2 (&1) and cl’ii (&2).
Therefore, proceeding as in Lemma 2.1.3, one deduces that if G € L?, then

{(H/(G) @ )I'(j") =T (") HI(G)}(No + N + 1) | = o(R°), R — .
Similarly, if G € H*, we obtain that
[{(H(G)@ 1)L (™) — T () H1(G)}(No + N + 1) | = O(R*), R — 0.

Putting together the previous estimates proves (2.31) and (2.33).
To prove (2.32) and (2.34), let x € CZ°(C) be an almost analytic extension of x satisfying:

X=X, [02X(2)] < Cu[S(2)]", neN.

Using the Helffer-Sjostrand functional calculus, we have that

= [2sx() (G2 = BTG TG = 1)) X (H)de A dz

Combining (2.31), (2.33) and Lemma 2.1.5, we obtain (2.32) and (2.34). O

2.2 Spectral Theory

In this section, we do the spectral analysis of the Hamiltonian H. We begin with recalling results
giving the existence of a ground state, next we study the structure of the essential spectrum by
means of suitable versions of Mourre’s conjugate operator method.
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2.2.1 Existence of a ground state and location of the essential spectrum

Recall the notation F = inf o(H). The next theorem shows, in particular, that H has a ground
state, i.e., that F is an eigenvalue of H.

Theorem 2.2.1. Suppose that the masses of the neutrinos my,, my,, m,, are positive and
consider the Hamiltonian (2.12) with Hy given by (2.5). Assume that G € L*. Then

Oess(H) = [E + my, 0).
In particular, E is a discrete eigenvalue of H.

This result is known as the HVZ theorem and its proof may be found in [29] in the bosonic
context or [5] in the fermionic case. Let jf be defined as in the lemma (2.1.11) adding the
assumption that for all 4, ji2,0 + ji%oo = 1. We define ¢ = ((ij)Z, e (jﬁ,0)2)' We start by
proving the following lemma:

Lemma 2.2.2. Assume G € L?. Then the operator T'(¢")(H + i)~ is compact on .
Proof. First, we note that:
T(q™)(Ho + )~ (Ho + i)(H +14)™"

and as (Ho + i)(H +4)~! is bounded it is enough to show that T'(¢f*)(Hy + i)~ is compact.
Since 1, o0)(N)(Ho + i)~ tends to 0 in norm when n tends to infinity, it is enough to prove

the compactness of I'(¢f)(Hy + i)~! on every n-particle sector. The conclusion follows from
Proposition 2.34 in [7]. O

Proof of Theorem 2.2.1. The fact that
oess(H) € [E 4+ m,,, ) (2.35)

is a consequence of (2.32) in Lemma 2.1.11. Indeed, if x belongs to C{((—o0, E + m,)), using
that the operator I'(j%) defined in the previous section is isometric, we have that

X(H) = T TG (H) = TG *X(HTGT) +o(R"), R — oo,
Since Noo = 1 ® N commutes with H®" in J#Z = %" ® s, and since
H™ 11 55)(Noo) = (E + my) 1y o0y (Noo),
this yields

X(H) = T([R)* (1 @) x (H™Y)D(7) + o(R°) = T(j7)* (1 @ )T (%)X (H) + o(R"), R — o,
D(¢")x(H) + o(R°), R— oo,

where Il denotes the projection onto the vacuum in 5#. The second equality in the previous
equation is another consequence of (2.32). The inclusion (2.35) then follows from Lemma 2.2.2.

The converse inclusion can be proven by constructing a Weyl sequence associated to A for
any A € [E + m,,00) in the same way as in [29, Theorem 4.1] or [5, Theorem 4.3]. O
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2.2.2 Spectral analysis for any value of the coupling constant

In this section, we study the structure of the essential spectrum of H using Mourre’s conjugate

operator theory [77, 8]. Remembering that the dispersion relation wl(i), i=1,2,1¢€{e,pu,7} and

w®) are defined in Introduction, we set
1= 5 (Vo Vel ) + Vel (p) V), i=12, lefemr),  (230)
g = 3 (Vs - VoD (p3) + VO (p3) - 7,,). (237
In particular, the operators a;); are self-adjoint and their domains are given by .@(a(iﬂ) ={he

b1, a@yh € b1}, where a(iy,h should be understood in the sense of distributions. Likewise, a(3)
is self-adjoint with domain Z(a(3)) = {h € b2, a3)h € h2}. Using the notation

14
dT'(q) = > dT'(g:)
=1

as operators on J, with ¢ = (q1,...,q14), q1, g2 operators on ho and (gs, ..., q14) operators on
b1, we set
A:=dl(a),
a:.= (@(3)761(3)7 A(1),15 (1)1, A(2),15 A(2),15 A(1),25 A(1),25 A(2),25 A(2),25 @(1),3 A(1),35 4(2),3> CL(2),3)-
(2.38)
Hence the following notations will be used: a1 = a3, a2 = a(z), a3 = aqy1, - - -, a14 = a(z) 3. A

direct computation, done in the first chapter, gives
[Ho,iA] = dT(|Vw|?), (2.39)
in the sense of quadratic forms, with:
Vw := (Vw(3), Vw(3), ngl), ngl), ngz), Vw§2)7 Vwél), Vwél), ng), ngz), Vwél), Vw§1)7 VwéQ), Vw:(f)).

Moreover, writing H;y = H;(G), we have that

[H(G),iA] = [HV(G) + HP(@) + HP () + HY(G),14], (2.40)
where
2 14
[HV(G),14] = Y i (0:6) — Y il (10;G), (2.41)
i=1 i=3
14
[HP(G).14] = = Y iH (i0,G), (2.42)
i=1
14 14
[HP(G),14] = - D iHY (G + Y iH(46), (2.43)
i€{1,2,5,6,9,10,13,14} i€{3,4,7,8,11,12}
14 14
[HY(G),14] = - D iHY (10,G) + D iHY (10,G). (2.44)
€{5,6,9,10,13,14} i€{1,2,3,4,7,8,11,12}
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2.2. Spectral Theory

The main result of this section is Theorem 2.2.4 below, which proves that H satisfies a
Mourre estimate with respect to A in any interval that does not intersect the set of thresholds
(see (2.47) below for the definition of thresholds in our context). As recalled before, in order to
be able to deduce useful spectral properties of H, in addition to the Mourre estimate, one needs
to establish that H is regular enough w.r.t. A. This is the purpose of the following lemma.

Recall that, for i = 1,2, the notation “a(; .G € L?” means that, for all j, [ and e, a(i)yngi)
is square integrable, and that “a(3) .G € L?” means that for all j, | and e, a(3)Gl(?€) is square
integrable.

Lemma 2.2.3. Suppose that the masses of the neutrinos my,,, my,,, m,,. are positive and consider
the Hamiltonian (2.12) with Hy given by (2.5). Assume that

Gel? a; Gel® i=1,23. (2.45)
Then H is of class C'(A). If in addition
agy.ag,.GeL? ii =123, (2.46)
then H is of class C%(A).

Proof. Proceeding as in [46, Section 4], using that Z(H) = 2(Hy), it is not difficult to verify
that, for all s € R, e ¥49(H) < 2(H). In order to prove that H is of class C'(A) if (2.45)
holds, it then suffices to verify that [H,1A| extends to an H-bounded operator. From (2.39) and
the fact that |Vw|? is bounded, it follows that [Hy,iA] is relatively N-bounded, and therefore
relatively Hg-bounded since the masses of all the particles are positive. Moreover, it follows from
Lemma 2.1.3 and (2.40)—(2.44) that [H;(G),iA] is also Hp-bounded under assumption (2.45).
Likewise, to prove that H is of class C?(A) if assumption (2.46) holds, it suffices to verify
that the second commutator [[H,1A],1A4] extends to a relatively H-bounded operator. The result
then follows from computing [[H,1A],iA4] in the same way as in (2.39)—(2.44) and using the same
arguments as before. O

The set of thresholds is defined by

14

T = opp(H) + { N ming, i €N, (na,... n1g) # (0, ... ,0)}, (2.47)
i=1

where m; denotes the mass of the particle ¢ (i.e. m; = mo = my, mz = my = Me, M5 = Mg =

my,, etc).

Theorem 2.2.4. Suppose that the masses of the neutrinos my,, my,, m,, are positive and
consider the Hamiltonian (2.12) with Hy given by (2.5). Assume that (2.45) holds. Let A € R\r.
There exist € > 0, cg > 0 and a compact operator K such that

]l[)\fs,)\Jrs] (H) [H7 iA]]l[)\fe,)HrE] (H) = CO]l[/\fz-:,)Hre] (H) + K. (2‘48)

In particular, for all interval [\1, \2] such that [A1,X2] "7 = &, H has at most finitely many
eigenvalues with finite multiplicities in [A1, X2] and, as a consequence, opp(H) can accumulate
only at T, which is a countable set.

If in addition (2.46) holds, then os.(H) = .
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Chapter 2. Scattering Theory for massive models of the W* decay

Proof. The proof of (2.48) uses arguments developed in [29] and [5] (see also [28]). Let E =
inf o(H) . We introduce the following notations:

ot —
d(A) = inf_(d0(|Vw(k)[*)),
O (H)+T (k)

which can be rewritten as:

0 itA e [E, E+m..)
N nj N
inf{ MV E)P | A+ Y Y WP (k) = A, Vi< Ny eN, 3j, ny #£0, M€ gpp(H)} otherwise

j=1i=1

j=1i=1

We define also:

N 7nj

d(\) = inf { D2 Vel (k)2

j=1i=1

N 7nj

A+ D> wl(k) =X, Vi< N.njeN, M\ e app(H)} .
j=1i=1

Note that:
d(A), A ¢ opp(H)
d(A) =
0,\ € opp(H)

We also introduce

N=[\N—K, A+ K]

&) = nf )
d*(\) = inf d(p)

HEAS

We will use an induction and the statements that will be proved are:

e Hi(n): Let ¢ > 0 and A € [E, E + nm,,_). Then there exists a compact operator Ky, an
interval A which contains A such that:

1A (H)[H, iA]La(H) > (d()) - L (H) + Ko.

Hy(n): Let € > 0 and A € [E, E + nm,,). Then there exists an interval A containing A
such that:

10 (H)[H, iA]Lo(H) > (d()) — L (H).

Hs(n): Let kK > 0, ¢ > 0 and ¢ > 0. Then there exists 6 > 0 such that for all X €
[E, E + nm,, — €], one has:

Lag(H)[H,iAllag(H) = (d™(\) — €)Lar(H).
e Si(n): 7 is a closed countable set in [E, E + nm,,].
e Sy(n): for all \y < Ay < E + nm,, with [A1, \2] n 7 = &, we have di'mllz[of\g1 ,\2](H) < 0.
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2.2. Spectral Theory

The following assertions will be proved:

Hy(n) = Hy(n) (2.49)
Hy(n) = Hs(n) (2.50)

Hy(n) = Sa(n) (2.51)

Sy(n —1) = Sy(n) (2.52)

Si(n) and Hs(n—1) = H(n). (2.53)

First, (2.52) is obvious since property Sa(n — 1) means that op,(H) N [E, E + (n —1)m,, ] is a
closed countable set, which implies Sy(n — 1).

Part I: To prove (2.49), let us first fix X ¢ 0,,(H). By Hi(n) we can find A; containing A
and a compact operator K; such that:

E)]lAl(H) + Ki.

Loy (D[H,iATL 5, (H) > (d(Y) - 5

Since s — Alin{a)\} IA(H) = 0 and using the compactness of K7, we can find an open set A such

that:
LA KL LA(H) > = S1a(H).

As d(\) = d(N\) we have:
AH)[H,iAJLA(H) = (d(A) — ) Lo (H).

If X € opp(H) then P = 1 (H) # 0. Moreover (1 — P)K;(1 — P) is again compact and there
exists a finite rank projection F' onto a subspace of the range of P such that:

|(1=P)Ki(1-P)=(1-F)Ki(1 - F)| < (2.54)

(=2 e

Note that ' commutes with H. We now have:

Ia, (H)[H,iAllA, (H) = llAl(H)(l F)[H,iA](1 = F)1a, (H)
+ 1a,(H)P[H,iA|P1,(H)
H)(1 — F)P[H,iA]P(1 - F)la,(H)
H)F[H,iA|(1 — P)1a,(H) + h.c
= R+ Ry+ Rs+ Ry + Rj.

]1A1(
]lAl(

Using assertion H; we have:

Ia, (H)(1 = F)[H,iA](1 = F)1a, (H) = (1= F)1a, (H)[H, A1, (H)(1 = F)

> (d\) - g)]lAl(H)(l —F)+(1- F)Ko(1 - F).
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Chapter 2. Scattering Theory for massive models of the W* decay

Using (2.54) we deduce that:

La,(H)(1 — F)[H,iA|(1 — F)La,(H) > —%]IAI(H)(I —F)+(1- P)Ko(1 - P) — %

From Lemma 2.2.3, the virial theorem can be applied and:
Ry = R3 =0.
Finally:
Ry+ R = F*Ry+ R}F,

and the Cauchy-Schwarz inequality leads to:
Ri+Rf > —(F*F)2(RiRy)?

€ % 3 *
> —p(FF) = 5 (RiRy)
€ 3 ; ;
> % — (1= P)La,(H) (Lo, (H)[H i AJF[H, iAJLa, (H)) La, (H)(1 = P).
Defining:
3 . .
Ky = — o La, (H)[H AV F[H, AL, (H).
We then have :

—%]IAI(H)(l — F)+ (1 - P)(Ko + K3)(1 — P) — <.

]lA1(H)[H7 lA]]lA1 (H) > 3

Since Ko+ K> is compact and 1, (H)(1 — P) tends strongly to zero as A tends to {\}, we then
have, for a sufficiently small A:

Ua(H)[H,iA]La(H) > —€la(H).

Part IT: Let us now prove (2.50). We fix k > 0, ¢g > 0 and for all A € [E, E + nm,, — €],
we can find §(\) < k such that:

1 pso (D[H AL o0 (H) 2 (d() — €)1 oo (H).

A
A finite sequence of \;, i = 1,..., N can be found to cover [E, E + nm,, — €] with Ai(i’\i) . We
then have:

1 s (H)[H, AT 50 (H) = (d(N) — 1 5000 (H).
i Ag Ag

We set

and, then, there exists i € {1,..., N}, depending on A, such that A‘f\ c Aii/\i) and \; € A‘f\.
Moreover d®(\) < d()\), so:

Lpg (H)[H,iAJlpg (H) = (d(N) — €)1 g (H)
> (d"‘()\)—e)]lAi(H).
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Part ITIT: (2.51) is a direct consequence of the virial theorem. Let A, A2 € [E, E + nm,,)

such that [A1, A2] n7 = F. We can again find a finite sequence {\;};—1, ., such that 6?\9” cover
[)\1, )\2] and :
L oo (H)H,AJL s (H) = (d(Ni) — €)1 o0 (H) + K; (2.55)
i Ai i

with (d(\;) —€) > 0. For each 5%’\” let us take an orthonormal sequence of eigenvectors {¥,},

with eigenvalues in (5?\9"'). Using virial theorem and (2.55) :

0 = <\Ili,n

= (d()\l) — 6) <\Ili,n ]lAé(Ai)(H)\I/i7n> + <\Ili,n |KZ\I/”1>
i
(d(Xi) — &) [Winl® + (T iWYin)

If there is an infinite number of such eigenvectors they converge weakly to zero. Since K; is
compact then (¥; , |K;V,;,,) converges to zero too. We would have then

]lAi(.A y(H)[H, lA]]l 6(>\ )(H)\Illn>

WV

0> (d(X\i) = €) [ Wil

which is a contradiction.
Part IV: We now prove statement (2.53). Let x € C°([E, E + nm,,)). Then:
(

X(H)[H,iAlx(H) = TG*TG")x(H)[H,iA]x(H)
= T(™* (L0 (Noo) + Lo (Vo)) TG X (H)[H, iA]X(H)
= TEN* (Lo (Vo)) DX, iA ] (H)
+ TO™* (L wp(Neo)) TG X (H)[H, iA]x(H)
= T(¢")x(H)[H,iA]x(H)
+ DO (L oof(Neo)) x(H)L (™) H, Al (H) + O(R ™).

Moreover, [H,iA] is almost of the same shape as H. Using the computation that have been
done before, and Lemma 2.1.11 we have that:

([H,iA] ® Ly + Ly @ dU(|Vw )L () = T(j%)[H, iA] = O(R ™),

which leads to:

X(H)[H,iA]x(H) T(q")x(H)[H,iA]x(H)
T(57)* (U1, o[(Neo)) x(H)([H,iA] @ 1

Ly ® dT(|Vw|?))x(H"HI (%) + O(R™Y).

+ o+

T'(¢®)x(H)[H,iA]x(H) is compact. We will call it K1(R). Assuming now A € 7 then sup,.-, d*()\) =
d(A) = 0. If A ¢ 7 then, by closedness of 7 in [E, E + nm,,), there is not any sequence of 7
elements converging to A. So, there exists kg > 0 small enough such that for all kK < kg,

d®(A) # 0. As a trivial consequence sup,.od®(\) = d(A). So, there exists x small enough so
that d®(\) > d(\) + §.
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Chapter 2. Scattering Theory for massive models of the W* decay

Let Ay € [E, E + (n — 1)m,,) then by hypothesis Hs we have:

€

Lag, ([H, AT sy (H) > (d(0) = £)lag, ().
Replacing A1 by A — d['(;), where (Q;); = w; if m; < m; and (Q;); = 0 otherwise, multiplying
to the right by 1[1,@[(Nw) to be sure that we can at least withdraw one particle we obtain:

(ﬂA§ (H + dF(Qj)) X ]Lyf) [H, ZA] X1, (]IAK (H + dF(Qj)) X® ]Lyf) ]1[1700[(]\700)

€

> (d"(\—dr(y)) ) Lag(H +dL())1[1,00[(Noo)-

Therefore:

(Lag (H + d0() ) {[H,iA] @ Ly + 1 @ AT(IVewl)} (Lag (H + dT(25)) ) s of (Noo)

€

> (Lag(H +d0(©,))) (3~ dD(©))) + Ly @ dT(Ve]) — £)Tag(H 4+ dT ()11 (o)

> (d") - 5) Tag(H + dD(@) 1 og(Noo)
> (A0~ %) Lag (0 + 0@y (Ve),

This shows that:

X(H) ([H, iAJ@1 s +1@dL (VW) x (H) (111,00 (Nao)) = (d(A) - 26) Lo (AT (S45)T 1,00 (Noo ),
and consequently that:

XH) (U1 0o(Noo)) ([H, i Al®1 s +1p@dL (| Vew|*)) x (H™) > (d()‘) - 26) Lag (AL (S4)) 1 00 (Noo)-

Therefore:

X(H)[H,iA]x(H) = I:(qR)X(H)[H,iA]x(H)

L)* (Lp,o0f(Neo)) X (H)([H, iA] @ L
Ly @dL(|Vw)x(H)L (i) + O(R™)

(A0 ~ 20 (H) + Ky (R) + O(R ).

Voo + +

Recalling that K7(R) is compact and choosing R large enough proves Hj as long as we stay
in the subset [E, E +mnm,,) of the spectrum. We have just shown that the hypothesis Hs(n—1),
together with Sq(n) implies Hi(n). Note that for only one electron neutrino, Hy is obvious.
Therefore, an induction argument is enough to conclude the proof. O
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2.2.3 Spectral analysis for small coupling constant and regularized kernels

In this section, we improve the results of Theorem 2.2.4 by imposing stronger conditions on the
kernels and treating the coupling constant g as a small parameter. The main idea consists in
considering a different, non-self-adjoint conjugate operator, in order to obtain a global Mourre
estimate without compact remainder. We introduce the following operators:

i i _ i _ .
by = 5((1% Vel (01) i - Vs + Vo pilpi - Vo ()Y, i=1,2, L€ {e,p,7},
(2.56)

i
bez) := 5((293 -V (p3))"1ps - Vs + Vi, - p3(ps - V@ (p3) ), (2.57)

acting on b1, and b(3y acting on ha. In particular, the operators b(;); with domains C§° (R3\{0}) x
{—3. 3} are symmetric, and likewise bz) with domain C§(R*\{0}) x {—1,0,1} is symmetric.
Their closures are denoted by the same symbols. Moreover, we set

B :=dI'(b),
b= (bsy, bsy, b1y, b1y, 02),15 02,15 01,25 01,25 0(2),25 0(2),25 b(1),3, b(1),3, b(2),3, b2),3),  (2.58)

(hence by = b(gy, ba = bygy, bs = b1y 1, - - -5 b1a = b(g) 3.). Then dim(Ker(B*—i)) = 0, B generates
a Cg-semigroup of isometries {W;};>0 and a direct computation gives

[Ho,iB] = N, (2.59)

in the sense of quadratic forms. Moreover, the commutators [H}j )(G), iB], 7 =1,...,4 are given
by (2.41)—(2.44) with b; instead of a;.

A straightforward modification of [16, Section 5.1] shows that W; and W;* preserve Z(|H |%),
and that for all ¢ € .@(|H|é),

sup HWtQSH@( 1 <00, sup ||Wt*¢|\@( 1 < 0. (2.60)
O<t<1 O<t<1

|H]2) [H|2)

Before proving a Mourre estimate and deducing from it spectral properties of H, we must show,

as in the previous section, that H is regular enough with respect to the conjugate operator.
Recall again that, for ¢ = 1,2, the notation “b;) .G € L?” means that, for all j, [ and e,

b(i)’lG(j) is square integrable, and that “b(3) .G € L?” means that, for all j, [ and e, b(g)Gl(jE) is

le
square integrable.

Lemma 2.2.5. Suppose that the masses of the neutrinos my,, my, , m,, are positive and consider
the Hamiltonian (2.12) with Hy given by (2.5). Assume that

Gel? by Gel? i=1,23. (2.61)
Then H is of class C'(B; .@(|H|%), .@(|H|%)*) If in addition
by ban,.G € L?, i,i' =1,2,3, (2.62)

then H is of class CQ(B;@(|H|%);@(|H|%)*).
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Chapter 2. Scattering Theory for massive models of the W* decay

Proof. Suppose that (2.61) holds. In order to verify that H is of class C!(B; .@(|H|%), .@(|H|é)*)7
since (2.60) holds, it suffices to prove (see [47, Proposition 5.2]) that the quadratic form [H, B]
defined on @(|H|%) N 2(B) by {(¢,[H,B]¢) = (¢, HBp) — (B*¢, Hp) extends to an element
of Z(@(|H|é), 9(|H|%)*) By (2.59) and the fact that NV is relatively H-bounded, it is clear
that [Ho, B] extends to an element of .Z(.@(|H|%),_@(|H|%)*) That [H;, B] also extends to
an element of Z(Z(|H |%)7 P(|H |%)*) follows from the expression of the commutator (given by
(2.41)—(2.44) with b; instead of a;, as mentioned above) together with Lemma 2.1.3, which can
be applied under the hypothesis (2.61).

To prove that H is of class C?(B; .@(|H|%), .@(|H|%)*) under the further assumption (2.62),
it suffices to verify similarly that [[H, B], B] extends to an element of DS,”(.@(|H|%), .@(|H|%)*)
But we have that [[Ho, B], B] = 0 and a similar computation as before shows that [[H, B], B]
extends to an element of Z(@(|H|é), @(|H|%)*) by Lemma 2.1.3.

The next theorem establishes a global Mourre estimate for H, from which, using the regu-

larity properties proven in the previous lemma, we can deduce the desired spectral properties of
H.

Theorem 2.2.6. Consider the Hamiltonian (2.12) with Hy given by (2.5) and assume that
(2.61) holds. There exist go > 0, ¢ > 0 and d > 0 such that, for all values of the masses of the
neutrinos my, >0, my, >0, my,_ >0,

[H,iB] > cl — dllq, (2.63)

where Il denotes the projection onto the vacuum in €. In particular, E = inf o(H) is the only
eigenvalue of H, and E is non-degenerate. If, in addition, (2.62) holds, then the spectrum of H
in [E + my,o0) is purely absolutely continuous.

Proof. Recall that, in the sense of quadratic forms on Z(B) n Z(Hy) we have that [Ho,iB] = N
and that [Hj,iB] is relatively N-bounded by Lemma 2.1.3. Therefore there exists ¢; > 0 and
¢ > 0, which do not depend on the masses of the neutrinos, such that

(. [Hp, iBJp) < c1(yh, Ny + cof 9[>
This yields

[HalB] :[HOaIB]—l_g[HIalB] N—ClgN—ng
(1 —c1g)(N + 1o — IIg) — cag
(1 =c19)1 — (1 = c19)Ilg — cag

=
=
=
> (1—(c1+c2)9)l — (1 —c19)q,

which proves (2.63).

The fact that (2.63) implies that H has at most one eigenvalue is a consequence of the virial
theorem (see Lemma 10 of [68]), which holds since H € C!(B; @(|H|é), @(|H|é)*) by Lemma
2.2.5, together with the fact that dim(Ran(Ilg)) = 1. See, e.g., [67, Lemma 10].

That the spectrum of H in [E + m,, ) is purely absolutely continuous if (2.62) is satisfied

is a consequence of the abstraclt results 1mcalled at the beginning of this section together with
the fact that H € C?(B; 2(|H|2); 2(]H|2)*), by Lemma 2.2.5. O
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2.3. Propagation Estimates

2.3 Propagation Estimates

In this section, we use the method of propagation observables that was developed in N-body
scattering theory (see e.g. [88, 69, 53, 26, 28] and references therein). This method was adapted
to the context of Pauli-Fierz or P(y)2 Hamiltonians in several papers (see, in particular, [29,
30, 43, 44, 5, 45, 21, 38]). In this section only the case where all particles are massive will
be considered and the propagation estimates that we prove are straightforwardly adapted from
[53, 29].

The basic approach that we follow to prove our propagation estimates is the following: let
H be a self-adjoint operator on a Hilbert space % and let ®(¢) be a time-dependent family of
self-adjoint operators. Suppose that for some u € H,

<e*itHu, @(t)e*itHu> < C,, uniformly in ¢ > 1,

and that one of the following two conditions holds,

ope™ Hy, o(t)e My > (e oy, U(t)e Hy) — Z (e tHy, B (t)B; (t)e )y, (2.64)
j=1

n
ople ™y, o (t)e My < —(e My, U(t)e Hy) + Z (e 1y, B3 (t)B; (t)e Huy,  (2.65)
j=1

where W(t) are positive operators and B;(t) are families of time-dependent operators such that
® i 2
f | Bi(t)e™ " u|"dt < C. (2.66)
1
Then, integrating with respect to ¢, one obtains that
O
J (e Hy, W(t)e Hu)dt < C,, (2.67)
1

which is sometimes called a weak propagation estimate for the family of observables W(t). Ob-
serve that the left-hand-sides of (2.64)—(2.65) can be rewritten as

(7 y, DO(t)e My,

where D stands for the Heisenberg derivative D®(t) = 0;®(t) + [H,i®(¢)]. Therefore, to prove
the propagation observable (2.67), it suffices to find a family of operators ®(¢) whose Heisenberg
derivative “dominates” W(t), in the sense that D®(t) > U(t) or D®(t) < —VU(¢), up to remainder
terms that are integrable in the sense of (2.66). The strategy usually consists in comparing
the time derivative 0;®(¢) and the commutator [H,i®(¢)], possibly by means of a “commutator
expansion” of [H,i®(t)]. We refer the reader to e.g. [28] for details on the method of propagation
observables, see also [38, Section 2] for a description of the method of propagation observables
for Pauli-Fierz Hamiltonians, closely related to the approach that we will follow here.
It is useful to introduce the following notations

i ob i . . 0ob .
di/b(t) = S0 + [ @), O] i =12, df) = ZO) + O (), (1)
if b(t) is a family of operators, acting on by if ¢ = 1,2, or acting on b if i = 3. Likewise, we set
0B 0B
DoB(t) = —-(t) + [Ho,iB(t)], DB(t) = —-(¢) + [H,iB(t)],

S ot S ot
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if B(t) is a family of operators acting on 7. Note that if B(t) = (b1(t), ..., b14(t)), remembering
that the total Hilbert space .57 is the tensor product of 14 Fock spaces, then, as functions of ¢,

DodF(B) =: dr(dob) = dl“(do,lbl, NN ,d0714b14)

.= AT (d$b1, by, A bs, AP bs, A5 b5, A2 b6, Ay b7,
Al bs, A3 bo, A3 bio, Al br1, Al bra, AP brs, Y bua).

In the remainder of this section, we prove the propagation estimates that will be used in
Section 2.4.

As mentioned before, the proofs of the propagation estimates of this section are almost
straightforward adaptations of the ones in [29, 30]. However the proofs will be recalled for
consistency.

To shorten expressions below, we set z; = (xl(l),x§2),x§3)) =iV, ¢ = 1,...,14, and, for
R = (Rl,...,R14) and R’ = ( /1,...,R,14),

Lirrq(2)) = (g ry (21D - gy g (214)) = (Lg, Ry (V=A), -0 gy, ry, (V-A)),
(2.68)

and likewise for other functions of z. The operators dT'(1j gr(|7])), T(1[g,r1(|2])) are then
defined, as in the previous sections, following the conventions of Chapter 1. We also set

W= (0,0 G D D L@ M 0 0 @) 0 ) @) ) (2.69)

yWp Wy W T, W T We Ty Wa Ty Wy Ty Wy Ty W Ty W T, W Ty Wy

Recall that, for ¢ = 1,2, the notation “a(; .G € L?” means that, for all j, [ and e, a(i),lGl(jg
is square integrable, and that “a(3) .G € L?” means that for all j, [ and e, a(g)Gl(je) is square
integrable.

Theorem 2.3.1. Suppose that the masses of the neutrinos my,, my,, m,, are positive and
consider the Hamiltonian (2.12) with Hy given by (2.5). Assume that

Gel? ay Gel® i=1,23.

and that
G e H'"™ for some p > 0.

(i) Let x € CP(R), R = (R1,...,R14) and R’ = (R},...,R},) be such that R, > R; > 1.
There exists C > 0 such that, for all u e 2,

[ o (xgmn (B st soraf % < e

(ii) Let 0 < vg < vi and x € CP(R). There exists C > 0 such that, for all | € {e,pu, 7} and
u € I,

1

@ x N 3 _um |2dt 9
L HdF(<(; - Vw)vl[v(m](;)(; - VW)>) xX(H)e UH — < Clul”.
(iii) Let 0 < vo < vi, J € CP({x € R3, v < |z < v1}) and x € CF(R). There exists C > 0
such that, for alll € {e,p, 7} and u € 2,
0)

J e (Y = 200) e e < clu

54



2.3. Propagation Estimates

() Let x € CF(R) be supported in R\(7 U opp(H)). There exist € > 0 and C > 0 such that,
for all ue 2,
|| i, |2t 2
L <
J HP< (0] ( t ))X(H)e “H g S Clul™

Proof. (i) By definition of the operator dI', we have that

J ot () xS (g (72 rcame

NI

t
VEANNE e 2de
s Z f s (T () ) el
B (2.70)
where we have set
dl'i(B) =1®---®1dI'(B)®1®---®1. (2.71)
i—1 14—i

Next we proceed as in [29, 5|. Let F' € C*(R) be equal to 1 near o0, to 0 on a compact set near
the origin, and such that F'(s) > 1p, r(s). We define in addition

a(t) = x(ear,(F(Z0) )y, b = aoF ("’j') .

A direct computation then shows that

D (1) = x(ONH) + x(H) iy, ar (22 ) [y,

Using pseudo-differential calculus (or a commutator expansion at second order, see, e.g., [28])

gives:
o = 20(2) + fogepir (E20)]

_ <|$g|> —|ij G (k) ,<|$J|) +O(t?)

12 | x|t t

- (B (s v + oo

2t

N

;]l[Rj,R'j](S) +0(t7?),

where Cj is a positive constant. Besides, since F; vanishes near 0 and since G € H!'**, we have
that

(el - e

Therefore one can deduce from Lemma 2.1.3 together with the fact that N is relatively H-
bounded that

||

X(H) [Hf,dri (F( t

)) v = o1,
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Chapter 2. Scattering Theory for massive models of the W* decay

Hence the condition (2.64) is satisfied and it suffices to apply the abstract method recalled at
the beginning of Section 2.3.
(ii) The problem reduces again to the one particle case noticing that:
2
dt

fo HG[Uo,m](t)%X(H)e*itHuHQ % f t

EJ H@i»[vow)%x( ettt
i=1Y1

m\»—t

%,[vo,v1] ( )eiitHu

Were the following notations have been used:

Opgun)(t) = dT (<% ~Vw ‘1[%“] (%) (% - w) >) , (2.72)
Oifuow](t) = dT <<ﬁ — V(i) | L) (‘%) (‘% - vm(ki)) >> . (2.73)

We can now proceed as in [29, 5]. Let Ro(z) be an increasing function such that:

Ro(aj) = 0, for |a;] < 3

1
Ro(x;) 5;1:]2 + ¢, for |z;] = 2vy
RO(:UJ) 2 ]]‘[Uoj,’ljlj](|m.j|)‘
Moreover, fixing vo; > v1; + 1, the function R can be defined as:
R(z;) = F(lzj|)Ro(x;),

where F'is chosen so that, F/(s) =1, s < vy, F(s) =0, s > vg;. A simple computation gives:

Vi, R(xj) = Vi F(lzj|)Ro(x)) + 2V, F(|2;|) Ve, Ro(z) + F(|2)) V2, Ro(x;)
> —Cly,, v (l7)) + F(l25]) V2, Ro(x)
> _C]l[vlj,vgj](xj) + ]l [voj,v14] (|.’EJ|)V R()(l'])
= Ly, 0,1(5) = CLiyy; (@)
Let
bi(t) = R (‘%) - % (<VR (”;—J) % — Vuw;(kj) >> .
Considering;:
®(t) = x(H)dl;(b(t))x(H)
Note that:
De(t) = X(H)%drj (b(t)) x(H) + x(H)i [H,dL; (b(t))] x(H)
= X(H)Dodl; (b(t)) x(H) + x(H)i [Hy,dL; (b(t))] x(H)
= x(H)dT; (dob(t)) x(H) + x(H)i[H ,dT; (b(t))] x(H)
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2.3. Propagation Estimates

On the one hand we have:

) = on(2) -3 (R i) - (o () )+
+ 1Vw](k )VR( )+2tw](k:)<<v23(?) ?—w](k])>
+ < ‘]1>+hc)+0(t 2)
{3 e )
e o () -5

C /x;

= 3 <ti(kj)

s 0951 ('?') (a% - ij(kj)) > +0(t7%).

So as a consequence:

C x; _
Do®(t) = *@i,[vo,vl](t) - ?dri <]1[121~;7’U2i] (| t |>) +O(t 2)'

On the other hand and as before:

—_

o~

X(H) [Hr,idD; (b()] x(H) = O(t™"").

Therefore, the abstract method recalled at the beginning of Section 2.3 can be used again to
prove (ii).
(iii) Let us first recall the following lemma, which holds in the one particle case (see [29]):

Lemma 2.3.2. Let A = (£ — Vw(k))> +t7°, § > 0. Let J, J1, Jo € CP(R?) with J; =1 near
suppd, Jo =1 near suppJy, 0 < Jo < 1. Then

i) J(£)A2 = 0(1)

ii) [AV2,7(5)] = O(t57Y)

i) doAz = —1A2 4+ O(t™1~2)
For1<i<d and fore=1inf(5,1— g)

iv) |J(5)(52 = do(k) + hoe| < CIp($)A2Jo(3) + Ct™5

€T 1 X X CL’ I —€
v) J(E)(% - dw(k)A2J1 (%) 4+ h.e < C (% — Vw(k)) [J3(£)(£ — Vw(k)) ) + Ct
Now, (iii) can be proved. As usual, it is enough to prove the proposition for one particle

sector. Let

b(t) = Jl( )A Jl(t)

and

where
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Chapter 2. Scattering Theory for massive models of the W* decay

According to Lemma 2.3.2 (i) and Lemma 2.1.5, ®(¢) = O(1).

Do(t) = x(H)Dodl; (b(t)) x(H) + x(H)i[Hr,dl; (b(£))] x(H)
= X(H)dT'; (dob(t)) x(H) + x(H)i [H,dT; (b())] x(H).

The commutator [Hy,idI'j(b(t))] is treated as usual and:
X(H) [Hy,idD; (b(t)] x(H) = Ot~ 7).

Moreover,

dan(®) = (a0 (%)) Ak () +nev 5 (2) (a0} ) 1 ().

On the one hand, Lemma 2.3.2 (iii) implies

1
dpA? = —

Consequently:

W () (0af) 1 (2) = 4 (4 o h)a)

and according to Lemma 2.3.2 (iv):

CJl( )AJl( )+Ct" > ‘J(xj (W—aiw(kj))m.c

t
W) () > () (5 cot) v
Then:
—n (%) (waf) n () = Ll (%) (B2 - awi)) +id - o @
On the other hand,
n () = o () oot ()
- _t—fjwl (%) + Vw(kj)wl (%ﬂ) Lot ).

Applying now Lemma 2.3.2 (v) gives:

— (dor (32)) Ab (2) e > = (5 = Wty |22 (22) (2 - Vuathy)) ) + 0 1)

(2.75)
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2.3. Propagation Estimates

The result follows from (2.74), (2.75).

(iv) Let us first consider y supported near A € R\(7 U op,(H)). Using the first version of the
Mourre estimate presented in Theorem 2.2.4, the function x can be chosen equal to one near A
and suppy small enough so that:

X(H)[H,iA]x(H) = Cox*(H).

Let € > 0, {gi}ieq1,...,14y € CF° ({|@i| < 2¢}) such that 0 < ¢; < 1, ¢; = 1 near on {|z;| < €} and let
¢ =q (%) Let:

A is (N + 1) bounded and because of the support of ¢':

+T(¢")=T(¢") < Ce(N +1) H‘?r(qf)(zv +1)7Y < Ce (2.76)

t

To prove the second estimates it has to be noted that:

W

< Jrfwn

+ H {f,F(qt)} (N+1)!

and using Helffer-Sjostrand formula:

4] = [ (-5 [45] (- 3)”

t
— [ (--5) S0 (- 5)

Using (2.76) and Lemma 2.1.5, it can be shown that ®(¢) is uniformly bounded. Furthermore:

D&(t) = Dy(H

!
Qw
\
=
'Qe»
X
=

I
=
m
'\*\IJ:-/\/\

o P Yo
~—
ﬂ

A

2
=
}1
\_/
D
Iy
—~—

= x(H)dI(¢, doqt)éf(qt)x(H) + h.c

+ tTI(H)(d

)
— T (H)T(d)
= Ri(t) + Ra(t) + R3(t) + Ry(t).

A straightforward computation leads to:

|R2(t)] = O@").
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Chapter 2. Scattering Theory for massive models of the W* decay

To evaluate R;(t) we need to calculate doq':

dog'(z) = 0uq (%) +i [w(k),q (E)]

t
- <f — V()| Vg (f)> +he+ Ot ?)

1
= ZQH‘H,

where 7 = O(t~2) and according to Lemma 2.1.6 and (2.76):

A ) TN )| = 06

Considering:

By = x(H)dI(¢',g")(N +1)72

Bf = (N+D3ET(x(H),
we have:

%X(H)dr(qt,gt)?F(qt)X(H) +he = t BB+t 'ByB}
> —(egt) 'B1Bf — et ' By By,
Note that: )
BB = X(H)T (') 75 (N + )T (¢")x(H).

Moreover:

2
D)) = D)o (N + 1)V +1)20(g)
(N +DI%(¢")(N +1)

<
< OX*(H).

X(H)(N +1)"x(H)
Therefore and by analogy to Lemma 2.1.5:
I*(¢") (N +1)2 x(H)
(N +1)°x(H)T(¢") + O™
2 qt) _ Ct_l
H) —Ct™h

—ByB}

WV
|
Q
=
)
=
+

AR\ A\
|
Q
H

Next,
BBf = x(H)dT'(¢",¢")(N + 1)7'dT(¢", ¢")x(H)

and using Lemma 2.1.6 again:
[(u|BiB{u)| = |(Biu|Biu)]
(O + D)7 3ar(e’, ) (H)u| (N + )7 3dr(q", g)x(H)u )|

[N+ )7 3ar (' g )yl

/A

lar (g
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2.5.

Propagation Estimates

Applying (ii):

Next:

R3(t)

AR\

and finally:

/&

N

/N

/&

/N

We now sum up every thing:

DO(t) =

@ ; dt
| 1B < o

[H, A]T(¢")x(H)
Ix(H) [

Cot™'T(¢")x*(H)T'(¢") — Ct >
(

R, (t) + RQ(t) + Rg(t) + R4(t)
R, (t) — (Got)_lBlBik — Eot_lBgBék + Rg(t) + R4(t)
(—eoCy + C — eCo)t N (H)T(¢")*x(H) — (eot) BB} — Ct 1.

For € and €y small enough we have Cy = (—€oC1 + C —€Cs) > 0 and

X(H) = R(t) = Ct~7H,

H, Al x(H)I(¢") + O™

where R(t) is integrable. Finally, we conclude using the method presented at the begining of
this section. To extend this result to any y with compact support contained in R, we refer to

Proposition 4.4.7 in [28].

O
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Chapter 2. Scattering Theory for massive models of the W* decay

2.4 Asymptotic Completeness

In this section, we prove Theorem 2.1.1. We begin by recalling the definitions and basic properties
of the asymptotic spaces and of the wave operators in Subsection 2.4.1. Subsection 2.4.2 is
devoted to the proof of an important ingredient of Theorem 2.1.1, namely the existence of
inverse wave operators. Finally, in Subsection 2.4.3, we establish asymptotic completeness of
the wave operators.

2.4.1 The asymptotic space and the wave operators

Most of the results of this section are straightforward adaptations of corresponding results es-
tablished in [29, 5] for Pauli-Fierz Hamiltonians. They are recalled for consistency. However, it
should be noted that the unitarity of the wave operators cannot be proved in the same way as
in [29, 5] if the masses of the neutrinos vanish. We rely instead on an elegant argument due to
[30].

We first define the so-called asymptotic creation and annihilation operators. Note that
the fermionic asymptotic creation or annihilation operators bi’ﬁ(h) (for leptons) and ci’u(h)
(for neutrinos), with h € by, are bounded. The bosonic operators az—“u(h), with h € bo, are

closed but unbounded. For ho € ho we define hg;) = e_it“’(?’)hg. Likewise, for h1 € b1, we set

hgt) = 6_mu@)hl and h&) = 6_itw(l)hl- For all hy € by, ho € ho and € = +, we introduce the
following notations

6 (ha) = j§ (a(ha) + ac(ha))
o (hy) = ji (b (1) + bre(hn))
9 () = —= (cFo(h1) + cpe(h))

S

Assuming that G € H'** for some ;> 0, the asymptotic bosonic fields can be defined in the
same way as in [29, Section 5.2], as generators of the asymptotic Weyl operators. The latter are
defined as the strong limits

. . ., (a) )
We(a)’+(h2) = ts—hmeltHelwe (h2,4) o —itH
——+00

and we have

WE(“)’+(h2) — ei¢>£”)’+(h2).
The asymptotic fermionic fields can be defined similarly, or, equivalently, as the strong limits
¢l(i),+(h1) _ ts;liggeitHgbl(i)(th)e—itH, qbl(;)’Jr(hl) _ E;lirgeithsl(i)(hl’t)e—itH.
The results stated in the next theorem are straightforward adaptations of corresponding
results established in [29, 5].
Theorem 2.4.1. Suppose that G € H'** for some pu > 0.

i) For any hsy € ha, the asymptotic bosonic creation and annihilation operators ajﬁ(hg) defined
on P(af*(h2)) = 26 (ha)) 0 Z(6 (iha)) by

€

V2

0 (he) = ——(SDF () — 16D (he)),  aF (he) = —= (B (ha) + 16 (ihy)),

Sl

2
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2.4. Asymptotic Completeness

are closed operators. Moreover, we have that 2((|H| + 1)%) c 2(a(hy)) and
1
la**(ha)u| < Cllhaf||(|H| + 1)2ul.
i1) For any hy € b1, the asymptotic fermionic creation and annihilation operators defined by

bi,:(hl):ji( O (hy) —i6®H (i), b(h) =
4%

Cl,e (h ) \/*

are bounded operators.

(qsle () + g} (iha)),
(@ (h) +16{Y " (ih)),

&\H%\

O () =60 (), ) =

iii) The following commutation relations hold (in the sense of quadratic forms)

[a" (h2),a"*(g2)] = (h2,g2)1,

l[a" (h2),a" (g2)] = [a"*(h2),a"*(g2)] = O,
{67 (h1),b"*(g91)} = (ha, g1,

{67 (h1),b" (91)} = {6 (h1),b""(g1)} = 0,
{c"(h1), ¢ (q1)} = (P, g1)1,

{c" (), e (1)} = {¢™(h1), ¢ (g1)} = 0,
{b7 (h1), ¢t (g1)} = {bF(h1),c"*(g91)} = 0,
{b7* (M), ¢ (g1)} = {b7* (M), ¢ (91)} = 0,

[b*(h),a**(h2)] = [ (hn), ™ (h)] = 0.
iv) We have that
eitHaHi(hQ)efitH _ aﬂi(hl—t), eitHbthi(hl)efitH _ bﬂi(hl,—t)? eitHCHi(h )e —itH Cﬂj(hl’_t),
and the following “pulltrough formulae” are satisfied
P (ho)H = Ha™*(hy) — a™(w®hs), a*(ho)H = Ha™ (hg) + a* (wPhy),
b (h)H = Hb" ™ (hy) — b (wWDhy), b7 (h)H = Hb" (hy) + b (wVhy),
¢ (h))H = He™*(hy) — ¢ (wPhy), ¢ (h)H = Het(hy) + ¢ (wPhy).

Proof. We focus on the proof of the bosonic case. To prove (i), let h € hag = C°(32 {0}) and
let us notice that

[a¥(h),iHy] = a*(—iw®h)
[ac(h),iHy] = ac(—iw™h).

As a consequence:

at {e—iHota:e(h)eiHot} — —zHOt[ (h) ZHO] iHot
—’LH()t *( Zw(3)h) ’LH()t

Moreover:

o () = e Tl (n)eter,
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Chapter 2. Scattering Theory for massive models of the W* decay

Therefore:

Qi (he) = [oL(he),iHo]

O, {eithbga)(ht)e_itH} _ €itH {ZH¢§“)(ht) [¢(a (ht) ZH()] a)(ht)’LH} —itH
= et {[igHy, o) ()]} 1.
By defining;:

Z >, f d351d3§2{ G (€1, &2, €)bf (E1)c (@)+GleA&,@,5)bz,ef<§1>cz,e<£z)},

l le=*,e=4 €’

the commutator [H, ¢£a)(ht)] can be written as:
[H1, &) ()] = (ha| B) = (ul B) = 2i3 (| B),
where:

<mw>=jm@3@@.

Therefore
O {eitHéga)(ht)efitH} _ eitH {—29%<ht|B>} efth

and we have:

t
MO (h)e M — 9l(h) = ~2g J e*HS(ha|B)e *Hds.
0

We note that:

[ el B) (N + 1)~

7

H WG@, )

N

H YER(EGIE, ., )d

using a stationary phase argument, it is not difficult to see that:
(e By (N + 1)1 <t 11
For h € bha, there exists a sequence {h,} of elements belonging to hag such that h = lim h,.

n—-+40o0

Since ||(N + 1)% (H + 1)7% | < oo, the following relations are true for all u:

1 . =
Ve — hell (N +1)2(H +1) 24l
Ol — he| |l

1@ (Pt — he) (H + ) 20| <
<

This proves that ¢(hy, s — he)(H + z)_% converges in norm to zero which implies (i). We prove

now the pulltrhrough formulas (iv), the remaining parts being obvious. Starting from:

a+ﬁ(h)67isH _ efiSHCLHi(h,s),
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2.4. Asymptotic Completeness

we have:
—isH __ 1 1 efisH
+t h e — .t h +t h
a0 () = fat )
—isH
_ att(h_y) - att(h) e — ]la”(h, )
—is —1is

And as s goes to 0 the results hold.

The space of asymptotic vacua is defined by
1
HE = {u € D(N§,), Yhi € by, ha, hs € b1, 1€, a (hi)u = b (ho)u = ¢ (ha)u = o} .
The asymptotic space is
HE=HT .
The following proposition can be proven in the same way as [29, Proposition 5.5].

Proposition 2.4.2. Consider the Hamiltonian (2.12) with Hy given by (2.5) and suppose that
G e H'* for some p > 0.

Then
(i) #* is closed and H-invariant.

(ii) For alln € N and hy, ..., h,, #* is contained in the domain of d**(h1) ...d**(hy,), where
d+*(h;) stands for any of the operators aX*(h;), with h; € by, or bli;’*(hi) or ci’*(hi), with
hi € f)g.

(iii) Ay(H) c HE.

Proof. (i) is obvious. To prove (ii) we will use an induction argument. If there is one particle,
since 2(d™*(h1)) = 2(d*(h1)), the proposition is true. Let us assume (ii) for n — 1 particles.
Then, for u € T we have, using commutation relations, d**(hy)...d"*(hp—1)u € 2(d*(hy)).
This implies (ii) for n bosons.

Finally, to prove (iii) let u € 7%,,(H). Then

Hu = M\u
and

eitHa(ht)e—itHu — eitH—it)\ua(ht)u

(E +i)et g (n)(H + 1) .

Since w — thrf ht = 0, we have that s — tlir+n a(hs)(H 4+ 4)~1 = 0, which implies a*(h)u = 0.
— 400 —> 400
0. O

The same methods would show that b (h)u = ¢*(h)u =
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Chapter 2. Scattering Theory for massive models of the W* decay

Recall that the wave operators Q% : #% — # are defined in Section 2.1 and that H®* =
H®1+1® Hy. The following properties are standard consequences of the definitions.

Proposition 2.4.3. Consider the Hamiltonian (2.12) with H; given by (2.5) and suppose that
G e '™ for some p > 0.
Then Q% are isometric and we have that
HQO* = QT H™

Moreover,

dHH(n)Qt = Q1 @ d*(h)),
where dX*(h) stands for any of the operators aX*f(h), with h € by, or bli;’u(h) or Cf’ﬁ(h), with
he f)z.

Theorem 2.4.4. Suppose that the masses of the neutrinos my,, my,, m,,  are positive and
consider the Hamiltonian (2.12) with Hy given by (2.5). Suppose that

G e H'™ for some pu > 0.

Then QF are unitary maps form H#* to .

The proof is a straightforward adaptation of the one presented in [29].

In the remainder of this subsection we recall the notion of “extended wave operators”, defined
as in [29], together with some of their properties. Recall that " = # ® # and H™® =
H®1+1Q Hy. We set

[e o]
2(Q%HT) = ® ((|H|?) +€+r) @by @ R2h @RI2h ® - - - @ L1by,
n=0 ni+--+nig=n

and

Qext,i . @(Qext,i) —
QXY @d* () ... d*(hn)Q = d5* (ha) ... d5* (ha), (2.77)

where, as above, d+*(h;) stands for any of the operators a2 *(h;), with h; € by, or bli;’*(hi) or
C;_;’*(hi), with h; € ba, and likewise for d*(h;). The definition (2.77) extends to any vector in
2(Q=H") by linearity. The fact that Q%% are well-defined follows from the properties of the
asymptotic creation operators.

It follows directly from the definitions of QF and Q%% that
QeXt’iL;fi = 0L,

Moreover, in the same way as in [29, Theorem 5.7], it is not difficult to verify that, for all

ue PQEE),

. : _ippyext
ts_l}i_m eltHIe itH U = QeXt’iu‘
— T 00

where the scattering identification operator I is defined in the first chapter.
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2.4. Asymptotic Completeness

2.4.2 The geometric inverse wave operators

In this section we establish the existence of two asymptotic observables using the propagation
estimates of Section 2.3. The methods we used may be found in [29, 43, 5]. We begin with the
following important proposition.

Proposition 2.4.5. Suppose that the masses of the neutrinos my,, my,, my, are positive and
consider the Hamiltonian (2.12) with Hy given by (2.5). We moreover assume that:

Gel® au.Gel? i=1,23,

and that
G e H'* for some p > 0.

Let 6§ > 0 and ¢;, i € {1,...,14} be functwns in CP({x € R3,|x| < 26}) such that 0 < ¢; < 1,
¢ =1 on {x e R3 |z| < d} and let ¢ = (q1(%),...,q14(%)). The following limits exist

I“i (q) = tsjiggeitHF(qt)e_itH-

Moreover, for all x € Cg°(R) supported in R\(1 U opp(H)), there exists 6 > 0 such that

I'*(g)x(H) = 0.

Proof. Using a density argument and by analogy to Lemma 2.1.11, it is enough to show the
existence of the following limit;:

s— lim e™x(H)D(q")x(H)e ",

where x € C°(R).

o {e™ X (H)D(¢" ) x(H)e "M} = €”Hx(H){iHF(q +0tF( ") = T(q")iH} x(H)e ™
— 4 th {D()F +Z HI, t)]}X( —th
- e“H {dF ¢, doq>+z[H1, g} x(H)e 1.
(2.78)

On the one hand:
X(H)[Hy,T(¢"]x(H) = O(t~'"),
and on the other hand:
dog" = %gt +7

where 7 = O(t~2) and
g = —% <<j;7 - Vw(k)‘Vq (j)> + h.c) :

|x(H)dT(¢", ') x(H)| = O(t™2).

First:

Next:

‘<e_itHx(H)u|dF(qt,gt)X(H)6_itHu>‘ < “df(|gt|)%u“2
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and the propagation estimates of Proposition 2.3.1(iii) can be applied to the right-hand side,
which proves the integrability of (2.78).

The last statement is a consequence of 2.3.1(iv). For x € C*(R\7 U oy, (H)) there exist € > 0
and a quattuordecuple ¢, ¢; € Ci°([—¢,€]) and ¢; = 1 for |z;| < § such that:

* t —itH th 2
X IT(@ X (H)e ™ ul" - < Cllul?,

and by Theorem 2.3.1(iv):

IP(@)x(H)e  ull  — [T+ (q)x(H)ul,

—+00

therefore T'+(q)x(H) = 0.

We introduce the following notations that will be used in the proof of the next theorem:
(% ob 7 % i .
di)b(t) = 20 + () () @ (pi)b(t) = b(D)wt” (1), i = 1,2

dPb(t) = Z(t) +1(w® (p3) @ w® (p3)b(2) — b(£)w® (p3)),

ot
if b(t) is a family of operators from h; to h1 @ by, if ¢ = 1,2, or from bhs to ha @ by if j = 3.

Likewise we set

DoB(t) = —(t) +i(Ho®1 + 1 ® Ho)B(t) — iB(t) Ho,

ot

for any family of operators B(t) : ## — s°*. Note that if B(t) = (b1(t),...,b14(t)) then, as
functions of ¢,

Dodl(B) =: d['(dpb) := dT'(dg1b1, . . ., do 14b14)
.= dT(dby, AP by, A bs, A5 ba, A5 05, A 06, A3 b7,

dSybs, A5 bg, Ay bro, A5y i1, A5y 012, AP b1, A bua).

The main result of this subsection is stated in the following theorem. It shows the existence
of inverse wave operators.

Theorem 2.4.6. Suppose that the masses of the neutrinos my,, my,, m,, are positive and
consider the Hamiltonian (2.12) with Hy given by (2.5). We moreover assume that:

Gel? a; Gel® i=1,23,

and that
G e H'™ for some pu > 0.

Let § > 0 and jo;, i € {1,...,14} be functions in CF({z € R3, |z| < 28}) such that 0 < jo; < 1,
.702 =1 on {:17 € ]R3 |ZE| 6} and let ]ooz =1- ]O,Z; ]z = (]0,7,7.700,2) Let Jt ( ( ) cee 7]14(?))~

(i) The following limits exist

Wi(J) = tS_}ng-&-ltHe"t ™ (Jt) +1tH'
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2.4. Asymptotic Completeness

(i1) For all x € CF(R), we have that

WH(I)x(H) = x(H*)W*(J).

(i1i) Let g = (qu,-..,qua) be such that ¢;jio = jip. Then

(M (9) @ L)WE(J) = WE(J).

(iv) For all x € CF(R), we have that

QP (HYWE () = x(H),

Proof. (i) A density argument and Lemma 2.1.11 show that it is enough to prove the existence
of the following limit for some x € C° (R?):

s — lim eitHEZtX(Hezt)f(Jt)X(H)e_itH.

t—=too

As usual, we compute:
o, {eitHe“X(Hext)fx(Jt)X(H)efitH} _ eitHeti(Hext) {iHea:tf(Jt) + atfx(Jt) _ fw(Jt)ZH} X(H)efitH
= (1) { Do(D)(J") + (")

~ if(Jt)HI} X(H)e

Using Lemma 2.1.11:
N (G — D () Hy § x(H) = Ot "),

Since Do(I')(J)) = dI'(Jt, dyJ?) and:

dth = %gt-l—rt,

9" = (96, 9%),

gt = —%((%—W(k))we(%)m.c),
"= o),

we may use Lemma 2.1.6 to prove that:
IX(H)dD (I, )X (H)]| = O(t?).
Let u! = e y;, then:
1 1 ex 1
[ peCE==)dD (T, g (b )| < [dD(gb)? @ 1 x(H™ Y| [ (|gh))% x(H)us |

+ L @dr (g )E x(H | |ar(lgto)? x(H)uh).
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Chapter 2. Scattering Theory for massive models of the W* decay

Next, we use Proposition 2.3.1(iii) to conclude.

(ii) This is a standard intertwining property.

(iii) It suffices to write
(e 1tHF 6+1tH ® ]l) +it H (Jt) FitH, | o(1)
= (et HLH™ nHr (Jt)e“tHu +o(1)
= (e eFtH oy 4 o(1)
);

where we used that (I'(¢') ® ﬂ)f(Jt) = f(Jt) because ¢;j;0 = ji,o in the third equality.

(I (q) @ )W*(Jyu =

(@) ®
iltHex'“V( t)
= WE(J)u + o(1

(iv) This is again standard intertwining properties. O

2.4.3 Asymptotic completeness

We are now ready to conclude the proof of Theorem 2.1.1. We begin by showing that the pure
point spectral subspace of H, #,(H), and the spaces of asymptotic vacua ¢ = coincide. Note
that our reasoning process is slightly different from that of [29, 5].

Theorem 2.4.7. Suppose that the masses of the neutrinos my,, my,, m,,  are positive and
consider the Hamiltonian (2.12) with Hy given by (2.5). We moreover assume that:

Gel? a; Gel® i=1,23,

and that
G e H'™ for some pu > 0.

Therefore, for any coupling constant g,

Hop(H) = HE.
Proof. By Proposition 2.4.2, we know that

I (H) C HE

Since in addition #%,(H) and #* are closed, it remains to establish that J#,,(H)* < (X *)*.
In turn, since opp(H) can only accumulate at the closed countable set 7, it suffices to prove that
Ran(x(H)) c (A %)L for all x € CP(R\(T U opp(H))).

Let x € CF(R\(7 u opp(H))) and let w = x(H)v. Let J be defined as in the statement of
Theorem 2.4.6. By Theorem 2.4.6 (iv), we have that

X(H) = Q%S (HZYWH(J) = Q%0 (L @ Ho)x ()W () + Q945 (1 @ L) x (H)W(J),

where I1 denotes the projection onto the Fock vacuum and Hé the projection onto its orthogonal
complement. We claim that the first term vanishes. Indeed, we can write

QP (1 @ o) (HO)WH(]) = 0% (x () @ Tlg) W ()
= Q% ( () @ Tl) (T (g) © IVE(),
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2.4. Asymptotic Completeness

by Theorem 2.4.6 (iii), where ¢ is as in the statement of this result. Since x(H)I'¥(q) = 0 by
Proposition 2.4.5, we see that this term indeed vanishes. Hence we have proven that

(H)v = Q% (L@ TIg)\ (H™) W (J)o.

Since Q™Y (1 ®d*(h)) = dH*(h)Q™HE for any kind of creation operator d*(h), the last equality
clearly shows that x(H)v € (2 *)*. This concludes the proof of the theorem. O

Finally, as a consequence of Theorem 2.4.7, we deduce that H — F and Hj are unitary
equivalent if the conditions on G are strengthened.

Corollary 2.4.8. Suppose that the masses of the neutrinos my,, my,, m,,  are positive and
consider the Hamiltonian (2.12) with Hy given by (2.5). Under the conditions of Theorem 2.4.7,
and assuming in addition that

b, GeL? =123, by.bunGel? i =123, (2.79)

then there exists go > 0, which does not depend on my,, my,, m,,, such that, for all |g| < go,
H — E and Hy are unitarily equivalent.

Proof. 1t follows from Proposition 2.4.3, Theorem 2.4.4 and Theorem 2.4.7 that H is unitary
equivalent to H |f4) o(H) @1 +1® Hp. In the case where neutrinos are massive, Theorems 2.2.1
and 2.2.6 imply that, for |g| < go, #p(H) = {E£} and E is a simple eigenvalue of H. This shows
that H — E and Hy are unitarily equivalent. Moreover, by Theorem 2.2.6, gp can be chosen
independently of the values of m,,, my,, m,. .

O]
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Chapter 3

Scattering Theory for massless
models of the W* decay

3.1 Introduction

This chapter, published in [2], is dedicated to a simplified model of the weak decay of the W*
bosons with massless neutrinos. As said in the previous chapter, physical evidences that the
neutrinos are massive are now available but theirs masses seem to be really small and massless
neutrinos hypothesis is still widely considered. Moreover, many other particles, for example
the photon, are massless and it is then interesting to consider massless fields. Let us recall the
different interactive terms presented in the introduction of chapter 2.

HY- 3 Y |62 e i@ (e + el
H = PPy [ 62660801 et ()ar ) + e
HY = le{l’ZW} 2f 69 (61,60, € (E)erc(€)a (€5) + huc|
HY le{;ﬂ} )y [ 6@ ea i ena € + e

We recall that the Dirac distributions in kernels are approximated by some smooth and com-
pactly supported functions. An important property of the interaction Hamiltonian (2.5) is that
it preserves the lepton number, in the sense that Ni- + N,, — N+ — Ny, commutes with Hj.
Here, N, stands for the number operator corresponding to a particle p. We moreover observe

that the first interactive term in (2.5), H}l), describes explicitly processes like

Wt —I1t+y, W —I +7, (3.1)
while H}Q) prevents the bare vacuum from being a bound state, as expected from physics. To
study a process like (3.1), it is reasonable, in a first approximation, to keep only these first two
terms, thus considering the simpler interaction Hamiltonian given by

H = Hy+gHY + H?) (3.2)
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Chapter 3. Scattering Theory for massless models of the W* decay

where Hj has been defined in (2.10) and g is again a real coupling constant highlighting the
strength of the interaction. Under the assumption that the masses of the neutrinos vanish,
we will make this approximation. The advantage is that the differences of number operators
N;- — Ny, and Nj+ — N,, are preserved by the Hamiltonian. This property will be essential in
some of our arguments.

As in the previous chapter, our main goal is to prove asymptotic completeness which can be
stated in the following way:

Theorem 3.1.1. Suppose that the masses of the neutrinos my,,, my, , m,, vanish and consider
the Hamiltonian H = Hy + g(H}l) + H§2)) with H}l) and H}Q) given by (2.5). Assume that

Gel? au.Gel? |ps| 'ay.Gel? i=1,23,

and that G € H*** for some u > 0. Then there exists go > 0 such that, for all |g| < go, the wave
operators Q% exist and are asymptotically complete. Suppose in addition that

bi,GeL? i=1,23, by.buy Gel? i =123
Then there exists gy > 0 such that, for all |g| < g, H — E is unitarily equivalent to Hy.

Remark 3.1.2. The assumption that |p3|_1a(i)’.G € L? in Theorem 3.1.1 can be replaced by
|p1|*1a(i),.G e L2

As mentioned above, physically, the masses of the neutrinos are extremely small. We empha-
size that Theorem 2.1.1 holds for |g| small enough, uniformly with respect to the masses of the
neutrinos. As a consequence, from the observation that the Hamiltonian with massive neutrinos
converges to that with massless neutrinos, in the norm resolvent sense, as the masses of the
neutrinos go to 0, one can deduce that, in the massless case, H — F is approximately unitarily
equivalent to Hy. This means that there exists a sequence of unitary operators (U,) such that
U,HoU} - H — E, as n — o0, in the norm resolvent sense. The conclusion of Theorem 3.1.1,
which concerns also the massless case, is, of course, significantly stronger since it shows that
H — E and Hj are unitarily equivalent (not only approximately unitarily equivalent). However,
Theorem 3.1.1 only holds for the simplified Hamiltonian H = Hy + g(H}l) + H}Q)).

For Pauli-Fierz Hamiltonians, contributions to scattering theory involving massless particles
include [49, 34, 38, 39, 35, 33]. In particular, for the massless spin-boson model, asymptotic
completeness has been established in [38, 33], using the uniform bound on the number of emitted
particles proven in [34]. This property, however, has not been proven for more general massless
Pauli-Fierz Hamiltonians, yet. In our setting, controlling the number of emitted particles is
made possible thanks to the fact that Nept — Npeut commutes with H, with Njgpt the number
of leptons and antileptons and Nyey; the number of neutrinos and antineutrinos.

The proof of Theorem 3.1.1 constitutes one of the main novelty of this work compared to
previous results in the literature. Here we cannot follow directly the approach of [29, 30, 5]
because of the presence of massless particles. To obtain a useful Mourre estimate, we combine
singular Mourre’s Theory [47] together with an induction argument of [29] and smallness of
the coupling constant g. Using this Mourre estimate and the fact that Nep; — Npewt commutes
with H, we then establish propagation estimates. Our propagation estimates resemble those
proven in [29], but with a different time-dependent propagation observable. Our choice of the
(one-particle) propagation observable is inspired in part by that used in [38, 39]: it is a time-
dependent modification of the usual “position operator”, especially fitted to handle singularities
due to the presence of massless particles. We do not take the same propagation observable as
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in [38, 39] because we follow a different approach, closer to that of [29], to prove asymptotic
completeness.

As in [21, 38, 39], an important ingredient to prove the propagation estimates is the control
of the observable dI'(|pz| ') along the time evolution (where ps is the momentum of a neutrino).
More precisely, we prove that, for suitable initial states, the expectation of this observable along
the evolution grows slower than linearly in time ¢, which is crucial to estimate some remainder
terms in the propagation estimates.

We will follow the same organisation as in the previous chapter. However, the massless case
is harder and more technical than the massive one. We strongly recommend to read Chapter 2
to get some good intuition of our strategy. The model was defined in the introduction of Chapter
2. Therefore, we start with the proof of some Technical Estimates which are strongly inspired
by those of Section 2.1.2.

In Section 3.3.2 the spectrum of H and a Mourre estimates, adapted to the massless case
and which will be a key argument to prove propagation estimates in Section 3.4, is established.

Finally, Theorem 3.1.1 is proved in Section 3.5.

Let us recall again that throughout the entire document, the notation a < b, for positive
numbers a and b, stands for a < Cb where C is a positive constant independent of the parameters
involved.

3.2 The Model and Technical Estimates

The estimates presented in Section 2.1.2 are adapted in the context of massless fields.

Lemma 3.2.1. Suppose that the masses of the neutrinos my,, my,, m,,  vanish and consider
the Hamiltonian (2.12) with Hy given by (2.5). Assume that G € L*.

(i) For all m € Z, uniformly for z in a compact set of {z € C, £|3z| > 0}, the operator (N +
D)™™ (H — 2)7Y(N + 1)™ extends to a bounded operator satisfying

[N +1)7™(H = 2)7' (N + )™ = 0(S(2) ),

where oy, denotes an integer depending on m. Moreover, the operator (Niept + Nw +
1)™™(H — 2) 7 (Niept + Nw + 1)™FL extends to a bounded operator satisfying

H(Nlept + NW + 1)7m(H - Z)il(Nlept + NW + 1)m+1H = O(|%(z)|7ﬂm)ﬂ
where By, denotes an integer depending on m.

(1t) Let x € C°(R). Then, for all m,p € N, (Niept + Nw )" X(H)(Niept + Nw )P extends to a
bounded operator.

Proof. The proof is analogous to that of Lemma 2.1.5. The only difference is that Nyepe and Ny
are still relatively H-bounded, but Npeyt is not anymore. O

Lemma 3.2.2. Under the conditions of Lemma 3.2.1, for all m € Z, we have that
H(NO + Ny + 1) ™(H™ — 2) "1 (Ny + Noo + 1)m|| = O(|S(z)|*™),
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Chapter 3. Scattering Theory for massless models of the W* decay

uniformly for z in a compact set of {z € C, £|3z| > 0}, where o, denotes an integer depending
on m. Moreover,

H(Nlept,ﬂ + NWO + Nlept,oo + NW,OO + 1)*m(Hext . Z)il
(Nlept,O + wao + Nlept,oo + NW,oo + 1)m+1H _ O(|%(Z)|_am),

and for all x € CF(R) and m,p € N, (Niept.0 + Nw,0 + Niept.oo + Nw,o0) " X (H™") (Niept.0 + Nw,o +
Niept,o + Nw,oo)? extends to a bounded operator.

Lemma 3.2.3. Suppose that the masses of the neutrinos my,, my,, m,, vanish and consider
the Hamiltonian (2.12) with Hy given by (2.5). Assume that G € L?. Let j% be defined as above.
Then

(H™ + ) TGR) — TGRYH + 1)~ (Ve + 1)~ € o(R). (3:3)
If G € H* with p > 0, then
(H™ + 1) 'TGR) ~ PGP (H + 1) (Naeus + 1) € OB ™000), (3:4)

In particular, for any x,x' € CF(R) and p > 1, we have that
(e GR) =TGR ) X () (Noeus + 1) € O(RT). (3.5)

Proof. 1t suffices to adapt the proof of Lemma 2.1.11, using Lemma 3.2.1. O

3.3 Spectral Theory

As in the massive case, we first recall suitable assumptions implying existence of a ground state
for H, next we study the structure of the essential spectrum using a suitable version of Mourre’s
theory.

3.3.1 Existence of a ground state and location of the essential spectrum

We recall here, without proof, a result due to [19, 10].

Theorem 3.3.1. Suppose that the masses of the neutrinos my,,, my, , m,, vanish and consider
the Hamiltonian (2.12) with H; given by (2.5). Assume that G € L? and that |ps| 'G € L?.
Then, there ezists go > 0 such that, for all |g| < go, H has a unique ground state, i.e., E =
inf o(H) is a non-degenerate eigenvalue of H. Moreover,

o(H) = 04e(H) = [B, ).

Let us mention that the conclusion of Theorem 3.3.1 does not exclude the presence of eigenval-
ues or singular continuous spectrum in the interval [E, 00). Proving absence of embedded eigen-
values and of singular continuous spectrum will be one of the main purposes of the next section.

Theorem 3.3.1 is proven in [19, 10] for H = Hy —|—g(H§1) +H§2)), but the proof goes through with-
out any substantial modification for the full Hamiltonian H = Hy+ g(H }1) +H }2) + H}g) +H }4)).
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3.3.2 Spectral analysis

Now, we turn to the study of the essential spectrum [F, ) of H. Let us mention that, in [10],
it is proven that the spectrum of H in [E,m.) is purely absolutely continuous (except for the
ground state energy, which is an eigenvalue as recalled in Theorem 3.3.1). This result is proven
using Mourre’s theory, with a conjugate operator given as the generator of dilatations “restricted
to low-energies”. The idea of employing such a conjugate operator originated in [46], see also
[23]. The method of [46] is particularly efficient in that it only requires that the kernels of the
interaction Hamiltonian belong to the domain of the generator of dilatations, which does not
require much regularity of the kernels in the low-energy regime. However, it is presently not
known how to extend this approach to prove the absence of singular continuous spectrum in the
whole interval [F, 00) and not only in [E, m.).

On the other hand, if one assumes that the kernels belong to the domain of the operator b;
in (2.56)—(2.57), one can proceed as in Section 2.2.3. The conjugate operator is still given by
(2.58). Note that by, = a(z); when the masses of the neutrinos vanish. As in Section 2.2.3,
one verifies that B is the generator of a Cy-semigroup of isometries and that [Hy,iB] = N. In
particular, [Hop,iB] is not relatively H-bounded anymore. Nevertheless, one can use singular
Mourre’s theory developed in [47] (see also [37]) and which framework is recalled in Section 1.3.2.
Therefore, considering the following hypotheses

Gel? a; Gel® i=1,23.
agy.aa,.G e L? ii =123,
Gel? by Gel? i=1,23.

3.6
3.7
3.8
by, ban,.G e L, i,i' =1,2,3, 3.9

~—~~ o~ —~~
— — ~— —

and choosing M = [Hy,iB] = N and R = [Hy,iB] and proceeding exactly as in the proofs of
Lemma 2.2.5 and Theorem 2.2.6, we obtain the following result.

Theorem 3.3.2. Suppose that the masses of the neutrinos my,, my, , m,, vanish and consider
the Hamiltonian (2.12) with Hy given by (2.5). Assume that (3.8) holds. There exist gy > 0,
¢ >0 and d > 0 such that,

[H,iB] = cl — dIlg,

where Ilg denotes the projection onto the vacuum in €. In particular, H has at most one
eigenvalue, which is non-degenerate. If, in addition, (3.9) holds, then, except for the ground
state energy E, the spectrum of H in [E,00) is purely absolutely continuous.

Theorem 3.3.2 provides a complete description of the spectrum of H for small enough values
of g and under strong assumptions on the kernels G. However, in view of applications to
scattering theory in Section 3.5 — more precisely, in order to prove the propagation estimates in
Section 3.4 that will be subsequently used in Section 3.5 — the conjugate operator B chosen in
Theorem 3.3.2 is too singular. The singularity here comes from the presence of massive particles.
Indeed, for massive particles, the operators b; are strongly singular near the origin p; = 0 because
of the factor (p; - le(l) (p;))~! in the definitions (2.56)—(2.57).

For this reason, we need to prove a Mourre estimate with another conjugate operator, namely
the operator A defined in (2.38). Notice that this operator is not self-adjoint when neutrinos
are supposed to be massless, because in this case the operators a(z); are not self-adjoint, only
maximal symmetric. The domains of the operators a(z); are explicitly given as follows: let
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Chapter 3. Scattering Theory for massless models of the W* decay

T : L*(R3 x {—5, 3} — L*(R:+) ® L*(S*) @ C* be the unitary operator, going from cartesian

coordinate to polar coordinate, defined by (Tu)(r, 0, s) := ru(rf, s). Then
D(a@))) = T Hi(RL) ® L*(S*) @ C?),  agp), = T7'(10,)7T, (3.10)

where H} (R ) is the usual Sobolev space with Dirichlet boundary condition at 0.
As in Section 2.2.3, one verifies that dim(Ker(A* —i)) = 0, and that A generates a Co-

semigroup of isometries {W;}i=o such that W; and W preserve ¥ := 2(|H |%) N (Nrfeut)
Moreover, for all ¢ € ¢,

sup [Wigly < 0, sup [Wiely < .
O<t<1 O<t<1
A direct computation gives

[H071A] neut + Z dF |le (p1)| )+dF(|Vw(3)(p3)|2), (311)
le{lv,t}

in the sense of quadratic forms, where

ar(ve (o) j 9 () 207 (€1 (1),
A0([V® (p3) ?) = 2 j V6® (p3) [2a? (€5)ac (E5) dés.
e==+

Moreover, the commutators [H}J)(G), iA],j =1,...,4, are given by (2.41)—(2.44). In particular,
the commutator [H,iA] is not relatively H-bounded. For this reason, we work in the setting of
singular Mourre’s theory.

The following lemma can be proven in the same way as Lemma 2.2.5.

Lemma 3.3.3. Suppose that the masses of the neutrinos my,, my,, m,, vanish and consider
the Hamiltonian (2.12) with H; given by (2.5). Assume that (3.6) holds. Then H is of class
CYA;9;9*). If in addition (3.7) holds, then H is of class C2(A;9;94*).

Recall that the set of thresholds, 7, is defined in (2.47). We are now ready to prove the main
result of this section.

Theorem 3.3.4. Suppose that the masses of the neutrinos my,,, my, , m,, vanish and consider
the Hamiltonian (2.12) with Hy given by (2.5). Assume that

Gel? au.GeLl® |ps| lag.GeL? i=1,23. (3.12)

There exists go > 0 such that, for all |g| < go and X € R\, there exist ¢ >0, ¢co > 0, d > 0 and
a compact operator K such that

[H,1A] > co(Npeut + 1) — d(L = Ty x4y (H))(1 + H?)? + K. (3.13)

In particular, for all interval [\, \2] such that [A1, 2] n T = &, H has at most finitely many
eigenvalues with finite multiplicities in [A1, X2] and, as a consequence, opp(H) can accumulate
only at T, which is a countable set. If in addition

agy.a@),GeL?, i =123, (3.14)
then osc(H) = &.
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Remark 3.3.5. The following weaker version of the Mourre estimate,
[H,iA] = coll —d(1 — Ty cp o (H)(1 + HY)? + K,

would be sufficient for the conclusions of Theorem 3.3.4 to hold. But the Mourre estimate with
the operator Nyeut in right-hand-side of (3.13) will be important in our proof of some propagation
estimates in Section 3.4.

Proof of Theorem 3.3.4. In this proof, for any interval A, xa will refer to a function in C§’(R)
such that A < supp (xa). For all A € R, we set

N e Ne

d(\) = inf {u € R such that u = Z Z |le(1)(p1,z‘7l,e)|2 + Z Z IVw® (p3.i.)|,
le{ly,r}i=1 e=+i=1
Nie Ne
A1+ Z Z wl(l)(pl,i,l,e) + Z Z w® (P3,e) = A, A1 € opp(H),
le{l,y,r}i=1 e=+i=1

e=+

28yl

nye,ne € N and at least one of the n; . or ne is # 0, p1;1.e,P3,i,e € RS},

with the convention that inf ¢ = 0. The definition of CZ(/\) is the same, except that we do not
imposNe the restriction that at least one of the n; . or n. is different from 0. One can then verify
that d(\) = d(\), if A ¢ opp(H), and d(A) = 0 if X € opp(H). We also introduce, for £ > 0,

S=[A—rA+k], d°(\) = inf d(g), d*(\) = inf d(u).
HEAX HEAY

Recalling (3.11), we set

1
Hy = o Npew + Y. ALV (p1)2) + d0(|Vw® (p3) ),

2 le{l,v,r}
so that

1
[H071A] = §Nneut + H(,)

We also set H := [Hj,1A].
We follow the general strategy of the proof of [29, Theorem 4.3]. Let m; := inf(me, m,, m,, my) >
0. We will prove by induction that the following properties hold for any n € N*.

Hi(n): Let ¢ >0 and A € [E, E +nm;). There exist a constant ¢, a compact operator Ky and an
interval A containing A such that

H) +gH} > (min (i,d()\)) —5)]1 —c(l —xa(H))(1+ HZ)% + Ko.

Hy(n): Let € > 0 and A € [E, E +nm;). There exist a constant ¢ and an interval A containing A
such that

Hj + gHj > (min (i,d()\)) )t — (1~ xa(H)(1+ B2,
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Hs(n): Let kK > 0, g9 > 0 and € > 0. There exist a constant ¢ and § > 0 such that, for all
A€ [E, E +nmj — €], one has

1 -
H) + gH} > (min (3:d°0) - 5)11 — (1 = x5 (H)) (1 + H?)z.
Si(n) : 7 is a closed countable set in [E, E + nmy].

Sa(n) : for all A1, A2 such that Ay < Ao < E + nmy and [A1, 2] n 7 = &, H has finitely many
eigenvalues, with finite multiplicities, in [A1, Ag].

We claim that, for all n € N*,

So(n —1) = S1(n) (3.15)
Si(n) and Hs(n —1) = Hi(n). (3.16)
Hi(n) = Ha(n) (3.17)
Hs(n) = Hs(n) (3.18)
Hi(n) = Sa(n). (3.19)

By definition, 7 n [E, E +m1) = ¢ and hence S;(1) is obviously satisfied. We refer to the proof
of Theorem 2.2.4 and to [77, 8, 28] for the proofs of (3.15), (3.17), (3.18) and (3.19).

Using that the commutators [H}J)(G),iA], j=1,...,4, are given by (2.41)—(2.44), a direct
application of the N; estimates of Glimm and Jaffe (see [51, Proposition 1.2.3(b)]) shows that
there exist ¢; > 0 and ¢y > 0 such that

KO, HiW)| < (U, HYW) + c2| )7, (3.20)
for all ¥ € 2(H)). Here it should be noticed that |Vw® (p3)|? = p3(p3 + m¥,)~'. Hence,

according to [51, Proposition 1.2.3(b)], the constant c; can be chosen to be proportional to
Ilps| ' G2 + |G|z, which is finite by (3.12).

Recall that the operator F( Ry . # — ™ has been defined in Section 1.2.4 (see also
Section 2.1.2). Using that I'(%) is an isometry, we can write

HY + gHY = F(P)*T () () + gH))
L(™)*(Hy® 1 +1® Hy + gH; © 1 + Remp)T'(57),

with Rempg(No + Noo + 1)7! = 0o(R?). The last equality can be proven in the same way as in
the proofs of Lemmas 2.1.11-3.2.3. We decompose

[H,iA] = T(j™)*(Hy®1 + 1 ® H) + gH; ® 1 + Remp)1{0) (Nneut,0)T (57)

+TGH* (HE @1+ 1@ H) + gH; @1 + Remp) [t o) (Naeut o)1 (57), (3.21)
and estimate the two terms separately. For the second one, we notice that
1 1
(]l ® H(/)) 1, oo)( neut oo) = 5(11 ® Nneut,oo)]l[l,oo) (Nneut,oo) = i]l[l,oo) (Nneut,oo)- (322)

y (3.20), we have that
f(]R) (H)®1+1®H)+ gH; ®1 + Remp) L[ o0y (Naeut,o0) ()

>T()*(1 - c19) Hy ® 1 — cag + 1 ® Hy + Remp) L o) (Naeut.o0)T(57)
> T (1 - c1g) Hy @ 1 — cag + 1@ Hj
+ Remp(No + Neo + 1) 7 (No + Noo + 1)1 1 00y (Nneut,o0) T (57)

P (1= c19)Hy @ 1 = c2g + 1@ Hy + 0(R)(No + Noo + 1)1 11,00)(Naeut,o0) L(57).
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For g small enough and R large enough, since Njpy and Ny are relatively H-bounded, this
yields

f‘(]R)* Hé RT+1® H(l) + QH} 1 + RemR)]l[l,oo) (Nneut,oo)f(.jR)
f‘(JR)*((l - Clg)H(I) L —cg+1® H(/J + O(RO)(NneumO + Nneut,OO))]l[l,oo) (Nneut,OO)f(jR)

+ o(ROT(R)* L1 o) (Nueut,oo) T () (1 + H?)?

> T (%) *(—cag + 11[100)( Nueuteo) + 0(R”) (Nneut,0 + Neut,o0)) L [1,00) (Nneut,o0) T (77)

+ o(RO)T (™) * L1 00 (Naeut,oo) (G (1 + H?)2

>11‘<ﬂ>*11[m>( Nueuto0)L(57) + 0(RO)F(G™)* (Nueur0 + Naewto0) L1,o0) (Nneut. o)L (57)

+ o(ROT (™) * L1 00y (Naeutoo) D7) (1 + H?)2

> PG 1 (N ) PG + o ROT G 1y (Ve PG+ B, (323)

where (3.22) and the fact that H} > 0 have been used.

Now, we consider the first term in (3.21). As in the proof of Theorem 2.2.1, we use the
fact that, for all bounded interval I and R > 0, T'(j7)*(1 ® IIg)T'(j%)x;(H) is compact. Thus,
using that Nyewt < H)), that Hj is relatively (Niept + Ny )-bounded and that Niepy and Ny are
relatively H-bounded, we can write

f\R

—
<.
N—

*HYQ1+1QHy+gH, @1 + RemR)]l{O}( neut,o0) L0} (Niept,co + Niwoo) T (57
F* (Hy @1 + gH; @ 1 + Remp) (1 @ TTo))T'(57)

By (HE @1 + gH; @ T 4 0(R®) (Npeut @ 1 + Nigpt @ T+ Ny @ 1)) (1 @ Tlg)) T (57)
(1= o(RO))Hy @1 + gH; @ 1 + 0(R%) (Niept ® 1 + Ny @ 1)) (1 @ ) )T ()
i (gH; @ 1+ o(R%) (Niept ® 1 + Ny @ 1)) (1 @ TT))T' ()

rr — esD(GR)* (L@ I)D (™) (1 — xs(H) (A + H?)z, (3.24)

Il
<

<
.

A\YARR\VARR\V]
Lo E ey 4
—~ G P —~

\Y
=

for any bounded interval I and R > 0 large enough, where K 1 is compact and c3 is a positive
constant.
It remains to consider

v

F(]R) (H() ® 1+1 ® H() + 9H1 ® 1+ RemR)]l{O}( neut oo)]l[l ) (Nlept,oo + NW,OO)f‘(jR)
> D" (Hy @1 + gH; ®© 1 + o(R”)(No + Noo + 1)) 110y (Nneut,0) L1 00)(Niept,eo + Niweo) T (57).-
Here we used that 1 ® H, > 0. We introduce 1 = x7(H) + (1 — x7(H)) on the right. Using that
H{®1 > 0, we can write
D(i™)*(Hy®1 + 1@ Hy + gH; @ 1 + Remp) Loy (Naeut.o0) L[1,00) (Mept,co + Nwioo)T'(57)
> D()* (1 = o(R”)) (Hy + gH]) ® 1)1 o} (Nneut,o0) L1,00) (Nieptoo + Nowoo) (5)xr (H)

+ L") *(0(R%)gH] ® 1 + o(R°)(No + Noo + 1)) L1} (Nueut00) L1 o) Niept,o0 + Nywioo) L (5 x1 (H)

+ TR (Hy @1 + gH) @1 + 0o(R%)(Ng + Noo + 1))

]l{o}( neut oo) [1,00) (Nlept,oo + NI/V,OO)f‘(]R)(]l - XI(H))
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Hence, using again that Hj is relatively (Mept + Ny )-bounded and that Niepy and Ny are
relatively H-bounded, we obtain that

.

F( ) (HO ®1+1® HO + gHI ®1+ RemR)]l{O}( neut oo)]l[l o) (Nlept oo+ NWOO)F(]R)
> T(j%)*((1 = o(R) (Hy + gH7) © 1)1 05 (Nueut,0) L 1,0) (Niept,oo + Niwioo) T (7 xr(H)
+ o( B")T(™)* L0y (Nneut.o0)L{1,00) (Niept .o + Nwoo) D7) (1 + H2) 21 (H)
. 1
_C4F(] ) ]1{0}( neut OO)]l[l,oo)(Nlept,oo +NW,oo) (j )(1 x7(H))(1 +H2)2
> T(™)*((1 = o(R) (Hy + gHT) © 1)1 403 (Nueut,o0) 1 [1,00) (Niept,o0 + Niweo) T(5)xr (H)
+ O(Ro)f\(jR) ]l{O}( neut oo)]l[l,oo) (Nlept,oo + NW,OO)f‘(jR)XI(H)
— 4l (57) * 110y (Nneut,o0) L 1,00) (Miept,oo + Niw,oo) T (57 (1 — x 7 (H)) (1 + H)3, (3.25)
for any bounded interval I and R > 0, where c4 is a positive constant.
Now, we can prove Hi(1) and (3.16). To prove Hi(l), let ¢ > 0, A € [E,E + m;) and
A be an interval containing A and supported in [E, E + m;). The function xp € CF(R) is
chosen such that supp(xa) < (—o0, E + m;) and we consider in addition xya € C7(R) such
that supp(ya) < (—0, E +my) and Xaxa = xXa. Then, using that H > 0, the fact that H}
is (Niept + Nw )-bounded as before, and Lemma 3.2.3, the first term in the right-hand-side of
(3.25) (with I = A) can be estimated, for R large enough, in the following way:
(JR)*((l — o(R%))(Hy + gH7) ® 1)1 10y (Nneut,o0) L1,00)(Niept, o0 + Noweo) T (57) xa (H)
P(G™)*((1 = o(R) Hy © 1)1 0y (Nneut,0) 1 (Nlept o + Nwoo) T (5™)xa (H)
Iv‘ ]R)*ﬂ{o}( neut OO) 1, oo)(Nlept w F NWOO) ( ) (H)
(JR)*((l — o(R%)) Hy @ 1)1 {0y (Nueut,0) L1,00) (Niept, o + Niwyoo) V(5 xa (H)
osT'(5)* 10} (Nueut,o0) L1 co) (NViept, o0 + NWoo)x (HHT G ) A(H)
S0 G 0y (Nacut, o) U1 00) (NViept 0 + Nivo) (Xa (HEOTGR) = DGR (H) ) xa (1),
L) ((1 = o(R%)) Hy © 1)1 g (Nueut,o0) L1 0) (Niept, o +NW,oo) (") xa(H)

3G 0y (Nt o) L1.o0) Niepteo + Nwye) (R (HT () = ()X (H) ) xa(H).

*®

+

e}

\\/

)
)
(
)
The last equality comes from the fact that H** = H®1 + 1 ® Hy > E + mq on the range of

the operator 1 o) (Niept,c0 + Nw,e0), and hence that )ZA(HEXt)]l[LOO)(Nlept’OO + Nw.w) = 0, since
Xa is supported in (—oo, E' + mq). As said before, the idea is now to apply Lemma 3.2.3.

1 — o(R%))(H{ + gH}) ® 1)1} (Nneut,o0) L1 00) (Miept,co + Nwieo) T (77 xa (H)
— O(RO))HO ® 1)1 03 (Naeut,co) L1 00) (Miept,co + Nyw,oo) T (1) xa (H)

+
o
ot
<
<
\_;
*A
= =
2
5
<2
=
EL
T
8
2
[
2
8
+
>
=
§_,

+ C5f‘(jR)*1{o} (Nueut,0) 1 [1,00)(N1ept,oo + NW,oo)
()ZA(HeXt)f(jR) - f(]R)XA(H)) (Nneut + 1)XA(H)(Nneut + 1)_1
+ o(R™YesI(j1)* 140y (Nneut,o0) L{1,00) (Nept,c0 + Nw.oo)L (%) xa(H),
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applying now Lemma 2.1.8 we have:

> T(™)*((1 = o(R%) Hy © 1)1 0} (Nueut,00) L 1,00) (Niept,o + Niwoo) T'(57) xa (H)

+ C5f‘(j )* 11{0}( neut,o0) 1 [1,oo)(Nlept,oo + Nw.oo) (Npewt @1 + 1 @ Npeur + 1)

(Ra(HOE(GR) = PGR)Ra(H) ) X (H) (Nagus + 1)

+ o(R™)esT (7)1 o (Nueut,o0) L 1,00) (Mieptoo + Nwioo) T (5) xa (H),

> PG (1 — o(R%)) H) © 1)L i0) (Naeut o)L 1.0y (Viept.o 4+ Nigrea)F () xa ()

+ o B)esT ()1 oy (Nueut0) L 1.00) Nieptoo + Nivioo) Vet @ 1+ 1 ® Nt + DEG) (1)
+o(R™H)esT(77)* 1 0y (Naeut,0) L[1,00) (Niept.oo + Nwioo )L (57) x4 (H),

> 0. (3.26)
Since d(A) = 0 for A € (—o0, E + m;), fixing R large enough, I = A in (3.24) and (3.25), and
combining Equations (3.21)—(3.26), we obtain:

AT > G710 N ) PG + 0(F) (PG 1) (Nocur e PG (1 + )’

+ ™) Loy (Nneut ) L o0) (Miept oo + Nwioo) DG 5)x1 (H) )
— TR (1 @) TR - xi(H))(1 + H?)?
— el () 1403 (Naeut.o0) L [1,00) (Miept,oo + Nwioo) T () (1 = X7 (H)) (1 + H?)? + Kp;t

which is H;(1).

To prove (3.16), let ¢ > 0 and A € [E, E + nm;). We go back to (3.25), with I = Ai, and
consider again the first term in the right-hand-side. By S;(n), 7, where d vanishes, is a closed
countable set in [E, E +nm;], which implies that there exists  such that 7 n A # ¢ and then
d(\) = sup,..d*(\). Hence there exists x > 0 such that d”(\) > d(\) —¢/3. Let ¢g > 0 be such
that A\ € [E, E +nm; —eg]. By Hg(n — 1), we know that there exist cg € R and ¢ > 0 such that

Hy + gH} > (min(, () — S)1 = eo(L = Ko (H)(1 + H2)E, (3.27)

for all we [E,E+ (n—1)my — gg]. Here Xas is chosen such that XASXAS = XAS where Xas is

the function appearing in (3.25). We begin by estimating the first terrn in the rlght hand—31de
of (3.25) as

L™ (1 = o(R%)) (Hj + gHz) ® 1)L {0y (Nneut,00) L1 c0) (Nieptioo + Nowoo) L () x5 (H)
> T (1 - O(RO))(HHH( ,d (1)) — *)11 ® 1)1 10y (Nneut,o0) L1 00) (Nieptoo + Nowoo) (5 x a3 (H)
— 6L (™) " (1 = o(R”)) (L — Xag (H))(1 + H?)% @ 1)1 03 (Nneut.c0) L1 0) (Miept.oo + Nwo) D (7% )x a3 (H).

On the range of ]1[1,00)(N1ept,oo + Nw.«), we have that 1 ® Hy = my. Therefore, by (3.27) and
the functional calculus, with 4 = A — 1 ® Hg, we obtain that

d\—1® Hy) = j d(\ — Q(p)) E(dp)

where F is the spectral measure of the momentum operator and €2 the sum of all the free energies
of the particles. Therefore, on the range of 11 o) (Niept,c0 + Nw,w) the following equality holds:

d\—1® Hp) = d(\)
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and

9 Mo
- g)]l{o}(Nneut,oo)]l[l,oo) (Nlept,oo + NW,OO)F(]R)XA‘; (H)

= (1= o R)P()* (min( G, (X)) = S0 (Noeun ) ) Vgt + Nowae PG ag ()
> (1= o R) (min( 3, () = PG L o) (Naews o)L oy Vgt + Vo) F G ()
> (min(§,d(N) ~ VPG Loy (Naeus o)L o) Vit + Vi) F (g (). (32)

= o0 = _ . .
Moreover, let Xas € Cg’(R) be such that XasXas = XAl Using Lemma 2.1.11, we write

c6T'(77)*((1 = o(R))((1 — Xas (H))(1 + H%): ®1)
L0y (Nneut,o0) L11,00) (Niept o0 + NWOO)f(jR)Xag(H)f(Ag(H)
= c6((1 — o(R"))T (57)*1 0y (Naeut,0) L1 00) (Niept,o0 + Niweo)
(1= Xas (H))(1 + H%): @ ﬂ)XAi(HeXt)f(jR)iai(H) +o(R’)
= o(R"). (3.29)

The last equality comes from = A —1® Hg and ¥ AIXAS = X INE Fixing R large enough and
I = A}, Equations (3.21), (3.23), (3.24), (3.25), (3.28) and (3.29) prove (3.16). This concludes
the proof of (3.13).

The fact that os.(H) = & if (3.14) holds follows from Lemma 3.3.3 and the abstract results
recalled above. O

3.4 Propagation Estimates

In this section we prove the counterpart of Theorem 2.3.1 in the case where the masses of the neu-
trinos vanish. As mentioned at the beginning of Section 2.3, for massless neutrinos we cannot di-
rectly adapt [29, 30], hence some parts of the proof require substantial modifications. A first issue
comes from the fact that, in order to control remainder terms in some commutator expansions,
one needs to control the second quantization of expressions of the form [iV,, [ivm,wl(Q) (p2)1],
where wl(2) are the dispersion relations of neutrinos. In the massive case, such commutators
are bounded. Their second quantizations are therefore relatively N-bounded and, hence, rela-
tively H-bounded. In the massless case, however, [iV,,, [iVm,wl@) (p2)]] is of order O(|pa|™!)
near 0. To overcome this difficulty, the idea is to show that (e~ v, dT'(|pa|!)e ¥ u) < ¢7 for
some v < 1 and for suitable states v € . This idea was used in [21, 38, 39] for Pauli-Fierz
Hamiltonians, modifying an argument of [49]. In Lemma 3.4.1, we adapt [21, 38, 39] to our
context.

A second issue that has to be dealt with, in the massless case, to prove a suitable minimal
velocity estimate, is that we have to use the Mourre estimate stated in Theorem 3.3.4, with a
positive term proportional to the number operator Nyeyt. This is again required in order to be
able to control some remainder terms. Some care must also be taken because of the fact that the
considered conjugate operator (see (2.38)) is not self-adjoint. Propagation estimates analogous
to those of Theorem 2.3.1 are established in Theorem 3.4.2. An important difference with the
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massive case is that the propagation estimates hold only for states in a dense subset of the total
Hilbert space.

In Theorem 3.4.3, we prove a second version of propagation estimates involving a time-
dependent modified one-particle “position” operator. Theorem 3.4.3 will be a crucial input in
our proof of asymptotic completeness of the wave operators in Section 3.5.

For shortness, we set dI'(|p2|~*) = dI'(h®¥) where h* = (h{,...,h{y) with A} = 0if i €
{1,2,3,4,7,8,11, 12} (corresponding to the label of a massive particle), and h{' is the operator
of multiplication by |p2|~* if i € {5,6,9,10,13,14} (corresponding to the label of a neutrino).
The first part of the following lemma (see (3.30)) is adapted from [21, Lemma 4.1]. For technical
reasons, that will appear in the proofs of Theorems 3.4.2 and 3.4.3 below, we also need a new,
related estimate, see (3.31).

Lemma 3.4.1. Suppose that the masses of the neutrinos my,, my,, m,, vanish and consider
the Hamiltonian (3.2) with Hy given by (2.5). Let 0 < a < 1 and assume that

GelL? |po|'7FG e L? for some p > 0.
Let x € CF(R). There exists C > 0 such that, for all u e 9(dF(|p2|_°‘)%),
—i —ay, —i e —ant 3
(e (H Y, AT (paf~)e ™ x(H)u) < G55 (JAD(paf =) 3l + [N + Jul?)
Cand
+ ldr(p2l )2 ul® + ul?, (3.30)
and for all w e 2(dI'(|p2|™%)),

—ay —i T —a —ay:
[ar (el e (Y| < CEFE (AT (ool Yol + | Noeuced] + Ju) + 4T (lpal =)l + .
(3.31)

Proof. To prove (3.30), we consider a function fp € C*([0,00);R) such that fy is decreasing,
fo(r) =1 on [0,1] and fo(r) =0 on [2,0). Let foo =1 — fo. For v > 0, we decompose

dL(|p2]=*) = dU(|p2|~* fo(t" |p2])) + AT (Ip2| = foo (t"Ip21)), (3.32)

and insert this into the left-hand-side of (3.30). Since fo is supported in [1,00), Npeut — Miept
commutes with H and Nep is relatively H-bounded the second term can be estimated as

(e (H Y, AT ([paf = ot p2l) Je ™ x(H ) ) < 42 (7 o (H Yo, AT (ot pal) e x(H ) )

(
< tal/<e—itHX(H u, Nneute_itHX(H)u>
(

+ ta”<e_itHx(H)u, Nlepte_itHx(H)u>
)
<t [\(H)| Nyeus = Niept |1

+ t"“”<6_itH X(H)u, Niepre 7y (H )U>
1 1 2
<t X (H)(Nyeus + N

ne lept)u

+ tay<€7itHX(H)u, NlepteiitHX(H)U>
1
<t (| Nogews el + J1ul?). (3.33)
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To estimate the evolution of the first term in (3.32), we differentiate
o e (H ), T (Ipa [~ fo (t Ip2l)) e (H)u )
= vt 1<e*“fo<H>u A0 (Ipal = (0 lpel) ) x(H )
+ (e (Hu, [H, 1T (|po| = fo(t[pa)) ] x(H)u ).
Since f{ < 0 and since Hy commutes with dI'(|p2| = fo(t"|p2|)), this implies that
0 e (Hu, T (Ipa [~ fo t Ipa ) )™ (Y )
< <e*ltHx<H>u, [H1(G), 1D (p2] =@ fo(t” |p2) e x(H)u ). (3:34)

Similarly as in (2.20)—(2.23), a direct computation gives

(@), idT (Jpa|~* folt |p2|>)]= Glp2 |~ fo(t p2D) ),
[#27(G), 3dT (pel = fo(¢" Ip2)] = —H}” Gilp2| ™ fo(#"p2)G).
[H(G).idT (|p2|~* folt” p2]))] =H1 (ilpal = fo(#p2))G),
[H}"(G). 1D (Jpal = fo(#"Ip2])] = Hf (ilp2l = fo(#" [p2]) G)-

By Lemma 2.1.3, the support of fy and the assumption that |ps| ' "#G € L?, we obtain that

[[#1(G),idT (Ipa] = fo (" 1p2])) | (Niepe + Nw + )71 < [(Ip2| = fo(#”[p2])) G2
< I (p2 "7 fo(t p2) 2~ )G 2
St (|p| )G (3.35)

Since Nigpt + Ny is relatively H-bounded, integrating (3.34) shows that
(e (H)u, dr(|p2|*afo<t”|p2|>)e*itHx<H>u> - <x<H>u, dr (Jpa| ) x(H)u )
< [ (e, [, a0 fal = ol ) e (s,
< fo =" x(H)ull |[H1(G), 1T (Ip2|=* fo(s” [p2])) Je ™" x(H )u] ds,
< ()l [ Vit + N + Dx(ED] | (). 10T (el ol p2D) ) (Vg + N + 1) s,

t
< Juf? fo = (1] 0+ Gy,

< HUH2 tl*(l“r,u*a)l/'

Moreover

|ar(ipa=)3x(eryal”

(X(H)u, dT(|p2|~*)x(H)w)

9

2

)

2 —an L
‘ +H[CZF(Isz Q)Q,X(H)]u‘

= ()T (po )
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3.4. Propagation Estimates

and
[tar (a3 x0T = [l (pal ) x(ED] (@ (ol ) + 1)~ (@ (lpal ) + 1) ]
< (Jartmarrixn (et + 07+ e @rimt + 7))
(@ lpal==) + 1) uf?,
< (H(dr pol ) + 1) %(H)HQ
b (@ eel) + 1) (). (el )] (@ (el + 1) 7]
b ) (@l +1)” %2) (@ (pal =) + 1) uff.
Therefore:
(cCHY T (ool )x(FYu) 5 (el )3u]” + fuf?
and

<e_itHX(H)u,dl—‘(|p2|_af0(ty|p2|))€_itHX(H)U> < 17O (AT (po| =) Ful? + ul?)

2
+dr e~y + Jul? (3.36)

Equations (3.33) and (3.36) yield
<6_itHX(H)uvdF(|p2|_a)6_itH >< max (#1440 (T (|po| =) 2uf® + | 2l + Jul )

+ Jdr (sl )3+ u?.

Choosing v = (1 4+ p) ! concludes the proof of (3.30).
To establish (3.31), we modify the proof as follows. On the one hand, we have that

| (1p2] =@ foo (1192 e x (| < 772
and on the other hand
AT (1p2l @ ot Ipal))e " x(H)u

AT (o~ O‘fo(t”lpzl))e_‘tHX(H)UH

< HdF(Ipzlfafo(lmI))‘f*iHX(H)“H " f

Nowie ™ (H)u| < 77 (| Noeust] + [l ), (3.37)

elsH [dl“(|p2|*af0(s”|p2|)),iH]e*iSHx(H)qus
< a0 (ol )]+ 10l ol (DTl + [ 5754l )6,

< AT (Ip2| =) u| + [[AT (2]~ fo(|pal)), e 7 X (H)]ul + fl s | (|pg| G fullds,
(3.38)

where we used (3.35) and the fact that Nieps + Ny is relatively H-bounded in the last inequality.
Combining (3.37) and (3.38), we deduce (3.31) similarly as above. O
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Chapter 3. Scattering Theory for massless models of the W* decay

Now we are ready to prove a first version of the propagation estimates in the massless
case. The general strategy is the same as in Theorem 2.3.1, with some important technical
modifications. In particular, we have to use Lemma 3.4.1, the particular form of the Mourre
estimate stated in Theorem 3.3.4 and the fact that Niept — Npews commutes with H.

Recall that the notation 1[p rq(|z|) has been introduced in (2.68).

Theorem 3.4.2. Suppose that the masses of the neutrinos my,, my, , m,, vanish and consider
the Hamiltonian H = Hy + g(H}l) + H§2)) with H}l) and H}z) given by (2.5). Assume that

Ge L2, a(i%.G € L2, |p3|71a(i),.G € L2, 1=1,2,3,

and that
G e H'™ for some pu > 0.

(i) Let x € CP(R), R = (R1,...,R11) and R’ = (R},...,R},) be such that R, > R; > 1.
There exists C > 0 such that, for allue Z(NZ ) n .@(dF(|p2|fl)%),

* |Z[\\ 2 Cam |2dt 1 o
| ar (i (51)) e 5 < Ol + 1T pal Yol + Jul?).

1

(i) Let 0 < vy <Vvi and x € C¥(R). There exists C > 0 such that, for all u € Z(N2,,) N
2(dT(|p2|71)2),

J 10 =99 a5 - we)) acme ]

1 1.1
< C(INZuwul® + 1dT(Ip2| 1) zul® + [lul?).

€

N

(iii) Let 0 < vo < vi, J € CP({x € R3, vy < |z < v1}) and x € CF(R). There exists C > 0
1
such that, for alll € {e,pu, 7} and uw € D(N2y) N .@(dF(|p2|*1)%),

LOO Hdl‘(‘J(%) (xf) - a(e)w) + h.cD éX(H)e—htHUHQait

1 L
< C(INZuul® + AT (Ip2] ) 2 ul® + [ul?).

(iv) There ezists go > 0 such that, for all |g| < go, the following holds: let x € CF(R) be
supported in R\(T U opp(H)). There exist 6 > 0 and C > 0 such that
|z]

[ e (e () xS < AP Uoal™) + N + 15N + )2

for allue 2((AT(|p2|™) + Nneut + 1) (Npeus + 1)2).

Proof. We prove (i) and (iv), underlying the differences with [29]. The proofs of (ii) and (iii)
can be deduced by adapting [29, Section 6], using furthermore arguments similar to those used
to prove (i).

(i) Let F; € C*(R;R) be a non-decreasing function such that F; = 0 near 0, F; = const near
+oo and F} > Tp, r]- As in the proof of Theorem 2.3.1, (2.70) holds and therefore it suffices
to prove that

[ rs (i (P21)) e ]9 (1t + 1A el ol + )
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3.4. Propagation Estimates

)N 9(dF(|p2|’1)%) and i € {1,...,14}, where dI'; is defined in (2.71). Let

£i(t) = <e*ifH (H)u, dr( (|i’|>>eitHx(H)u>. (3.39)

for all u e @(N2

neut

Note that, since dI';(F; (m‘)) < CN, for some positive constant C, since Niepy and Ny are
relatively H-bounded and since Niepy — NVpeut commutes with H, we can write

5y < (O
_ C< I (H)u, (2Niept + N + Noeus — Nlept)e*itHX(H)U>

0

M\H

< HUH2 + < Nneut - Nlept)§u7X(H)2(Nneut Nlept)
<INl +

Hence f;(t) is uniformly bounded.
Differentiating f; gives

orfi(t) = <e_itHx(H)u, DdT; (E ( |Zi|))e_itHx(H)u>
= < ltH Yu,dl; (doFi(|?|>>eitHx(H)u>
+ <e_itHx(H)u, [H}”(G) + HP(G), idr; ( ('xtz|))]e_itHx(H)u>, (3.40)

where D and dy denotes the Heisenberg derivatives defined at the beginning of Section 2.3.
Using that F] > L(g, r;] and R; > 1, a commutator expansion at second order (see, e.g.,
[28], [21, Lemma 5.2] and [43]) gives

|~’Uz‘|> —Co |

< —Mp
t [R“Rz‘]< t

doF: ( t

)+ o),

if i € {1,2,3,4,7,8,11,12} (corresponding to the label of a massive particle), and

aors(50) < T 00y (1) + 062l

if 1 € {5,6,9,10, 13,14} (corresponding to the label of a neutrino). To prove this last point,

the critical part is to evaluate the commutator [F (‘wl) |p2|]. We note L(x) = F(y/z) and using
Helffer-Sjostrand formula we have:

|z i = 22\ ' [ a2 22\ ! _
F 7 |p2| = % 0zL(z) | z — 7z FoR |p2| z— o) dz A dz,
= j&L —x—z o xp—2+p—2x z—ac—2 _1d2/\d§
N 27Tt2 t2 lp2| [P t2 ’
—2
b2 b2
= 0z L =+ 2z |dzAdZ
s |51 (= 5) (pr o)
22\ P2 D2 x? 22\ !
o0-L(» z PR TRl U R
WJ ( t?) [(‘”|m|+|p2| ) K t?) The

(3.41)
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Chapter 3. Scattering Theory for massless models of the W* decay

where L is an almost analytic extension of L such that:

We note that:

1 [, x2)2< P2 P2 ) ) 1 (:ﬁ)( P2 P2 )
— | o:L(2) | 2z — — r— 4+ —xldzAndz = —=VL|— r— + —x
2% ”( 2 vl Ipal 2V ) Tl T i)

1
- fVF(E) P2
t t/ |pa|
and
2 2
P2 D2 xT €T 1 9 5
$7+7;L‘ s T = JE— _
{( Ip2|  |p2| > tQ] 12 (Ip] palp2| )
z - T
+ 27 (Ip2[7 = pileal %) 5
1 2 3 1/‘2
+ (2l = pile2l °) 7 (3.42)
S0
|| i 2\ P2 L
E = 5 VI (*)7+Ot ,
[ (t P2 2t t/ |pa| () |p2|

In the first case, using as above that Niept — Npewt commutes with H, this gives
<e*“H X(H)u, dT; (doF (' |)) ~itH X(H)u>

< —%<6_itHx(H)u, dr; (]I[Ri,R’i] (@))e_itHx(H)u> + O(t_2)<6_itHx(H)u, Ne_itHx(H)u>,
0Ly, T (14 g () () + O (Nl + ), (3.43)

if i € {1,2,3,4,7,8,11,12}. In the second case (if i corresponds to the label of a neutrino), we
use in addition Lemma 3.4.1, yielding
H)u)

(e (H)u, T (do P, (I%I)) ity
< = S0 ettty ar, (1, g () ) ey () + O(2) e (Hu T (ol e P (.

N

< 2oy, (g ('““")) e (Y + O ) (AT (ol ) pul? + ul?)
O ATl + 1), (3.44)

Note that Hardy’s inequality implies that, if G € H!** for some p > 0, then |po| ™' 7HG € L? (if
p < 1/2), and hence Lemma 3.4.1 can indeed be applied.

The commutators [H(j)(G) dI;(F, (‘m )], j = 1,2, are given by expressions similar to (2.41)—
(2.42), with the operator F;( |xz‘) instead of a;. Since F; vanishes near 0 and G € H!™#, we have

that
(), o
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3.4. Propagation Estimates

Therefore we deduce from Lemma 2.1.3 that

<e_itHx(H)u, [H}”(G) + HP(G),idr; (Fi(|3;i|))]e_itHx(H)u>

< OtV T (Y, (N + Nieg)e ™ x(H)u ) = (1) Jul. (3.45)

Integrating (3.40) over [1,00), using that 2% 7% and t71# are integrable, we obtain the
statement of (i) by combining (3.43)—(3.44) and (3.45).

(iv) Let A e R\{ruopp(H)}. Clearly, since Nigpt — Nneut commutes with H, it suffices to prove
(iv) for all u € Ran(1 ;) (Niept — Nneut)), n € Z. Hence we fix n € Z and u € Ran(1 g,y (Nept —
Npeut))- Recall that, by Theorem 3.3.4, there exist € > 0, ¢g > 0 and Cy > 0 such that

[H,iA] > co(Noew + 1) — CA(L — Ly poeg (H))(1 + H)2.
For x € CE((A — &, X +¢€)), this implies that
[H,iA] = co(Npeut + 1) — Ca(1 — 2(H))(1 + H?)2. (3.46)
Let x € CP((A — &, A + ¢)) be such that xx = x. Let § > 0 and ¢;, 7 € {1,...,14} be

functions in CF°({z € R3,|z| < 26}) such that 0 < ¢; < 1, ¢; = 1 on {x € R? |z| < J} and let
qt = (%(%)7 o 7q14(¥))- Let

i A w
h(t) := (e (H)u (g TT(a)e X (H)u ).
Let us first recall that

A = dIl'(a)

i
ap = 5 (Vk . Vwk(p) + h.c) .

Since le(i), i=1,2,le{l,v,7} and Vw® are bounded, it is not difficult to observe, considering

the support of ¢, that

A
ir(qt)?

I'(¢') <CS(N +1) and H?F(qt)(N +1)7H < Cs. (3.47)

Here it should be noticed that I'(¢") maps ## to Z(A). Indeed a vector in Ran(T'(¢")) belongs
to the Sobolev space H*(R?), for any s > 0, as a function of any of the momentum variable p;.
It is then regular in a neighborhood of zero and using, in particular, (3.10), it is not difficult to
verify that Ran(I'(¢')) = 2(A). In the second estimate of (3.47), we refer to the proof of (2.76).
Note that Hardy’s inequality in R?, ||[p2| " ull2 < |Vp,ul2, has to be used.

From (3.47) and using as before that Njepy — Nneut commutes with H, we obtain that

i A i 1
h(t)] < (e (), Da) ST )e Ty < [Nyl + Jul®. (3.48)
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Chapter 3. Scattering Theory for massless models of the W* decay

In particular, h(t) is uniformly bounded. Furthermore, one can compute

Oth(t) = <e*itHu, (X(H)df(qt’ qut)éF(qt)x(H) n h.c.)eiitHu>
+ <e—itHu, (x(H) (HY(G) + H§2)(G),iF(qt)]éf(qt)x(H) + h.c.) o—itH
+ t_1<6_itHUa X(H)F(qt)[H, iA]F(qt)X(H)e_itHu>

e (D) ST (e

=R (t) + Ry (t) + Rg(t) + R4(t). (3.49)

Observe that A being symmetric, A* is an extension of A so that the second terms in R (¢) and
Ry(t) are indeed the hermitian conjugates of the first ones. In what follows we consider each
term Ry(t) separately.

We begin with Ry(t). From the assumption that G € H'*# the commutation relations of
Section 2.1.2 and Lemma 2.1.3, one can show that

[H(G) + HEP(G), T ()] (Niept + Nuw) 1 = Ot 14,
Together with (3.47) this implies that
|R2(t)| < O(tilf'“)”(]\[ 4 1)X(H)€7itHuH27

since Nigpty + Nw is relatively H-bounded. Since Niepy — Npeuy commutes with H, we deduce as
before that
[Ra()] S O )| (Nneut + 1)ul. (3.50)

To evaluate R;(t), we compute, by means of a commutator expansion (see [28] and [21,
Section 5]),
1 ZTj

Ty —
dog (@) = —5-( 5 = Vi, Vai () ) + he. + O(7), (3.51)

if i e€{1,2,3,4,7,8,11,12} (corresponding to the label of a massive particle), and

1 €Ty €Ty _3 _1
dog! (@) = =5 (5 = Vi, Vai () ) + he. + O )2l 5, (3.52)

26\ t
if i € {5,6,9,10, 13,14} (corresponding to the label of a neutrino). Here it should be noted that
that the remainder term in (3.52) can be computed to be of order |ps| 1*7O(t2+7) for any
0 < v < 1. The same calculation as (3.41) may be done and Hardy’s inequality may be used in
(3.42). Which leads to:

2 2 2
Ty D2 b2 z 51 -1
z— — r—4+—z|,=|(z——= =0t ). 3.53
= (o + ) ] - o =0 259
An interpolation argument, using Hadamard’s three lines lemma for example, would lead to
(L) (o2 222 ﬂ = ) = 0 (3:54)
t2 p2|  Ip2| ) 12 t2

For more details, see [21, Lemma 5.2]. Here we choose v = % for convenience, see below.
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3.4. Propagation Estimates

Let g := —3(% — Vw;, Vg; (%)) + h.c. and let r! be the remainder in (3.51) or (3.52). For
i€{1,2,3,4,7,8,11,12}, by (3.47), we deduce that

e, (ANl ) ST () + D)) < (el r)x(H)e ]

H (fr(qt)X(H) + h.c.> eitHy,

<SO(t? HNX e*itHuH2
SO(t™ 2)“( neut + )UHQa (3.55)

where we used again that Niept — Npeut commutes with H in the second inequality. The case
i € {5,6,9,10,13,14} corresponding to massless particles is more difficult. Using (3.52) and
Lemma 2.1.6, we write

K ~Hu ( H)dT(g;, z)ff(qt)x(H)+h.c.)e*itHu>‘
K ~Hu ( H)AT(¢!, ) (N +1)"2(N +1)2

<o ?)

AT (jpal ™) Ex (e | (N + 1)

Applying Lemma 3.4.1, and using that Niepi — Npewt commutes with H, it thus follows that

(et ( H)AL (gt r$) ST (H) + b))
S O 75 (AU (Ipal =) b + [Nl + Jul) (Y + D3l + Jul). (3.56)

Summing over ¢, we obtain from (3.55) and (3.56) that

K —itHy, ( H)dT'(¢!,r )?F(qt)x(H) +h.c.)e_itHu>‘
< O(t™) | (Noews + Dl + O 7755 (JdT (Ipa| ™) 2] + Jul) (|(N + 1) Fuf + [ul).  (3.57)

To estimate the term corresponding to %df(qt, g'), we proceed similarly but use (ii) instead
of Lemma 3.4.1. We introduce ¢*, defined as ¢*, such that ¢'q' = ¢' and hence I'(¢*) = T'(¢")T'(¢").
This yields

K ity (y(H)AT (gl ) AT N(H) + e ) 1)
- K —hy ( H)dT (g}, g))(N + 1) (N + 1)%?F(qt)F(qt)X(H) +h.c.)6—itHu>‘
< Jfarcatyab e v + vinE e .

Let us recall that the goal is to use the framework presented in the introduction of Section 2.3.
We then have to isolate the term we want to study, I'(¢")x(H)e .

1
a(|n| +1)3¢

af|ln| +1)

< QD ar(gpyegty by ame o + [V + 1)3 () x(H)e

)

where we recall that n € Z has been fixed such that u € Ran(1 g3 (Mept — Nneut))- This parameter
has been introduced in order to control the (N+1)2 which appears together with I'(gt)y(H)e =t
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Chapter 3. Scattering Theory for massless models of the W* decay

The parameter o > 0 will be determined later. Summing over 7, since Niepy — Npeut cOmmutes
with H, this implies that

%Ke’“H’u, (X(H)dF(qt,gt)éI‘(qt)X(H) + h_c.)efitHu>‘

a i . ) 2 o
< ?de((gt)*gt)zx(ﬂ)e ltH(|Nneut - Nlept| + 1)2uH + a—”l“(qt)X(H)e 1tHuH

1 s =
+ [ (Niept + Nw + 1)2D(¢")x (H)e ™" u (3.58)

Remembering that yx = x, the last term of (3.58) can be decomposed into

1 ) '
@H (Nlept + Nw + 1)%F(qt)X(H)€fltHuH2

= | B+ Moy + DH0a") KO ]+ (N + N+ 13T (e

Using the Helffer-Sjostrand functional calculus and similar arguments as before, one verifies that
I[0(g"), X (H)](Nuews + 1) = 0. (3.59)

By (ii) in Lemma 3.2.1, it is not difficult to deduce from (3.59) and the previous equality that

. 1 1 .
”(Nlept + Nw + 1)%F(qt)X(H)eiltHu”2 < @H(Ngeut + 1)UH2 + &Hr(qt)X(H)eiltHuHQ'
(3.60)

S
at
Combining (3.56), (3.58) and (3.60) gives

@ tyE _ty: —itH g 121 t —itH , |2
[Bu()] < Hdr((6)* g (e ([ Naous = Nl + DFu| + — [Da")x(H)e "]

+ O(t72)H(Nr?eut + Nneut + l)u”2

1
+ O™ 7m) (JaT (o ™)l + | Nugrl + 0l ([(Nocas + D30l + Jul).  (3.61)

Remember that the first term of this expression will be controlled using (i7). We move on to
the study of Rs(t). It follows from (3.46) that

Rs(t) > %<e‘i“{u, XH)T(g") (co(Naeut + 1) — Ca(1 — F2(H)))T(q")x( H)e—itHu>,

Using (3.59) together with the previous equation, the facts that Niept — Npeus commutes with
H, that Ny and Njep are relatively H-bounded and that xx = x, this gives

Rs(t) > %O e oy x(H)T(¢") (Npeuts + 1)F(qt)x(H)e*itHu> + O(t*2)|| (Npeut + 1)u||2. (3.62)

To estimate Ry4(t), it suffices to apply (2.76) together with the fact that Ny and Niep are
relatively H-bounded. This yields

Ra(t)] < §<e*i“fu, X(H)T(¢") (Nneut + DT (¢")x(H)e ). (3.63)
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3.4. Propagation Estimates

Putting together (3.50), (3.61), (3.62) and (3.63), we finally arrive at

o¢h(t) 2(%0 - % — §><efitHu’ Y(HNT(¢") (Nneut + ]l)r(qt)x(H)efitHu>

o 1 . 3 |2 .
+ AT (g g0 EXCH)E T (| Nueus = Niept| + D+ O(¢ ™8 H0) [ (N2, + Nocus + Dl
3, 1 _1, 1 3
+ O ) (JA(lp2l =) 5l + Jul) (| (Naeus + 1) 3] + u).

Fixing « large enough and § small enough and integrating over ¢ from 1 to o0, we obtain from
(3.48) and (ii) that

dt

J:O <e*itHu, XH)T(¢") (Nueus + 1)r(qt)x(ﬁr)e*itHu>7

< (T (p2l ™) + Naeut +1)2 (Naeut + 1) 21,

This proves (iv) for any x € Cg°((A — ¢,A 4+ ¢)). The extension of the result to any x €
CE(R\(opp(H) u T)) follows from standard arguments (see, e.g., [28, Proposition 4.4.7]). O

These estimates are of interest as they describe the propagation of particles in the massless
case. Unfortunately they are too singular to be used in the proof of asymptotic completeness.
We sum up here the critical part of the proof. As in the massive case, inverse operators will be
built considering the asymptotic behaviour of some operator W (t). The following strategy will

be used:
t/

osW(s)
t

|(W (1) = W(t))u| = = Sgpﬁ (v]0sW (s)u) .

The estimation of (v|dsW (s)u) can lead to the existence of the inverse wave operators. The
third propagation estimates is then required and the term dI'(|p|™®) would constraint v on a
dense domain whereas bounds has to be established for any v. We then have to find another
formulation of the propagation estimates which absorb this singularity. The idea is to introduce
a time-dependent modified position operator which behaves asymptotically as the usual position
operator. In accordance with the notations previously introduced in this section, we set

,_( |p2| )% ( |p2] )é
Ttp =\ T 7 -, T\ ’
lp2| + 77 lp2| + ¢

meaning that z; ,; = x; =iV ifie {1,2,3,4,7,8,11,12} (corresponding to the label of a massive
particle), and

» .:( I3 )11,( |p2| );:( P2 )%(iv )< p2| )é
Pt \pa| +t=2) T \pg| +t= lpa| + P P2\ |pe| +t=7/

if 1 € {5,6,9,10,13,14} (corresponding to the label of a neutrino). Likewise,

. ,:< |p2| )%w( |pa] )é
B2 \po| + ¢ lp2| +tP/)

where the notation w has been introduced in (2.69). Similarly as above, for R = (Ry,..., Ri4)
and R’ = (R},..., R},), we have that

Uirr(|7ep) = (Vpgym (2epDs - Uire ) (200,04])) -

We now turn to the proof of the following theorem.
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Chapter 3. Scattering Theory for massless models of the W* decay

Theorem 3.4.3. Suppose that the masses of the neutrinos my,, my,, my, vanish and consider
the Hamiltonian H = Hy + g(H}l) + H§2)) with H}l) and H}Q) given by (2.5). Assume that

Ge LQ, a(i)7.G € L2, |p3|_1a(i),,G € L2, 1=1,2,3,

and that
G e H'* for some p > 0.

(i) Let p > 0 be such that (1+p) * < p<landletc>p t. Let xe CP(R), R = (Ry,...,R14)
and R = ( ..., RYy) be such that R, > R; > c. There exists C > 0 such that, for all

ue J(

N
[ Jar (v (F)y e 1 5 < 0 hat? + ).

(ii) Let p > 0 be such that (1 + p)* <p< 1. Let 0 < vg < vi and x € CP(R). There exists
C > 0 such that, for all u € 2( neut)

—itHuHQ dt

f Hdr(< t vthp) ]l[vov\’l](%)(% _th,p)>)éX(H)€
C(] neutuH2 + [ul?).

(iii) Let p > 0 be such that (1+u)"t < p < 1. Let0 < v < v1, J € CP({x € R3,vg < |z| < vi})
and x € CF(R). There exists C > 0 such that, for alll e {l,v,7} and ue P( neut)

[ ar () (% - ) + e

(iv) There e:msts go > 0 such that, for all |g| < go, the following holds: let p > 0 be such that
(1+p) ' <p<1. Let x € CT(R) be supported in R\(T U opp(H)). There exist § > 0 and

C > 0 such that, for all u e 2((dT(|p2| ') + Nuews + 1) (Nneut + 1)%),

3 . 2dt
) xS < C(INE gl + ul?).

x 4 2dt _ 3 12
J, I (o (5 e P2 < €Ul ) + N+ 1) o + 1)
Proof. (i) The proof is similar to that of Theorem 3.4.2 (i), with the following differences. Let
F; : R — R be a bounded non-decreasing function supported in (1,00). Instead of the function
fi in (3.39), we consider

fit) == <e*itH (H)u dF( (' Herd ))e*itHX(H)u>,

with ¢ > 1. Obviously, in the massive case (i € {1,2,3,4,7,8,11,12}) the proof is the same than
in Theorem 3.4.2. Let i € {5,6,9,10,13,14}. In the same way as for f;, since F; is bounded, we
have that

Fit) = Il + ] (3.64)
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3.4. Propagation Estimates

Write F(r) = Fj(r?). Note that

3 1 1
9 2| )5 (@( |p2| ) (e)( 2| )5
i, = — ) — )z, /] .
bt ;1 (|p2| +t7P) 7t Npe| + 7P/ " \po| + 177

Proceeding as in [21, Lemma 5.2], we compute

2 2 _ 2 2
= (Tt o 2%, P P Ty, 1 Ip2| P2 T =/ (Tt o
d F( t”“) = { — Doy —( Li —i—h.c.) + 7< == . b +h.c.)}F.’( P )
05\ 22 t 22t \|pa| +t=P 22 t \|p2| +t77|pa| ct “\ 22
+ O(t™21)
2 1 2
2

_xe 2x7,; p tr Ty,
— F/(ﬂ) { T ,(7 AL h.c-)
i\ 22 t 2?2t \|pa| +t=P 22

2
e (il P iy WSy B o),
t \|p2| +t7P|p2| ct Y\ 22

Using that ¢ 2(|pa| +t*)"! =1 — |p2|(Jp2| +t ) and commuting |p2|'/?(|pe| +t*) /2 with
Fi,($t27p7i/02t2)1/2 (using again [21, Lemma 5.2]), we obtain that

Y X : 2-2p%ip; Fr(Frpi 3
s c2t? N t c2t2 7 242

2l \E o (Tipi\Ef _ 20%0pi LDz Tap o (Tipa\3(_ lp2l 3
+ — i\ 5.3 55 T +hoe )t Fi( =553 —
|p2| +t—° 2t t 2t ct \|pa| ¢t 2t |p2| +t7°

+ O(t™2).

From the properties of the support of F/, we then deduce that

2 2 1 2 2 1
= (Lt 2 (Tipi\2 L= PTEpi\ v (Tl 2
doFi( 242 ) < 72k ( 22 ) { t 22 }E ( 242 )
2 — 2 2
|p2| % i xt,p,i % p—cC ! xt,p,i = xt,p,i % |p2| % —24p
20— ) Fil =5 50 (Fil —5ps +O(t )
|pa| 4 t=° c?t t 2t c?t |p2| +t=°

Using again the properties of the support of F we have:

2 2 -1 1 2 1
. xE 1—p =~ /TF p—c |p2| 2~ (Tt |p2] 2 -2
dF( t7p72> <_2 F/( 7/’7)_2 ( ) F/( 70)( ) Ot +p.
05\ 22 t i\ e i N\l +i2) "\@2)\prer) 7 )
P P
(3.65)

1

The first two terms are non-positive since p < 1 and ¢ > p~. Moreover, the commutators

e ()] =1

are given by expressions similar to (2.41)—(2.42), with the operator Fz(%) instead of a;.
Since F; vanishes near 0 and G € H!'*#, one can verify using interpolation that G belongs to the
domain of |z ;| T, and hence

£ (Yol - o0,
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Chapter 3. Scattering Theory for massless models of the W* decay

Therefore, in the same way as for Equation (3.45), Lemma 2.1.3 yields

(et (Hyu, [HP(G) + HP(G), idT (E('fczz’j’i'))]e—itHx(H Ju) = O™ ) ul. (3.66)

Using (3.64), (3.65) and (3.66), one can conclude that (i) holds by arguing in the same way
as in the proof of Theorem 3.4.2 (i).

(iv) Again, the proof resembles that of Theorem 3.4.2 (iv), we focus on the differences. We
consider xy € C°((A —e,A+¢)), d > 0 and ¢;, ¢ € {1,...,14} as in the proof of Theorem 3.4.2.

Let u € Ran(Lg,;(Mept — Nneut)) for some n € Z. Let ¢* = (qu(*£1), ..., qua(¥22)) and

h(t) = (e My (HYu, D@ 1@ e (Hu ),

To verify that A(t) is uniformly bounded, we modify (2.76) as follows. We can decompose
14

=1

Clearly the massive cases (i € {1,2,3,4,7,8,11,12}) can be handled as in (2.76). For i €
{5,6,9,10,13, 14}, we recall that

a; = i(ﬂ.v.,.v.pi)
2\|pa| |p2

and we have:

(e 0@ T e (') = (e ey, ) [T o] e ()
+ <eiitHx(H)u, F(@t)2WeitHx(H)u>.

(3.67)

We estimate each term separately. First, we compute, using [21, Lemma 5.2],

20(%25)] - o i

This implies that

(e I (Hyu, () | =

(@) e x(Hyu )| 5 ¢l |ar(lpe e x(H)ul

< Jull(Jull + [Nacutu| + |dT(|p2| )ul),
(3.68)
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3.4. Propagation Estimates

where we used Lemma 3.4.1 in the second inequality. Next we have that

1
a; = (p2 l‘+$lp72|>

2\|pa] |p2
l Y4
¥ <$<g>za§>+ 1 <p§>)2)
g 3
1e{1,2,3} Ip2|  2[p2|  2[p2|
_ 4 l

S <x<,e>|m|(1+t”)p§>+ 1 (pé))Q)

16{1,2,3} " lpal 27 2|/ [p2|  2lp2|  2Ip2f?

_ 4

- 2 (G b () D) ) O )

le{12,3) [p2| +t70/ b |p2| + 77 Ip2|/ |p2|  2[p2]

—p\ 0 (02
(©) 1 P\ Py 1 (ps”)

- A9 v o(——— )1+ + -

ze{lz;s} << b [paf + 77 >( |p2|> P2 2|p2] 2|p2|3)

Y4 _ _ _
> a0+ 0 )l ) + OW)p|
1e{1,2,3}
This proves
2 (1+ 0 ) paf 1) + O(1)|pa| (3.69)

1e{1,2,3}

Using that |z, ;| < 0t on the support of q¢, we deduce from the previous equation that

(D o )

< Sl (| Nuewe ™ x(H)ul + O #)[d0(p2l e x(H)ul) + O ) [ul|d0(po| e x(H

< Jul (| Naeuru]| + A0 (lpa =l + ul), (3.70)

where we used Lemma 3.4.1 and the fact that p > (1+u)~! in the second inequality. We deduce

from (3.68) and (3.70) that (3.67), and therefore A(t), are uniformly bounded in .

Next, we can decompose the derivative d;h(t) = Ry(t) + Ra(t) + Rs(t) + R4(t) analogously
as h(t) in (3.49). The term Ry(t) can be estimated in the same way as Ra(t), using estimates
similar to (3.68) and (3.70) instead of (2.76). This yields

|Ro(t)] < O )l (| (Naeusu| + [T (Ipa] ™ )u| + [Jul]).- (3.71)
The estimate for Rs(t) is identical to that of Rs(t), yielding
2 o/ —i ~ ~ —i -
Ry(t) > e ()T (@) N + DG X))+ O )| (Nt + D, (372)

To estimate Ry(t), we proceed as in (3.68)(3.70). This gives
~ 1,- ) - —i
[Ra(®)] = SIR®] < T e (D) Nacas + DE@)x(H)e
+t Pl (|pa| e X (H )l
5 7i ~ —
< (e x(H)D (@) (Noews + DI (@)X (H)e

+ 47 e ] ([T (p2| ™ Y| + Jul), (3.73)

(p")2

2|pa|?

Ju

)



Chapter 3. Scattering Theory for massless models of the W* decay

the second inequality being a consequence of Lemma 3.4.1.
Next we consider R;(t). As in the proof of Theorem 3.4.2, we compute

- 1 /x4 - Tt pi _
dod} (@) = =55 L = Viwrp, VEr (F221) ) + huc. + O 27),
and set gl 1= —1(*51 — Vuy, ,; V§;(Z22)) + h.c.. Let also 7! be the remainder term in the
previous equality. We have that
dl';(a; ;
(e, (x(nar(at, @) T g () + e )e )

< O = 2+p HNneutX(H —itH HHdF

) (gt (e
< O 2) [ Noewox(H)e ™l (|| Noow X (H)e ™ ] + O ) 4T (po| = )x(H)e ™ u]),

where we used (3.68)—(3.70) in the second inequality. By Lemma 3.4.1, and since Nyeut — Niept
commutes with H and Nep is relatively H-bounded, we obtain that

e, (xmariat, #) T gty ) + e )t
< O (| Nueusre| + [])) (|Nneutu]| + AT (Ip2) ™)l + [u])-

To estimate the term corresponding to %dF(éjf, gl), we write

K ey, (x(E)ar (. ) T ) + e )e )

- K —itH,, ( H)AT(¢, 3) (Naeut + 1) 2 (Nneut + 1)%Mr(qt)X(H) N h.c.)e*“Hu>‘

2/\

slor @ sh e ) (1 + 1)%r(q~t)x(H)e*itHuH

H Nreut + 1) 2dI‘(|p2| Dy (H)e*itHu‘

)

where we used again (3.68)—(3.70). We expand the last expression and estimate the two terms
separately. The first one is estimated exactly as in the proof of Theorem 3.4.2, yielding

1 1 _ 3., - _
Sar (@ g e | (Nuews + DEC@ ) (H)e |
1 —itH 3 2 1 ~t —itH_ |2 1 2 2
< 2 A0((@")* ) () (| Nuou = Niepel + D+ — D@ (H)e Ml + — (N2 + D,
with « > 0. For the second term, we have that

1 —i 1 — —i
T |arah e e tHuHHwneutH)?drupﬂ x(H)e Ml

1 _i 2 i 2
< e JAT@ D B ] | (N + 13T (] (E)e
and, since Njgp is relatively H-bounded,
1 .
|(Nueut +1)2d0(|pa] " )x(H)e
. 1 1 .
= [ (2l ™) (H)e (| Nueut = Niept] + 1) 2u]* + | N2, dT([pa] =) (H)e
. 1 1 .
< AT (Ip2l = )X (H)e ™ (| Nneut — Niept| + 1)2ul* + [(c1 H + ¢2) 2dT(|pa| ~1)x(H)e ),
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3.5. Asymptotic completeness

where ¢; and ¢y are real numbers. Since one easily verifies that [H,dl(]p2|~1)] is relatively
H-bounded, Lemma 3.4.1 implies that

|(Nneut + 1)2dT(Jpa| ) x(H)e Hul® < 707 |(dT(|pa] ) + 1) (Nnews + 1)2ul.

Putting together the previous estimates, we obtain that

N 1 ~ 2, 1 i
[Ba()] 5 = dr (@) (e ( Noow = Niegal + D3|+ — [P(@)x(He M u]
¥ o<r2+ﬂ ) (|Nnewrte] + [l (| Nneutu] + [T (pal yu] + fu])
Ot T (AN (pa| 1) 4+ 1) (Naeus + 1)3u* (3.74)

From (3.71)—(3.74), we conclude the proof in the same way as for Theorem 3.4.2 (iv). O]

3.5 Asymptotic completeness

In this section, we prove Theorem 3.1.1. We start from the strategy used for Theorem 2.1.1 but
we need the propagation estimates of Theorem 3.4.3 instead of the ones of Section 2.3.
3.5.1 The asymptotic space and the wave operators

We start recalling some well-known results which can be proved in the same way as in Section
24.

Proposition 3.5.1. Consider the Hamiltonian H = Hy + g(H}l) + H§2)) with H}l) and H}Q)
given by (2.5) and suppose that

G e H'™ for some pu > 0.
Then
(i) = is closed and H-invariant.

(ii) For alln € N and hy, ..., h,, #* is contained in the domain ofdi*( 1) - ( n), where
d**(h;) stands for any of the operators aX*(h;), with h; € by, or bl *(hi ) or cl *(hg), with
h; € ba.

(iii) #n(H) < A+,

Proposition 3.5.2. Consider the Hamiltonian H = Hy + g(H](l) + H1(~2)) with H}l) and H1(~2)
given by (2.5) and suppose that

G e H'™ for some p > 0.
Then QT are isometric and we have that
HQ* = QFH.

Moreover,

di,ﬁ(h)Qi = Qi(]]. ® dﬁ(h))7
#

where dX*(h) stands for any of the operators aX*(h), with h € by, or bli;’u(h) or c;r (h), with

hef)g.
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Chapter 3. Scattering Theory for massless models of the W* decay

Theorem 3.5.3. Suppose that the masses of the neutrinos my,, my,, my, vanish and consider
the Hamiltonian H = Hy + g(H}l) + H§2)) with H}l) and H}Q) given by (2.5). Suppose that

G e H'* for some p > 0.

Then QF are unitary maps form S+ to .

Proof. We will highlight an argument presented in [30].
Let f1 < b1, f2 < b2 be two subspaces of finite dimensions. For u € 57, let

dimf; dimfa

13, g, (u Z Z laf >+ 35 > (Ibf(g)ul® + lej(gr)ul?),
€E=T

e=+,le{e,u,7} j=1

where {h;} and {g;} are orthonormal bases of §; and 2, respectively. Note that if u ¢ 2(a;" (h;))
for some 7, then nfi1 a (u) = oo. Clearly,

dimfy dimf ) )
nj, g, (w) = lim > 2 lae(hig)e™  ul? + > D (lbrelggre)e™ ul® + lere(giee)e ™ ul?)
e=t e==,le{e,n,mh j=1

< <e+n‘,Hu7 N€+1tHu>.

Decomposing N = Ny + 2Njept + (Nneut — Niept) and using that Ny and Njept are relatively
H-bounded and that Nyeus — Niepy commutes with H, we deduce that

nit o, (u) S Cu, | Hlw) + (u, Noearw) + [ul®. (3.75)
Now, as in [30, Theorem 4.3], one can verify that
Ran 0 = 7], .76

where

*

nt(u) =  sup nfi;fz(u)

ficbi,f2cba
and 2(n*) = {u € 2, n*(u) < o0}. In the previous equation, the supremum is taken over all
finite d1mens1onal subspaces f1, f2. From (3.75) we deduce that Z(n*) contains the dense subset

(|H|2) N (N2 ). By (3.76), this shows that QF are onto. O

neut

3.5.2 The geometric inverse wave operators

In this section we establish the existence of two asymptotic observables using the propagation
estimates of Section 3.4. Compared to similar results proven in [29, 43, 5], the main difficulty
we encounter comes from the fact that the propagation observables of Section 3.4 only hold for
a dense set of states, and for suitable norms. For this reason, the results of this section are not
straightforward modifications of previous papers.

We begin with the following important proposition.

Proposition 3.5.4. Suppose that the masses of the neutrinos vanish and consider the Hamil-
tonian H = Hy + g(H}l) + H}Q)) with H}l) and H}Q) given by (2.5). Suppose that

Ge L2, CL(i)7,G € L2, |p3| ag, Ge L2, 1=1,2,3,
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3.5. Asymptotic completeness

and that
G e H'™ for some pu > 0.

Let § > 0 and q;, i € {1,...,14} be functions in CX({z € R3, |z| < 28}) such that 0 < ¢; < 1,
gi =1 on {zeR3 |z| <6} and let ¢ = (q1(%52), ..., qua( ”’)). The following limits exist

I*(q) := tsjii%eitHl—w(qt)e—itH_
Moreover, for all x € CF(R) supported in R\(T U opp(H)), there exists § > 0 such that
I (q)x(H) = 0.
Proof. 1t suffices to prove the existence of

lim e

+itH ~t\ FitH
t—ta0 L(@)e™ u

)

for v in a dense subset of .7#. We consider
&= {’U, S Iy € CSO(R)ﬂl eNu= X(H)]l[fn,n](Nneut - Nlept)u}-

Let u € & and let x € C(R) be such that xx = x. As in the proof of Theorem 3.4.3 (iv), the
Helffer-Sjostrand functional shows that

[[T(@"), X(H)] (News + 7| = O@).

Since Niept — Nneut commutes with H and I'(¢') and since Njep is relatively H-bounded, we
deduce that

ltHF(qt)e+ltH ( )ﬂ[—n,n](Nnout - Nlept)u

X(H)e ltHF(qt)e+ltHX(H)]l[—n,n] (Nneut - Nlept)u + O(t_l)

]l[ ](Nneut - Nlept)X(H)eiitHF(qt)eiitHX(H)]l[fn,n] (Nneut - Nlept)u + O(til)'

For the last equality, we recall that I'(¢') commutes with N. To shorten notations, let X(n)(H) :=
X(H)]l[fn,n] (Nneut - Nlept)7 X(n) (H) = X(H)]l[fn,n] (Nneut - Nlept)~ By the previous equality, it

now suffices to prove the existence of

lim Y (H)e (G e ™ x ) (H)u.

t—+owo
Set W (t) := X(n)(H)et D (G")e¥H x () (H) and write, for ¢ > ¢ > 1,
t/ t/
W (#)u — W (tyu| = H J 05W(s)udsH < sup J (v, dsW (s)ud|ds. (3.77)
t vedl,|v|=1 Jt
We compute
(o, 0, W (t)uy =(v, 0; (X(ny (H) e T (g ) e P x () (H)) w)
T (DoD(3") + ig[HSY + HYP T (G)]) e Xy (H)u)
e (A (g, dog) + 1g[H§” + P T()])e T H x ) (H)u.
(3.78)
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Chapter 3. Scattering Theory for massless models of the W* decay

We will show that the right-hand-side is integrable in ¢ on [1, c0).

We invoke arguments closely related to those used in the proof of Theorem 3.4.3 (iv). First,
the assumption that G € H'™#, the commutation relations of Section 2.1.2 and Lemma 2.1.3
imply that

[EP(G) + HP(G). @) Niept + Nuw) ™| = O™ #).
Since Ny and Niept are relatively H-bounded, this yields
IE® + HP D@ ()| <

Now we consider the term involving dT'(¢*, dopq") in (3.78). As in the proof of Theorem 3.4.3
(iv), we have that

L /% p

dod (1) = AN

— Ve Vai(722) ) + hue. + O(t ),

ifie{1,2,3,4,7,8,11,12} (corresponding to the label of a massive particle), and

L@y pi

5\ Vwi pi, Vi

dog; (2t,p) = ot )> +h.c + Ot 2P),

t

if i € {5,6,9,10, 13,14} (corresponding to the label of a neutrino). We treat the second case,
namely i € {5,6,9, 10,13, 14}, the case of i € {1,2,3,4,7,8,11,12} being easier.

Let gl := —3(™2% — Vg ,i(k), Vg; (2222)) + h.c. and let 7 = dog! (z1,p,:) — 131 = O(t™27).
For the term corresponding to ¢, we have that

655y (AT, 7)e P8 x oy (]| S OG20) [Ne 8y (Hl] = O=+7),

The equality comes from the facts that Niepy — Npewt commutes with H, Ny and Nigpy are
relatively H-bounded and that (N + 1)X(,,)(H) is bounded.
To estimate the term corresponding to %dF(cﬁ, gl), we use (2.25), yielding

1, - _

n [KeF Xy (H)v, dT (g, g7) e Xy (H ) u)|

1 _ N

< ar (gt ze™ R (o [dr (0] 2e ™ x oy (H)ul.

By (iii) of Theorem 3.4.3,
o0
1 . .
L ;HdF(Igfl)%e“tHX(n)(H)UHHdr(|g;?|)%e+ltHx(n)(H)uudt < o]

From (3.77) and the previous computations, we easily deduce that for any € > 0,
W (t"u —W(t)u| <e,

for ¢ and ¢’ large enough. This proves that the limits I'*(§) exist.

The fact that I*(q)x(H) = 0 for all x € CP(R) supported in R\(7uop,(H)) is a consequence
of Theorem 3.4.3 (iv). Indeed, Theorem 3.4.3 (iv) shows that I'*(§)x(H)u = 0 for all u in a
dense subset of 7. Since I't(§)x(H) is bounded, the statement follows. O

We turn now to the proof of the main result of this subsection.
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3.5. Asymptotic completeness

Theorem 3.5.5. Suppose that the masses of the neutrinos vanish and consider the Hamiltonian
H = Hy + g(H}l) + H}Q)) with H}l) and H}Q) given by (2.5). Suppose that

Ge L2, a(i%.G € L2, |p3|’1a(i),.G € L27 1=1,2,3,
and that
G e H'* for some p > 0.

Let 6 > 0 and jos, i € {1,...,14} be functions in CF({x € R3|z| < 26}) such that 0 <
jog <1, joq =1 on {z € R® |z < 6} and let jwo; = 1= jos Ji = (jo o). Let J' =
(g (1 ool ).

(i) The following limits exist

Wi(J) — fj#%e+ltH6Xt - (Jt)e+1tH

(i1) For all x € CF(R), we have that

W(D)x(H) = x(H*)W*(J).

(i1i) Let g = (qu,-..,q14) be such that ¢;j;0 = jio. Then
(T5(q) @ L)WE(J) = WE(J).

(iv) For all x € CF(R), we have that
QNS (W () = ().
The same holds if the masses of the neutrinos my, , m,,, m,, are positive and if one considers
the Hamiltonian (2.12) with Hy given by (2.5).
Proof. (i) As in the proof of Proposition 3.5.4, it suffices to prove the existence of

-i-ltHeXtv Tt +1tH
i, e

for u in a dense subset of J#. We consider again
& = {u € ‘}f’ ElX € C?]O(R)’ ne N,’LL = X(H)]l[—n,n] (Nneut - Nlept)“}y

and fix u € &. Let x € CF(R) be such that yx = x. In the same way as in Lemma 2.1.11, one
verifies that

[(E(F)RCH) = X(HZPT) (Naews + 1)1 = O,

Using that Nept — Nueut commutes with H, T(J) L[y, 01 (Nneut — Mept) = Ly (NS —

fo;}‘ft) (J'), and that Njep is relatively H-bounded, we deduce that

eiitHGXtf(jt)€$itHX(H)]l[—n,n] (Nneut - Nlept)u
— X(Hext)eiitHextf(jt)6$itHX(H)l[ o] (Nneut _ Nlept)u + O(t_l)

X X X i e’“ Fi —
= Ly (N5t — Migg) X(HO)eHHD () ey (H) L ) (Nneus — Niept)u + O ).
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Chapter 3. Scattering Theory for massless models of the W* decay

Similarly as in the proof of Proposition 3.5.4, to shorten notation, we set x(,,) (H) := x(H)1[_y n] (Nneut —
Nept) and Xy (H') := x(H e"t)]l[_n,n](Nneut NEXL). By the previous equality, it now suffices
to prove the existence of

: - xt o HEH [ Fty JFitH
Jm Xy (H*%)e T(J)e ™ xny (H)u.
Set W (t) := )Z(n)(HeXt)eiitHethv“(jt)eﬁtHX(n) (H) and write, for ¢/ >t > 1,

t/ t/
HW(t')u — W(t)u” = HJ 6SW(s)udsH < sup J |{v, 0sW (s)uylds. (3.79)
t vesext |v|=1Jt
We compute
0, W (B = €0, 00 (Rny (HE)e I DT THH ) (H) ) )
= (v, Xy (HE) ™D () +ig(H] + HPY) @ DD(JY) = DT (HY + HP)) be My (H)u)
= +(v, Xy (BT (T, do. ')
+ig((HM + HP) @ D)I(JY) — DI (HY + HP)) }eFH x (H)u).
As in the proof of Lemma 2.1.11, we have that
Koo (H () + HP )Y @ DI = DI (H} + HE)) x oy (H) = O 7).

Moreover, similarly as in the proof of Proposition 3.5.4, we decompose

doJ' = 1C + R, G =@t 5= 5 (T2~ Ve ) VA (T2) +hc), R =0(>)
and, for all i € {1,...,14}, we have that

HeiitHEXt)Z(n)(He’“)df‘(jf, Rf)eiitHx(n)(H)uH < (’)(t*%p)HNe;itHX(n) (H)uH = (’)(t*%p).
The term corresponding to %df(jf, G?) is estimated as

|<6+1tHeXt X(n )(HeXt)U dF(Jt Gt) +1tHX(n)(H)u>|
< 10 (gD © DR M Koy ()0 AT (b 1D 2T My (He

1 ext =
@@ dr(1g i) )™ iy (o[ A0 (15 o) 2 ¥ oy (HD]-

By (iii) of Theorem 3.4.3,

G0
1 ~ it H* ex =
L @r (gt )2 © P ™ g ()| [T (15,12 x oy ()| dt < Jul o],

and likewise for the second term in the right-hand-side of the previous inequality. Eq. (3.79)
and the previous estimates imply that, for any € > 0,

W (t"u —W(t)u| <e

for t and ' large enough, which proves that the limits W*(.J) exist.

106



3.5. Asymptotic completeness

(ii) This is a standard intertwining property.

(iii) It suffices to write

(Fi(q) ® ]l)W+ _ (e 1tHF e+1‘tH ® ]1) J_ritcht I (jt)e¢itHu +o(1)
= (@) @ DT () Hu + o(1)
(e Fitl oy, 4 o(1)

);

where we used that (I'(¢') ® ﬂ)f(jt) = f(jt) because ¢;j;0 = ji,o in the third equality.

(¢ ®
J_rltHext I (Jt)
= WE(J)u + o(1

(iv) This is again standard intertwining property. O

3.5.3 Asymptotic completeness

Now that the propagation estimates have been established in the massless case, together with
some important consequences presented in 3.5.5 and 3.5.4, the proof of Theorem 3.1.1 is a
straightforward modification of the one of Theorem 2.1.1.

Theorem 3.5.6. Suppose that the masses of the neutrinos vanish and consider the Hamiltonian
H = Hy + g(H}l) + H§2)) with H}l) and H}Q) given by (2.5). Suppose that

Ge L2, a(i),~G € LQ, |p3|71a(i),.G € L2, 1=1,2,3,

and that
G e H'™* for some pu > 0.

There exists go > 0 such that, for all |g| < go,
Hyp(H) = A+

Corollary 3.5.7. Suppose that the masses of the neutrinos vanish and consider the Hamiltonian
H = Hy + g(H}l) + Hl@) with H}l) and HI(-Q) given by (2.5). Under the conditions of Theorem
3.5.6, and assuming in addition that

b GeL? =123, bg.be Gel? ii =123, (3.80)

the operators H — E and Hy are unitarily equivalent.
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Chapter 4

Fermionic Hamiltonians

4.1 Introduction

This chapter corresponds to [3] and explores a topic which is not directly related to scattering
theories and it is rather independent of the previous section. While studying Hamiltonians from
the weak interaction a very natural question arised. How much particle species can be included
in a physical process? In particular, in the fermionic case, where the creation and annihilation
operators are bounded, it would be expected to be possible to include as many particle species
as we want. Let us then consider a finite number of interacting fermion fields of spin 1/2. Each
field is associated to a different species of particles. The free energy is

Hy = ;fkai)b:(@)bi(si)d@, (4.1)

where & = (ki, \;) € R3 x {—1/2,1/2}, with k; the momentum variable and ); the spin variable
for the i particle. Moreover, bg(&), where bg stands for b} or b;, are the usual fermionic creation
and annihilation operators for the i'" particle. The relativistic dispersion relations w;(k;) are

defined by
wl(k‘z) = \/k? +m?,

with m; > 0 the mass of the i™® field. The interaction terms are of the form

| Gt b€ B Ebra (i) Bal)da s + b (4.2)

the first term representing a process where p particles are created while n — p particles are
annihilated, with 0 < p < n. The second term, which is the hermitian conjugate of the first
one, represents the inverse process. In the previous equation, the interaction form factor G
is supposed to be square integrable, which makes (4.2) a well-defined quadratic form. The
interaction Hamiltonian that we consider in this chapter, Hjy, is given by the sum over all
possible processes of interaction terms of the form (4.2); see the next section. Formally, the
total Hamiltonian is then defined by H = Hy + Hj.

Important physical examples of processes that can be described by such a model arise from
the Fermi theory of weak interactions. For instance, the weak decay of a muon into an electron,
a muon neutrino and an electron antineutrino, or the scattering of an electron with an elec-
tron neutrino are well-described at low energy by the Fermi theory (see e.g. [55, Chapter 2]).
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Chapter 4. Fermionic Hamiltonians

Considering the formal Hamiltonian associated to the Lagrangian of the theory, and introduc-
ing ultraviolet and spatial cut-offs, one obtains an expression of the form above. Note that, in
such processes, four spin 1/2 fermion fields interact. More details on the Fermi theory of weak
interactions, as well as other examples, will be given in Section 4.1.3.

We emphasize that, in the model we consider, the masses of the fields may vanish. Physically,
while in the classical version of the Standard Model of Quantum Filed Theory, neutrinos were
supposed to be massless, it is now experimentally established that they have a small positive
mass. Nevertheless, massless neutrinos are still considered in the physics literature as they
constitute relevant approximations if one computes the first terms of the scattering cross-sections
corresponding to weak decay processes. Moreover, models involving massless quasi-fermions,
such as Weyl fermions (see e.g. [59, Section 2.7] or [84, Chapter 2]) are frequently studied, and
we think it is mathematically interesting to study a general model covering both the massive
and the massless cases.

Another remark is concerning the spin of the particles. The spinor space for a field of massive
Dirac fermions is 4-dimensional. Splitting into particles and anti-particles, this corresponds to a
state space given as a direct sum of two anti-symmetric Fock spaces over L*(R3 x {—1/2,1/2})
(hence two fermion fields of spin 1/2). Proceeding analogously for a massless Dirac field with
a 2-dimensional spinor space should lead to a direct sum of two anti-symmetric Fock spaces
over L?(R?). To keep uniform notations, however, we consider only spin 1/2 fermionic fields,
regardless of the masses of the associated particles. The spin degrees of freedom do not play any
relevant role in our analysis, anyway.

Our first main concern will be to show that the formal Hamiltonian H defines a self-adjoint
operator on Fock space. An obvious obstruction is that the kinetic energy is only quadratic
in the creation and annihilation operators, while the interaction Hamiltonian is of order n.
Nevertheless, using that all particles involved are fermions, an argument due to Glimm and
Jaffe [51] shows that, if all interaction form factors G' belong to the Schwartz space of rapidly
decreasing functions, then Hy is a bounded operator. In particular, H identifies to a self-adjoint
operator. In fact, inspecting the proof of [51, Proposition 1.2.3], one can see that, to apply the
argument, it is actually sufficient that all G belong to the domain of some power of the harmonic
oscillator. Still, this condition imposes a constraint on the infrared behavior of the form factors
which is much too strong to cover physically realistic cases. To circumvent this problem, our
strategy will consist in applying suitable interpolation arguments in order to obtain refined N,
estimates. The latter can then be applied to the abstract model studied here, with only mild
regularity assumptions on the infrared behavior of the form factors. Note that, as may be
expected, the regularity assumptions that we will have to impose will be slightly stronger in the
case of massless fields than in the massive case. The refined N, estimates, combined with a
perturbation argument, will allow us to obtain the self-adjointness of H.

Once the self-adjointness of H is established, our next concern will be to prove the existence
of a ground state. In the case where all fields are massive, we will adapt an argument of [29],
while in the more difficult case where some fields are supposed to be massless, we will employ
an induction argument and follow the approach of [56]. In both cases, the proof will have to
rely on the refined IV, estimates established previously, instead of the classical ones.

The question of asymptotic completeness has not been treated in this case. We believe that
the massive case does not require a lot of modifications with respect to chapter two. The massless
case would be of course an open problem. However, it might be tempted to use the methods
developed in chapter 3 to prove asymptotic completeness for simplified models. The difficulty
would then be to find a linear combination of interactive terms which conserved an interesting
number quantity. Intuitively, for N particles, 2V~ interaction terms have to be considered and
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each massless particles that are introduced reduce the number of terms that can be treated. For
example, for p massless species only 2V "P~1 terms can be involved.

The remainder of this section is organized as follows. In Section 4.1.1, we define precisely
the model considered in this chapter, next we state our main results in Section 4.1.2. Section
4.1.3 is concerned with examples arising from the Fermi theory of weak interactions.

4.1.1 The model

As mentioned above, we consider in this chapter an abstract class of models representing a finite
number, n, of interacting fermion fields. The total Hilbert space is the tensor product of n
antisymmetric Fock spaces,

n Q0
#=RF F=Ced®s,(IPE x{—%,%})). (4.3)
i=1 =1
Here ®Z stands for the anti-symmetric tensor product. Throughout this chapter, we use the
notation & = (k,\) € R3 x {~1/2,1/2}, i.e. k stands for the momentum variable and A the
spin variable. Moreover, to distinguish between the n different species of particles, the variable
corresponding to the i*" Fock space will be denoted by & = (k;, \;).
The free Hamiltonian, acting on ¢, is the sum of the second quantizations of the free
relativistic energy of n particles of masses m; > 0,

n
Hy:= ) Hy,
=1

where Hy; acts on the i*h Fock space and is given by

Hﬁi = dF(wi(ki)), wz(kz) = \/k? + m?, m; = 0.

Let Z4n(S) be the subset of .# consisting of vectors (o, ¢1,...) € F such that, for all [ € N*,
@1 € ®LL*(R3 x {—1/2,1/2}) identifies to a function in the Schwartz space S(R?; (C2l) and ¢; =0
for all but finitely many I’s. We recall that, in the sense of quadratic forms on %5, (S) X Fga(S),
Hy ; is given by Equation (4.1), where b} (&;), respectively b;(&;), stands for the fermionic creation
operator-valued distribution, respectively annihilation operator-valued distribution, acting on
the i*" Fock space. The following anti-commutation relations are supposed to hold:

{0i(&), 07 (&)} = 0(& — &),
{0i(&),bi (&)} = {0} (&), b7 (&)} = 0,
{bh(&), b(&)} =0, i<y,

for all 7,7 € {1,...,n}. Note that the third equation means that, following the convention
described in [92, Sections 4.1 and 4.2], we suppose that creation or annihilation operators as-
sociated to different species of particles anti-commute. Our analysis can be straightforwardly
modified if one adopts the convention that they commute instead.

In what follows, we use the notation

Jf(&)dfi = }JRB ki, Ni)dk;.

xel—h3
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Chapter 4. Fermionic Hamiltonians

The interaction Hamiltonian is given by
N (») »)
Hpe=>" > (HY . (GY )+he), (4.4)
p=0 {il,...,in}eﬁp
where we have set
Tp = {{i1r,....in} ={1,... .0}, i1 < - <lp, ipp1 <+ <ip, i1 <ipt1}, (4.5)

and
HY (G )= f G o (€1 En)DE(E0r) « BE (€ )Dips (i) -+ i (63, ) dE . dEn.

If p = 0 in (4.5), it should be understood that the conditions i; < --- < 4, and i1 < 41 are
empty, and likewise if p = 1, p = n —1 or p = n. As mentioned above, physically, the expression

of H§i’)17m,in (Ggf )ln) represents an interaction process where a particle of each species labeled

by i1,...,4, is created, while a particle of each species labeled by i,11,...,%, is annihilated.
Summing over J, insures that all possible creation or annihilation processes are considered (in
particular, the condition i1 < 7,41 appearing in the definition of J, ensures that each process is
not considered twice due to the presence of the hermitian conjugate term).

Assuming that G is square integrable, it is not difficult to verify (see [81, Theorem X.44])

that H}) . (Gg‘f)ln) defines a quadratic form on

(B11 7)) x (&1 F5n(S)).

where ® stands for the algebraic tensor product.
Formally, the total Hamiltonian that we will study is given by

H = Hy+ Hj. (4.6)
It is a well-defined quadratic form on (®;—; Zn(S)) x (®j—1Fan(S)).
4.1.2 Results
Before stating our main results, we introduce some notations. Let
[ni,n2] :={n1,nm +1,...,n2}, [n1,n2li := {n1,n1 +1,...,n2}\{io},
for any integers n1 < ng and ig. We distinguish massive and massless particles,
[1,n] = [1,n]” u [1,n]°,

with

[1,n]” := {i e [1,n],m; > 0}, [1,n]°:= {ie[1,n],m; =0}.
We set in addition

[1,n]; = [1,n]"\{io} ifioe€ [1,n]", [1,n]; = [1,n]” ifig ¢ [1,n]7,

and likewise for [1,n]J .
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Given operators Ai,...,A,, we adopt the convention that
H Au:= A1 -+ Ayu,
i€[1,n]

for any w € D(A1---Ay,) = {v € D(4,),Av € D(Ay---A,—1)}, where D(A) stands for the
domain of an operator A.
Recalling the notation & = (k, \) € R® x {—1/2,1/2}, we let

J d2 2

be the harmonic oscillator in one-dimension corresponding to the variable k; ;, with
ki = (ki ki2, kis3)-

The corresponding operator acting on the variable k; j in @ ; L*(R? x {—1/2,1/2}) is denoted
by the same symbol. In other words, for G € ®"_; L*(R3 x {—1/2,1/2}),

0’G

(WG)(Er, .. &) = =2y
' ok3;

(51; s 7&1) + kiQ,jG(flv s 7§n)7

with & = (ki 1, ki2, ki, ).
Our main results are summarized in the following two theorems. The first one shows that H
identifies to a self-adjoint operator on s#. The second one establishes the existence of a ground

(p)

state for H, under stronger assumptions on the kernels G; 7 ; .

Theorem 4.1 (Self-adjointness). Let ig € [1,n] and € > 0. Suppose that, for all p € [0,n] and
all set of integers {i1,...,in} € Jp,

60, en(( TT =) ( T tyi-ie)),
i€1,n]7 i€[L,n]g,
jel1,3] J€l1,3]
Then the quadratic form H defined in (4.6) extends to a self-adjoint operator on F with domain
D(H) = D(Hy).
Moreover, H is semi-bounded from below and any core for Hy is a core for H.

For any A > 0, we set By := {¢ = (k,\) € R? x {—1/2,1/2}, |k] < A}.

Theorem 4.2 (Existence of a ground state). Under the conditions of Theorem 4.1, suppose in
addition that there exists 1 < r < 2 such that, for all i' € [1,n]°, p and i1,...,i, as in the
statement of Theorem 4.1, 1 <r <2 and A > 0,

f |k1, |—27’

By

f ke
Ba

(SGT, i) o) e < o0, (48)

and

—Tr

(S(vkﬂ Ggif,)zg,,zn)) ( o a{i’a T )

;d@-, < o, (4.9)



Chapter 4. Fermionic Hamiltonians

where S stands for the operator

S .= ( I1 (h{)%_ﬁ“)( I1 (h{)%_%ﬁ“),
ie[1,n]7, ie[1,n]f \{i'}
j€[1,3] j€l1,3]

on L2((R3 x {~1/2,1/2})"). Then H has a ground state, i.e., E := inf o(H) is an eigenvalue of
H.

We emphasize that our results hold without any restriction on the strength of the interac-
tion. This means that, if one introduces a coupling constant g into the model and study the
Hamiltonian H, = Hy + gHp, then H, is self-adjoint and has a ground state for all values of
g € R. In the next section, we give concrete examples insuring that the conditions on the kernels
G(-p ) stated in the previous theorems are satisfied.

21,125--+5ln

4.1.3 Applications to mathematical models of the weak interactions

As mentioned above, the main examples we have in mind of physical models of the form studied
in this chapter come from the Fermi theory of weak interactions.

Fermions involved in the Lagrangian of the Standard Model are quarks and leptons. Each
fermion is a Dirac particle with spin 1/2 and is distinct from its antiparticle. Recall that there
are six quarks, up(u), down(d), strange(s), charm(c), bottom(b), top(t) and six leptons e_, v,
p—, vy, T—, vy where v, (respectively v,, v;) is the electron neutrino (respectively the muon
neutrino, the tau neutrino).

We are mainly interested in the quark and lepton Lagrangian, which arises by taking the
normal Dirac kinetic energy and replacing the ordinary derivative by the covariant one. See
[92, 93], [59] and [72, Section 6.2, (6.11)]. This Lagrangian is used to calculate quark and lepton
interactions. The full Lagrangian of the fermions is the sum of the lepton electroweak Lagrangian
and the quark QCD Lagrangian. It is a finite sum of terms involving two fermions with spin
1/2 together with gauge bosons. See [72]. Hamiltonian models of the weak interaction involving
two fermion fields and one boson field have been studied in the three previous chapters and in
[10, 17, 18, 19].

Well known physical examples of interacting fermion fields with spin 1/2 are given by the
Fermi Theory of weak interactions with V' — A (Vector-Axial vector) coupling. In these examples,
the Fermi Theory is associated to an effective low-energy electroweak Lagrangian obtained by
the contraction of the propagators of the gauge bosons W+ and Z in low energy electroweak
processes. See e.g. [59, Chapter 5]. For instance, the weak decay of a muon into an electron, a
muon neutrino and an electron antineutrino,

B eyt Ve,
the scattering of an electron with an electron neutrino,
e F+Vve—>vete
or the muon production in the scattering of an electron with a muon neutrino,
A N Tl VI i 728
are well-described at low energy by the Fermi Theory of weak interactions. See [55, Chapter 2].
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Another fundamental example is the 5 decay, i.e., the weak decay of the neutron. In the
Fermi model, the 8 decay is the weak decay of a neutron into a proton, an electron and an
electron antineutrino,

n—pt+e + .
Note that protons and neutrons are baryons, i.e., composite particles. Baryons are composed
of three quarks: A neutron is composed of an up quark (u) and two down quarks (d), a proton
is composed of two up quarks (u) and one down quark (d). Protons and neutrons may be
approximately regarded as bound states of three quarks. In the quark model, the 8 decay is the
weak decay of a down quark (d) into a up quark (u), an electron and an electron antineutrino,

d—>u+e + 1.

In this model also, four fermions of spin 1/2 interact.
Recently, the decays of mesons B into mesons D have also been experimentally studied.
Mesons are bosons composed of a quark and an antiquark. A meson B is composed of a bottom

antiquark (b) and a quark. A meson D is composed of a charm quark (c) and an antiquark. The
following decays have been observed (see [78, 71, 24]):

B--D'+i~+py, B >Dt+i" +i, (4.10)

and B
BT - DY +17 +u,. (4.11)
Here B* = (ub), B~ = (ub), B® = (db), D° = (cu), D* = (cd), D° = (uc), I~ (respectively I*)
is a lepton of negative electric charge (respectively positive electric charge) and v;, v; are lepton

neutrino and antineutrino. The decays (4.10) correspond to the transition of a quark b into a
quark c,

b—c+I1" +u. (4.12)
The decay (4.11) is the transition of an antiquark b to an antiquark ¢,
boc+lm +u. (4.13)

The decay (4.13) is the charge conjugation of the decay (4.12). Both involve four fermions of
spin 1/2.

For an example of computation about the six-fermion process b — dqql*l~, with q € (u, d, s),
see e.g. [66]. More generally, all physical processes we have in mind involve an even number of
fermions. Nevertheless, for the sake of mathematical generality, we will consider in this chapter
an arbitrary number n of fermions, with n either even or odd. Some modifications of the proof
in the odd case will be required.

In all the previous examples involving four Dirac particles, the formal Hamiltonian obtained
from the corresponding Lagrangian is of the form (4.6), with one or two massless fields (assuming
that neutrinos are treated as massless, in accordance with the classical form of the Standard
Model). After introduction of a (smooth) high-energy cut-off of parameter A and a spatial
cut-off, the kernels obtained from physics can be supposed to be of the form

G-y 84) = fi(kr) -« fa(ka)dreg(kr, - -, ka),

as suggested in the previous chapters ( see also [17, 18]) and where we disregarded the dependence

on the spin variables for simplicity, dreg(k1, ..., k4) is a regularization of the Dirac distributions
appearing due to momentum conservation, and the f; are C* in R3\{0}, satisfying the estimates
|6,‘§”f1(k:,)| < Colkil"“Lep(|ki]), i=1,...,4, j=1,...,3, aelN (4.14)
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Physically, we have that v; = 0 for any 1.
For n = 4, Theorem 4.1 shows that if all interaction form factors G satisfy

GeD(( I1 (hg)%+€)( I1 (hg‘)%+f)), (4.15)

ie[1,n]7, z’e[[l,n}]?o
Jel1,3] Je[1,3]

for some € > 0, then H is self-adjoint. Due to the presence of smooth ultraviolet cut-offs, and
assuming that dyeg(k1, ..., kp) is also smooth, the condition (4.15) is implied by the requirement
that, for massive particles, each function f; belongs to the Sobolev space H'*¢(R?) for some
€ > 0 (except possibly the one labelled by i that must only belong to L?(R?)), while for massless
particles, each function f; belongs to H*3+¢(R3) (again, except possibly the one labelled by ig).
Hence we need v; > —1/2 in (4.14) for massive particles (i.e. i € [1,n];), and v; > —1/6 for
massless particles (i.e. i € [[1,77,]]?0), and v, > —3/2. In particular, the physical case v; = 0 is
covered by our assumptions.

As for the conditions (4.8) and (4.9) in Theorem 4.2, they concern only the massless fields.
One can check that they are satisfied provided that v; > 1/2 in (4.14), for any i € [1,n]°. Hence,
to prove the existence of a ground state, if massless fields are involved, we need to impose an
infrared regularization compared to the physical case. This is due to the method employed [56]
whose advantage is to allow us to establish the existence of a ground state without any restriction
on the strength of the interaction. If one introduces a coupling parameter g into the model and
use perturbative methods [13, 79], it is likely that one can rely on our refined N, estimates to
prove the existence of a ground state for H = Hy + gH; for small enough values of g, without
imposing any infrared regularization.

4.2 Self-adjointness

In this section we prove that the total Hamiltonian H identifies to a self-adjoint operator, i.e.,
we prove Theorem 4.1. The strategy consists in establishing relative bounds of H; with respect
to Hy. We begin with relative bounds in the sense of forms, next we turn to operator bounds.

In the following two subsections, we concentrate on a particular term of the interaction
Hamiltonian Hy (see (4.4)) that, for simplicity, we write as

Hi(G) = fG(&, o &n)b1(€1) - by (Ep)bp 41 (Eps) - - On(8n)dEr . . dEn, (4.16)

for some 0 < p < n.

4.2.1 Form bounds

As will be recalled more precisely in the proof of the next lemma, the usual N, estimates of
Glimm and Jaffe [51] show that H;(G) is relatively form-bounded with respect to H;L/ ’. Owr
first aim is to find suitable conditions on the kernel G such that H7 is relatively form-bounded
with respect to lower powers of Hy.

We recall that, for any function f € L?(R3 x {—1/2,1/2}),

[N = 1£ 12, (4.17)
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with the usual notations
~ [ e - 2 |, s ez
{-3.3}
b(f) = ff(é)b(ﬁ)% = 2 F(k, Nbx(k)dk.

re(-1,1} R

Here bf(f), b&( f) denote the usual fermionic creation and annihilation operators in .%. For
g€ L*(R3) and X\ € {—1/2,1/2}, the notation bﬁ)\(g) stands for

i) = | s, b = [ st

and hence 13 (9)] = g
We begin with a lemma which is close to Proposition 1.2.3 (b) in [51]. We give a short proof
for the convenience of the reader.

Lemma 4.2.1. Forallig € [1,n], G € D(Hie[[l,n}]io wz(kl)*%) and ¢ € D((Zie[[l,n}]io Hfﬂ.)(n—l)/Q),

we have that

|<<p,H1(G)so>|<H I1 wi(ki)*%GHQH( 3 Hf,i+1)T¢H2. (4.18)

ie[[l,n]]io iE[[l,n]]iO

Proof. Assume that ig € [1,p]. We write

Ko, Hi(G) )]
| [ TT wtne ([ et emiends,) TT wierwey TT dsl
ie[1,p]4, i€[p+1,n] ie[Ln]i

Using the Cauchy-Schwarz inequality and the fact that, for a.e. &, i € [1,n];,,

H fG(fla )b (8ig)dEig | = G (&ns - Gip— 15 Cigr 1y - - -5 En) |2,

(see (4.17)), we obtain that

Ko, Hi(G)p)|
<[] TT w@dice  orntuntls] T wtee] 1 de @

e[[lvp]]lo iE[[erl,nﬂ ieﬂlvnﬂio
Now, we observe that

f H wi(k:) H bz’(&)sﬁH2 H dfi:<‘p’ H Hf’i80>

Ze[[]':p]]zo le[[17p]]i0 ie'[]'vp]]io ie[[17p]]i0

<l T ),

ie[[lvp}]io
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and likewise,

J [T with mere| T1 da<lo( X H) o).

i€[p+1,n] ze[[p+1 n] i€[p+1,n] i€[p+1,n]

Combining this with (4.19) and the Cauchy-Schwarz inequality, we deduce that
K. Hi(G)p)]

H wi(k;) 2GH <<P,( Hf,i>p_190>;<907< Z Hf,i>n_p90>é. (4.20)

i€[Lnig Lplig ie[pt1,n]

The estimate (4.18) follows directly from (4.20). The argument is similar in the case where
19 € [[p + 1, ’I’Lﬂ O]

Remark 4.2.2. The previous proof shows that the following more precise estimate holds:

K@’HI(G)@KH-EBH (k) A6 H ]‘[ WH‘ H Hi |

Mllig L,p] iQ +1,n]; ig

This refined estimate will be useful in the next section.
Remark 4.2.3. Note that the previous result is similar to Lemma 2.1.3.

Next, we prove another lemma which, in our setting, is a slight improvement of Proposition
1.2.3 (c) in [51] (see also [5]). The idea is that, if G is sufficiently regular (i.e. belongs to a
suitable Schwartz space), then H;(G) extends to a bounded quadratic form. Our improvement
compared to [51] consists in showing that regularity in all variables but one is sufficient to obtain
boundedness of H;(G). This will be important in applications.

Recall that the one-dimensional harmonic oscillator h! has been defined in (4.7). A basis of
normalized eigenvectors of hg is denoted by (e;)en, so that h{ e = (20 + 1)ey.

Lemma 4.2.4. For all s > 1/2, there exists Cs > 0 such that, for all iy € [1,n], G €
D(I Tieqt ngs, (h))%) and p € 2,

Jje[1,3]

‘<(P7 H[(G)§0>‘ < G

[T @) 6| el (4.21)

ie[[l,n]]io
J€[1,3]
Proof. Assume that ig € [1,p]. We have that
(o, H(G))]
J< [T vié)e. G, &) ] bi(fi)¢> [] d&
i€[1,p] i€[p+1,n] 1€[[1,n]
= Z J<¢7 Z <el1® ®el3® ®el3 G(( ) te 75107"' 7('7An))>2
A e(—3.4 Pen:
ie[1, ”]10 i€[1,n]sy,5€[1,3]
b0 [T ia@iaey) [T bin(@aep)e pdéio)
i€[[1,p]s, i€[p+1,n]
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4.2. Self-adjointness

where the subscript in the first sum above means that for each i € [1,n];,, we sum over \; €
{—1/2,1/2}, and likewise, in the second sum, for each couple (i, j) € [1,n];, x [1,3], we sum
over [ € N. The scalar product {-,-)2 appearing in the right side of the last equality stands for

the scalar product in L2(R3("—1).

Using that h{ is self-adjoint and that hgeli ® - Qep = (2lg + l)eli ®- - ®ep for all 4, j, we

obtain that

1
[, Hi(G)p)| = ‘ > 1 .J<<P7 > [ W@q ® - ®es,

Nie{=3,3}: 1 eN: ie[1,n]i,
i€[L,n]ig ie[1,n]iy.5e[1,3] 7€01,3]
1_[ (hz)SG((a >‘1)a e ’fioa Tty ('7 An))>2
ie[1,n]4q
Jel1,3]
(&) [ i @laien) [T b (®?=1elg)¢>d€¢o
i€[1,p]lig ie[p+1,n]
1
< Z 2 H ‘<@,(J<€l1®--.®6137
Nief{=5.5): 1 eN: ie[1,n]q, (2l + 1) !

i€[1,n]i, ie[1,n]i,,5e[1,3] 01,31

1_[ (hZ)SG((v )‘1)’ T ’giov T ('v /\n))>2b*(§io)d£io)

ie[[l,n}]io

Jel1,3]

[T ia@oe) 1 bin(@ien)e)|
i€[[1,p]4, ie[p+1,n]

Next, by (4.17), we see that the operator into parentheses in the last equation is bounded and

satisfies

H J‘<€l% X ® €13, H (hi)sG((v )‘1)7 e 7&07 T ('7 )‘n))>L2(R3(n*1))b*(gio)dfio

ie[1,n]iq
jel1,3]

= (JKeli ® e, H (h{)SG((-,Al),--- iy ,(-,)\n))>2\2d5i0>

7;6[[1,71]]7;0
Jel1,3]

=

Combining this with the fact that Hbg A (@3_1ep)] = | @31 €2 = 1, we deduce that

Ko Hi (@) < o2 Y e

J
Me( By den  ielial, (2 D)
ie[l,n]iy ie[l,n]i,,ie[1,3] J€[1,3]

(jKel% ®”'®el%’ H (hg)SG((U)‘l):"' agiov"' 7('7>‘”))>2‘2d&0)5.

ie[[l,n]] ig
j€[1,3]

Applying again the Cauchy-Schwarz inequality, using that »;,; eN(QZg +1)72% < o0 since s > 1/2,
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Chapter 4. Fermionic Hamiltonians

and that the sum over the A;’s is finite, we obtain

em©@ <ClelP( Y N [Key® @,
Xie{—%,4}: lJeN:
i€[1,n]ig i€[1,n]iy,5€[1,3]

. 1
H (h‘Z)SG((, )\1)7 e 7§i07 R ('7 )‘n))>2‘2d§m> ’
ie[1,n]4,
Jjel1,3]
= Clel?] T wira
it

)

for some positive constant C,. This concludes the proof. O

Remark 4.2.5. This lemma together with its proof may be seen as a generalisation of Lemma
2.1.4.

Now we interpolate the estimates given by Lemmas 4.2.1 and 4.2.4. This gives the following
proposition.

Proposition 4.2.6. Let s > 1/2 and 0 < 0 < 1. There ezists a positive constant Cg g such that,

for all ig € [1,n],
Gep( ] @)™ [ @)i-m),
ie[Ln]7, ie[L,n]3,
jel1,3] jel1,3]

n—1

and p € D((Zie[[l,n]]io Hfﬂ')T(l_e)), we have that

[, Hi(G)p)|

<Cs,e(( I1 (h{)‘%)( I1 (hg)r%@(sf%))GHQH( 3 Hf,i+1)ngl(l_9)goH2. (4.22)
i€[1,n]3, ie[1,n]9, ie[1,n];,
jel1,3] jel1,3]

Proof. To interpolate the estimates given by Lemmas 4.2.1 and 4.2.4, we rewrite (4.18) in a
weaker version that will be more convenient. For massive particles, i € [1,n]”, we have that

sz(kz)féqu < |u]2, while in the case of massless particles, i € [1,n]°, we write
_1 _1
lwi(ka) "2 ulla = [[(k?y + ks + kis) " Tul2
1 _1 _1
S kial 7o k|75 ki "o uls
1 1 1
S 1Ok 1 [%10k: |5 |0k, |5 )2

5” I1 (h{)ﬁu‘z, i e [1,n]°.

je[1,3]

In the first inequality, we used that abc < a® + b3 + ¢® for any positive numbers a, b, ¢, and in
the second inequality we used Hardy’s inequality in R. Hence (4.18) implies that

4 n=l 9
e m@e| < | [T w6 (Y Hu+1) T o (4.23)
ie[1,n], ie[1,n]q
Jel1,3]
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4.2. Self-adjointness

Now we proceed to interpolation. Let G € L2. For ¢ € J, consider the map

Fize << ‘e[[lZ:}]- Hy; + 1)"51(1%7
el mlig
. , ~ _n-le_,
Jjel1,3] jel1,3]

Since the operators hg and ), Hy; + 1 are positive and invertible, one verifies that f is analytic
in {z € C,0 < Re(z) < 1}, and bounded and continuous in {z € C,0 < Re(z) < 1}. Moreover,
Equations (4.18) and (4.21) show that

sup |f(2)| S |Gl @?,  sup [f(2)] S [Gl2]e)*

Re(z)=0 Re(z)=1

Applying Hadamard’s three lines lemma, we deduce that

sup £ (2)] < |Gll2] 2]

0<Re(z)<1

Taking Im(z) = 0, we obtain that

S men) T (T e ™) (] o s )6

i€[1,n]s, ie[1,n]7, ief[1,n]3,
Jel1,3] jel1,3]
n—1
—n=1(1_¢) N
2 ~ ~
>, Hpa+1) ?)| < 1G1a1I2,
iE[[l,n]]iO

for any 0 < 0 <1, G e L? and @ € 2. Applying this to

G= [T @)™ T @H=C-26  and  e=( Y, Hu+1)7 00,

ie[1,n]7, ie[1,n]?, ie[[1,n],
je[1,3] jel1,3]
this implies the statement of the lemma. O

4.2.2 Operator bounds

In this section we improve the results of Section 4.2.1 by establishing relative bounds of H;(G)
with respect to Hy. The first step is to prove the following lemma, using Remark 4.2.2.

Lemma 4.2.7. Forallip € [1,n], G € D(Hieﬂ17nﬂi0 wz(kz)_%) and ¢ € D((Zieﬂl,n}]io Hy)(m=/2),
we have that

HH[(G)QOH$H I1 (1+wi(ki)*%)GH2H( 3 Hf,,-+1)n§1<pH. (4.24)

€[1l,n i z’e[[l,n]}io

N

Proof. Suppose that ig € [1,p]. It follows from Remark 4.2.2 that, for all G € D(]_[ie[[l’n]io wi(ki) " 2),

I1 H%i)_lHI(G)( I1 Hf%) <H I1 wi(ki)*%GHQ. (4.25)

ie[[lvp]]io ie[[erl,n]] ie[[lvnﬂio

-1
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Chapter 4. Fermionic Hamiltonians

In the previous equation and in the remainder of this proof, even if the operators Hy; are not
invertible, the notation H £ ! should be understood as the operator acting on the orthogonal
complement of the Fock vacuum and whose restriction to any n-particle subspace of the Fock
space is given by the corresponding multiplication operator (hence, for instance, the restriction
of Hf_z1 to the 1-particle space is the operator of multiplication by w;(k;)~1).

Let G € D(Hie[[l,n]]io wz(kz)_%) We claim that

@) T i+ D?) e L), (4.26)

iE[[l,n]]iO

To prove (4.26), we proceed similarly as in the proof of Lemma 4.2.1 and use in addition the
pull-through formula. For all ¢, € H, we write

m @) TT e+ 3) 0l

ie[[l n]] i

| [ T1 wie,

€1 p]lo

JG@L-.fn)bfo(fm)dfio) I1 bz‘(fi)( [ (Hf,+1%) > [] 4

i€[p+1,n] ie[1,n];, ie[1,n];,

| [ TT we( TT #7)u

le[[l,pﬂ 20 le[[lzpﬂ iQ

fG(&,---ﬁn)bfo(fz'o)d&o) 1 bz’(ﬁi)v> [] d&

i€[p+1,n] ie[[1,n];,

9

where we have set

I Héiyl% v::( 11 (Hf,z‘+1)%>7l¢7 (4.27)

ie[[Lpﬂio ie[[l,n}]z‘o

to shorten notations.

Using the pull-through formula b(&;) f(Hy;) = f(Hy, +wi(k;))b(&;) for any measurable func-
tion f (which easily follows from the anti-commutation relation together with the spectral the-
orem), we obtain that

o m@)( [T (e 02) )

ie[1,n],
= [ TT wtom
i€[1,p]s,
[T (Hpi+wilk) % JG E1rebn (gio)dg,»o) I1 bi(fi)v> [T dl
i€[1,p]i, i€[p+1,n] ie[1,n];,

Next, we observe that
[(wi(ki) + 1) 72 (Hpi +wi(k:)? (Hps + 1) 72 < 1, (4.28)
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4.2. Self-adjointness

Applying (4.28), the Cauchy-Schwarz inequality and the fact that, for a.e. &, i € [1,n];,,

H f G(&, .. &)bE (&io)dig

= HG(fh e 7§i0—17 '7£i0+17 cee aén)”%

we deduce that

. @) ( ] <Hf,i+1>%)’lw>\

ie[[1,n];,
~ [ TT wtn| TT FDHGE - Gime et Gl
ie[1,p]i, lE[[l,:n]]zo
<) TT wteo( TT +1%) T
i€[p+1,n] i€[1,p]sg i€[1,n]i

In the same way as in the proof of Lemma 4.2.1, this yields

o mn @) T1 i +E) 0l

iEHl,n]iO

<|( T a+wn)( TT @tk ?)6|

i€[1,p]iq i€[p+1,n]

(' I1 H%)u x ( I1 H%)( I1 (Hf,i+1)%)vH.

/Le[[l’p]]io /Le[[p+17n]] ie[[17p]]i0

X

Remembering the definition of w and v in (4.27), we conclude that

o m (@) TT e+ 02) " 0]

’L'E[[l,nﬂio

<|( IT awewtan2)( TT it 2)c], lellul

€[ 1,p]4g i€[p+1,n]

This implies the statement of the lemma in the case where iy € [1,p]. The case where iy €
[p + 1,n] can be treated in the same way. O

Now, as in the previous section, we use an interpolation argument to obtain the following
relative bound.

Proposition 4.2.8. Let s > 1/2 and 0 < 0 < 1. There exists a positive constant Cs,0 such that,
for all ig € [1,n],
Gep( [] mh* ] @)hroe-i),

ie[1,n]7, ie[L,n]},
je[1,3] j€l1,3]

and ¢ € D((Liep n,, Hyi)"T =9, we have that

i@l

<cud( I1 oor)( T wiewse)el J( 3 1) T )
ie[[l,n]]?o ie[1,n] iE[[l,n]],'O
Jjel1,3] ]E[[l 3}]
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Chapter 4. Fermionic Hamiltonians

Proof. It follows from Lemma 4.2.4 that, for all s > 1/2, there exists Cy > 0 such that, for all
7:0 € [[1)”]]7 G € D(l—[ieﬂl,n]m (h])s) and 9071# € %a

(3

R
o tin@wy < ¢ TT wire] elivl. (4.30)
el
Considering the map
. . B _nolq_,
oo (el ((CTT @h=)( [T @ ===t=m))G)( 3 Hp+1) . )¢>,
i€[1,n]7, i€[1,n]9, ie[1,n];,

Jjel1,3] jel1,3]

on {z € C,0 < Re(z) < 1}, it suffices to proceed in the same way as in Lemma 4.2.6, using
Hadamard’s three lines lemma together with (4.24) and (4.30). O

Remark 4.2.9. The constants Cy ¢ in Propositions 4.2.6 and 4.2.8 depend on the positive masses
m;, 1 € [1,n]”. More precisely, inspecting the proof, one can write

CS,G = CS,G( H mz’_a/Q)v

i€[1,n]>

where CS,Q 1s independent of m;. In the next section, to establish the existence of a ground state
for the Hamiltonian H, it will be important to have relative bounds that hold uniformly in the
masses m;, for i in some subset I < [1,n]”. To obtain such bounds, it suffices to modify the
proof of Proposition 4.2.6 by replacing the estimate |w;(k;) ™ %uls < mi_l/QHqu, foriel, by
lews (k) Y20l < |||ki| =Y 2ul2. This leads to the following more precise relative bounds

[
-3 N i\-L40(s—-L
(1 mPem)( T ek,
ie[1,n] 7\ i[1,n]9; ol
Je[1,3] Je[1,3]

(X Haa) T

iE[[l,n]]io

|H1(G)¢| < Csp min

1c(1,n],

; (4.31)

where 6579 is independent of the masses m;’s.

4.2.3 Self-adjointness of H

Using Proposition 4.2.8, we are now able to prove Theorem 4.1.

Proof of Theorem 4.1. Let € > 0 and consider a term H}pi)l i (GE?)ZW) occurring in the sum
defining Hy, see (4.4). Possibly changing variables, we can assume without loss of generality
that H}pi)l Z.n(Gl(-f )ln) is given by an expression of the form (4.16), hence, to shorten notations,
we write H§Z)17~--7in(G(p) ) = H;(G), with

U15eesin

GeD(( I1 (hg)%—ﬁﬁ)( I1 (hg)%—%ﬁ%)),
ie[1,n];, ie[[l,n]]?o
Je[1,3] Jel1,3]
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4.3. Ezistence of a ground state

2(1—¢)
n—1

Applying Proposition 4.2.8 with § = 1 —
obtain that

and s = 1/2 + k, with x small enough, we

[H@e <|( T @h=)( [T ) sm)a| |+ '], (432)
ie[1.n]7, ie[1,n]?,
el el

for all p € D(H}_a). Next, we observe that

[(Hy + 1) = {p, (Hy + 1))

(12, (Hf +1)%) + C, )

<
< plHpo| + Culel, (4.33)

for any p > 0, the first inequality being a consequence of Young’s inequality.

Combining (4.32) and (4.33), since p > 0 can be fixed arbitrarily small, we deduce that H;(G)
is relatively H y-bounded with relative bound 0. Since the other terms in the sum occurring in
(4.4) can be treated in the same way, we deduce from the Kato-Rellich theorem that, indeed, H
extends to a self-adjoint operator satisfying D(H) = D(Hy). Semi-boundedness of H and the
fact that any core for Hy is a core for H are other consequences of the Kato-Rellich theorem. [

4.3 Existence of a ground state

In this section, we prove the existence of a ground state for the Hamiltonian H defined by
Theorem 4.1, i.e., we prove Theorem 4.2. In Section 4.3.1, we begin by studying the simplest
case where all fermion fields are supposed to be massive. Next, in Section 4.3.2, we consider the
case where excatly one field is massless, and, in Subsection 4.3.3, we consider the general case,
using an induction in [ € [1,n], where [ represents the number of massless fields involved.

4.3.1 Models with only massive fields

In this section, we suppose that the masses of all the particles are positive. We set

m := min_m; > 0.
i€[1,n]
We prove the existence of a ground state for H by adapting a method due to [29] (see also [90]).
The proofs follows closely Section 4.2 of [17], the main difference being that we have to use the
relative bounds of Proposition 4.2.8 instead of the usual N, estimates.

We begin by introducing the operators U and ' adapted from [29] (see also [5, 67]) to our
context. Recall that the antisymmetric Fock space F over L?(R3 x {—1/2,1/2}) has been defined
in (4.3). We denote by F the antisymmetric Fock space over L?(R3 x {—1/2,1/2}) @ L*(R3 x
{—1/2,1/2}). Let

U: % > FQF,

be defined by
UQ=00%Q, UbM¥(f@g) =0*(f)ol+(-1)Y®@b*(9)U,

for any f,g € L2(R® x {—1/2,1/2}), where Q 7, respectively 27, denotes the vacuum in F,
respectively in F, and N = dI'(1) denotes the number operator in .%. Let jp € C*([0,0); [0, 1])
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Chapter 4. Fermionic Hamiltonians

be such that jo = 1 on [0,1/2] and jo = 0 on [1,00), and let jo, = 4/1 —j3. For R > 0, let
juR := jy(y?/R?) on L*(R3 x {—1/2,1/2}), where j; stands for j or jo, and y = iVj. Let
11

3 3h) = PR x {—7, ) @ IR

11

R L2(R? x {— —575}),

5 = G (), g ().

We recall that 5 5
rgth .z -z, G =uryh),

where, as usual, for an operator a on L?(R® x {—1/2,1/2}), the operator I'(a) on .Z is defined
by its restriction to @’ L*(R3 x {—1/2,1/2}) as T'(a) = a®---®a, and T'(a)Q = 1.
The “extended” Hilbert space is

AR = QA
where, recall, 7 = ®}'_;.#. The operator I'p: H# — A is defined by
P = @GR,
and the extended Hamiltonian, acting on S#°, is
H*:=H®1+1® Hy.

Under the conditions of Theorem 4.1, one verifies, by adapting the proof of that theorem in a
straightforward way, that H; ® 1 is relatively H®*' bounded with relative bound 0.
Recall that, for p € [0, n], the set J, has been defined in (4.5).

Lemma 4.3.1. Let ig € [1,n] and € > 0. Suppose that, for all p € [0,n] and all set of integers
{il, C. ,in} € jp,

)
Glf’ i eD( IT ¢ hJ )
ie[1,n]:q
Jjel1,3]
Then, for any x € CF(R) we have that
X(Hext)fR _ f‘RX(H) -0, R— . (434)

Proof. The proof can be adapted from that of [17, Lemma 4.3] and previous results of chapter
two. The main difference is that we have to use the relative bound of Proposition 4.2.8 instead of
the usual N, estimates. Namely, considering, as in the proof of Theorem 4.1, a particular term

of Hy of the form H}p) (G(p) ) = Hi(G), with H;(G) given by (4.16), one can compute

(Hi(G)®1)I'r — TrHI(G)

f (1 HJO )G &b (E) B €)1 (€i1) - B (En)dE -+ S

_ fﬂyaz ) GE - )BT ) B G (i) B (€0)

{a;}e{0,00}"
37, #0

gy -+ déy.
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4.3. Ezistence of a ground state

Here we have set z; = iVy,, b§’0 = bg ® 1 and bg’oo = (=) @ bf, where b stands for b
or b* and N; = Jb*(&)b({i)d& is the number operator in the i*" Fock space. The subscript
{a;} € {0,00}", 35, a; # 0 means that, for each term of the sum, at least one of the creation of

annihilation operator bg’ai is equal to b,

Proceeding as in the proof of Proposition 4.2.8, one then verifies that

|(Hi(G)® W)k — TrH[(G)) |

<ouf|( T wr) (- [Tag)el,

i€[1,n]4,
jelL,3]

2 ICTT )Tl

{a;}el0,00}n ie[l,n]s,

3j,0;#0 Jel1,3]
x H( N (Hp @1 +1®Hy) + 1)(%1)(170)@ , (4.35)
ief[1,n],

for any s > 1/2 and 0 < 0 < 1. Fixing 0 and s as in the proof of Theorem 4.1, and using that
Hy; @1 +1Q Hy; is relatively H ext hounded, one deduces from the previous estimate that

|((H{(G) @ g — fRHI(G)) (H™ +4) Y

<cfl( T w2 ) (- TTaeh)el,

iE[[l,n]]iO
Jel1,3]

o BT edE =) (TGl ) e

{ai}e{0,00}m delLin]i,
3j,a;#0 Je[1,3]
Using pseudo-differential calculus together with the fact that G belongs to the domain of

-1 1
[ Liett.ng., (b )2 w-1t% it is not difficult to see that the right-hand-side of the previous equa-
jef1.3]
tion goes to 0, as R — o0. Since the other terms occurring in the definition of Hy can be treated

in the same way, the rest of the proof is a straightforward adaptation of [17, Lemma 4.3]. O

Given Lemma 4.3.1, one deduces the location of the essential spectrum of H as stated in
the following proposition. Again, the proof is a straightforward adaptation of a corresponding
result in [17] (see [17, Theorem 3.5] and Chapter two). Details are left to the reader.

Proposition 4.3.2. Let ig € [1,n] and € > 0. Suppose that, for all p € [0,n] and all set of

integers {i1,...,in} € I,

¢ ,oep( T whrm+).
" i€[1,n]4,
jel1,3]

The essential spectrum of H is given by
Oess(H) = [E + m, ),

where E = inf o(H) and m = minepy ,,j(mi) > 0. In particular, E is a (discrete) eigenvalue of
H.
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Chapter 4. Fermionic Hamiltonians

We mention that, as in Proposition 4.3.2, the location of the essential spectrum for quantum
models involving massive fermionic fields has also been established in [5, 90]. The proof of [5,
Theorem 4.3] is similar to ours, while in [90, Theorem 1.1], it it proven that [E+m, ) C 0ess(H)
by different arguments. It is likely that the abstract result of [90] can be applied to our context.

4.3.2 Models with one massless field

In this section, we suppose that one field is massless, while all the other ones are massive. To
fix ideas, we suppose that m; = 0 and m = min;e[a,) m; > 0. It will be convenient to write the
total Hamiltonian H in (4.6) as H = Hp,, -0, in other words,

n
Hypymo = Hpmy—o + Hy = d0(|ka) + Y d0(y/k2 +m3) + H, mi >0, 2<i<n,
=2

where H is given by (4.4). Obviously the situation is identical if m; = 0 for some i € [1,n]
while all the other m;’s are positive.

In order to prove that the Hamiltonian H,,, ¢ has a ground state, we follow the strategy of
[56]. First, we approximate H,,,—o by a family of operators H,,,, where

n
Hmlef,m1+HI:ZdP( k?—i—m?)—i—H[, m; >0, 1<1i<n,
=1

then we let m; — 0. Proposition 4.3.2 shows that H,,, has a ground state ®,,,. The strategy
then consists in showing that ®,,, converges strongly, as m; — 0, to a (non-vanishing) ground
state of H,,, —o.

We set E,,, := inf o(Hyy,,) and Ey,, —o := inf 0 (Hp, o).

Proposition 4.3.3. Let ig € [1,n] and ¢ > 0. Suppose that, for all p € [0,n] and all set of
integers {i1,...,in} € Jp,

¢ sen(( T whi-=)( [T mhi-is+)).
i€[2,n]4, i€[1,1]4,
Jel1,3] jef1,3]

Then Ep,, = En =0 as m1 | 0. Moreover,

B0 = (@, Hiny 0@, ) (4.37)

Proof. For m; > m) > 0, we have that H,,, > Hm’l > H. This implies that the map m; — E,,,
is non-decreasing and bounded below by E,,, 9. Hence there exists E* such that

We prove that E* < Ey,,—o. Let § > 0 and let ¢ € D(H,,,—0) be a normalized vector such
that (¢, Hpm,=0p) < Em,—0 + 0. Note that

Hypy < dU(Jky|+ma) + ) dU(4/k2 +m3?) + Hy < Hpy—o +ma Ny,
i€[2,n]

where N7 = jbi‘ (&€1)b1(&1)d&y is the number operator in the first Fock space.
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4.3. Ezistence of a ground state

Let @; = 1o (N1)e. Clearly, since Ny commutes with dT'((k? + m; M2, i€ [1,n], we have
that

Zlirgj (Pos Himy—0Pe) = L@, Hfmy—09)-

Moreover, applying Proposition 4.2.6, we see that there exist a > 0 and b > 0 such that

@0 — 0, Hi(e — )| < al@e — 0, Hpmy—o(@e — ) + b 30 — ||,

which tends to zero as £ — oo. This shows that, fixing ¢ large enough, we have

<¢f - 907Hm1=0(955 - (P)> < 57
and therefore

E* < <QD€7 m1§0€>

< @es Hmy—0@e) + mipe, N1@e)
<@, Hy—op) + 6 + malpe, N1ge)
<

E + 258 +mi{pe, N14).
Letting m; — 0, we obtain that
E* < E+24.

Hence E* < E since ¢ > 0 is arbitrary.
To prove (4.37), it suffices to observe that

Em1=0 < <(I>m17Hm1=0(I)m1> < <q)m17Hm1 (I)m1> = Emy
Letting m1 — 0 concludes the proof. O

The next step is to prove that ®,,, converges strongly, as m; — 0, along some subsequence,
to a non-vanishing vector of the Hilbert space which will turn out to be a ground state of
H,, —0. An important ingredient is to control the expectation of the number operator N; in
the approximate ground state ®,,,, uniformly in m; > 0. This is the purpose of the following
proposition.

Proposition 4.3.4. Let ig € [1,n] and ¢ > 0. Suppose that, for all p € [0,n] and all set of
integers {i1,...,in} € Jp,

¢ soen(( T e =) ([T mhziwere)).

ie[[2,n}]i0 ie[[l,l]]io
jel1,3] Jje[1,3]

For a.e. & = (k1,\1) € R3 x {—1/2,1/2}, k1 # 0, we have that

n
-1 J l,n%ﬁ
1)@, | < Colkal™ Y5 33 |( [T @)z m5)6, (@), (439)
p=012,...,in i€[2,n] g
Jel1,31
where Cy is a positive constant independent of m1 and the sum runs over all integers is, ..., iy
such that {ia,...,in} = {2,...,n}, ia < -+ <ip and ip41 < -+ <'ip.
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Chapter 4. Fermionic Hamiltonians

Proof. We have to distinguish the case where the number of different fields, n, is even from that
where it is odd.
Suppose first that n is even. Since ®,,, is a ground state of H,,,, we have that

bl(fl)(HTfH - Em1)®m1 = 07

and the pull-through formula then yields
1
(Hml - Eml + (k% + m%)a)bl (£I)®m1 + [bl(gl)a H]]q)m1 =0. (4'39)

Recalling the expression (4.4) of Hj, a direct computation shows that

[b1(&1), Hi]
= Z Z J L61s En)b3, (i) - 0 (§6,)Diy s (i) - - 04 (i) dG2 - - - A, (4.40)
p=012,...,%
where the second sum runs over all integers ig,. .., i, such that {ia,...,i,} = {2,...,n}, ia <

- <ip and ipq1 < -+ < iy. Applying Proposition 4.2.8, we obtain that
|[b1(&1), Hr]®m, |

gcsﬂmi Z H( H hJ)Gs)G(P2277 (ST H H( Z Hf7i+1)n22(1—9)q)m1’

p=0ig,.cyin  i€[2,n]ig i€[2,n],
Jel1,3]

for any s > 1/2 and 0 < 0 < 1, where C,y,, is a positive constant independent of m; > 0.
Fixing s and 6 as in the proof of Theorem 4.1, it is then not difficult to deduce from the previous
estimate that

H [61(51)7 Hf]q)ml H

<o ¥ I( T 60F =)l (S Hpt 1)

p=0ig,...in  i€[2:n]i, ie[2,n]
je[1,3]

where C > 0 does not depend on m;. Together with (4.39), since

1

H(Hm1 - Eml + (k% + ml 5 1” |k1|_17
we obtain that

[b1(€0) @ |

<C|k1|_1i 2 H( H (hg)%fﬁ+) T (SR H H( Z Hf,i+1><I>m1.

p=01i2,...,in ie[2,n]i, ie2,n],
jel1,31

Moreover, applying (4.31) in Remark 4.2.9, with I = {1}, shows that
| Hi®m, || < C[(Hpmy +1)rms
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4.3. Ezistence of a ground state

for some positive constant C' independent of m. Combined with the previous equation and the
fact that | Hp, P, | = |Em, | is uniformly bounded in m; > 0 in a compact set (since my — Ep,,
is non-decreasing), this yields that

TR DY (CTT @z m9)60, Gy

p=0,esin i€[2,n]ig
Je1,3]

Y

2

with C” > 0 independent of m;. This proves (4.38) in the case where n is even.
If n is odd, the proof has to be modified as follows. Using anti-commutation relations, we
now find that

[b1(&1), Hi] = —2H1b1(&1) + Hi(61), (4.41)

where

Hi(&) =Y, ), f O in €1y &b (Gin) - (G bip (Gi) - - by (G0 )2 - . dEn.

p=01i2,...,in

The identity (4.39) is thus replaced by
1
(Hm, — 2H[ — Epy, + (k7 + m})2)b1(&1) Py + Hp(&1) Py = 0.
Now, using that n is odd, a direct computation gives

(-)NH,, (-1)N = H,,, — 2H],

where N = Z be (&)bi(&)dE; is the total number operator. Therefore, H,,, and H,,, — 2H;

are unitarily_equivalent and hence we have that info(H,,, — 2H;) = E,,,. This shows that
(Hpy —2H; — By, + (k3 +m?)/?) is invertible with inverse bounded by |k1|~!. The rest of the
proof is identical to that of the previous case. O

We mention that, to treat the case where n is odd in the preceding proof, another possibility
is to use an argument of [4], commuting the operators (—1)Vby(&;) instead of by (&) in (4.41).

The following further technical estimate will be used in the proof of the existence of a ground
state for H,,, =o.

Proposition 4.3.5. Under the conditions of Proposition 4.3.4, for a.e. &1 = (k1,A1) € R? x
{—1/2,1/2}, k1 # 0, we have that

Vi) <ol 2 S 2 [( [T @)=)al, @)

P—0igymin | i€[2:n]s 2
Je[1,3]
+ Colk1|™ 12 > H( [T @) ﬁ+)(v LGP N Ey) . (4.42)

p=0149,...,in i€[2,n]4,

where Co is a positive constant independent of my.
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Chapter 4. Fermionic Hamiltonians

Proof. Consider for instance the case where n is even. We rewrite (4.39) as
1y-1
b1 (gl)q)ml = _(Hml - Eml + (k% + m%)z) [bl(fl)’ HI]Cbml' (4'43)
Differentiating w.r.t. k1 and using (4.40), we obtain that

Vi, (01(6) @) = =V, (( —E,, + (k;2 + ml) )—1)

Z N f O in (€1 &b (Gin) - (& )by (Gipin) - - bl (Gi) Py da - dE,

p= 0127 B

- (Hml - Em1 + (k% + m%)%)

> f(vle?’m W (EL e € (€0) - BF (€, )by (Gin) - b (€,) Py da - .

p=0 ’i2,...,in

Proceeding as in the proof of Proposition 4.3.4, it is not difficult to deduce from the previous
equality that (4.42) holds.
The proof of (4.42) in the case where n is odd is analogous, using (4.41) instead of (4.39). O

Remark 4.3.6. Proceeding in the same way as in Propositions 4.5.4 and 4.3.5, one can estimate
the norms of b(§)®m, and Vi, (b(&)Pm,), L€ [2,n], as

[6:(6) P, | < Cowr (k)™

<3 3 IT o)1 6 )6, o)

p=0%1,...8n  €[2,n]i i€[1,1];,
J€1,3] j€l1,3]

)

2

and

|V k, (00(£0) Py | < Cowr (ky)

AS S (T @) ([T w6, ),

p=0141,...,in ief2,n]4, ie[1,1]:,
je[1,3] je[1,3]
n
i1 ji\i_5_1_
calk) Y, Y| TT @)z =) (T @)2 87 ) (VG o))}

P=0i1,0yin  i€[2,n]g ie[1,1],
je[[l,S]] je[[1,3}]

where wy(k;) = (kF +m?)Y? and Cy is a positive constant independent of my. Theses estimates
are not optimal, but they are sufficient for our purpose.

We can finally prove the main theorem of this section.

Theorem 4.3. Under the conditions of Proposition 4.3.4, the operator Hy, —o has a ground
state, i.e., there exists @y, —0 € D(Hpm,—0), Pm,—0 # 0, such that
Hm1:0<bm1:0 = Em1:0q)m1:0'
Proof. Let (mgj )) jeN be a decreasing sequence of positive real numbers such that mgj ) 50 as
j — . To shorten notations, we denote by ®; € D(Hm(j)) a normalized ground state of H ),
1 1

which exists according to Proposition 4.3.2. By Proposition 4.3.3, we have that

1
JILIEO H m1=0 — Eml:())?q)j” = 0.
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4.3. Ezistence of a ground state

To prove the theorem, we claim that it suffices to show that (®;) converges strongly, as j —
0. Indeed, if we prove that there exists @, —o such that |®; — @, - OH as j — o0, we can
deduce from the previous equality that ®,,,—o € D((Hm;—0 — Em,-0)2 ) [®,—0] = 1 and
(Hpmy—0 — By = 0)l<l>m1 o = 0. The statement of the theorem then follows.

Now, we prove that (®;) converges strongly as j — c0. We decompose

dn . 11
= 3 eteeh i@ x (=g gD @ @l LA(R® x {—7, o).
1yeeesln €N

Recall that N stands for the total number operator in J#. By Proposition 4.3.4 and Remark

4.3.6, using Hypothesis (4.8), one can see that (®;, N®;) is uniformly bounded in j € N. From
)

this property, one can deduce that the strong convergence of q)gll""’l"
implies the strong convergence of ®;.

for any l1,...,0l, € N

(lla---7ln)

Moreover, we claim that it suffices to prove the L? convergence of ® i
subset of (R? x {—1/2,1/2})l1*+ "+l Indeed, we observe that

on any compact

q»(llw-’ln)( W gD gty

j S B

l1—1,l2,...,ln l n
Wbl( (1)) gl b )(§§2)>"'7§§1)7"'757(11)7"'757(’5 ))

Recall that By = {(k,\) € R® x {—1/2,1/2}, |k| < A}. From Proposition 4.3.4, it follows that

|15 ( %1))51(51)‘15'” Z Z H( [T ¢ nd)s 1*5)6‘?127 L E)

p=019,...,2 i€[2,n] i, 2
jel1,3]
uniformly in j € N. This implies that
l N 7ln 1L
[1ss ()ef5 < 5 Z Z H( [T @)=+, . (4.44)
p=012,.. i€[2,n]iq
jel1,3]
Here ]lglc\(-)q)gll""’l") should be understood as the map
! U ool (i n
(e, e D, e) o 1 ()l (D, e e ).

Clearly, the right hand side of (4.44) can be made arbitrarily small, uniformly in j € N, for A

large enough. An analogous estimate holds if 5%1) is replaced by any of the other variable fi(g)

This shows that it suffices to establish the L? convergence of @gll""’l")

of (R? x {=1/2,1/2})l+Fn,
( (ll’ 7ln))

on any compact subset

Now we prove that jeN converges strongly on

Blattn o (R® x {—1/2,1/2})+ "+,

We note that, since |®;| =1 for all j € N, (<I>§l1""’l"))jeN is a bounded sequence in L?, hence, by
the Banach-Alaoglu theorem, it converges weakly in L?, along some subsequence. Consider a

(@) sy

weakly convergent subsequence which, to simplify, is denoted by the same symbol
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Chapter 4. Fermionic Hamiltonians

We define the space WLT(B%JF"'H") as the set of all measurable maps f from Bf\1+"'+l" to C

such that, for all values of the spin variables ()\gl), ... ,)\(l”)) the map
f('v Agl)a ) )‘§2)7 SR )\g"))

belongs to the Sobolev space W17 ({|k] < A}lr*~+ln). We claim that, for all j € N, @g.ll""’l”)

belongs to Wl””(BkJr"'H") provided that 1 < r < 2. Indeed, since r < 2 and @gll""’l")

L2(B§\1+"'+l"), we see that <I>§-ll""’l") € LT(BkJr"'H"). Moreover, similarly as in [56], we can
compute

f l1+-+ln
BA

1 _ r
- \/EJB (Vb)) ) el agfV . dgfh
A

<J,. (]
By B/(\z171)+---+ln

<[ IV el
By 1

€

D [ G RANC ) SRS

(V0

_ 2 3
(Vb My (62 el fagt? . gl agf!

the first inequality being a consequence of Holder’s inequality. Applying Proposition 4.3.5, we
obtain that

JBlAﬁ'"“n (ka@(h’ ) (et 7"‘7€nn))‘ detV g
D A O R
g B jE[l?)i]U
+Z;) Z f I3l Hl:[ﬂ (h{)%‘ﬁ%)(vkg)(;gp; NG H deth,
p=01i2,..., i€[2,n]:,
jel1,3]

which is finite by assumption. In the same way, one can verify that the other derivatives
vk(é)(l)g'll,...,ln) belong to L”. Hence q)§l17..-,ln) c Wl,r(BkJr...Jrln).

@(ll,...,ln) Bk+...+ln)

Finally, since ( ;
WI’T(BZH"'H ), because r < 2. As in [56], applying the Rellich-Kondrachov theorem, one then

obtain that (®; ol ’l")) jen converges strongly in LQ(BkJr"'H”). This concludes the proof of the
theorem. ]

)jen converges weakly in L?( , it also converges weakly in

4.3.3 Proof of Theorem 4.2

In order to conclude the proof of Theorem 4.2, it suffices to proceed by induction in the following
way. The induction hypothesis (H;) is that, if [ particles are massless and n — [ are massive,
then H has a ground state. It has been shown in Section 4.3.1 that (Hp) holds. Assuming that
(H;) holds true, we proceed to prove that (H;;1) holds exactly in the same way as in Section
4.3.2. More precisely, assuming that m; = mg = -+ = my;1 = 0 and mingep 2,y m; > 0, the
total Hamiltonian

H= Hm1:0,...7ml:0,ml+1:0
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4.3. Ezistence of a ground state

is approximated by the family of operators
Hm1=0,...,ml=0,ml+17 mi41 > 07

where the free energy for the (I+1)"™ massless field, dT'(|k;41]), is replaced by dT'(k7, +m12+1)1/2.
By the induction hypothesis, Hy;, =o,... m;=0,m,,, has a normalized ground state W, =0, ...m;=0,m; -
One shows that W, —o, . m;=0m,,, converges strongly, as m;y; — 0, to a ground state of
Hip, —o.,....;my=0,m,,=0 by adapting the proof given in Section 4.3.2 in a straightforward way.
Details are left to the reader.
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Chapter 5

Translation invariant toy model

5.1 Introduction

In chapters two and three, mathematical models of the weak interaction have been considered.
For example, the decay of the W~ into an electron and its antineutrino is described by an
Hamiltonian of the from:

H = Hy + /\J 9 (p1)g2(p2)ga(p3)e " PLHP2PRITY* () * (o) a(ps)dzdprdpadps + e, (5.1)
R

where the free Hamiltonian Hy has been already defined in (2.10) and the physical expressions
of g1,92 and g3 may be found in (2.6). Note that the polarisation and spin terms have been
dropped here for simplicity. The problematic term is:

J e—i(p1+p2—p3)xda7’ (5.2)
RB

which is usually regularized through a spacial cutoff. As an example, let f be a function defined
from R3 to R, integrable and square integrable. Let moreover x be a compactly bounded function
equal to one on [0,1]. Since the kernels g1, g2 and g3 are bounded

G p2spa) = (0020 1 + 2~ (20)  (220) o (221) s

n

is clearly square integrable and has already been treated before. A natural question which arises
is to remove such cut-off. Our aim, in this chapter, is to show that one can define a translation
invariant Hamiltonian H as in (5.1) and that H coincides with the limit, in the strong resolvent
sense, of a sequence of non translation invariant Hamiltonians {H,} with interaction kernels
formally given by (5.3). As a first step, an abstract class of translation invariant interactive
fields will be considered. Both bosons and fermions are considered. For simplicity, we will study
the case of two particles. The Hilbert space is a tensor product of two Fock spaces:

H = Ty Q@ Fy

where % stands for either the symmetric (for bosons) or antisymmetric (for fermions) Fock
space over L?(R3). The free energy is defined as:

2
Ho = Y. [ wi(p)d () )i
=1
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Chapter 5. Translation invariant toy model

where p; stands for the momentum of the ™" particle, d; and d; are the usual creation and
annihilation operators of the i*" particle satisfying the canonical commutation relations in the
bosonic case and the canonical anticommutation relations in the fermionic one. The relativistic
dispersion relation for a particle of mass m; > 0 is given by:

wi(pi) = /P + m2.

The spin components have been dropped to simplify mathematical expressions. Their treatment
do not introduce any major difficulties. The interaction term is formally given by:

Hy = f 9P (p)da(p) + hc. (5.4)

To give a better understanding of the interaction term, this formal expression may be applied to
a continuous square integrable test function ™) with m particles of type one and n of type
two. For example, in the bosonic case we have:

(fguo)d’f <p>d2<p>dpw<mv">) (it Fomets sy 1) =

m+1
n A~
N ki) D0 U (kK kg B qn G,
m+1g( )i:1w (17 s vy ) +1, R4, 41, ,q 1)

The full Hamiltonian is then given by H = Hy + Hj. It can be approximated by non translation
invariant Hamiltonians whose interaction terms are defined as:

Hin = Jén(pl,m)bik(m)bz(m) + h.c. (5.5)

The strength of the interactions will be highlighted by a coupling constant A:

H
Hy

Hy+ M\H; (5.6)
Hy+ AHyp (5.7)

The study of translation invariant models remains a difficult problem which has been explored
for example in [40, 41, 44, 80, 75, 76, 36, 62, 11, 61, 60, 74, 57, 12, 22, 14] and references therein.
Let us highlight one of the issues that can be encountered. For example, we may focus on
another natural object to consider:

1Y = [ )50) + he.

It might be tempting, as before, to apply this formal expression to a test function. But H}z)
acts on the vacuum as:

(H§2)Q)(k1,k2) = (k1 — k2)g(k1).

This expression cannot be seen as a square integrable function. We believe that a renormalisation
procedure may be required to define such terms. Such attempts have been successfully done for
example in [51] where a broad description of (¢2)?" is provided. The ultraviolet cut-off is removed
adding a divergent constant which is the infimum of the approximated model. Moreover, finite
propagation speed principle is used to show that the Heisenberg dynamics of any bounded
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operator is independent of the spacial cutoff which makes possible, in some cases, to absorb the
divergences into some mass terms. The case n = 2 is also treated in dimension 2 and 3 and is
closer to strategies used in physics textbooks for the ¢* theory. A divergent constant is added to
obtain a Wick ordered expression and a multiplicative renormalisation, which might recall the
standard procedure to remove the bubble diagrams, is done. Such attempts have not been tested
in our context yet and it is beyond the scope of this chapter. We will focus on the interaction
term defined in (5.4) and the following theorem will be proved:

Theorem 5.1. 1. Suppose that we have | € {0, 1,2} massless particles and that p — |p|~ g(p)
s a bounded function, then there exists Ao such that for any positive A < Ao the Hamiltonian
H defined in (5.6) with the interaction term given by (5.4) is a self-adjoint operator such
that Z(H) = 2(H,).

2. Assume moreover that g is a bounded continuous function. There exists Gy, € L*>(R? x R3)
such that the Hamiltonians defined in (5.7) with interaction terms given by (5.5) are self-
adjoint for any value of the coupling constant and P (H,) = Z(Hy). Moreover, for A < Ao
H,, converges strongly in the resolvent sense to H.

3. Let us assume that g is bounded and:
Ilp| t0%glew <0 1=0,1,2 and |a| = 0,1,2, (5.8)

then for any natural number n, there exists a constant A, such that for any A < A\, the
spectrum of the Hamiltonians defined in (5.7) with an interaction term given by (5.5) is:

o(Hy,) = {0} U [m, o). (5.9)

m is the mass of the lightest particle, 0 is the only eigenvalue, it is non degenerate, and
the spectra on [m, ) are purely absolutely continuous.

There moreover exists a constant Ao such that for any A < Ao the same results holds for
the Hamiltonian defined in (5.6) with an interaction term given by (5.4).

The third point is of interest as it provides an example of an application of the weakly
conjugate Mourre’s theory.

Remark 5.1.1. In the case where both particles are bosons or fermions, the total Hamiltonian H
can be rewritten as follows. Let U be the unitary operator defined as in Section 1.2.4 identifying
HC with F4(h @ h),

U: Z(h@h) — H.

A direct computation then shows that
U 'HU = dI'(a),
(2.
g w2
One can then study the operator dI'(a) in Fy(h @ h), which significantly simplifies the analysis.

However, as mentioned at the beginning of this chapter, the toy model involving two particles
that we consider serves as a preparation to analyse the model related to the weak interaction

with
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theory involving one boson and two fermions. The methods used in the present chapter extends
to such a model, details will be given elsewhere (see [1]).

In the case where the two particles involved are one boson and one fermion, we mention that
it might be possible to use the notion of super Fock spaces (see [32, Section 3.3.9]) in order to
rewrite the total Hamiltonian in a simple second-quantized form as above. Super Fock spaces
may also be useful to analyse the weak interaction model, we believe it would interesting to study
this in future works.

5.2 The model

The model is defined on a tensor product of Fock spaces. Defining h = L?(R?) we have for
bosons:

Fs =

@s
T®:=

3
Il
o

)

and for fermions:

5

Il
@s
7=

i
o
Q

The Hilbert space is:
I = fﬁ ® ﬂﬁ,

where .74 stands for either .7, or .%,. We consider the following model:
Hy = Jg(p)bi‘ (p)b2(p)dp + h.c.

bl, respectively bg, stands for the usual creation and annihilation operators acting on the first,
respectively second, Fock space.

Proposition 5.2.1. Assume g is bounded and myi,mo > 0 then, Hy is a symmetric operator.
Moreover there exists Ao such that for any positive A < Ao, the Hamiltonian H defined in (5.6)
with the interaction term given by (5.4) is self-adjoint and any core of Hy is a core for H.

Proof. Let (™™ € 2 be a wave function with a number m of the first particle species and n
of the second one. We define:

f&p(kla"wkm-‘rLQD'”7Qn—1) = (bT(p)bQ(p)w(mﬂl)) (kla‘"7km+17q17"'7qn—1)

which leads to:

m-+1
2 (5p ki w(mn)(klavk 7"'7km+17p7q11"'7QTL—1)-

zLp(l{l:"'akTrL—&-l:qlv'"7qTL 1 +1

For simplicity we introduce the following notation:
T/)(m’n) (]{31, ey ]%i, ceey ]{Tm+1, k‘i, q1, - .- ,qnfl) = w(m,n) (]27“ k‘l)

We then have:

m+1

(p)ibpdp = ki) (kg Ky).

+1
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5.2.
Therefore:
3 2 n |t . 2
|ECE 2 o k|
n m—+1 . 2
S it (; |9ki)y ) (ki ) 2)

Moreover using the boundedness of the kernel g we have:

(ot s k)| ) < Il
The adjoint term may be treated in the same way which implies:

IH19| < A/n(m + 1) |42

Consequently,
[Hr(N + 1)) < ¢l

therefore, for coupling constants small enough, the Kato-Rellich theorem can be applied which

implies self-adjointness.

Adapting the proof in the case where massless particles are involved, we obtain:

O

Proposition 5.2.2. Let us assume that there are | € {0,1,2} massless particle species in the
model. Assume the boundedness of p — |p|~'g(p), then the Hamiltonian H defined in (5.6) with
the interaction term given by (5.4) is self-adjoint and any core of Hy is a core for H.

Remark 5.2.3. 1. Proposition 5.2.1 can be proved also in the same way as what has been
done in Lemma 4.2.7. Considering two wave functions W, ® € P(N2) it is not hard to

prove that:
(o< i

and consequently that (N + 1)7%H(N+ 1)7% is a bounded operator. The conclusion follows

from commutation properties and the Kato Rellich theorem.

2. The operator defined in Proposition 5.2.1 is translation invariant in that it commutes with

the momentum operator:

[H,P] = 0fori=1,23.
Here

P; = dI'(p1 ;) + dI'(p2.i),
where

p1 = (p1,1,p1,2,01,3)

p2 = (p2,1,p22,D23)

are the usual momentum operators acting on L*(R3).

3. Let us assume that the particles have the same masses. Then it is not hard to see that H
commutes with Hy. Therefore it is impossible to establish a scattering theory in the sense

presented in the previous chapters.
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Chapter 5. Translation invariant toy model

5.3 Non translation invariant approximation

In this part the previous Hamiltonian is approximated by a non translation invariant one. We
define:

Galpr,p2) = 5o (ED(22) 4 Ly 22y 21

where x is a positive function bounded by 1 which is equal to zero outside [0, 1]. We then have:

j Golpr, p2)Pdprdps < |gl2n2.

Let f be a positive compactly supported function of integral one. We may then define the
following operator:

Hipn— f G (91, p2)n F(n(p1 — p2))b% (91)b2(po)dprdps + hoc.

Using the same type of arguments as in chapter two it can be proved that H,, = Ho + AH,, is
self-adjoint for any A. We may define:

Gr(p1,p2) = Gp(p1, p2)n® f(n(p1 — p2)).

Proposition 5.3.1. If g is continuous and bounded then H,, defined by (5.7) and (5.5) converges
strongly in the resolvent sense to H defined by (5.6) and (5.4) for any coupling constant A < Ag.

Proof. Let 9™ be a continuous and compactly supported wave function with m particles of
the first species and [ of the second one. We have that:

000 = - 1,007

= A ( j o(P)V: (0)ba(p)dp — f nGn(pl,m)f(n(pl—p2)>bf<p1>b2<p2>dp1dp2) o)

= A (fg(p)f(y)bi‘ (p)b2(p)dpdy — JGn(p, —% +p)f(y)b;‘(p)bg(_% +p)dpdy> MED) H

I m—+1 ~ .
_ Ny M) (B 2y o YNgamyg. Y .
Wart 2 | (sthytm i) = Gl ks = 2ot =2 4 k) s(w)ay
where the notation:

w(m’n) (kly ey ]%ZH ey km+17 ki? q2, ... 7QTL) = w(m,n) (];u kz)

has been used. By compactness of the support of the test function the integrand can be domi-
nated by f up to some constant. We then have:

9

tim | (g™ (ks ki) = Gk i = )60 (i, =2+ k) ) fly)dy = 0.

n—o0

Defining:

A~

Fn(/ﬁ,---,k‘i,---,km+1,kz‘,Q2,---,qn) =
[ otk ) = Gt ks = Dyt s, =2 4 1) 0Dy

Dominating F;, using again the compactness of the support of the test function, we can conclude
using Theorem VIII.25a of [81]. O
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5.4. Spectral property

Remark 5.3.2. So far we have seen that a translation invariant model can be approximated a
by non translation one. We believe that the methods developed here may also be used to remove
spacial cutoff of models and it would be interesting to apply them on models presented in Chapter
two and three.

5.4 Spectral property

This section is devoted to the study of the spectra of H, and H. They can be shown to be
purely absolutely continuous, except at 0 which is the only eigenvalue. The proof is based on a
Mourre estimate in the so-called weakly conjugate operator framework.

Let us first prove the following theorem:

Theorem 5.2. Let H,, be an operator defined by (5.7) and (5.5). Let us assume that:

G, e IL? (5.10)
lpil 7ol 0%Glloe < © 14+1'=0,1,2 |a] =0,1,2, uniformly in n (5.11)

and Gy, is differentiable, then for any n there exists a constant \, such that for any positive \
such that A < A\, we have:
U(Hn) = {O} Y [m7 OO)?

where m is the mass of the lightest particle. Moreover, O is the only eigenvalue of H, and its
spectrum in [m, o) is purely absolutely continuous.

To prove this theorem we use a Mourre theory with a weakly conjugate operator. We refer
to [47, 86, 73] and references therein. We define:

a; = 5(—]9]- - Vp, +h.c) with j=1,2, (5.12)
which are self-adjoint on Z(a;) = {h € hla;h € h}. The conjugate operator is defined as:
A=dl(a)1o.. (5.13)

It generates an evolution group which will be called Uy.

Let us consider any self-adjoint operator H on . Its domain Z(H) may be considered
together with the norm: |z|2 = (z|(H)z) and its completion ¢ is naturally included in 7.
Note that (H) stands for (H? + ]l)% Its dual space is denoted ¥¢*. Identifying # and 5%,
we have that 7 < ¢*. Note that if z € S, |24« = <x‘<H>71x> Y c A < G* and
He Z(9,9*). We first impose that for any ¢ € R

Utgcg

which implies that U; is also an evolution group on ¢ together with the fact that U_;HU; €
L(9,%9*). We then say that H € C*(A,¥,%*) if the application t — U_,HU; is differentiable.
Its differential at 0 identifies with [H,iA], which extends to an element of Z(¥,%*). The
operator A will be said to be weakly conjugate to H if and only if H € C'(A,%4,%*) and
[H,iA] > 0, which means that [H,iA] > 0 and [H,iA] is injective.

In the same way the completion of ¢4 equipped with the norm: |z|z = (z|[H,iA]x)
be defined and will be referred as B together with its dual space B*. Considering;:

[V

may
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Chapter 5. Translation invariant toy model

Sz{geb’*

the following results holds [86, 73]:

3
lgle = J £ 3[Usg — glswdt < oo} (5.14)

Theorem 5.3. Assume that A is weakly conjugate to H and that [H,iA] € C1(A, B, B*). Then
there exists a constant C > 0 such that:

(71 =25 07 5)| < € 112 (5.15)

forall XeR, u>0 and f € . In particular the spectrum of H is purely absolutely continuous.

Before applying this framework to our model, let us note that for any natural number n, H,
preserves ¢ = vect(§2) and we have:

H = oD I
It is then enough to study:

H,or = Halx,, . (5.17)

Therefore we will focus on (5.17).
Proposition 5.4.1. Assume Hypotheses (5.11). A is weakly conjugate to H, g1 .

Proof. We first prove that [H,, o1,iA] > 0. In the massive case we have:

2 2
. b1 b2
[Hp,iA] =dl' | ———= | +dI' | ——— (5.18)
CEST) ANV

and in the massless case:
[Ho,iA] = dI'(|p1]) + dI' (|p2]) - (5.19)

The massless case being easier, we will focus on the massive one. Let us note that:
[Hin,iA] = A J(az — a1)Gp(p1,p2)n” f (n(p1 — p2))bT (p1)b2(p2)dprdps + h.c.
= A J(m - Vi, Gu(p1,02) — p1 - Vi, G(p1,p2))0° f(n(p1 — p2))b3 (p1)b2(p2)dp1dps

+ A fn?)Gn(pl,pz)(Pz Vo f(n(p1 = p2)) — p1 - Vp, f(n(p1 — p2)))bi (p1)b2(p2)dprdps + h.c.

We have :
[Hrpn,iA] = A f(pz Vs Gn(p1,p2) — p1 - Vi, Gu(p1,p2))1 f (n(p1 — p2))b} (p1)ba(p2)dprdps

~ f G (pr, p2) (P2 + p1) -V (n(p1 — p2))bF(p1)b2(p2)dprdps + hc.
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5.4. Spectral property

1 1
2 2 2 2
Let us consider a wave function ® in the domain of dT" L and of AT D1 . We
p2+m2 p?+m?

have:

41 = (| [ 12 9, Gon, ) 01 = )08 )b )|

For any j € {1, 2,3} we have:

u
U b1 (p2 + ‘5% n(p2 + n7P2)f(U)p2,jb2(p2)<I’> dpadu

u u
f” w3 (p2) f(u)d2,;Gn(p2 + Eapz)h(pz + E)‘I)

1
Wo 2(p2)p2,jbz(p2)q)>‘ dpadu,

applying the Cauchy-Schwarz inequality we have:

< JJ}
NJ
]

_1
Wy * (p2)|p2,j|b2(p2) @

1
wg (p2) f(u)02,;Gn(p2 + 7p2)b1(p2 +

p2)P2 jb2(p2)® H dpadu

2

ba(p2)®

1 m
wy (p2) f(u)02,;Gr(p2 + E,pz)lh(pz +2 )P dpz pz )|p2,j dpadu

2
dp2

wy 2 (p2)|p2lwi (p2)Ip2|~tws (p2 — B)f(U)az,jGn(pz,pg — %)bl(m)‘p

dpadu.

1 1
Let us note that ps — w?(p2)|p2| ™ w3 (p2 — £)02,;Gn(p2. p2 — ) is uniformly bounded with
respect to u. Indeed:

1 _ 1 u [ 1 _ 1 [
Al 2= Doa Gl = )| < ol )l 1w5<p2>02,jc:n<p2,pz—n>H

0 e o]

1
b ol 1[4

u
62,]Gn(p2’p2 - n)H

0

For the first term, we have for |pa| > A:

if |p2| < d we have

1 1
which is bounded using and Hypothesis (5.11). Finally, |p2| € [§, A], p2 — w? (p2)|p2|~ w3 (p2 —
%)02,jGr(p2,p2 — =) is a continuous function on a compact set (recall that f is compactly sup-

ported). For the second term, using again the support of f we have that:

1 I U 2\ 1 m3 i
el e oanGulmm =) < (1453) (14 52) 1oasCle

ee}

U

1 1 1 1
Wi (p2)[pa] 71w (p2)02, Gl P2 = )| < (0% 4+ mi)* (67 +m3) " [|pal ™ 02, Ginllo

0

3 p|u|T u 3 -1 u
wi (p2)|p2] ‘5‘ 02,;Gn(p2,p2 — E) < |lwi (p2)|p2| 02,;Gr(p2, p2 — ﬁ)

o0 0
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Chapter 5. Translation invariant toy model

which is clearly bounded using the same type of argument as before. Finally,

1 2 1 2
|45 < J|f(u) w; 2 (p2)|p2|b1(p2) @ dp2f Wy * (p2)|p2,j1b2(p2)®| dpadu,
1 2 1 2
< 1@/ [ Jor* @olpalts )2 dos [ oy @olpaltatpe)®] dpac
We conclude that:
1 2 1 2

2 2 2 2
p1 p3

A] < A1 + 4] + |Ag] ff ar[—2 ) o) far (22 ) & qu
p1+m1 «/p%—}—mg

Since f is of integral one:

1 1
2 2 2 2
A < jdr | —2— ) e|ldr | —2— ) ®.
A/ Py +my A/ P5 + mj

The term
@ Um - Vs G (p1, p2)n® f(n(p1 — p2))b} (p1)bz(p2)dp1dp2¢>

may be treated in the same way. Finally let us consider:

B = <‘I’ Un4Gn(P1,p2)(p2 +p1) - Vf(n(ps —p2))bT(P1)b2(P2)dp1dp2@> :

The term V f is continuous and compactly supported and consequently bounded. The same
method as what has been done before leads to:

2 2 2 2
Bl < n|dl | =] @ |dl [ 22— ] ®|.
Vi +my VP tmy

As a conclusion, we see that there exists a constant ¢ such that:

/e

2
[Hrp,iA] < Xe(1 4+ n)dD <p>

so that:
2

[H, o1, iA] = (1= Ae(1 +n))dl | —2— |,
) /p2 + m2
which is strictly positive on 1 if A < 1/(c(1 +n)). Finally, the fact that H € C1(A,9,9*) is
a straightforward consequence of the Hy boundedness of [Hq1,iA] together with the fact that
P(H) = 2(Hy) and similar arguments as in [46, Section 4].
[
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5.4. Spectral property

Proof of Theorem 5.2. From the Hy boundedness of [A, [Hq,iA]], which is a consequence of
Hypotheses (5.11) that [Hqi,iA] € C1(A,B,B*). We then apply Theorem 5.3 together with
Proposition 5.4.1. Finally, to prove that there is no spectrum in (0, m) we may use Hypothesis
(5.10) to apply the same method we used to prove Theorem 2.2.1 of Chapter 2. O

Some minor modifications in the previous proof would lead to the following results:

Theorem 5.4. Let H be the Hamiltonian defined by (5.6) and (5.4). Let us assume that g is
bounded and:
llp| '0%gllc < 0 1=0,1,2 and || = 0,1,2, (5.20)

then there exists a constant Ao such that for any positive A < Ao we have:
o(H) = {0} U [m, ),

where m s the mass of the lightest particle. Moreover, 0 is the only eigenvalue of H and its
spectrum in [m, o0) is purely absolutely continuous.

Note that the hypotheses of Theorem 5.4 are enough to build a kernel G, verifying the
hypotheses of Theorem 5.2.
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Appendix A

Proof of Lemma 2.1.3

We give a proof of Lemma 2.1.3 due to [19] and which relies on Proposition 1.2.3(b) of [51]. It
is recalled here for consistency. Consider for instance the term

1) = [ el (@)l (€ar(@)dirdsadss + he (A1)

occurring in Hy. We begin by verifying that H§}1)7+

following formal operator:

is densely defined. Let us consider the

R = Jd3§1d3€2d3€3 [G?l (51,52753)b>f,+(51)0>f,7(52)%(53)] ,

so that:

1 1 1)
B =) b

Let Q1 = (m,m,n1,71,01,01) € N® and ¥%! € J# any wave function with finite m bosons, m
antibosons, n electrons, n; positrons, o; neutrinos and o; antineutrinos. We then have:

),,Q m+ 1 "1+101+1 ) ()
h 1 B ]+’L G (3
Y (51+1)(n1+1 pcfite lf 445, i, €3)

le(éi’nkl?' . 'ak(mfl)aph s 7ﬁi7 -y Poy+1,41, - - - 7(jj7 s 7qn1+1)d§3' (A2)

We can then conclude that:

(1) (1) m + 1 ni+1oi1+1ni+1o1+1 (1)
(R %) = ((ol+1) (n1 + 1) ) IIPIPIP? JJ<G1’+(pi’Qj’§3)le(§3’ﬁi’dj)'

j=1 i=1 j'=14=1

G2 (D 0y, €06 (S0, P ) ) déada
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Appendiz A. Proof of Lemma 2.1.3

and the Cauchy-Schwartz inequality gives:

(1) @1 (1)@ m+1 n1 410141014101 41 .
h ' h 1y < — G » (o
<I¢ |hy "9 > ((01+1)(n1+1)>]Uljlwlfﬂ‘ £3)¢~1 (€3, i qJ)H

G020 i) deads

m+1 >n1+101+1n1+101+1J~JH
— G ) 753 Hd}Q 53 Pz,% HZ
((01+1)(n1+1) o822

G s €0l (6., )|, dSadéa

We apply again the Cauchy-Schwartz inequality:
h(l) Q1 h(l) Q1 < m+ 1 TN G @1
<w|w>\(M“H1§§22|mwm

m+1 _
DR (®y+nml+n)0u+1ﬁwl+n|a.J2w9w%

189991, < A/(m+ Do + 1)(ng + )G 2 [¢91 ]2

The adjoint operator is densely defined too, which is enough to prove that hgl) is closable.

These results can be extended to the entire interactive Hamiltonian. This proves that H}ll) n
is a well densely defined symmetric operator. It remains to prove that it is Hg-bounded. For
almost every &3 € Yo consider the closed operators:

B%,ll(&s) = - ngBr(&,52753)bl,+(§1)61,(fz)dﬁld&,

( o JG 51752753)b1 +(£1) (52)d£1d52.

7

1
Moreover, we claim that for almost every &3 € ¥a, Z(Ny) C @(Bili (&) N2 ((ng(&;;))ﬂc)
1
and for all ® € Z(N;*) we have:

1) 1 1
1B @)®ls, < 1GTL G )2 INE @l (A.3)
1) 1 3
[(B@) @ < 16Tl i INE s, (A1)
Let us prove this for Bﬁr (&3). Let Q = (n,7,q,q) and Q' = (n',7', ¢, 7) be two elements of N*.

Let ¥(@), respectively \I/(Q,), be a wave function with n electrons, n positrons, ¢ neutrinos and g
antineutrinos, respectively n’ electrons, n/ positrons, ¢’ neutrinos and ¢’ antineutrinos. We have:

(@B} ()0 ?) = - f (@@ b1 (€)er1-(E)DY) G (61, &2, ) dadEs,

and hence
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(2B (e)0@)| = ‘ | (] et €09 @ b -(€)8@) deo

_ U (et (GD( 60,00 @) | by (£)0(Q) de|.

The Cauchy-Schwartz inequality gives:

(@B (€)0

F (G 6. 6)0 @) b, (622 de,

‘ f HG(l) ©.6)] -2 i

o]

Next, using the definition of ¢, (£2) and applying again Cauchy-Schwartz:

(@B ()0 @) < va|cil( &) [0@)] 0@

6200 s |

The inequality is true for all wave functions ®(@") with a finite number of particles, which leads
to:

1
HBﬂ(f?))@(Q)H < I\Gg}l(., L&) [NZe@).

This proves (A.3). The same strategy would prove (A.4). We then introduce the self-adjoint
operator:

1 = (W€t (@)a E)dss

and the next step is to prove, for every W € Z(Hy) and every n > 0, the following two inequalities:

/N

'U (&) @ as (Es)desw

2 Gt ( , \
(j G &’52’53)' d&d@d&:) (V) +1)2 @ (A5 2 )

/A

HJ <Bl (53)) ® a’y (&3)dEs¥

2 G 2 1
J | 17+(£17£27£3)| dfldf2d£3 ”(]\71 + 1)5 ® (H(3 )2\1!”2
w®(&3)

+ (J|G (€1,82,83) |2d§1d§2d53> (77|\(N1 + 1)% R1V|?

L o).
o)

F . .
To prove these inequalities, let ¥ be in @(Nf)@@(Héi)r), where & is the algebraic tensor
product. Considering

+

(A.5)

U, (63) = w® (&) (V1 +1)7 ®al(és)) ¥
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we have:

f 1. ()26 = (V) + 1)F @ (HE) b o).

Since

j<352<§3>>*®a+<5g>d53w= f L (BY (&) (N 1) @ 1)U (E)des,

w®) (&)

then

2 2
1 (1) (e )y 1
) (f w1 BL @) (N 72 ||w+<53>|d53)

G ) » Q29 1
(f' (& 52 53 d§1d£2d§3> [Ny +1)% ® () 7w,

'U 53 " ®ay (&)deyv

where we have used (A.4). For the next inequality we have:

2

HJ B (&) © a} (6)d6; ¥ j (Bi(&) ®a’ () ¥|B]L(8) ®a’ (€5) ¥ ) désde
(B{(&) @ ay(€h)a (&) 0| BL(¢5) @ 1) desdg

(B () © (% () (€5) + (& — &)

B @ 1) desde

(
~ [(Be @ ar@uB (€ @ o e)v) dead

+

J|B§}i<53> ®© 10| 2dgs.

Moreover,

J< BI' (&) ® a4 (€5)|B{) (€)) ® a (&) W) désdey = ! o J (B (&) + ) F o1

w®) (¢3)2w0) (¢}
(&) [BLL(E) (N +1) 72 @ 1 (&) desds,

The same type of arguments as before are enough to show that:

&0 (6. o,
| (B @) ©as)uIBL) (€ © a0 v) dsadgy < (f G+ 52 gf” d&d@d@)
I N1+1>2®(Hé B
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Furthermore,

J|B (€)@ 1T |2dgs = “( LE) M+ 1) @1) (Vi +1) 2@11\1/)” dé;
< <J|G (€1, 62,83) 2d€1d§2d§3> [(V1+ 1) @10
< <J|G (€1,£2,63) 2d§1d§2d§3) (N1 +1)®@1¥|¥)
< ([ieth@ e Piaasis ) 1 + Do) 1)
< ( [ @.e6 d&d&dsg) (nl(M SO+ 4177||\If|2)-

These properties are proved for the H}}r and it is easy to see that they extend to the

entire interactive term. We now have all the mgredlents to prove the lemma using Kato-Rellich

theorem:
3 2
|H o> < Z ZZ {H Bl(cze (€3)) ®ae(€3)‘1’d§3 }

a=1,2]=1e#€

H f B, () @ a? (6) Vs

Using (A.5) we have :

|G J6,€' §17§27£3)| 1 1
|H? <Y 22 {( f ’ dérdésdgs | (N +1)2 @ (HS)2 0|
a=1,2]= 16756
|G e,¢ 51552753” 1 1
( f ey Madedss | [N+ 1)F @ () 20
1
¥ ( | |G§,12,6,<51,§2,§3>|2d51d£2d§3) (nwvl F)FeIuf?+ Wv) } .
Obviously,
@ (&) = mw.
Therefore,
G, 51,5 &3) .
s 2 ZZ{<J : 2 d51d€2d£3 (N + 1) ® Ho )z
a=12]=1e#€
|G c.€e 5175 7‘5 )|2
' (f e dededes | (N +1)F @ () P
1 1
v ([160 @@ 80P adea ) (s Do+ Lpvie)}
3 1 1 (3)4 1 1 3). 1
LA WA {W(||(Nl+1)2®(ﬂo,e)2‘1’|2+|(Nl+1)2®(Hé,2)2‘1’|2)
a=1,2l=1e#£¢€

1 1
; 77|(Nz+1)2®11‘1’|2+4h7|‘1’||2)}-
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Furthermore, for any positive 5 and a:

[N+ D@ HDFW? = ((Ni+1)2 @ (HL)FU|(N + )2 @ (H)):v)

,€

(N +1) @ 19]1 ® (H: >)\1/>

[V + 1) @1 1@ (H) |

(G @1Y] +1¥)) [1® <Héi>\1/||

BIND © LE + -1 @ (HEDUIE +al ) + 111 © (HE) v

ﬁ 2 2 2 1 2
m%\l oV| +1ﬁ\| o[" +a ¥ + [ HoV|

NN

/N

/N

/A

1 1 1
= +1) |Ho¥|? V| + —| Ho¥|.
5 (o +1) 1HOVP - ai? + oo

Moreover,

N

1 1
(N +1) @ 1P| + %WHQ 7 (IN @ LU + [ 0[* + 2N @ 19| [¥]) + @IWJH2

N

n 7 1
ﬁIIHo‘I’H2 + 0| + 20BN, @ 1¥|? + *H\I’IIZ + @IWJH2

2np 2 2
(ml # 20 Lo P+ (4 5%+ ) P

N

This leads to:

a 1 1
Y < Y DY { (m%ﬂ) |H0‘11||2+(20¢+77+25+) N

a=1,2]=1e#¢€
1 B3

(5 + 2+ 22) o}
« mi m

Finally, using the Kato-Rellich theorem, this concludes the proved.
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Abstract

In this work, we consider, first, mathematical models of the weak decay of the vector bosons
W= into leptons. The free quantum field Hamiltonian is perturbed by an interaction term from
the standard model of particle physics. After the introduction of high energy and spatial cut-offs,
the total quantum Hamiltonian defines a self-adjoint operator on a tensor product of Fock spaces.
We study the scattering theory for such models. First, the masses of the neutrinos are supposed
to be positive: for all values of the coupling constant, we prove asymptotic completeness of the
wave operators. In a second model, neutrinos are treated as massless particles and we consider
a simpler interaction Hamiltonian: for small enough values of the coupling constant, we prove
again asymptotic completeness, using singular Mourre’s theory, suitable propagation estimates
and the conservation of the difference of some number operators.

We moreover study Hamiltonian models representing an arbitrary number of spin 1/2 fermion
quantum fields interacting through arbitrary processes of creation or annihilation of particles.
The fields may be massive or massless. The interaction form factors are supposed to satisfy
some regularity conditions in both position and momentum space. Without any restriction on
the strength of the interaction, we prove that the Hamiltonian identifies to a self-adjoint operator
on a tensor product of anti-symmetric Fock spaces and we establish the existence of a ground
state. Our results rely on novel interpolated N, estimates. They apply to models arising from
the Fermi theory of weak interactions, with ultraviolet and spatial cut-offs.

Finally, the removal of spatial cut-off to define translation invariant toy models we will be
quickly discussed in the last chapter.
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Résumé

Dans ce travail nous considérons d’abord un modele mathématique de la désintégration des
bosons W* en leptons. L’hamiltonien d’énergie libre est perturbé par un terme d’interaction issu
du modele standard de la physique des particules. Apres avoir introduit des coupures en hautes
énergies ainsi qu’en espace, nous démontrons que I’Hamiltonien est un opérateur auto-adjoint
sur un produit tensoriel d’espaces de Fock. Nous en étudions la théorie de la diffusion. D’abord,
nous supposons que les neutrinos ont une masse non nulle et la complétude asymptotique est
vérifiée pour une valeur quelconque de la constante de couplage. Dans un deuxieme temps,
nous considérons des neutrinos non massifs dans un modele simplifié. Nous démontrons alors la
complétude asymptotique en supposant que la constante de couplage est suffisamment petite,
en utilisant une théorie de Mourre singuliere, des estimations de propagation adaptées ainsi que
la conservation d’une certaine combinaison linéaire d’opérateurs de nombre de particules.

Nous étudions par ailleurs des modeles de théorie des champs pour un nombre fini mais
quelconque de fermions de spin 1/2. Le terme d’interaction est obtenu en considérant toutes les
combinaisons possibles pour les opérateurs de création et d’annihilation. Les différents champs
peuvent étre massifs comme non massifs et le noyau d’interaction doit vérifier des hypotheses
de régularité en espace comme en moment. L’hamiltonien est alors un opérateur auto-adjoint,
quelque soit 'intensité de l'interaction, sur un produit tensoriel d’espaces de Fock. Nous démon-
trons par ailleurs 'existence d’un état fondamental. Nos résultats s’appuient sur une interpo-
lation d’estimation en N, et peuvent intervenir dans la modélisation de processus d’interaction
faible dans la théorie de Fermi.

Nous présenterons enfin une fagon de retirer la troncature en espace sur des modeles jouets
afin de définir un modele invariant par translation.
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