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Résumé

La détection des arcs électriques se produisant dans un réseau électrique par des ap-

proches d’apprentissage représente le cœur des travaux exposés dans cette thèse. Le

problème a d’abord été vu comme la classification de séries temporelles à taille

fixe en deux classes: normal et défaut. Cette première partie s’appuie sur les

travaux de la littérature où les algorithmes de détection sont organisés principale-

ment sur une étape de transformation des signaux acquis sur le réseau, suivie d’une

étape d’extraction de caractéristiques descriptives et enfin d’une étape de décision.

L’approche multicritères adoptée ici a pour objectif de répondre aux imprécisions

systématiquement constatées. Une méthodologie de sélection des meilleures com-

binaisons et de transformation et de descripteurs a été proposée en exploitant des

solutions d’apprentissage. La mise au point de descripteurs pertinents étant toujours

difficile, l’évaluation des possibilités offertes par l’apprentissage profond a également

été étudiée. Dans une seconde phase l’étude a porté sur les aspects variables dans le

temps de la détection de défaut. Deux voies statistiques de décision ont été explorées

l’une basée sur le test de probabilités séquentiel (SPRT) l’autre basée sur les réseaux

de neurones artificiels LSTM (Long Short Time Memory Network) chacune de ces

deux méthodes exploite à sa manière la durée d’une première étape de classification

comprise entre 0 et 1 (normal, défaut). La décision par SPRT utilise une intégration

de la classification initiale. LSTM apprend à classer des données à temps variable.

Les résultats du réseau LSTM sont très prometteurs, il reste néanmoins quelques

points à approfondir. L’ensemble de ces travaux s’appuie sur des expérimentations

avec des données les plus complètes et les plus large possible sur le domaine des

réseaux alternatifs 230V dans un contexte domestique et industriel. La précision

obtenue approche les 100% dans la majorité des situations.



Abstract

The detection of electric arcs occurring in an electrical network by machine learning

approaches represents the heart of the work presented in this thesis. The prob-

lem was first considered as a classification of fixed-size time series with two classes:

normal and default. This first part is based on the work of the literature where

the detection algorithms are organized mainly on a step of the transformation of

the signals acquired on the network, followed by a step of extraction of descriptive

characteristics and finally a step of decision. The multi-criteria approach adopted

here aims to respond to systematic classification errors. A methodology for select-

ing the best combinations, transformation, and descriptors has been proposed by

using learning solutions. As the development of relevant descriptors is always diffi-

cult, differents solutions offered by deep learning has also been studied. In a second

phase, the study focused on the variable aspects in time of the fault detection. Two

statistical decision paths have been explored, one based on the sequential proba-

bilistic test (SPRT) and the other based on artificial neural networks LSTM (Long

Short Time Memory Network). Each of these two methods exploits in its way the

duration a first classification step between 0 and 1 (normal, default). The decision

by SPRT uses an integration of the initial classification. LSTM learns to classify

data with variable time. The results of the LSTM network are very promising, but

there are a few things to explore. All of this work is based on experiments with the

most complete and broadest possible data on the field of 230V alternative networks

in a domestic and industrial context. The accuracy obtained is close to 100% in the

majority of situations.
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Introduction

The work presented in this thesis is conducted as part of a thesis in collaboration

with Hager Group. The company aims to enhance the performance of arc fault

detection products.

0.1 Context and motivation

An arc fault is an electric arc that occurs accidentally in series or parallel with

appliances. Parallel arc is produced between two different voltages (for example

phase to neutral) and series arc occurs in the same phase. Frequently, arc faults are

caused by damaged cables and electrical devices or bad electrical contact. If an arc

fault is maintained for a long duration, the energy produced by arc may lead to the

ignition of a fire accident. To protect again this phenomenon, arc fault detection

devices have been required in several electrical installations for about 20 years. The

United States and Canada required them to protect most residential outlets. In

Europe, the adoption is also starting, for example in Germany (2017) and United

Kingdom (2018) for some type of installation.

Many different arc fault detection devices can be found on the market, but none of

them can guarantee absolute protection. They are all susceptible to false positive or

false negative (fail to detect an arc fault or recognize a normal function as an arcing

condition). The parallel arc can be easy to be detected due to their effect on the level

of the line current, the series arc fault is much more complicated to handle. Until

now there is no solution which can guarantee to detect all the arc faults without

ever producing undesirable tripping. That’s the reason why series arc fault detection

is an active research topic. An accuracy of about 98-99 % can be observed in the

1



0.2. Contributions 2

state of art results, however, they are frequently only tested on several specific cases,

furthermore the small percentage of error can be problematical. We can imagine the

consequence of a protection device failed to trip or the trip every day for no reason.

The chaotic nature of the arc fault and the number of possible scenarios make the

conventional model become impractical and imprecise. With the rise of processing

power for the embedded system, internet of things and the promising results of

machine learning in many fields, several pieces of research for arc fault detection

methods based on machine learning can be found in the literature. We believe that

the machine learning-based algorithm can bring better performance for arc fault

detection.

0.2 Contributions

Motivated by the fact that we can achieve state-of-the-art result with machine

learning-based algorithms, in this thesis, we focus on solving the series arc fault

detection problem with different techniques. Several results have been presented in

our publications [1, 5]. The main contributions of the thesis are as follows:

• We proposed a method that allows choosing the optimal arc fault features for

the detection task. Also, the method permits to create a detection algorithm

based on multiples arc fault features.

• We showed that different deep learning-based techniques may provide decent

results for the series arc fault detection problem.

• We presented two methods to optimize the detection performance by taking

into account the time variable aspect of arc fault detection.

0.3 Outline of the thesis

The thesis consists of six chapters and organized as follows:

• Chapter 1 describes the arc fault detection problem and the different ap-

proaches to resolve it.
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• Chapter 2 presents a method to achieve multi-criteria arc fault detection based

on supervised feature selection. We show that by combining several arc fault

feature we can achieve better performance that can’t be reached by using only

one feature.

• Chapter 3 is dedicated to series arc fault detection based on deep learning with

the convolutional neural network and autoencoder. The results suggest that

this kind of architecture can be used for arc fault detection task. However,

the processing cost may discourage the implementation of these methods on

an embedded platform.

• Chapter 4 proposes two different approaches to deal with the variable time

aspect of the arc fault. Namely, sequential probability test and long short

term memory network.

• Chapter 5 is the conclusion that presents an example of an algorithm’s imple-

mentation on an embedded system and the perspective for future research.

December 12, 2019



Chapter 1

Problematic and approaches

1.1 Problematic

1.1.1 Arc fault

The standard IEC 62606 defines arc as a luminous discharge of electricity between

an insulating medium, usually accompanied by the partial volatilization of the elec-

trodes [6]. An arc fault is a dangerous unintentional parallel or series arc between

conductors. Examples of arc discharge can be found in Figure 1.1.

Figure 1.1: Example of arc fault

1.1.1.1 Parallel arc fault

There are two types of parallel (Figure 1.2) arc which may appear on the household

electrical network: line to line (L-N) and line to ground (L-G, N-G).

4
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Figure 1.2: Parallel arc fault

In general, the current level of a parallel arc fault is very high and depends on the

line characteristics. Thermal magnetic circuit breakers can protect the installation

again the first situation (line to line) which is similar to a short circuit. In the

case of the line to ground, a differential circuit breaker can also detect the default.

However, intermittently arc may have a random current value which is not always

be detected by two mentioned devices.

1.1.1.2 Series arc fault

A series arc occurs in one line (Figure 1.3), in the AC system the arc current and

arc voltage are varying with time.

Figure 1.3: Series arc fault

In the case of the series arc, the line current is strongly depended on the appli-
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ances which present on the network. This is the reason why series arc fault can only

be detected by specific protection devices such as AFDD or AFCI.

For the positive half cycle, when the voltage applied between two electrodes reaches

the breakdown threshold the discharge or electric arc starts. The arc voltage de-

creases and stabilizes to an almost constant value. Later, the supply voltage can

go lower than a threshold in which arc can no longer be maintained. After the

zero-crossing, the negative half cycle starts. When the voltage reaches the negative

breakdown threshold arc start again, the arc voltage will stabilize around a neg-

ative constant value. Then arc will disappear when the voltage becomes too low.

The phenomenon will reproduce in the same way for the next positive and negative

half-cycles as described in Figure 1.4.

Figure 1.4: AC arc fault evolution

During the arcing, these following features are frequently observed [21]:

• Broadband noise in the current or voltage waveform.

• Flat zero-current around the zero-crossing (due to extinguish and reappear of

arc).
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• Variation in time of current waveform (arc may drastically change the condi-

tion of the electrical network).

1.1.1.3 Causes the of arc fault

There are many possible causes of an arc fault, they are directly related to the state

of electrical installation. Among these, some common causes can be listed:

• Damaged cable (excessive use by bending or pulling, destroyed by animal, UV

radiation, temperature,...).

• Bad quality connector.

• Lose connection at terminal.

Figure 1.5: Common causes of arc fault

The Figure 1.5 presents some possible situations which lead to arc fault.

1.1.2 Standard requirement for arc fault detection product

AFCI (Arc Fault Circuit Interrupter) and AFDD (Arc Fault Detection Device) have

been commercialized in the USA, Canada, and Europe. In the USA the standard

UL1699 defines the requirement for an AFCI product and IEC62606 for AFDD in

Europe [6,7]. There are many points common between the two standards (required
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appliances, test configurations,etc.). In this study, we will focus on the standard IEC

62606. The standard demands that the protection device should detect arc fault in

several conditions and configurations within a fixed time. Besides, a protection

device should also answer for a number of unwanted trip tests.

1.1.2.1 Loads and configuration

According to the Europe standard, an AFDD should be able to function with at

least these following loads:

• Vacuum cleaner rated at 5A to 7A.

• Electronic switching mode power supply with at least 2.5A load current.

• Air compressor with peak current about 65A.

• Electronic lamp dimmer 600W.

• Two 40W fluorescent lamp and additional 5A resistive load.

• 12V halogen lamps powered with electronic transformer and 5A additional

resistive load.

• Electric hand tool such as driller with minimum 600W.

• Resistive load with multiple load currents.

AFDD should detect arc fault and do not make any unwanted trip in normal

situations with the mentioned loads in these following configuration (Figure 1.6):
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Figure 1.6: Required configurations for AFDD. R: Resistive load; M: Masking load;

Masking loads are mentioned in the previous paragraph. The AC source (230V-50

Hz) generated in accordance with the standard for distribution networks in Europe.

1: With arc fault; 2: Normal.

1.1.2.2 Disturbances

AFFDs should function when these following disturbances appear:

• Voltage amplitude variations.

• Voltage unbalance.

• Power frequency variations.

• Magnetic fields.

• Current oscillatory transients.

Some detailed tests for Electromagnetic compatibility (EMC) such as: conducted

sine-wave form voltages or currents, fast transients, conducted common mode dis-

turbances in the frequency range lower than 150 kHz, etc. are also mentioned in the

standard.
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1.1.2.3 Tripping time

For AFDD in Europe, the detection time is related to the current RMS (root mean

squared). AFDD should trip within limited time which are described in Table 1.1

and 1.2.

Current (RMS) 2.5A 5A 10A 16A 32A

Response time 1s 0.5s 0.25s 0.15s 0.12s

Table 1.1: Detection time for series arc.

Test arc current (RMS) 75A 100A 150A 200A 300A 500A

N 12 10 8 8 8 8

N is the number of half cycles at the rated frequency (50 Hz) within 0.5s

Table 1.2: Detection time for parallel arc.

These indicated time values were estimated according to the necessary energy to

start a fire incident.

1.1.3 Arc fault generation

There are two possibles ways to generate the series arcing fault which are mentioned

in the standard.

1.1.3.1 Carbonized cable

The first way consists of generating an arc fault with a cable specimen. The cable

specimen is a cable with two parallel conductors. It should be conditioned to create a

carbonized path between the two cable conductors. To achieve that, we can connect

the cable to a circuit that provides an open circuit voltage of at least 7 kV and

30mA short circuit current. The needed time to carbonize the cable is about 10

seconds. If the cable is properly prepared, it must be able to handle a 100W/230V

load. The evolution of cable specimens can be found in Figure 1.7.
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Figure 1.7: Example of cable specimen and its evolution. a: Specimen cable with

slit; b: Start carbonized; c: Completed carbonized and ready for generate arc fault;

d: Burned cable.

To increase the variety of data, two types of household cables (solid-core wire

and stranded core) have been used to simulate the arcing condition. We have also

mixed different cables (Figure 1.8) to simulate the fault.

Figure 1.8: Example of carbonized cables

Figure 1.9 shows the workbench to create the carbonized cable.
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Figure 1.9: Carbonized workbench, a: Overview; b: Different applied voltages.

Figure 1.10 presents the current, voltage and arc voltage of arc fault signal

generated with a cable specimen.

Figure 1.10: Example of arc fault signal generated with carbonized cable.

1.1.3.2 Open contacts

The second way to generate arc fault consists in using a stationary electrode and

a moving electrode (Figure 1.11). One electrode should be a carbon-graphite rod

and the other should be a copper rod. With an appropriate distance between two

electrodes, we can generate a consistence arc fault.
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Figure 1.11: Open contact arc generator. a: Diagram; b: Electrodes; c: Used

platform.

1.1.3.3 Parallel arc generation

To generate a parallel arc fault, a steel blade can be used. This steel blade can be

attached to a lever arm to keep a cutting angle which permits to produce arcing

conditions. The blade needs to be well-positioned that solid contact can be made

with one conductor and arcing contact with the second conductor. The conductor

cable should be used only one time. The arc current can be adjusted with the

impedance Z (Figure 1.12).

December 12, 2019



1.1. Problematic 14

Figure 1.12: Test circuit for parallel arc. a: Diagram; b: Test configuration; c: Used

platform.

1.1.4 Literature detection method

1.1.4.1 Physic model based

Because the arcing fault can produce an important amount of heat and ignite a fire,

many research papers for arc fault detection have been published. The first possible

approach consists of using the conventional arc model based on physics parameters

such as current, voltage, distance, etc. We can find several arc model in the lecture:

Mayr model [8],Cassie model [9],Habedank [10].

For example Cassie arc model represents the AC arc by the following equation:

1

g

dg

dt
=

1

τ
(
u2

U2
0

− 1) (1.1.1)

Where g is the conductance of the arc, τ is the arc time constant, u is arc voltage

and U0 is constant of arc voltage.

The other mentioned models are also similar to Cassie’s model which require several

specifics parameters to establish a detection method. In practice, it’s very hard to
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determinate all necessary parameters in every installation. Besides, this approach

can not take into account the randomness variation of an arc fault condition in

time. Due to these reasons, this approach is rarely used in recent arc fault detection

research.

1.1.4.2 Features based detection

The second possible approach is the detection based on arc fault feature. This

approach shows great success in the literature and implemented the commercial

product (Figure 1.13). However, as we will see in the paragraph 1.2.1.1, none of

these methods guarantees the perfect discrimination, they are all susceptible to false

negative or false positive (indicate no presence of an arcing fault, when in reality it is

present or recognize a normal functioning as an arcing condition). This phenomenon

can be explained by the evidence that all methods are based on some features of

an arc fault, these features can be shared with load and network conditions such as

noisy loads, plug-in or unplug appliances, change of functioning mode an appliance

on network, etc.

Figure 1.13: Example of commercial AFDD.

In general, an arc fault detection algorithm can be divided into three main parts:

December 12, 2019



1.1. Problematic 16

measurement - feature extraction, the classification between normal and abnormal

situation and decision (Figure 1.14).

Figure 1.14: Arc fault detection algorithm.

Frequently, the current or voltage of an electrical network will be monitored and

then the feature extraction step helps to find arc fault feature (AFF) from the ac-

quired signal. To achieve a good performance at detection, appropriate AFFs are

mandatory.

Few detection algorithms have a direct feature extraction part such as fractal, cur-

rent integral, current variation [11, 13] thus AFF can be inferred without any ad-

ditional step. In the other detection method, the feature extraction part can be

divided into two sub-parts: transformation and descriptors (Figure 1.15).

Figure 1.15: Arc fault feature extraction.

Several transformations have been used on arc fault detection field such as:
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Fourier transform [14, 15] [47], Wavelet transform [14] [16, 17], filtering [15] [46]

[49] [50], correlation [18]. Similarly, a number of descriptors can be listed: variation

of sub-spectrum energy between two adjacent power cycles as a descriptor for dis-

crete Fourier transform (DFT) [14] ,harmonic ratio - DFT [19], mean value of the

differences [20]between on low-frequency spectra of the current, measured in two

subsequent observations with chirp zeta transform [21], eigenvalue – Kalman filter-

ing [22]. The classification part can be simple such as a fixed threshold for AFFs [23],

or more complicated such as an artificial neural network (ANN) [14] [24,25], Support

vector machine (SVM) [11] [26]. The counting technique or fuzzy logic are used as

the decision strategy part [21] [27, 28] [44] [49]. The Figure 1.16 shows an example

of the current waveform and arc fault feature.

Figure 1.16: Example of current waveform and arc fault feature.

The main difficulty of series arc fault detection is discriminating between arcing

and normal situations for all kinds of loads. The current waveform may vary in

many different ways depending on the network’s conditions and plugging appliances

(Figure 1.17).
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Figure 1.17: Example of current waveform with different loads. a: Vacuum cleaner;

b: Arcing vacuum cleaner; c: Resistive load; d: Arcing resistive load; e: Heat gun;

f: Arcing heat gun; g: Resistive load and air compressor; h: Resistive load and

arcing air compressor (configuration C); i: Air compressor and arcing resistive load

(configuration D).

In general, to detect a dangerous arcing condition one or more AFF can be

used [13] [20]. The most used AFFs are current zero-crossing, broadband noise,

randomness of current variation [18] [29, 30] [48]. However, these features can also

be found in a normal functioning network. For example, a vacuum cleaner may pro-

duce a lot of arc features at zero-crossings. The randomness of current variation can

also be mimicked by changing the functioning mode of an appliance, power on-off

an appliance in a short time. Also, broadband noise may be generated by electro-

magnetic interference or noisy load. Due to this problem, every detection algorithm
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proposes a threshold for discriminate between dangerous arcing and normal situa-

tion, in other words, a compromise between unwanted trip (false negative) and fail

to detect arc fault (false positive). They have different consequences, an unwanted

trip may drive to lost working time, disabled service. A fail to detect arc fault is

more problematical, and it may lead to a loss in equipment, even life. Therefore

these errors should be minimized as much as possible. It can be seen that an AFF

may give a better detection performance than another AFF in some situations and

vice versa for the rest [31].

1.2 Literature approaches

Arc fault detection problem can be considered as a time series classification with

two classes: arcing and normal. The time series corresponds to the acquisition of

either current or voltage over a defined duration. Besides, the time series is either

fixed or variable. Indeed, at the low current level, the system can afford to take

more time to confirm the fault than at a high current level (Figure1.18). At the low

current level, up to 1 second of the signal can be used as input and lower to 0.12

second when the current level goes up.

Figure 1.18: Fixed and variable time arc fault detection.
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1.2.1 Fixed length input

The first and most popular approach consists of using fixed length series for the

detection of an arc fault. The size of the windows shouldn’t be higher than 6 periods

in the case of European installation (120 ms is the shortest detection time). We can

list several detection methods which use fixed-length signal as input: [11] [45] [51].

This approach has the advantage of being easy to craft input features and design

classifiers. Taking into account these advantages, at first, we invested time in the

development of a detection method that relies on elaborated input features and

classifiers.

1.2.1.1 Multi criteria arc fault detection

Table 1.3 presents several detection methods that exploit different characteristics.

The last 2 columns present for the most problematic case the accuracy obtained.

Feature type
Method

Direct feature Transform

Lowest

prediction

accuracy

Problematical

loads

Sparse representation

and neural network [25]

250 sparse

coefficients

from every current

half cycles

- 88% Computer

Chirp

Zeta Transform and

current difference [21]

The mean value of the

difference

between two

subsequent

observation windows

CZT transform 96.7%
Electrical

drill

Fractal theory

and SVM [11]

Box-Counting

dimension

and Information

dimension

- 98%

Micro-oven

and

induction

cooker

Autoregressive

Bispectrum Analysis [26]
-

Two-dimensional

Fourier transform

of third-order

cumulants

97%
Vacuum

cleaner

High-frequency energy

and current variation [12]

Current integral of

one period

Short-time

Fourier transform
96%

Electrical

drill

Table 1.3: Representative methods and corresponding accuracies.

In the case of simple loads such as resistive or inductive, the prediction accuracy
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of some methods can reach 100%. Even with nonlinear loads (computer, electrical

drill...) where the detection task becomes more complicated, some algorithms still

stay with accuracy very close to 100%. Each method struggles only with one or

several types of load. Therefore, the multi-criteria approach may lead to state-of-

the-art results if all available methods can be correctly combined. The idea about

using more than one AFF to increase detection performance has been mentioned in

some publications and patents: verifying the presence of different AFFs [20], using

the time characteristics together with the analysis of frequency [13]. However, some

very important elements for multi AFFs detection are still missing: the choice of

AFFs which should be used together, the combination algorithm to make an efficient

detection algorithm from chosen AFFs.

1.2.1.2 Deep-learning

With the rise of deep learning, more approaches to classify time series have been

presented. Generally, these approaches tend to replace all or a part of the feature

extraction step with the deep learning. They aim to combine the feature learn-

ing process while tuning the discriminate classifier; therefore, they reduce the need

for feature engineering and domain-specific knowledge. Among these different tech-

niques, auto-encoders, convolutional neural network (CNN), and echo state networks

are most commonly used.

For example, Guifang Liu and al. used Fourier transform and stacked auto-encoders

as feature extraction to analyze gearbox fault [52]. Or Mohendra Roy et al. proposed

a method to detect anomaly in condition monitoring based on stacked auto-encoders

as feature extraction and an on-line sequential extreme learning machine network

as classifier [53].

Ma Q et al.; Bianchi et al.; Aswolinskiy et al. used echo state networks to classify

time series [54,56]. Z.Wang and W.Yan; C.Liu et al.; G.Devineau; Le Guennec A et

al. proposed classification methods based on some variation of CNNs [57, 60]. The

results in classification accuracy for time series with deep learning are sometimes

better than classical methods [61]. In some related research fields such as computer

vision, big data only deep learning-based method can achieve the state of the art
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performance.

Besides, we start to find on the literature detection method which does not depend

on classical engineered features (features are automatically learned from data) [25].

Motivated by the fact that deep learning may bring performance, we decided to

experiment with these techniques for the arc fault detection task.

1.2.2 Variable time arc fault detection

In the household network, there is no need to detect immediately when an arcing

situation is just starting. Recognize the arc fault before any severe damage on

the system and limited false alarms are more important. Logically, the more time

waiting, the more information can be acquired, therefore lead to a better decision.

Several methods can be used for classifying variables length time series for arc fault

detection. The two most used approaches are: lengthy independent features such as

frequency or time-frequency domain and predefined time windows for analysis then

combine with statistic methods. For example, Yu-Wei Liu et al. used one power

cycle as the time window, the analysis of 30 power cycles and the counting method

to detect series arc fault [14]. Or Artale et al. developed a detection algorithm based

on frequency analysis that employed with different sizes of observation windows to

adapt with the current RMS [21]. Edwin et al. presented a method that detects

arc with various response time (20-200ms), the response time depends on the type

of load [49].

Besides that, dynamic time warping has been widely used for the classification in

other domains [62, 69]. However, in this application, the length of the input series

can be greatly varied and the main pattern of input current waveform is repeated

between period so it’s not practiced to adapt input signals to achieve the same

length. Another solution is proposed in the article [61]. It consists of using a

recurrent neural network. For example, the RNN is used to detect the fault node

in wireless sensor network [70]. Or Arnaz Malhi et al. used RNN to predict the

machine health status [71]. In this thesis, we present two variable time arc fault

detection methods. The first method is based on predefined time observation and

statistic analysis of multiple observations. The second method used long short-term
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memory neural network.

1.2.2.1 Predefined time windows statistic methods

For arc fault detection, one or multiple power cycles are widely used as analysis

window because the current waveform is repeated after each cycle. It’s easier to

look into the variation of the current signal when choosing a short analysis window.

On the other hand, longer analysis windows may give better frequency resolution.

The statistic method may be applied to the results obtained by multiple windows

analysis and it helps to make a better decision. For ac fault detection, we can find

these following common counting techniques:

• Successive event based (arc fault confirmed if k successive abnormal events

appeared) - Figure 1.19a.

• Simple counter (arc fault confirmed if k abnormal events occurred over n anal-

ysis windows) - Figure 1.19b.

• Counter with indicator point-based (arc fault confirmed if k abnormal events

appeared, it takes into account the order of event- for example, decay faster

than it accumulates or opposite) - Figure 1.19c.

Figure 1.19: Common counting techniques for arc fault detection.
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These techniques are widely used because frequently the ”isolated” false output

can be noticed when using only one window of analysis [21] [49]. However, the choice

of counter parameters is always empirically based and aim to fix several considered

samples. There is no evidence that the given counting technique has been optimized

in terms of information wise nor detection performance. To address this problem we

developed a decision method based on a sequential probability ratio test (SPRT) [72]

and current RMS. SPRT enables to conclude with a minimum amount of data.

The number of analysis windows required can be defined as a random variable- n.

The boundary of the decision depends on the expected value of n called average

sample (ASN) number. Compared to the corresponding best-fixed sample size test

(e.g counting techniques 1& 2) under the same condition of precision the ASN of

SPRT is lower. However, ASN of SPRT can become very large in the case of small

probabilities error [73] and we have a time constraint to decide in the case of an arc

fault. To avoid this problem we applied truncated SPRT with an adapted maximum

sample size. This method also helps us to efficiently control the ratio of false alarm

and non detected arcing events. More information about our SPRT based method

can be found on Chapter 4.

1.2.2.2 Long short term memory arc fault detection

Recurrent neural network (RNN) is suitable for resolve the classification problem of

variable length series with multiple segments. Because the temporal relation of the

input signal can be well processed with the internal memory of the network. They

are widely used in the field where variable input length is dominant such as speech

recognition and handwriting recognition [74,77]. Long short term memory (LSTM)

is a type of RNN that has a better capacity of learning long term dependencies than

classical RNN. For arc fault detection, LSTM can learn to exploit the variation of

current in long duration and the dependencies between multiple windows analysis.

The detail of the developed method and its performance is presented on Chapter 4.
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1.3 Conclusion

In this chapter, we have presented the problematic of arc fault detection in domestic

electrical networks. In addition, we saw the requirements of the standard for arc fault

detection products and the way we conducted our experiments. We also introduced

the basic elements for the detection task and the state of the art. In general, the most

detection efficient methods in the literature are based on current waveform analysis.

We investigated further in this direction with machine learning-based approaches.
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Chapter 2

Multi Criteria Series Arc Fault

Detection

2.1 General description

The orientation proposed below consists of carrying out a multi-criteria detection

of arc faults and our research aims to take advantage of the many characteristics

of arc faults (AFF) to create the most efficient detection algorithm. The proposed

method consists of two main steps: building a pool of arc fault features, selecting

the relevant features and then using them together in an efficient way (Figure 2.1).
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Figure 2.1: Multi AFFs detection methodology.

Step 1.Arc fault feature pool construction:

• Transform and descriptor selection:

For AFFs which have separate transforms and descriptors, the wrapper selec-

tion method is applied in order to guarantee the best set of descriptors for

a given transformation. The selection is based on a classification algorithm,

which may be any machine learning technique such as an artificial neural net-

work, a support vector machine, etc. Prediction mean squared error is used as

the criterion for evaluating the chosen classification method. This is the most

commonly used cost function for evaluating classification machine learning-

based techniques [32].

• Direct feature extraction:

Some AFFs can be obtained by the direct feature extraction method [11, 12].

The only information required before adding them into the AFF pool is their

respective accuracy in the detection task. Each AFF should be evaluated
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using the chosen classification algorithm at the descriptor selection stage to

determine the information required.

Step 2.Arc fault feature combination:

The second step consists in ranking all AFFs, removing the irrelevant ones and

keeping only those performing well. The combined arc fault feature (CAFF) is

then made by combining the best AFF with the other AFFs which have passed the

ranking stage. The euclidean distance on feature space has been used as the criterion

for selecting which AFF should be combined with the best performing AFF. To be

more precise, the ratios of the distance between the false positive (FP) and the false

negative (FN) elements and the correct classified elements of the best performing

AFF after concatenation were evaluated. The CAFF was considered the best if it

had the highest ratio of distance. In the end, the CAFF was used as input for arc

fault recognition.

2.2 Descriptor selection

In order to build an efficient detection algorithm from many arc fault features, we

need to collect as much as AFF possible. There are many AFFs have been presented

in different papers, some of them are a direct feature, therefore, they can be reused

without any additional step. On the other hand, for AFFs which are composed of

transform and descriptor need to be reconsidered. Because for a given transform,

many possible descriptors can be used.

For example, Artale et al. used chirp zeta as transform (CZT), the mean value of

the differences between the two low-frequency spectra of the current measured in

two subsequent observation windows and differences between the maximum values

of spectra in specified frequency intervals as descriptors [21]. Hadziefendic et al

presented an algorithm that uses Fourier transform (FT) and the fifth current har-

monic as descriptor [19]. These descriptors are interchangeable between different

transforms. The fifth current harmonic may also worth to use with CZT and the

other descriptors with FT.

Descriptors are often chosen based on the observation of experimented data. In
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the literature, frequently the descriptor set is chosen with the help of a relatively

small number of appliances, generally less than 10 appliances [11] [18] [21] [23] [31].

Consequently, the performance of the descriptor set can be only warranted for the

correspond experimentation. To go further, the arc fault detection method should

be able to work on many different installations. So to obtain the desired AFF, the

step to determine the optimal set of the descriptor is very important. Note that the

optimal descriptor set will be strictly related to the transform.

If only a few descriptors from all available descriptors are used, a lot of infor-

mation provided by the transform will be wasted. On the other hand, using a

large number of descriptors has its shortcomings. It requires sophisticated detec-

tion rules which are hard to achieve by the classical heuristic method (observation

and multi-thresholds). Detection rule based on machine learning can simplify the

task, however, too many descriptors may induce loss of generalization and overfit-

ting problems due to noise and redundancy [33]. Therefore only an optimal number

of descriptors should be used.

2.2.1 Feature selection overview

The problem of finding an optimal subset of feature, variable or descriptor is very

common. The field of research to resolve this problem is called feature selection.

Recently, the rise of computation power and the ease of access to data give the

possibility to improve model accuracy. The analyses of high-dimension data become

much more popular and the results with the model with high-dimension data are

very promising in different fields: medical, speech recognition, object recognition,etc.

The descriptor selection problem can be formulated as:

Consider a subset of descriptor (d1, ...dn) and a criterion function C, scores the

quality of feature subsets. We are looking for the optimal descriptor subset which

satisfies certain conditions for example: find the subset that maximizes the criterion

value or finds the smallest subset of features satisfies a given performance.

The selection method can be divided into three categories: supervised, unsu-

pervised and semi-supervised. In this thesis, we will focus on supervised feature

selection because labels for data are always available (we can always know which
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situation of network, with and without arc on the training phase). The supervised

feature selection method can be categorized into the filter method, wrapper method,

and embedded method. The filter method (Figure 2.2) separates descriptor selection

from classifier. It relies on the measurement of the general characteristics from data

such as distance, dependence, mutual information, Pearson correlation [79]. The fil-

ter method is very useful for high-dimensional problems due to its low computation

cost. However, the selected subset does not guarantee the best performance possible

for a classifier.

Figure 2.2: Filter method.

The wrapper selection works by generating candidate subsets from all available

descriptors then evaluates each subset with a classification algorithm. It uses di-

rectly the accuracy of the classifier to determine the desired subset (Figure 2.3).

The optimal subset is only guaranteed for the selected classification method. The

wrapper method requires a lot more computation compares to the filter method.

The wrapper method may be prone to the over-fitting problem but classifiers de-

signed with wrapper selection can achieve better performance than filter methods.

Several popular strategies to generate subset can be listed such as: exhaustive search

(brute force [35], branch and bound), heuristic (hill-climbing, best-first search) [36]

meta-heuristic (genetic algorithm, particle swarm) [37, 38]. Each method has its

own inconvenient and advantage. In comparison to the other methods, the exhaus-

tive search method guarantees the best subset of descriptors will be found. The

inconvenient of exhaustive search isthe computational cost which may increase ex-
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ponentially with the number of descriptors. For example, if n descriptors need to be

considered, the traditional exhaustive search method has to examine
∑n

k=1
n!

k!(n−k)!

possible combinations before obtaining the optimal subset.

Figure 2.3: Wrapped method.

The embedded method is a hybrid of wrapper and filter method, it uses both

statistical analysis and model fitting with classification algorithm [32, 33]. Similar

to the wrapper method the selected subset is only optimized for a classification

algorithm (Figure 2.4). The embedded method introduces additional constraints

to optimize the classifier. Some algorithms can be listed such as LASSO, Concave

minimization, l1 -support vector machine [43].

Figure 2.4: Embedded method.

2.2.2 Arc fault descriptor selection

For the case of descriptors selection for a given transform, the wrapper method is

the most appropriate because it measures the usefulness of the descriptor. This
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property of the wrapper method is very important because a descriptor that isn’t

efficient by itself can provide a significant performance improvement when taken with

other descriptor [33, 34]. The number of descriptors considered for each transform

is always less than twenty for arc fault detection field, therefore, the computation

cost and the risk of over-fitting can be ignored.

Let S denote a set of n (n ∈ N) measurements which can be divided into two

subset: training data Sn1 with n1 samples and testing data Sn2 with n2 samples.

Each sample contains a discrete-time sequence {x} of current measured and the

associated label L: L = 1 in case of arc fault

L = 0 otherwise

We are looking for an optimized set of descriptors for a given transform TF . The

result obtained after a transformation can be noted as a discrete series:

{y} with {x} TF→ {y}

For the transform under evaluation k descriptor d( di : {y} → R ) can be used:

d1, d2...dk : {y} → {zk} ; (zk ∈ Rk, {zk} := z1, z2...zk)

For a given subset {zi} ⊆ {zk} a supervised classification algorithm can be de-

ployed with the training data set to discriminate between an arc and no arc samples.

Many classification algorithms can be used to do this task such as Logistic regres-

sion, support vector machine, artificial neural network, decision tree, naive Bayes

classifier. Let C denoted the trained classifier with the subset, we can defined the

prediction label of any sample {x} on test set as LP (LP ∈ R ), C : {zi} → LP . We

can use the mean square error as the objective function to evaluate the performance

of the subset zi:

MSE({zi}) =
1

n2

n2∑
m=1

(Lm − LPm)2 (2.2.1a)

The descriptor selection problem now can be described as finding the subset {zopt}

minimize the mean square error :

{zopt} ⊆ {zk} ,MSE({zopt}) ≤MSE({zi})∀ {zi} ⊆ zk

The Figure 2.5 describes the descriptor selection step for n given transforms:
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Figure 2.5: Wrapper method for descriptor selection.

One simple solution for obtaining the desired result consists of evaluating every

possible subset of {zk} (brute force search). However, this solution has the highest

computational cost and many unnecessary subsets would be evaluated. For example,

if one of the most relevant descriptors is removed, the classification performance is

affected. It is no use evaluating all the subsets without this relevant descriptor. In

order to avoid this problem, the search solution, the branch and bound elimination

algorithm, can be deployed. First the MSE({zk}) will be calculated, the bound

value θ = MSE({zk}) is set to the child nodes (subset derived from {zk}) on

the first level of depth. On this level, all descriptors will be removed one by one

from z1 to zk and the corresponding subset: {zk1} , ... {zkk}with {zki} \ {zk} = zi

is evaluated. zi can be defined as significant descriptor if MSE({zi}) ≥ θ or less-

significant descriptor if MSE({zi}) < θ. After this first level, either depth-first

search or breadth-first search algorithms [39] can be used. Figure 2.6 shows the

principle of two search algorithms.
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Figure 2.6: Depth-first and Breadth-first search.

The depth-first search algorithm gives priority to investigating on a branch before

backtracking, and the breadth-first search to exploring neighbor nodes first before

going deeper. If the number of descriptors is too high the breadth-first algorithm

may help to limit the calculation time by fixing a depth level. Conversely, if a

performance has been defined, the depth-first algorithm may converge faster to the

optimal solution with the lowest number of descriptors. In this thesis, the depth-

first has been chosen. The child nodes are created by removing one less-significant

descriptor from the parent nodes. This newly created child node must be different

from any node on the left to avoid any unnecessary computation. The upper bound

for the any child node can be defined as follows: θchild = MSE({zparent}) where

{zparent} is the subset which generates the child node. For a given transform TF

the selection algorithm stops when every node has been evaluated. As a result both

optimal subsets of descriptor {zopt} and MSE({zopt})are determined.

Figure 2.7: Example of Depth-first search

Figure 2.7 shows an example using a depth-first search with branch and bound
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elimination for descriptor selection. The MSE should be minimized. The descriptor

subset was evaluated from S1 to S9. After the first depth level evaluation, in step

5 (S5), descriptor 4 (d4) is considered as a significant descriptor and therefore all

subsets without d4 are not evaluated. Red nodes violate the upper bound (MSE

of parent node), therefore no more child nodes are generated from these nodes.

Therefore subset (d3, d4) is the optimal subset in this example.

Pseudo code for descriptor subset selection based on backward elimination is as

following:

Descriptor set {zk} := z1 , z2 ,. . . zk

MSE({zk}) = Compute (MSE of classifier trained from {zk})

Global variable min MSE = MSE({zk}) , best set = {zk}

List of evaluated descriptor set : EVA list

List of MSE value corresponds for each removed descriptor : MSE list

List of less significant descriptor : LSD list

for each zi of {zk}

{zki} = remove zi from {zk}

MSE({zki}) = Compute (MSE of classifier trained from {zki})

MSE list[i] = MSE({zki})

if MSE({zki}) < min MSE

LSD list = LSD list append zi

end if

end for

for each zi of LSD list

{zn} = remove zi from {zk}

B ELI ( {zn} , MSE list[i ] )

end for

end of program

Function B ELI is

Input: Descriptor set {zn} and MSE

for each zi of LSD list
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{zni} = remove zi from {zn}

if {zni} ∈ EVA list

continue

end if

EVA list = EVA list append {zni}

MSE({zni}) = Compute (MSE of classifier trained from {zni})

if MSE({zni}) < MSE

if MSE({zni}) < min MSE

min MSE = , MSE({zni})

best set = {zni}

end if

B ELI ( {zni} , MSE({zni}) )

end if

end for

return

2.3 Multi criteria arc fault detection

The idea behind multi-criteria arc fault detection is: if one AFF is sensitive with

certain types of load and other is not, we can combine several AFFs to make a better

detection system. The more AFF used, the more chance to find the separation

between arcing and normal situation but it’s also harder to find this separation.

2.3.1 Binary classification

The problem of arc fault detection is a binary classification problem. As mentioned

before we are looking for a classifier C : {zi} → LP . If we add a threshold ThS∈ R

which helps to discriminate between an arc and normal situation.if LP > ThS : Arc fault

if LP < ThS : Normal
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For a sample with associated label L there will be four possibilities which can be

represented in a confusion matrix (Figure 2.8):

Figure 2.8: Confusion matrix

In the first case, the given sample has been correctly classified. The given sample

is conventionally called a true positive element (the term true stays for the element

has been correctly classified and positive term shows that the event we want to

detect occurs). In the second case, C misclassifies the considered sample as normal,

so a false negative. Similarly for the false positives and true negatives cases.

2.3.2 Feature combination

The problem of feature combination that we address in this thesis can be defined

as:

Given the training set Sn1 : ({xi} , Li)i=1,....,n1
of n1 samples and the associated la-

bel L ∈ {0, 1}. With many arc fault features AFF1, ..., AFFm,AFFi : {x} →

Rk where k denotes the dimension of the given arc fault feature . The feature com-

bination problem consists of finding an appropriate classification C : {Sn1} → {0, 1}

from the training set and arc fault features set.

There are many methods to combine features, the most classical method con-

sists of concatenating different feature vectors into a single vector and then train the

classifier with the concatenated vector [78]. Another way to combine many features

consists of adding one more dimensional reduction method such as principal com-
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ponent analysis or linear discriminant analysis on the concatenated vector before

start the training phase. It is also worth to mention the combination method which

creates many separated classifiers. Each classifier is trained with only one feature

and then combining many classifiers through integration technics such as majority

voting, decision tree, etc.

In the arc fault detection field, many AFFs can be used. The first and second combi-

nation methods may create a very long vector thus lead to complicated training and

high risk of low performance and over-fitting. In addition, the provided features may

be redundant or irrelevant which decreases furthermore the efficiency of methods.

The last method uses each feature independently at training phase consequently the

relation between different features is not taken into account.

A solution to avoid using too long input vector and take advantage of rela-

tionships between multiple features in the training phase consist of concatenating

a limited number of features and then training the classier with the concatenated

vector. This solution comes with the cost of computation because we need to train

a number of possible combinations of features before achieving the optimal feature

set. In practice, along with classification performance, the available data, the com-

plexity of classification algorithm and training time are the main parameters should

be taken into account.

Taking these parameters into account, a suitable combination method has been de-

veloped. The combination method consists of 3 steps: the ranking step on every

available AFFs, the distance evaluation of different generated concatenated arc fault

features (CAFFs) and the classification step which uses the CAFFs with the highest

ratio of distance. The ranking step helps to find the most relevant arc fault feature

AFF1 and to remove the irrelevant (poor detection performance)AFFs. Consider

AFF1 with the lowest MSE(MSE({AFF1}) ≤MSE({AFFi}) ∀i 6= 1,AFFi ⊆ P ).

If MSE({AFF1}) is higher than the desired error (noted d mse), a solution

for obtaining the performance we want might be to combine AFF1 with the other

AFFs. The concatenation method for combining features can be used. For example

in the case of two AFFs, from AFF1 =: z1, z2, ...zi and AFF2 =: zj, zj+2, ...zj+k

concatenated feature {CAFF} =:: z1, z2, ......zi,j , zj+2, zj+k can be formed.

December 12, 2019



2.3. Multi criteria arc fault detection 39

By using the result from AFF1 and its trained classifier, the data set Sn1can be

divided into four groups: TPAFF1 , FPAFF1 , TNAFF1and FNAFF1 . TP, FP, FN, and

TN stand for true positive, false positive, false negative and true negative groups.

The calculated label LP is a real number between 0 and 1, thus a threshold ThS

is needed to define these groups. Since the sensitivity and specificity (proportion of

false positives and false negatives) of the model are not of concern for the moment,

the threshold Ths can be fixed at 0.5 (which is analog to the balanced value).

Since AFF1 is insufficient to completely resolve the detection problem, the four

groups TPAFF1 , FPAFF1 , TNAFF1 and FNAFF1 cannot be easily distinguished. The

groups FPAFF1and FNAFF1 always overlap with groups TNAFF1and TPAFF1 . If any

other AFF is more efficient than AFF1 for sensitive elements (FPAFF1or FNAFF1),

this AFF may help to better separate the groups FPAFF1 , FNAFF1 from TPAFF1

and TNAFF1 . As the distance between these groups and their distribution on feature

space are related to prediction performance [40], higher detection performance can

be expected after this combination. An illustration of group distribution on CAFF

feature space is shown in Figure 2.9.
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Figure 2.9: Illustrative of group distribution when CAFF provides a better discrim-

ination than AFF.

If it is assumed that the group TPAFF1 has k elements, the centroid of this group

after concatenation (CAFF feature space) can be determined with the following

relation (Equation 2.3.2):

Centroid(TPAFF1) =
TP 1

AFF1
+ TP 2

AFF1
+ ...+ TP k

AFF1

k
(2.3.2)

The centroids of the other groups can be determined with the same formula. Let

~u,~v ∈ Rn be the centroids of group TPAFF1 and TNAFF1 , the inter-group distance

d1 between TPAFF1 and TNAFF1 can be calculated (Equation 2.3.3):

d1 =

√
(u1 − v1)2 + (u2 − v2)2 + ... (un − vn)2 (2.3.3)

Similarly for the other inter-group distances:

d2 : distance (TPAFF1 , FPAFF1); d3 : distance (TNAFF1 , FNAFF1)

The most efficient CAFF is that which has the best separation between groups

(TPAFF1 , FPAFF1) and (TNAFF1 , FNAFF1) . In other words, the one with highest
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sum of ratio distances:
d2 + d3

d1

The higher the inter-group distances d2, d3 is, the better separation we can expect.

However, it is also important to take into consideration the dimensions of different

CAFFs feature space and it is for this reason that distance d1 has been used as a

normalized coefficient. The next step consists in discriminating between arc fault

and non-arc situations with the help of a classification method and the most efficient

CAFF (created from AFF1 and another AFF).

If the mse of CAFF is still higher than the desired mse, the number of AFFs used for

combination should be increased. More specifically, after each stage of evaluation,

if the desired performance is still out of reach, the number of complementary AFFs

is increased by one. The algorithm stops when the desired error has been achieved

or all possible CAFFs have been examined. In the second case, the pool of arc fault

features should be revised (add new transforms and use more suitable descriptors).

Figure 2.10 describes the combination method in detail.
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Figure 2.10: Arc fault feature combination based on inter-group Euclidean distance.

L mse is the lowest mse up to the current stage; R CAFF is the best CAFF that

can be achieved up to the current stage; i: The number of complementary AFFs

used for combination at the current stage; n: The number of complementary AFFs

available.

In the beginning, i is equal to 1 (stage 1). Every possible CAFF( AFF1 concate-

nate with another AFF) is evaluated. The highest distance CAFF is used to train

a classifier and then the classifier’s performance is compared to the desired mse.

If the current CAFF satisfies the condition, the combination algorithm reaches its

end. Otherwise, CAFF will be noted as R CAFF and its mse as l mse. The variable

i will be incremented by 1 (stage 2) and every CAFF (concatenated from AFF1

and two other AFFs) is evaluated. The process is repeated until a satisfied CAFF

has been found or i equals n. In the second scenario, R CAFF is the most efficient

CAFF and l mse is the lowest error that can be achieved. In comparison to the

wrapper selection method used in the descriptor selection, the distance evaluation

method greatly reduces the computation cost because there is only one classifier

which requires training at each stage. The computation of ratio distance is negligi-
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ble compared to the cost of the training classifier. If the AFF pool has n elements, in

the worst-case scenario the wrapper method needs to train
∑n

k=1
n!

k!(n−k)!
classifiers

while the distance evaluation method requires to train only n classifiers.

2.4 Experimentation result

This section describes in detail how the method presented in this work has been

applied. The results obtained can be found at the end of the section.

2.4.1 Arc fault detection database

A database is essential for the proposed method and the construction of the database

is very important as it directly affects how efficient the obtained detection method

can be. The number of appliances, combinations, and disturbances presented in an

electrical network are very large and it is impractical to build a universal database

that covers all possible situations. There is no need to make a universal detection

method for all installations and it is always possible to construct a useful database

for any installation when the number of situations is narrow.

In this series of experiments, the European household network was studied. For this

installation, the standard IEC62606 –“General requirements for arc fault detection

devices” was used as the main reference for database construction. The database

contained the sample with arc fault and non-arc fault situations. The arc fault is

created by a carbonized cable specimen according to standard IEC 62606. The non-

arc samples are also generated with the same configuration of appliances or network.

In order to guarantee good performance against false-positive errors, many samples

contain the transient state of appliances. Besides, the standard cross-talk test has

been also taken into account in the database. The following types of appliances were

used for constructing the database: masking loads (air conditioner, air compressor,

computer, dimming lamp, electric drill, vacuum cleaner, halogen lamp, fluorescent

lamp, and hairdryer) and resistance. At least two or three different brands were

used for each type of appliance.

Each sample contains a measurement of network voltage, current and arc voltage
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for a fixed duration. It is essential to measure the current for the method presented.

Measuring arc voltage helps to accurately label the samples and every period of each

sample is labeled. If the arc voltage stays at the noise level for one period, the period

is labeled as normal. If the arc voltage waveform corresponds to an arcing situation,

the period is labeled as arc influenced. The period which is not completely affected

by the arc fault is not labeled (an example is shown in Figure 2.11). There are a

total of 16,231 samples - 3,405 samples with arc fault, and 12,826 without arc fault.

The signals were acquired with the sampling frequency of 1 MHz because all feature

extraction methods in this study operate at a frequency lower than 1 MHz.

Figure 2.11: Example of signal

2.4.2 AFFs pool construction

After the database was established, the next step consisted in creating an arc fault

features pool. This step was accomplished by applying different feature extraction

methods to the current signature of the database. In this series of experiments, only

those feature extraction methods which are composed of transforms and descriptors

were used.
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2.4.2.1 Transformations

Five different transforms were chosen in this study because they are used in arc

fault detection literature [21] [27] [31] [41]. All transforms are defined below; {xn}

represents the current time series input and {yk} is the result obtained with the

respected transform, N is the number of elements in a current series:

• Current finite difference:

yk = |xk+1 − xk| ; 1 ≤ k ≤ N − 1

• Discrete Fourier transform (FFT):

yk =
∣∣∣∑N

m=1 xm.e
−i 2π

N
km
∣∣∣ ; 1 ≤ k ≤ N − 1

• Chirp Zeta transform (CZT):

yk =
∣∣∣∑N

m=1 xm.e
−i 2fπ

fsN
km
∣∣∣ ; 1 ≤ k ≤ N − 1

Four different frequency bands were considered for FFT and CZT:

1 kHz - 10 kHz

10 kHz - 20 kHz

50 kHz - 80 kHz

80 kHz - 100 kHz

100 kHz - 150 kHz

• Wavelet:

y(m, k) = 1
am

∑N−1
m=0 xn.g(k−b

am
) g(. ) is the mother wavelet ,m is the decompo-

sition level, in this paper a=2 .

For mother wavelet: Daubechies 4 (DB4) and Meyer (Dmey) were selected

with decomposition level 2, 3, 4 and 5 (LVL2,3, 4, 5) for each wavelet respec-

tively.

Figure 2.12 shows an example of transform with arc fault and non-arc signal.
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Figure 2.12: Example of transform with arc fault and non-arc signal

2.4.2.2 Descriptor

The results after each transformation are discrete series and they can be noted as

{yn} := y1, y2, ...yn In order to finish the feature extraction step, every transform

needs to be associated with several descriptors. Based on the literature of arcing

detection [32], the groups of descriptors were chosen as follows. The first group of

descriptors is based on statistical analysis. In this study, the first, second, third and

fourth-order moment was chosen to measure the shape of {yn}.

• Mean value: ȳ = 1
n

∑n
i=1 yn

• Variance : s2 = 1
n

∑n
i=1(yn − ȳ)2

• Skewness: 1
n

∑n
i=1(yn−ȳ

s
)3

• Kurtosis: 1
n

∑n
i=1(yn−ȳ

s
)4

The second group of descriptors relates to the analysis of the first peak of {yn}

(the peak’s value, location, and duration). Finding all the points of {yn} around

the first peak, which are higher than the average value, allows the duration of the

signal to be found. An illustration of these descriptors can be found in Figure 2.13.
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• The max value: ym ∈ {yn} , ym ≥ yi∀yi ∈ {ym}

• Normalized index of the max: m
n

• Normalized highest pulse duration: k−j
n

,



j ≤ m, yi ≥ ȳ ∀j ≤ i ≤ m

yj−1 < ȳ or j = 1

k ≥ m, yi ≥ ȳ ∀m ≤ i ≤ k

yk+1 < ȳ or k = n

Figure 2.13: Illustrative of customize descriptors 2 - 7

The last group of descriptors gives information about the second peak of data

series {yn}. The highest pulse is removed (all points between j and k of {yn} ) in

order to find the second peak. The truncated series {y′n′} can be defined as: {y′n′}

:= y′1′ , y
′
2′ , . . . , y

′
n′ = y1, y2, . . . yj, yk, . . . , yn The first peak of {y′n′} is now equivalent

to the second peak of the data series.
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• The second peak value is : y′m′ ∈ {y′n′} , y′m′ ≥ y′i′∀y′i′ ∈ {y′n′}

• Normalized index of the second peak: m′

n′

• Normalized second pulse duration: k′−j′
n′

Note that: ȳ′ = 1
n′

∑n′

i=1 y
′
n′ ;



j′ ≤ m′, y′i ≥ ȳ′ ∀j′ ≤ i ≤ m′

y′j′−1 < ȳ′ or j′ = 1

k′ ≥ m′, y′i ≥ ȳ′ ∀m′ ≤ i ≤ k′

y′k′+1 < ȳ′ or k′ = n′

The Figure 2.14 shows an example of 10 descriptors for a given transform and their

numbering.

Figure 2.14: Example of ten descriptors, DFT frequency band 1-10 KHz with non-

arc and arc fault signal. a-Current without arc fault at steady state; b-Current

with arc fault at steady state; c-Current with arc fault and transient (change of

functioning mode).
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2.4.2.3 Neural network wrapper descriptor selection

It was our objective to select the set of descriptors that provides the best performance

for each transform selected in this thesis; irrelevant descriptors for each transform

were eliminated. In order to accomplish this, a fully connected feed-forward artificial

neural network (ANN comprising four layers) was used as the classifier.

The first hidden layer is composed of 20 neurons and the second of 8 neurons (Fig-

ure 2.16 ). The inputs of the neural network are composed of the arc features

obtained from the different descriptors whose calculation procedure is explained in

Figure 2.15. The analysis is based on the line current without arcing (labeled 0)

or with arc (labeled 1). The calculation is performed in a window of 20 ms for

each descriptor. Three successive periods (60 ms) with the same label provide three

different sets of values ({zi} , {zi+1} , {zi+2}). Based on the ten descriptors selected,

the neural network, therefore, has 30 entries. One of the 10 descriptors was subse-

quently excluded and this was done for each of the ten descriptors. In each case, the

newly generated subset is composed of 27 values for the ANN input. Two or more

descriptors can then be removed from the list for analysis.

Figure 2.15: Label and arc fault feature construction.

For each generated subset, the mean squared error (when the value of the ANN
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output equals LP) is estimated according to the equation (2.2.1a). In this experi-

ment, n2 = 16231 and for any given sample m of the database, the squared error

can be calculated as follows:

SquaredError({zi}) =

 (1− LP )2 when an arc occurs

(0− LP )2 when no arc occurs

Figure 2.16: Neural-network for arc fault detection.

Figure 2.17 shows the results obtained from the error depending on the descrip-

tors considered. A ”removed descriptor” of 0 indicates that all the 10 descriptors

have been considered, 1 refers to the fact that the first descriptor has been removed

and so on. In some cases, two or more descriptors can be removed with the backward

elimination algorithm mentioned above. The results are presented with respect to

the frequency band rather than by the type of transform.
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Figure 2.17: Descriptor selection with low frequency FFT and CZT (1-20 KHz).

At the frequency band 1-10 kHz the FFT has lower MSE than CZT. For the

frequency band 10-20 kHz, FFT, and CZT give similar results (the red and magenta

lines respectively), their respected minimal MSE are 0.0171 and 0.0178. The opti-

mized descriptor sets are almost the same (all descriptors are important) except for

FFT at 10-20 kHz. Descriptor 6 should be removed in order to achieve the lowest

MSE (Figure 2.17).

Figure 2.18: Descriptor selection with middle frequency FFT and CZT (20-80 KHz).
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The frequency bands 20-50, 50-80 kHz show poorer performance compared to

the 1-10 kHz and 10-20 kHz band. All descriptors are necessary for FFT and CZT

at the frequency band 20-50 kHz. The descriptor 6 needs to be removed for CZT

50- 80 kHz. The analysis of the results obtained from FFT in the band 50-80 kHz

shows that descriptors 2,3,5,6,9 and 10 are relevant for the detection (Figure 2.18).

It remains to be decided whether the other descriptors should be retained or not.

The process is illustrated in (Figure 2.19). By considering the set that contains

all descriptors (z), the mean square error is equal to 0.0803. When one of the

descriptors 1, 4, 7 or 8 is removed, the error decreases (z1, z4, z7, z8). Three subsets,

derived from subset z1 , can be generated, namely z1,4, z1,7, z1,8 (descriptor {1,4};

{1,7} or{1,8} removed). Only the subset z1,7, reduces the error (MSE = 0.077 lower

than 0.081) and subsets z1,4 and z1,8, show higher errors in comparison to the parent

subset; therefore descriptor 4 or 8 should not be removed with descriptor 1. As a

result, subsets z1,4,7 and z1,7,8 were not evaluated. The subsets derived from subset

z4, that is subsets z4,1, z4,7, z4,8 can be created. The subset z4,1 was evaluated before

and the error of subset z4,7, and z4,8 is yet to be found. Since their errors are higher

than the error obtained with z4, there is no need to evaluate further. Similarly, the

last subset z7,8 has a higher error than the error obtained with z8. In conclusion,

descriptors 1 and 7 should be removed to achieve the best performance.

Figure 2.19: Descriptor selection process.
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Figure 2.20: Descriptor selection for high frequency FFT and CZT (80 - 150 KHz).

Figure 2.20 shows that the detection performances of frequency bands 80-100

and 100-150 kHz are mostly identical to the results obtained with frequency bands

20 -50 and 50-80 kHz. Some descriptors, such as 8, 6, and 4, are less efficient for

this band.

Figure 2.21: Descriptor selection for wavelet transforms-decomposition level 4 and

5.
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Figure 2.22: Descriptor selection for wavelet transforms-decomposition level 2 and

3.

Same as FFT and CZT, wavelet transform shows better performance at the

lower frequency band (high level of decomposition). According to the results, the

Daubechies 4 wavelet gives better results than the Dmey wavelet but overall per-

formance lower than FFT and CZT. For the decomposition level 5 of Daubechies 4

and Dmey wavelets the respected descriptor 7 and 1 should be removed. For the

decomposition level 2, 3 and 4 the descriptor 5, 8 are most the irrelevant (Figure

2.21 and 2.22).
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Figure 2.23: Descriptor selection for derivative.

Figure 2.23 shows the results from the transform based on the derivative analysis.

The minimum value of mse (0.016) is obtained when all descriptors are used together.

The performance of derivative transform is good and only slightly lower than that

obtained with FFT at frequency band 1-10 kHz. Table 2.1 summarizes the results

obtained for all the analyzed transforms.

Transform
Optimized

descriptor list
MSE Accuracy Transform

Optimized

descriptor list
MSE Accuracy

FFT 1-10 kHz 1,2,3,4,5,6,7,8,9,10 0.0092 99.11% CZT 100-150 kHz 1,2,3,5,6,7,8,9,10 0.0786 89.56%

CZT 1-10 kHz 1,2,3,4,5,6,7,8,9,10 0.0234 97.60% DB4 LVL5 1,2,3,4,5,6,8,9,10 0.0233 97.58%

FFT 10-20 kHz 1,2,3,4,5,7,8,9,10 0.0171 98.13% Dmey LVL5 2,3,4,5,6,7,8,9,10 0.0389 95.57%

CZT 10-20 kHz 1,2,3,4,5,6,7,8,9,10 0.0178 98.12% DB4 LVL4 1,2,4,5,6,7,8,9,10 0.0316 96.34%

FFT 20-50 kHz 1,2,3,4,5,6,7,8,9,10 0.0274 96.87% Dmey LVL4 1,2,3,4,6,7,8,9,10 0.0891 88.59%

CZT 20-50 kHz 1,2,3,4,5,6,7,8,9,10 0.0617 92.07% DB4 LVL3 1,2,3,4,5,6,7,8,9,10 0.0711 91.59%

FFT 50-80 kHz 2,3,4,5,6,8,9,10 0.077 91.54% Dmey LVL3 1,2,3,4,5,6,7,9,10 0.0957 87.90%

CZT 50-80 kHz 1,2,3,4,5,7,8,9,10 0.0806 89.68% DB4 LVL2 1,2,3,4,6,7,8,9,10 0.1009 87.75%

FFT 80-100 kHz 1,2,3,4,5,6,7,8,9,10 0.0912 89.68% Dmey LVL2 1,2,3,4,5,6,7,9,10 0.1057 87.20%

CZT 80-100 kHz 1,2,3,4,5,6,7,9,10 0.0766 90.04% Derivative 1,2,3,4,5,6,7,8,9,10 0.0164 98.26%

FFT 100-150 kHz 1,2,3,4,5,7,8,9,10 0.0897 89.80%

Table 2.1: Arc faults features extraction.

Many transforms keep all descriptors in order to achieve superior performance.

A redundant descriptor was added to demonstrate the efficiency of the selection

process. Descriptor 11 is equal to (1 - descriptor 2); the value 1 was chosen because
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the value of descriptor 2 is normalized between [0; 1] and the result is shown in

Table 2.2. The MSE of each transform is increased when the redundant descriptor

is added. Removing descriptor 2 may decrease the error in some cases. This may

be explained by the fact that descriptor 11 contains information on descriptor 2.

Removing any other descriptor other than descriptor 11(for example descriptor 9)

increases the error.

Using redundant descriptors may affect detection performance. This phenomenon

has been studied with theoretical analysis and empirical evidence on several research

papers [42]. The redundant descriptor does not provide additional information and

can perturb the learning algorithm. During the learning process, the interesting

relationships between the relevant descriptors may be partially ignored by the pres-

ence of a redundant descriptor which, due to redundancy, will increase its weight in

network learning. This will, therefore, reduce the performance.

Transform
MSE

All descriptor
Descriptor 2

removed

Descriptor 9

removed

FFT 1-10 kHz 0.0118 0.0117 0.0145

CZT 1-10 kHz 0.0256 0.0262 0.0347

CZT 10-20 kHz 0.0212 0.0239 0.028

FFT 20-50 kHz 0.0262 0.0269 0.032

CZT 20-50 kHz 0.0662 0.0636 0.0689

FFT 80-100 kHz 0.0954 0.0928 0.0955

DB4 LVL3 0.0725 0.0718 0.0827

Derivative 0.0176 0.0175 0.0232

Table 2.2: Descriptor selection with redundant descriptor.

2.4.2.4 Features combination

Descriptor selection shows that the most efficient AFF is discrete Fourier transform

with all descriptors at frequency band 1-10 kHz (noted as AFF1). One way to

achieve better performance on the detection task consists in combining arc fault
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features, including AFF1. As mentioned above, the method to find complementary

AFF is based on the sum of ratio distances between true and false positives, false

negatives and true negative groups of AFF1 after concatenation. There are 42 FP

and 101 FN samples when only AFF1 is used for the classification.

The results with one complementary AFF are shown in Table 2.3. If we examine

precisely the time series that led to an FN or FP for AFF1 and the other AFFs,

we see that the time series leading to a decision error are partialy different from

one AFF to another. The combination of several AFFs should, therefore, improve

the quality of the decision. The sums of ratio distance are listed in the fourth

column; in this case, AFF1 with the CZT transform 10-20 kHz has the highest sum

of ratio distance. As expected, this combination has the lowest mean squared error

and the highest accuracy. The combination with the derivate method also gives

an exceptional result. Overall, CAFFs always give better results than single AFFs.

The best accuracy can be achieved with a single AFF of 99.11% and an MSE equal

to 0.0092. With CAFF the accuracy can go higher, up to 99.81%, and lower the

MSE to 0.00173. The combination of AFF1 and derivative leads to a higher MSE

but is more accurate compared to Debauchie’s wavelet. This can be explained by

the fact that all classifiers have been trained with MSE as objective functions and

therefore accuracy is not optimized.

Complement

AFF

Shared FP

with AFF1

Shared FN

with AFF1

Sum of ratio

distance
MSE Accuracy

CZT 10-20 kHz 21 11 1.51 0.00173 99.81%

CZT 1-10 kHz 16 13 1.44 0.00293 99.70%

DB4 LVL5 35 13 1.43 0.00386 99.61%

Derivative 13 6 1.36 0.00396 99.70%

FFT 10-20 kHz 30 10 1.34 0.0041 99.58%

FFT 20-50 kHz 21 27 1.34 0.00452 99.56%

Table 2.3: Arc faults features and ratio distance no1.

The results with two complementary AFFs are shown in Table 2.4. The best

performance combination is composed of CZT 10 – 20 kHz, DB4 LVL5 and FFT
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1-10 kHz. As expected, this combination has the highest sum of ratio distance.

The overall results are slightly better compared to the combination of two AFFs.

Variation in performance gain across different combinations of AFFs can be ob-

served. In several cases, using two complementary AFFs perform worse than the

best performance combination at the previous stage.

Complement AFFs

Sum of

ratio

distance

MSE Accuracy

CZT 10-20 kHz & DB4 LVL5 1.52 0.00049 99.85%

CZT 10-20 kHz & CZT 1-10 kHz 1.49 0.00066 99.84%

CZT 1-10 kHz & DB4 LVL5 1.43 0.001 99.83%

CZT 10-20 kHz & Derivative 1.41 0.00112 99.84%

DB4 LVL5 & FFT 10 - 20 kHz 1.39 0.00145 99.82%

CZT 10-20 kHz & FFT10-20 kHz 1.38 0.00151 99.81%

CZT 1-10 kHz & Derivative 1.37 0.00158 99.80%

DB4 LVL5 & Derivative 1.37 0.0016 99.80%

Derivative & FFT 10 - 20 kHz 1.37 0.0016 99.80%

CZT 10-20 kHz & FFT20-50 kHz 1.36 0.00163 99.81%

CZT 1-10 kHz & FFT 20-50 kHz 1.36 0.00185 99.73%

CZT 1-10 kHz & FFT 10-20 kHz 1.34 0.002 99.75%

DB4 LVL5 & FFT 20 - 50 kHz 1.34 0.0023 99.71%

Derivative & FFT 20 - 50 kHz 1.33 0.003 99.70%

FFT 10-20 kHz & FFT 20-50 kHz 1.24 0.00402 99.60%

Table 2.4: Arc faults features and ratio distance no2.

In this experiment, the number of AFFs used for combination steps is limited

to 3. Using more than three AFFs for combination can give better results in the

training process but the ANN tends to lead to over-fitting (accuracy on the training

set is higher than accuracy on the testing set). This phenomenon can be explained

by the fact that adding more AFFs consequently increases the size of the input

vector and the ANN becomes more complex. More data is therefore needed to
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correctly train the ANN. Approximately 10 minutes of training time is required for

each CAFF made from 2 AFFs and 30 minutes for CAFF when composed of 3 AFFs.

Eight and a half hours are required to find the optimal CAFF with the exhaustive

selection method whilst the distance evaluation method requires only 42 minutes.

This demonstrates the usefulness of the proposed AFF combination method.

2.5 Conclusion

In this chapter, a methodology for optimizing arc fault detection performance with

multiple arc fault features has been presented. The main originality of the proposed

method is the use of supervised feature selection. The method consists of creating

an arc fault feature pool and finding a combination of those features which satisfy

the desired performance.

The wrapper selection method was first used on every transform to find the most

efficient descriptor set. This selection step examines all possible descriptors and

removes the irrelevant or redundant descriptors. This step was necessary to build

a reliable set of arc fault features. Secondly, a supervised selection method based

on Euclidean distance was used to find an appropriate combination in the pool of

arc fault features. The combination of several arc fault features helps to reach a

detection performance that cannot be achieved by using only one arc fault feature.

Experimental results with basic (standard IEC 62606) and complicated situations

(transient, multiple masking loads or disturbance on power network, etc.) have

demonstrated the efficiency of the proposed methods. Twenty-one specific trans-

forms associated with 10 different descriptors were evaluated and in terms of accu-

racy, the combination of FFT, CZT, and DB4 can reach 99.85%.
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Chapter 3

Arc fault detection with deep

neural-networks

In the previous chapter, we have seen that optimized input features are important

for arc fault detection. Also the artificial neural network is an efficient method for

classifying arc fault and normal situation with well-engineered features (features de-

veloped with domain knowledge). In this chapter, we investigate the possibility of

obtaining the input features automatically from the data, therefore, reduce the need

for feature engineering and domain-specific knowledge. With the rise of deep learn-

ing, several approaches to resolve our classification problem have been presented. In

general, these approaches replace entirely or a part of the feature extraction step.

They aim to perform the feature learning process while tuning the discriminative

classifier. Among different techniques, auto-encoders, convolutional neural network

(CNN), and echo state networks are most commonly used.

3.1 Auto-encoders

One of the most common approaches to using deep learning as feature extraction

is stacked auto-encoder [64] [61]. An auto-encoder is a neural network that learns

useful representation in an unsupervised manner. It always consists of two parts:

encoder and decoder (Figure3.1).
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Figure 3.1: Auto-encoder architecture.

The input vector X is mapped to a representation K; e : X → K. The function

e is the encoder function. The presentation K is then mapped to the output Y;

d : K → Y . d is called the decoder function. In general, auto-encoders are trained

to minimize the cost function:

C (X, d (e (X))) = |Y −X|2 (3.1.1)

If the feature space K has lower dimension than X then e(X) can be considered as

a compressed representation of X. In this case, if the autoencoder uses only linear

activation it may give a similar result to the principal component analysis algorithm.

There are several different techniques to train auto encoder such as denoising auto-

encoder, sparse auto-encoder, contractive autoencoder. The denoising auto-encoder

is trained to reconstruct the input from its corrupted version X̃ rather than the

original input X. The cost function of the denoising auto-encoder is:

C
(
X, d

(
e
(
X̃
)))

Where X̃ is a version of X with added noise. The sparse autoencoder is trained

with sparsity regularization. Sparse autoencoders normally have more hidden units
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than inputs, but the average activation rate of the hidden unit is small. To train the

sparse auto-encoders, the Kullback–Leibler divergence between the desired sparsity

rate and the average activation of the hidden unit can be used. Let the average

activation of hidden unit j for the input xi:

ρ̂j =
1

k

k∑
i=1

aj(xi) (3.1.2)

With aj is the activation of hidden unit j, k is the number of data samples in the

training set. The cost function to train sparse auto-encoder is now:

C (X, d (e (X))) + β

n∑
j=1

KL(ρ̂j||ρ)

With C (X, d (e (X))) is defined in equation 3.1.1, ρ is the desired sparsity rate and

n is the number of hidden unit. β controls the influence of penalty term on the

learning process. The contractive encoder is trained to be less sensitive to slight

variations of input samples. To achieve this, a penalty term is added to the cost

function. The contractive auto-encoder uses the squared Frobenius norm of the

Jacobian matrix of the encoder activation with respect to the input [65]. The cost

function of contractive auto-encoders is defined as following:

C (X, d (e (X))) + β
∑
ij

∥∥∥∥δhj(X)

δXi

∥∥∥∥
Where h is the hidden presentation of input X after the encoding stage.

3.1.1 Stacked auto-encoders for series arc fault detection

For the arc fault detection application we use auto-encoders as feature extraction.

The classical auto-encoders have been chosen because we want the raw input signal

to be mapped to lower dimensions and small variations of the input signal may be

very important for the detection. For this experiment, we use the database which

has been mentioned in paragraph 2.4.1. With the results from previous work on

feature optimization, we decide to focus on low-frequency information (1-20 kHz)

because they may achieve better detection performance (see Table 2.1). To do that

we down-sampled all the signal on the database, the sampling frequency is now
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50 kHz. We extended the frequency band to 25 kHz in order to simplify some

calculation processes. The following architecture of auto-encoders has been studied

for the arc fault detection task (Figure 3.2).

Figure 3.2: Stacked auto-encoder for arc fault detection

The raw current signal is compressed to the final code with one to four-layer of

the auto-encoder. A softmax classifier has been used to discriminate between arc

fault and normal situations. Each layer of auto-encoder is trained independently, the

same for the softmax layer (the layer that uses the normalized exponential function

for classification) [66]. The softmax function f: RK 7→ RK is defined as following:

f(xi) =
exi∑K
j=1 e

xj
, i = 1, ..., K (3.1.3)

Where x is the input vector of K elements. The deep neural network is created by

wiring the outputs of each layer to the inputs of the successive layer. And then the

deep network is fine-tuned with the back-propagation algorithm. The database is

randomly divided into two parts: training and testing with the ratio of 0.9/0.10.

At the beginning, we studied the detection performance with only one layer of

auto-encoders. The following code sizes (final representation or input vector size
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for classification task) have been tested: 30, 40, 50, 60 and 70. These code sizes

are similar to the input vector size used on our previous work (which helped us to

achieve very good performance - see Table 2.1 and 2.3).

Figure 3.3: Stacked auto-encoders training performance

Table VI Size of code and accuracies

Code size 30 40 50 60 70

Testing accuracy 94.1% 93.8% 94.8% 93.1% 92.3%

Training accuracy 95.3% 95.1% 94.9% 93.6% 94.3%

Table 3.1: Size of code and accuracies

The results (Table 3.1) show that stacked auto-encoder (SAC) method can
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achieve acceptable performance on the detection task. The difference in perfor-

mance accross different code sizes is noticeable. The more we increase the code size,

the network is more difficult to train, this is the reason we can see a drop in the clas-

sification performance. Figure 3.3 shows that: at the training process all network

tend to over-fitting with the number of iteration increase. The blue line is the mean

squared error of classifier on the training set and red for the test set. The bigger

the distance between these two lines the more over-fitting network is (memory from

training data rather than create a generalized model). Only the network with the

size of code equal to 50 seems to have a good generalization. It also has the best

testing performance. The best size of code for stacked auto-encoders method in this

experiment is 50.

Number of layer 1 2 3 4

Size of layer 50 300-50 300-150-50 600-300-150-50

Testing accuaracy 94.8% 94.3% 96.2% 92.7%

Training accuaracy 94.9% 95.6% 96.6% 93.3%

Table 3.2: Number of layer and accuracies
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Figure 3.4: 3 layers stacked auto-encoder training performance

We also studied the detection performance with a different number of encoding

layers. The size code is fixed to 50 which is the most relevant code size that we found.

Compare to shallow networks multiple layer networks can be more efficient [80].

They may learn features with different levels of abstraction and create interesting

specific features, therefore, achieve better generalization. On the other hand, they

also come with inconveniences like over-fitting and more difficult to train. In this

application, we can see with two-layer the average performance is almost similar

to one layer. But the network tends to be more fitted on training data. This can

be explained by the fact that the second kind of network has more parameters to

learn than the one layer. The three-layer SAC has the best performance either on

the training and testing process (Figure 3.4 and Table 3.2). Up from three layers,

the networks are much harder to train and can’t learn interesting features (lowest

accuracy on both training and test set).
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3.2 Convolutional neural-network

Convolutional neural-network was first designed for image recognition and achieved

great success in this field. The time series classification (TSC) problem can also be

treated as image recognition if we transform the 1D signal to the 2D texture image.

This approach has been used in several research papers and showed state-of-the art

accuracy [81]. Images representation of 1D signals can be useful in the case of arc

fault detection because we can benefit from some widely used time-series transform

such as wavelet transform and short-time Fourier transform. CNNs are similar to

classical neural networks, they are made from multiples neurons. CNNs use the raw

image pixels as inputs, compare to the multiples perceptron networks CNNs have

much fewer parameters. Figure 3.5 describes the architecture of a convolutional

neural network.

Figure 3.5: Example of a Convolutional Neural-Network

A CNN is composed of a sequence of layers: an input layer, multiple hidden

layers, and the output layer. The common layers of CNN are: Convolution Layer

(CONV), Pooling Layer, Rectified Linear Units layer (RELU) and Fully-Connected

layer (FC). The input layer holds the pixel value of images, it has a variable size

that depends on the input images (width, height, color channels). To compute the

output for a given neuron, the CONV layer uses convolution operation (Figure 3.6)

and the input on neuron’s receptive field [67]. RELU layer applies the function
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f (x) = max(0, x) in all input elements. The pooling layer reduces the dimension of

the input by combining them or sub-sampling (see Figure 3.7). The FC layer can

be used to calculate the class score.

Figure 3.6: Example of convolution on raw pixels

Figure 3.7: Example of max pooling

The samples on the mentioned database (paragraph 2.4.1) have been used in

order to create input features (60 ms of current signal). The continuous wavelet

transform (CWT) has been chosen to create input images. The scalogram repre-

sentation (absolute value of CWT) of the signal is treated as an RBG image and

used to train a convolutional neural network. The size of an image is 227x227 pixels

which have been used in popular CNNs such as GoogLenet or Alexnet. We used also

the short-time Fourier transform to create the low-frequency spectrogram of signal

and raw current waveform as input. Figure 3.8 shows an example of input images.
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Figure 3.8: Examples of real data, a: Current waveform in the case of normal

functioning, b: Spectrogram of signal a in the frequency band 1-10 kHz, c: Scalogram

of signal a, d: Current waveform in arcing situation, e: Spectrogram of signal d in

the frequency band 1-10 kHz, f: Scalogram of signal d.

Several common features of arc fault can be easily noticed on these images. For

example broadband noise in Figure 3.8 - d and f. Zero-crossing in d, low-frequency

variation in e. Signal without arc on the transient state has smooth variation (a)

and much less frequency component compare to signal with arc (b-e and c-f).

3.2.1 Arc fault detection with transfer learning

In this section, we applied the transfer learning technique for testing the efficient

convolutional neural network for the detection task. The transfer learning technique

consists of using the knowledge of a trained model. They work surprisingly well in

the computer vision field and can produce a boost to the model’s generalization

[82]. The model could be trained for a different problem. We know that in image

recognition, the network frequently learns to detect edges, shapes, and some specific

features. For arc fault detection we try to do the same, just with a different set

of specific features that could be learned by fine-tuning the network. We adapted

GoogLeNet to our arc fault detection problem. GoogLeNet is an efficient CNN which
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won the large-scale visual recognition challenge [83]. The network has 22 levels of

depth and used about 1.2 million images for training.

Because the specific features are frequently learned in the last layers of network

[82] (FC and softmax in this case), we have replaced three last layers of the network

by a new fully connected layer, soft-max and output layers (calculates the cross-

entropy loss for classification problems with mutually exclusive classes). By default

GoogLeNet is configured for 1000 categories, we adapted the output layer to 2

categories (arc fault and normal functioning). We also increased the learning rate

of the fully connected layer to learn faster in this layer.

Figure 3.9: Adapted GoogLeNet for arc fault detection

To start the experimentation, we used the scalogram images as input (CNN1).

Then the low-frequency spectrogram (CNN2), and finally the raw current waveform

is used as input (CNN3).
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Figure 3.10: Training accuracy

Network Input feature image Accuracy

CNN1 Wavelet transform 98.3%

CNN2 Low frequency STFT 98%

CNN3 Raw current 97.1%

Table 3.3: Series arc fault with CNNs classification results

The results (Table 3.3 and Figure 3.10) show that we can achieve a better de-

tection performance compare to SAC (96.6%- Table 3.2) but still lower than ANN

with hand crafted features (99.85%- Table 2.4). The training time is about 3 hours

for the adapted GoogLeNet.

3.2.2 Arc fault detection from scratch

The promising results from the transfer learning technique confirm the efficiency

of using CNN for arc fault detection. We decided to go further with this detec-

tion methodology. A smaller CNN has been designed to resolve only the arc fault

detection task. We trained the network with the images of the scalograms from

our database because they give the best classification performance (98.3%- Table

3.3). We started with a simple CNN consists of one convolution layer, RELU, Max-
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pooling, FC and softmax. This CNN is not able to learn specific feature and the

performance is very poor (lower than 80% accuracy- Table 3.4).

We designed another CNN which has two convolution layer (CNNarc1 with con-

figuration CONV(7x7,20) (2-D convolutional layer with 20 filters of size 7x7)-RELU-

MP(3x3)(Max pooling with filter of size 3x3)-CONV(2x2,20)(( 2-D convolutional

layer with 20 filters of size 7x7)-FC-SOFTMAX(Classification with 2 classes)). The

result seems promising with two layers of CONV (Table 3.4 - line 2). The first layer

of CONV shows that the network tends to learn feature based on the level of the

signal at different time-frequency zone (Figure 3.11). As we can see the different col-

ors which signify the level of the signal in the small zone (the time-frequency zone).

We can notice that all squared image-filter are unique which means time-frequency

zone has been leaned for each filter.

Figure 3.11: First CONV layer of CNN arc 1 (20 filters of size 7x7)

It’s different compared to the filters on GoogLeNet which tend to learn more

generic features such as edge (Figure 3.12).
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Figure 3.12: Example of filters on first CONV layer weights GoogLeNet

Figure 3.13: Sample and activations; a-Sample, b-Strongest activation after two

CONV layers, c-Activation of first CONV layer, d-Activation of second CONV layer.

We can see in Figure 3.13 (c,d) the activations of a sample with arc fault, the net-

work gives attention to the variation of signal in time with not only the low-frequency

band but also middle band (activation with black zone near the bottom). With the
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network CNNarc2( CONV(10x10,20)-RELU-MP(3x3)-CONV(2x2,20)-FC-SOFTMAX)

we can see at first layer the learned feature is similar to the CNNarc1( Figure 3.14

and 3.11). Since the size of filter is higher (10x10 compare to 7x7) CNNarc2 seems

has better resolution (more different time-frequency zone - different color zone). The

strongest activation after two CONV layer of the CNNarc1 is also slightly different

compare to the CNNarc2 (Figure 3.15 and 3.13 -b). The middle frequency band

gets more attention from the second network for the same input sample (darker

zone near the bottom of the image). Overall, they are very close to each other the

network in terms of validation accuracy and training process.

Figure 3.14: First CONV layer weights CNN arc 2

Figure 3.15: Strongest activation after two CONV layers CNN arc 2

Various of configuration of CNN has been tested, the results are shown on Table

3.4.

December 12, 2019



3.2. Convolutional neural-network 75

Configuration Validation accuracy

CONV(7x7,20)-RELU-MP(3x3)-FC-SOFTMAX 79.5%

CONV(7x7,20)-RELU-MP(3x3)-CONV(2x2,20)-FC-SOFTMAX 97.24%

CONV(10x10,20)-RELU-MP(3x3)-CONV(2x2,20)-FC-SOFTMAX 97.31%

CONV(10x10,20)-RELU-MP(3x3)-CONV(2x2,20)-RELU-FC-SOFTMAX 96.99%

CONV(7x7,20)-RELU-MP(3x3)-CONV(4x4,20)-RELU-

CONV(2x2,20)-RELU-FC-SOFTMAX
96.30%

CONV(8x8,20)-RELU-MP(4x4)-CONV(4x4,20)-RELU-

CONV(2x2,20)-RELU-FC-SOFTMAX
97.51%

CONV(6x6,20)-RELU-MP(4x4)-CONV(4x4,20)-RELU-

CONV(2x2,20)-RELU-FC-SOFTMAX
96.68%

CONV(8x8,20)-RELU-MP(4x4)-CONV(4x4,20)-RELU

-CONV(3x3,20)-RELU-MP(2x2)-FC-SOFTMAX
96.95%

CONV(8x8,20)-RELU-MP(4x4)-CONV(4x4,8)-RELU-FC-SOFTMAX 98.7%

CONV(8x8,8)-RELU-MP(4x4)-CONV(4x4,8)-RELU-FC-SOFTMAX 95.8%

CONV(8x8,24)-RELU-MP(4x4)-CONV(4x4,8)-RELU-FC-SOFTMAX 98.4%

CONV(8x8,24)-RELU-MP(4x4)-CONV(4x4,6)-RELU-FC-SOFTMAX 98.65%

CONV(8x8,16)-RELU-MP(4x4)-CONV(4x4,6)-RELU-FC-SOFTMAX 98.52%

CONV(8x8,16)-RELU-MP(4x4)-CONV(4x4,4)-RELU-FC-SOFTMAX 98.41%

CONV(8x8,12)-RELU-MP(4x4)-CONV(4x4,4)-RELU-FC-SOFTMAX 97.1%

CONV(8x8,20)-RELU-MP(6x6)-CONV(6x6,4)-RELU-FC-SOFTMAX 96.7%

CONV(8x8,20)-RELU-MP(3x3)-CONV(3x3,4)-RELU-FC-SOFTMAX 98.5%

CONV(8x8,20)-RELU-MP(4x4)-CONV(3x3,4)-RELU-FC-SOFTMAX 96.5%

CONV(8x8,20)-RELU-MP(3x3)-CONV(2x2,6)-RELU-FC-SOFTMAX 98.6%

CONV(8x8,24)-RELU-MP(4x4)-CONV(3x3,36)-RELU-FC-SOFTMAX 99.1%

CONV(8x8,24)-RELU-MP(4x4)-CONV(3x3,42)-RELU-FC-SOFTMAX 98.7%

Table 3.4: Series arc fault detection with CNNs

Except for the first network (CONV(7x7,20)-RELU-MP(3x3)-FC-SOFTMAX)

which has very bad results because only one CONV layer has been used. The

other networks are very close in terms of accuracy and they tend to learn the same

feature in the first convolution layer. The most efficient network is the CNNarc19(

CONV(8x8,24)-RELU-MP(4x4)-CONV(3x3,36)-RELU-FC-SOFTMAX) which has

the second-most filter on the second layer. It also takes longer to train than the

other network because of its size. As we can see on the Figure 3.16 the network
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CNNarc1 and CNNarc2 take about 300 iteration to train. The CNNarc19 needs

about 500 iterations.

Figure 3.16: Training accuracy

Increase the number of filters on the second layer is not a guarantee to achieve

better performance as we can see on the last listed network. In order to achieve

better detection performance, we also tried multiple classifier systems (MCS). With

the main objective of solving the detection problem by combining a set of classifiers.

This idea was introduced by Chow [85], independent classifiers have been combined

with defined weights. The performance of MCS has been confirmed early for a

neural network with the work of Hansen and Salamon who used neural network

ensembles [86], Tumer, and Ghosh showed that averaging outputs of several neural

network classifiers can improve the accuracy [87].
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Figure 3.17: Overview multiple classifier systems.

Figure 3.17 shows the overview of MCS system. To design an MCS system we

need to know how to make interconnections between classifiers, generate and select

a pool of classifiers and build an efficient combination module [88].

The literature mentions several approaches to grouping classifiers, among which

we can list:

• The stacking method (stacked generalization) uses multiple generalizers (gen-

eralizer can be a classifier) to improve the model performance. This method

was presented by Wolpert [91], there are two layers of generalizer. The first

layer solves the considered problem. The output of different models in the first

layer will be collected and generate a new data set. The second layer resolves

the new problem with the generated data set.

• The bootstrap aggregating or bagging method has been introduced by Breiman

[89]. It works by generating multiple version of a classifier and using them to

get final classifier by a voting system. Classifiers are trained with different

training sets. For example, m training set Si of size k are created from the

original data pool S (size n). Each Si is a set of k observations which are

sampled from the S and with replacement. More specific, some observations

may be duplicated in Si. This method of generating the data set is called the

bootstrap sample. With m training data set we can train m classifiers (Figure

3.18).
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Figure 3.18: Example of boostrapping.

• The boosting technique (see Figure 3.19) combines weak classifiers to create

a strong classifier with better performance by learning in the iteration. At

first, a weak learner uses all the training data and pay equal attention to

each observation. Second, if one or more observation has been misclassified by

the first learner we give more attention to these observations and then apply

another learner. We repeat this second step until we reached a predefined limit

of the base learner. The final step consists of combining these weak learners

in order to create a strong classifier. One well-known boosting algorithm is

adaptive boosting [90] which achieved wide success in many application [92].
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Figure 3.19: Example of boosting.

Red circle samples are misclassified by ”weak” classifiers (C1, C2)that get more

attention at training phase on the next step( C2, C3). C4 the strong classifer

is created by combinating the 3 ”weak” classifiers.

Ensemble machine learning has been used for arc fault detection in direct current

with support vector machine and decision tree [93]. There are also several works

that incorporate CNN and MCS [94,96]. Because of the promising results obtained,

we decided to investigate this technique with a neural network for the AC detection

task. We used adaptive boosting to generate a better detection model, the training

procedure is as following:

Step 1-Initialization: for each sample xi, set label 1 for arc fault and -1 for normal.

And weights of sample w(xi) = 1/N (N is the number of sample)

Step 2-Iteration:(from t = 1 to T)

Train the network cnnt(xi) with data using weights distribution w(xi) Compute the

error rate εt:

εt =
N∑
i=1

w(xi) ∗ Ii

With Ii=0 if the given sample xi is correctly classified by network and 1 otherwise.
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Compute the coefficient αt of network cnnt:

αt = log(
1− εt
εt

)

For each xi we adjust the weight:

w(xi) = w(xi) ∗ exp(αt ∗ Ii)

And then the training data will be re-sampled to guarantee :

N∑
i=1

w(xi) = 1

To be more specific, we keep all misclassified samples and randomly remove correctly

classified samples and then normalize.

Step 3-Combination module: The combination module can be simple as:

netfinal(xi) = sign(
T∑
t=1

αt ∗ cnnt(xt))

We tested this training process with 12985 samples and 3246 samples for the

validation task. The results are shown in table 3.5.

Configuration
Training

accuracy

Validation

accuracy
Step

CONV(8x8,8)-RELU-MP(4x4)-CONV(4x4,8)-RELU-FC-SOFTMAX 96% 95.8% 1

CONV(8x8,12)-RELU-MP(4x4)-CONV(4x4,4)-RELU-FC-SOFTMAX 96.4% 96% 2

CONV(8x8,16)-RELU-MP(4x4)-CONV(4x4,4)-RELU-FC-SOFTMAX 97.1% 96.7% 3

CONV(8x8,20)-RELU-MP(3x3)-CONV(3x3,4)-RELU-FC-SOFTMAX 97.3% 97% 4

CONV(8x8,20)-RELU-MP(3x3)-CONV(2x2,6)-RELU-FC-SOFTMAX 98% 98% 5

CONV(8x8,24)-RELU-MP(4x4)-CONV(3x3,36)-RELU-FC-SOFTMAX 98.7% 99.12% 6

Table 3.5: Adaptive boost CNN.

As we can see the boosting process may bring better performance for the last

network however the gain is not significant. When we use all the CNN along with

the combination equation the validation performance may go up to 99.15% which is

still lower than the proposed method in Table 2.4. This result is consistent with the

other researches because sometimes boosting methods may not make any significant

improvement when used on strong classifier [97].
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3.3 Conclusion

In this chapter, we investigated two widely used deep learning techniques for the arc

fault detection task. The result with stacked auto-encoder is average, this method

allows to bypass completely feature engineering task. However, nowadays these

features can be found easily in the literature. Detection methods based on CNN

bring better performance and we can still improve the prediction accuracy with more

training data. The main disadvantage of CNN is computation cost, it’s expensive

to implement these proposed algorithms on an embedded platform.
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Chapter 4

Time variable arc fault detection

In this chapter, we introduce an algorithm of decision that is based on the truncated

sequential probability test and an arc fault detection method based on long short

term memory. Both approaches take into account the variable time aspect of arc

fault detection in order to optimize detection performance. The detailed context

can be found at paragraph 1.2.2.

4.1 Truncated Sequential probability ratio test de-

cision

We present an approximate way to estimate the performance of an arc fault detection

method which takes into account analysis time.

4.1.1 Fixed time detection method performance

An arc fault detection method can be evaluated by the detection rate and false

alarm rate. To completely estimate these parameters we need to take into account

the decision part along with the classification part (see Figure 1.14). Let FNR and

TPR be the false-negative rate and true positive rate of a given detection method

has a classifier C with a single analysis window of size t. FNR and TPR can be
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calculated as follows:

FNR =
FN

FN + TP
(4.1.1a)

TPR =
TP

FN + TP
(4.1.1b)

Since the arc fault indicator calculated from classifier C for each analysis is in-

dependently calculated, we may describe the detection rate of the method used k

successive event as (see Figure 1.19):

DR = TPRk (4.1.2a)

Similarly for the false alarm rate (FA):

FA = FNRk (4.1.3a)

with k is the number of successive positive analysis windows needed. DR is the

probability of detecting a default after a fixed time k*t.

In case of decision technique based on counting k abnormal events occurred over

n intervals we can deduct these variables:

DR =
n∑

x=k

(
k

n

)
TPRx(1− TPR)n−x (4.1.4a)

FA =
n∑

x=k

(
k

n

)
FNRx(1− FNR)n−x (4.1.4b)

For both case the number of false alarm for a given time T (NFA) can be esti-

mated with the following formula:

NFA =
FA

t ∗ k
∗ T (4.1.5a)

For example a detection algorithm with a 1% FNR and 99% TPR of classification

part, analysis window 20 ms. So without the statistics method, we can expect an

unwanted trip every 2 seconds. With 4 successive abnormal event counting method

for one year we may expect:

NFA =
0.014

0.02 ∗ 4
∗ 3600 ∗ 24 ∗ 365 = 3.942 (4.1.6a)

December 12, 2019



4.1. Truncated Sequential probability ratio test decision 84

DR = 0.994 = 0.96 (4.1.7a)

Which mean around 4 unwanted trip per years and a detection rate of 0.96%

with 80 ms response time. We can see that statistic method may decrease the

detection performance in some case, however, if the TPR tends to 1 the method can

significantly decrease unwanted trip without losing much sensitivity.

4.1.2 Sequential probability ratio test

Consider the hypotheses for the arc fault detection for a series of n observation:

Hi : O1, O2, O3, ...On
iid∼ pi with i =

1 arc fault

0 normal

iid stands for independent and

identically distributed.

The method of Abraham Wald [72] is about gathering observations until a reliable

decision can be made rather than a fixed number of n. The SPRT method uses the

cumulative likelihood ratio as a function of observations.

Λn =
i∏
k

p1(Oi)

p0(Oi)
, n = 1, 2, ... (4.1.8a)

The log-likelihood can also be used to define the cumulative log-likelihood ratio:

ln(Λn) =
i∑
k

ln(
p1(Oi)

p0(Oi)
), n = 1, 2, ... (4.1.9a)

If the probabilities of error type false negative and false positive of the detection

method should be respectively lower than a fixed PFN (probability of false-negative)

and PFP (probability of false positive). The SPRT helps to conclude which hypoth-

esis is correct with the smallest number of observations needed.
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Figure 4.1: Sequential probability ratio test

Figure 4.1 describes the procedure of SPRT. For any observation (n), there are

two basic stopping conditions of test: the threshold α and β:
Λn ≥ α : Accept the hypothesis H1 - with arc

Λn ≤ β : Accept the hypothesis H0 - normal

Otherwise : take another observation

Threshold α and β statify the desired precision if they are calculated as following:

• When the hypothesis H1 is correct

1− PFN = PTP =

∫ On

O1

p1(O)dO =

∫ On

O1

Λnp0(O)dO ≥ α

∫ On

O1

p0(O)dO = αPFP

(4.1.10a)

α =
1− PFN

PFP

(4.1.10b)

• When the hypothesis H0 is correct

1− PFP = PTN =

∫ On

O1

p0(O)dO =

∫ On

O1

1

Λn

p1(O)dO ≥ 1

β

∫ On

O1

p1(O)dO =
1

β
PFN

(4.1.11a)

β =
PFN

1− PFP

(4.1.11b)
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The expected time of SPRT or the number of observations needed is a random

variable which can be estimated. The expectation of stopping time (E0 - hypothesis

normal, E1 - hypothesis with arc) with respect to pi, i = 0, 1 are as following [72]:

E0 ≈
PFP ln

PFP
1−PFN

+ (1− PFP )ln1−PFP
PFN

D(p0||p1)
(4.1.12a)

E1 ≈
PFN ln

PFN
1−PFP

+ (1− PFN)ln1−PFN
PFP

D(p1||p0)
(4.1.12b)

Where D(p0||p1) and D(p1||p0) are the Kullback-Leibler divergences between p0

and p1 :

D(p0||p1) =
∑
i

p0(i)ln(
p0(i)

p1(i)
) (4.1.13a)

D(p1||p0) =
∑
i

p1(i)ln(
p1(i)

p0(i)
) (4.1.13b)

With i = 0,1 (normal and arcing).

We are only interested in cases where PFN and PFP < 0.5 so decreasing PFN or

PFP increases the stopping time as we can see on the equations 4.1.12a and 4.1.12b.

4.1.3 Decision with Truncated SPRT

The problem when using directly SPRT for arc fault detection is that the stopping

time is not fixed. Therefore, the decision method may not meet the time requirement

in extreme cases. To avoid this, we add an upper limit to the number of observations,

which is a function of the RMS value of the current.

Figure 4.2 presents our decision method based on SPRT. Let call the output of a

given classifier C for arc fault detection as an abnormal event indicator (AEI). With

0 ≤ AEI ≤ 1, the more AEI close to 1 the higher the probability of an arc fault

occurring and vice versa. Let AEI threshold is the lowest value of AEI which can
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lead to an arcing event. This value can be found by analyses the used data. The

calculated upper-bound α and lower-bound β depend on the desired accuracy.

At first, we compute the AEI, if AEI higher than the AEI threshold the sequential

test will begin. Then the likelihood ratio Λn will be considered, if Λn higher or lower

than the defined thresholds α, β the test will stop. We obtain the corresponding

result as an arc fault event or wait for another test.

if β < Λn < α we are unavailable to conclude the test . We should consider

more observation if the time constraint permit. To verify the time constraint we

compute the current RMS score (noted CRMS) the detailed formula for CRMS will

be described later. If CRMS lower than calculated threshold (t CRMS) we continue

the test. Otherwise, we should conclude the test immediately (truncated test)with

the threshold equal to mean value of α and β(if we don’t prioritize hypothesis normal

nor with arc fault).
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Figure 4.2: Sequential probability ratio test for arc fault detection

To verify the time constraint we calculate the CRMS. Taken into account that

the current RMS may vary when arcing occurs (plugging new load when an arc fault

is occurring or transient load) which may dramatically change the required response

time. We use the following formula to compute the score.

CRMS =
n∑

i=1

RMSi.t(RMSi).k(RMSi) (4.1.14a)

With RMSi is the value RMS of current for a given observation window i. n

is the number of observation has been used. t is the maximum break time which
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is based on the standard IEC 62606. k is a correction coefficient which will be

determined later.

The value exact of t can be calculated which linear interpolation (Figure 4.3)

from Table 1.1.

Figure 4.3: Maximum break time with linear interpolation.

As mentioned in the standard IEC 62606 at 2.5 A we have maximum 1 second

to detect arc (Table 1.1). Let take k = 1 in this case so we obtain the threshold

t CRMS= 2.5*1*1 = 2.5. This value of k and t CRMS satisfy the condition of

maximum break time on the standard till the rms lower or equal to 10A (Table 4.1).

Current (RMS) 2.5A 5A 10A 16A 32A

Calculated response time 2.5
2.5

=1s 2.5
5

=0.5s 2.5
10

=0.25s 2.5
16

=0.15625s 2.5
32

=0.078125s

Table 4.1: Calculated detection time for series arc.

More specific, 0.5s maximum break time for 5A and 0.25s maximum break time

in the case of 10A.

In the case of 16A the time constraint will be exceeded, we have 0.15625s maxi-

mum break time instead of 0.15s. For the case of 32A, we have 0.078125s maximum
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break time instead of 0.12s. To correct maximum breaking time errors, a simple lin-

ear adjustment based on lowest upper bound (LUP)of current RMS can be used.

k(RMSi) =
t CRMS

LUP (RMSi).t(LUP (RMSi))
(4.1.15a)

With LUP (RMSi) equal to( 2.5, 5, 10, 16 and 32), Table 4.2 shows the calculated

coefficient k.

Current RMS (A) 2.5 to 10 10 to 16 16 to 32

k 1 1.042 0.652

Table 4.2: Normalization coefficient

Figure 4.4 shows an example of CRMS calculation, we can see that CRMS in-

creases faster in the case of high RMS current (green step) and slower for lower RMS

current (purple step). In the left case, the maximum break time is shorter than the

right case knowing that the current level when we start the truncated SPRT is the

same. The fixed threshold t CMRS guarantees the time constraint is respected

even in the case of current varying during a test.

Figure 4.4: CRMS evaluation.

4.1.4 Experimental results

To verify the performance of the proposed decision method, let’s take a detection

algorithm with classifier C( FFT 1-10Khz and CZT 10-20 Khz) which has been
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presented in the Chapter 2. The size of the window was fixed to one period 20 ms.

Classifier C has 10 FN and 21 FP samples so

TPR =
3405− 10

3405
= 0.9971

and

FNR =
21

12826
= 0.0016.

Without statics decision method we can expect an unwanted trip every 0.02
0.0016

=12.5s.

With 4 successive abnormal events counting method for one year we may expect:

NFA =
0.00164

0.02.4
.3600.24.365 = 0.0026

DR = 0.99714 = 0.9885

That means almost no unwanted trip per year and a detection rate of 0.9885

with 80 ms response time.

With the proposed truncated sprt, if we define the same robustness again un-

wanted trip as the previous statistic method. We should achieve a

PFP =
0.0026

3600.24.365.50
≈ 1.65.10−12

Let say we want to have a DR equal to 0.999 which equivalent to PFN = 0.001. To

simplify the writing we can use ln(Λn) instead of Λn for the cumulative score. These

following upper and lower bound should be respected (Equations 4.1.10b, 4.1.11b):

α = ln(
1− 0.001

1.64.10−12
) = 27.12

β = ln(
0.001

1− 1.64.10−12
) = −6.9078

The Kullback-Leibler divergences between p0 and p1 are as following:

D(p0||p1) = 0.9984.ln(
0.9984

0.0029
) + 0.0016.ln(

0.0016

0.9971
) = 5.8218

D(p1||p0) = 0.0029.ln(
0.0029

0.9984
) + 0.9971.ln(

0.9971

0.0016
) = 6.3992

December 12, 2019



4.1. Truncated Sequential probability ratio test decision 92

The expectation of stopping time E0 and E1 are:

E0 ≈
1.65.10−12.ln(1.65.10−12

1−0.001
) + (1− 1.65.10−12).ln(1−1.65.10−12

0.001
)

5.8218
≈ 1.2

E1 ≈
0.001.ln( 0.001

1−1.65.10−12 ) + (1− 0.001).ln( 1−0.001
1.65.10−12 )

6.3992
≈ 4.23

So we can expect a response time for arc fault situation around 5 periods (100 ms)

which are lower than the standard requirement. For the normal situation, we can

expect a stopping time around 2 periods (40 ms).

An example of the calculation with the real signal is shown in Figure 4.5.

Figure 4.5: Example of sprt decision

As the classifier is not perfect, higher than zero results can be found at the output
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when the electrical network is on the transient state. The SPRT starts because the

output value of classifier is higher than the predefined threshold which is equal to

0.1 in this experiment (lowest AEI which can lead to an arc fault event). The green

dash line indicates that the SPRT is starting and the purple dash line signifies the

end of SPRT. The test normally stops when the threshold α or β is reached, and

truncated stop when the CRMS goes higher than defined threshold t CRMS (equal

to 2.5*(1/0.02) = 125 in this case). The proposed decision method quickly eliminates

the risk of an unwanted trip by correctly classify the current signal (within 2 periods,

1 to 3 and 22 to 24). When arc fault appears, SPRT needs 5 periods to detect the

default (39 to 44) which is consistent with the expected stop time calculated above.

In both cases, CRMS is very far from the truncated threshold because the used

classifier has more than 99% in terms of accuracy. The proposed decision test is

more efficient than a simple 4 successive event-based. Both have the same NFA

but SPRT based has better decision rate 0.999 with 100 ms response time compare

to 0.9885 with 80 ms response time. The results can be explained by the fact

SPRT based method uses probability information (value between 0 and 1) rather

than binary value (0 or 1) of event successive approach. In addition, the proposed

method can use more information (multiple observation windows) in difficult case

compare to fixed analysis time approach.

4.2 Long short time memory arc fault detection

As we can see in the previous section, using plural observation windows may increase

the detection performance. The mentioned statics methods only exploit the result

of the classifier part. In order to go further, we need to use directly the arc fault

feature of many observation windows. Which leads to a length variable classification

problem. A powerful tool to resolve this problem is recurrent neural network (RNN)

as we can find in the literature. In practice, basic RNNs are hard to train and they

seem not good at learning long term dependencies. Long short time memory network

(LSTM) is a special type of RNN that can learn long-term dependencies with ease.

In this section, a time variable detection algorithm based on Long short time memory
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neural network will be presented.

4.2.1 Recurrent neural network

RNN is a class of ANN which can work with temporal data thank to its internal

connections. In feedforward ANN, the state of the network is lost after a given

sample being processed. Therefore it’s not optimal for process sequences of data

related in time. RNN can pass the current state of the network to future processing.

Theoretically, RNN can use all information of previous inputs and outputs which

should be more adapted to arc fault detection application than regular ANN with

a fixed observation window.

RNN can be describe with the following formula:

ht = σ(WihIt +Wrht−1) (4.2.16a)

Ot = σo(Whoht) (4.2.16b)

Where σ is the activation function of hidden layer. σo is the activation function of

output layer. Wih denotes the weight of network from input layer to hidden layer.

It is the input of network at a given time t. Wih is the weight of recurrent, ht is the

value of hidden nodes at the given time t. Ot is the output value at t, Who denotes

the weight of network from hidden to output layer.
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Figure 4.6: Recurrent neural network, a- Example of network; b-Unfold architecture

The method to train RNN is called back-propagation through time (BPTT).

BPTT shares the same concept with back-propagation (BP). BP computes the

needed gradient to adjust the weights of a feed-forward neural network [98].

It calculates the gradient of the loss function and distributes back output errors

through the network layers.

For example, a feed-forward neural network has parameters θ. More specific, wk
ij

is the weight between node j of layer k and node i of layer k − 1 , bk−1
i is the bias

of node i. Let consider a data sample with input ~xm and desired output ~ym for the

given input. The set of n sample can be noted as: X = {( ~x1, ~y1), ..., ( ~xn, ~yn)}. A

cost function J(X, θ) defines the error between desired output ~ym and the calculated

output ~ycm with the network of parameter θ from input ~xm. To train the network

we should update the weight wk
ij and biases bk−1

i according to the gradient of the

cost function J(X, θ). Each iteration we can adjust the network’s parameters with

the following formula:

θt+1 = θt − r∂J(X, θt)

∂θ
(4.2.17a)

Where r is the learning rate , θt denotes the parameters of the network at iteration

t.
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Figure 4.7: Backpropagation

BPTT can be understood as BP on an unfold RNN with the entire input sequence

I0 to It as the input layer. Output sequence O0 to Ot as output of the unfold RNN

and D0 to Dt as desired output. They are all required for the training process. As

the parameters of the network are shared across slices, each parameter is calculated

at a time slice and then being averaged.

Figure 4.8: Backpropagation through time

However, learning with RNN is a difficult problem [99].
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The gradients may vanish or explode when backpropagating error across many

time steps [100].

Let’s consider an It1 input pass through the network at a given time t1 and

error computed at time t2. The contribution of input It1 at time t2 will either

tend to zero or grows very high exponentially as t2 − t1 increases. Therefore the

gradient of error respected to the given input will vanish or explode. Truncated

backpropagation through time (TBPTT) has been presented as a solution to limit

the mentioned problem. TBPTT sets a maximum number of time steps that error

can be backpropagated which means the ability to learn long-range dependencies is

being sacrificed.

4.2.2 Long short term memory neural network

The most used RNN architectures for long sequence learning is long short term

memory (LSTM). It was introduced by Hochreiter and Schmidhuber in 1997 [101]

in order to overcome the problem of training RNN.

The main difference between basic RNN and LSTM networks is the LSTM cell.

Ordinary nodes in hidden layers of RNN are replaced by LSTM cells. LSTM helped

to pass the gradient across time steps without being vanished or exploded. A LSTM

cell is composed of an input gate(i), an internal state(m), a forget gate(f) and an

output gate(o)( Figure 4.9).

• Input gate takes information from the current data point It, and either the

hidden layer ht−1 or internal state at previous time step mt−1.

• The internal state is the memory of the LSTM cell, the internal state compo-

nent has a recurrent connection with fixed unit weight. This constant weight

helps the error to flow across many time steps without being vanished or ex-

ploded. It is frequently called the constant error carousel.

• Forget gate provides a method that helps the network to flush the information

in the internal state.

• Output gate computes the output of LSTM cell from It , ht−1,mt−1.
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Figure 4.9: Long short term memory cell architecture

The relation between different elements of the network are presented with the

following equations:

it = σ(WIiIt +Whiht−1 +Wmi �mt−1 + bi) (4.2.18a)

ft = σ(WIfIt +Whfht−1 +Wmf �mt−1 + bf ) (4.2.18b)

Ot = σ(WIOIt +WhOht−1 +WmO �mt−1 + bO) (4.2.18c)

mt = ftmt−1 + itp(WImIt +Whmht−1 + bm) (4.2.18d)

ht = Otp(mt) (4.2.18e)

Where It is the input vector at the given time t. it ,ft ,Ot,mt, ht are the input

gate, forget gate, output gate, internal state and hidden layer vector. Wxx denote

weight matrices between different component of the network (for example WIi is the

weight matrix between input vector and input gate etc.). σ is the action function

(sigmoid function is frequently used). p is a hyperbolic function (tanh function for

example). � represents hadamard product.
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4.2.3 Experimentation results

To adapt the LSTM for arc fault detection at first we need to define the input

sequence data. The size of the observation window has been fixed at 20 ms (sim-

ilar with previous researches). We decided to use the input feature from FFT1-10

kHz and CZT 10-20 kHz in order to make a comparison with the statistic decision

method. Each observation gives 19 features (see Paragraph 2.4.2.2 and Table 2.1

for the details about features), the length of sequence depend on the value RMS

of current (following the equation CRMS). We used 819 input sequences for this

experiment. The size of the sequences varies between 10- 45 observation windows.

The ratio of the arcing sequence and normal sequence is around 0.3/ 0.7. Each

sequence has only a respected label of normal and arc fault situations.

Figure 4.10: Example of input sequence in normal functioning and with arc

In the Figure 4.10-a (normal functioning), we can see the value RMS of current

signal is around 5.66. According to the standard, for this RMS value, the algorithm

should response within 350 ms if an arc fault occurs. The length of the sequence

is 17 observations windows which satisfy the condition. Similarly, in the case of

signal with arc (Figure 4.10)-b, the length of the input sequence (27 observation

windows) is fixed according to the standard IEC62606 with interpolation method.

The different features of input signals are normalized between 0 and 1. We can see

December 12, 2019



4.2. Long short time memory arc fault detection 100

less variation of features in the case of normal functioning compare to with arc.

Secondly, we need to define the neural network for the detection task. According

to the number of input features, the complexity of the problem and to speed up the

training process, we mainly focused on the simple network which has up to three

layers of LSTM cells. Also, as we saw in Chapter 3 complicated network tends to

provide lower detection performance due to the difficulties in the learning process.

The following architecture of network has been used for the experimentation (Figure

4.11):

Figure 4.11: Neural network for arc fault detection with LSTM cells

Every tested network has one sequence input layer which consists of 19 nodes

and 1 to 3 LSTM layers with a variable number of hidden nodes. They all have a

fully connected layer and a softmax- classification layer. The size of the last layer is

fixed to 2 because only two classes are needed: normal and arc fault.

These networks were validated and trained using 5-Fold Cross-Validation (5

FCV). This method consists of separating the database into 5 groups randomly

and performing the actions. After dividing into groups (folds) we used the first

four folds as the training set and the fifth as the validation set. The experiments

performed with this configuration five times by changing the folds positions. The
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averaged validation results from 5FCV are show at the Table 4.3.

Configuration
Validation

accuracy
Configuration

Validation

accuracy

1 Layer LSTM( 5 cells) 97.5% 2 Layers LSTM( 24-8 cells) 99.3%

1 Layer LSTM( 8 cells) 98.2% 2 Layers LSTM( 19-24 cells) 98.3%

1 Layer LSTM( 10 cells) 98.6% 2 Layers LSTM( 8-24 cells) 97%

1 Layer LSTM( 12 cells) 98.6% 2 Layers LSTM( 5-10 cells) 96%

1 Layer LSTM( 24 cells) 99.2% 2 Layers LSTM( 8-2 cells) 95.2%

1 Layer LSTM( 36 cells) 99.4% 2 Layers LSTM( 10-10 cells) 98.2%

1 Layer LSTM( 50 cells) 99.6% 2 Layers LSTM( 12-10 cells) 98.2%

1 Layer LSTM( 100 cells) 99.6% 2 Layers LSTM( 20-10 cells) 99.6%

2 Layers LSTM( 8-5 cells) 97.5% 2 Layers LSTM( 40-10 cells) 99.6%

2 Layers LSTM( 10-5 cells) 97.9% 3 Layers LSTM( 8-8-8 cells) 98.2%

2 Layers LSTM( 24-5 cells) 99.2% 3 Layers LSTM( 8-8-16 cells) 98.3%

2 Layers LSTM( 8-8 cells) 97.8% 3 Layers LSTM( 24-48-16 cells) 98.5%

Table 4.3: Series arc fault detection with LSTM

With one layer of LSTM, the network’s performance scales with the number of

using cells (97.5% to 99.6%). However, when the number of used cells is higher

than 50 there is no improvement by adding more cells. The networks with two or

three layers or LSTM share the same trend, the more cells using the better result is.

There is no network that can achieve a classification rate higher than 99.6%. The

LSTMnet 19 50 (1 Layer LSTM (50 cells)) and LSTMnet 19 50 (1 Layer LSTM

(50 cells)) converge faster than LSTMnet 19 20 10 (2 Layers LSTM (20-10 cells))

LSTMnet 19 8 5 (2 Layers LSTM (10-5 cells)) (Figure 4.12). It can be explained by

the fact that deeper networks are more difficult to train. In every case, the training

and validation accuracy is close to each other (lower than 0.4% difference) which

means LSTM based network has good generalization for the arc fault detection task.
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Figure 4.12: LSTMs trainning accuracy

The masking configuration (high energy consumption&noisy appliances and arc-

ing with low energy consumption appliances) is problematical for LSTM based net-

work. Many samples of this category have been misclassified. As we know the

detection time should be calculated with the arcing current. In this considered con-

figuration, we can’t determinate correctly the detection time because we have only

information of the line current. The difference between detection time based on

line current and detection time based arcing current causes this problem (the input

sequence may be shorter than it should be). For experimentation purposes, we can

work around this problem by changing the size of the input current series according

to the arcing current, however, this solution doesn’t work in practice because we

need to know exactly where is the arc fault before detecting it. To properly address

this problem we train the LSTM network with a short sequence (80ms) and make the

final classifier based on multiple outputs of the network. With this solution, most

difficult samples can also be correctly classified. However more data with masking

configuration is needed to confirm the efficiency proposed solution.

4.3 Conclusion

In this chapter, two arc fault detection methods which take into account the variable

time aspect or arc fault detection have been presented. The SPRT based method

adapts statistical analysis with classifier. This method permits to optimize the final
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behavior (tripping or not) of the detection system correspond to different strategies

(sensitivity or robustness). The second method based on LSTM uses directly the

variable time series as input. The results of the LSTM network are very promising,

and there are still some points that worth to be investigated further.
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Chapter 5

Conclusions

The results in this thesis show that we can make efficient series arc fault detection

algorithm for the household electrical network by using machine learning techniques.

The first contribution of this research consists of creating a method that helps to

find optimize arc fault features and make a detection algorithm from multiples fea-

tures. The proposed method works very well with commonly used features that

can be found in the literature and it increases significantly the detection perfor-

mance. Worth to be mentioned that training time and amount of data needed for

this method is very affordable. We can also easily add resources constraints if the

final detection algorithm needs to be implemented into a low-cost platform.

The second contribution of this thesis shows that the deep learning algorithm can be

used for arc fault detection. This kind of algorithm eliminates the need for finding

optimal arc fault features, which is a time consuming and required field knowledge

task. In exchange for this convenient, a performance drop can be noticed compared

to algorithms based on highly optimized input features. This can be explained by

the fact that the learning process is never an easy task for the complicated network.

We may achieve better performance if we invested more time and effort in develop-

ing a good database and investigate further on architecture and training technics.

However, there are many efficient arc fault features that have been found in the

literature. Therefore deep learning-based solutions may require more effort than the

first proposed method. In addition, a major issue with this kind of algorithm is the

processing power required. It costs much more expensive than the first method in
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the both term: training and implementation. Of course, it may work with a cloud-

based system or so on but the cost of this system can be excessive and many more

parameters should be considered such as: the connection, continuation of service,

security problem.

We also investigated in the time aspect of arc fault detection and two methods

have been presented. The SPRT based method is potent when using a high accu-

racy classifier, it helps to optimize the tripping strategy. Also, this method is simple

to implement on an embedded platform because it has very low computation cost(

several operations per observation window). The LSTM based method shows very

good performance, only slightly lower than the multi-criteria based method. How-

ever, masking load configurations are troublesome for the LSTM method because

of the lack of information about arcing current. For all mentioned methods a large

database with complicated situations has been used to confirm their performances.

5.1 Prototype Implementation

With the most efficient solution( Table 2.4 )for every 20 milliseconds( one period),

we need to calculate Wavelet transform, Fourier transform( FFT) and Chirp Zeta

transform( CZT) of raw current signal. And then construct arc fault features with

descriptors, finally classify with an artificial neural network. The most costly parts

of the proposed solution are: Wavelet transform, CZT and FFT which have Θ(n log

n) complexity - n is the length of input series. So if we use the low-frequency input

signal, for example, n = 1024, we need about several tens of thousands of multiply-

accumulate operations( MACs) for the whole processing and classify part. Let’s

say 40000 MACs per 20 ms is needed which is equivalent to 2 MFLOPs. We have

tested and implemented an important part of the final detection algorithm( FFT

and CZT) with SPRT decision into an embedded platform( the core is a Zynq-7010

SoC: Dual-core cortex A9, 28K logic programmable cells and 17.600 LUTs). With

this platform, we have no real-time issues. The CPU part used mainly to compute

the classifier with neural-network, descriptor, and SPRT. On the FPGA part, we

implemented an ADC controller, FFT, and CZT. We didn’t use a fully paralleled
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architecture and DMA is used for transfer pre-processing data to CPU. If necessary,

the proposed solution can be optimized further and implemented on a less powerful

platform.

5.2 Perspective

The experimentation results of this thesis show that machine learning is well adapted

to arc fault detection task, in addition, the developed prototype is working well on

different electrical networks and appliances. This suggests the future development

of work in these following directions. For CNN based method, multiple classifiers

system is worth to be investigated further. The LSTM detection method needs more

masking configuration data to confirm its efficiency. It could be very interesting to

find a solution that give the LSTM method the ability to predict arcing current based

on electrical network mapping( load recognition and localization). This solution

permits to optimize the length of input sequences for LSTM method. In general, it’s

very important to see how these proposed methods work in practice. An environment

auto-adapted system( adapting parameters depend on appliances frequently presents

on the network) could be a worthwhile subject.
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Résumé substantiel

Cette thèse a été mené dans le cadre d’une convention de collaboration entre la

société Hager et l’Institut Jean Lamour. Le principal sujet abordé dans la thèse est

la détection de défaut d’arc électrique pour les installations domestiques.

Un défaut d’arc est un arc électrique qui se produit accidentellement en série

ou en parallèle avec des appareils. L’arc parallèle est produit entre deux tensions

différentes (par exemple entre phase et neutre) et l’arc de série se produit dans la

même phase. Fréquemment, des défauts d’arcs électriques sont causés par des câbles

et des appareils électriques endommagés ou un mauvais contact électrique. Si un

défaut d’arc est maintenu pendant une durée suffisamment longue, l’énergie produite

par l’arc électrique peut conduire à départ d’un incendie.

Pour protéger à nouveau ce phénomène, des dispositifs de détection de défauts

d’arcs électriques sont demandés dans plusieurs installations électriques depuis une

vingtaine d’années. Les États-Unis et le Canada exigeaient qu’ils protègent la plu-

part des points des prises d’électrique résidentiels. En Europe, l’adoption des disposi-

tifs de détection de défauts d’arc commence également, par exemple en Allemagne

(2017) et au Royaume-Uni (2018) pour certains types d’installation.

Il existe sur le marché de nombreux dispositifs de détection des défauts d’arcs

électriques, mais aucun d’entre eux ne peut garantir une protection absolue. Ils sont

tous susceptibles d’avoir des faux négatif ou des faux positifs (ils ne détectent pas un

défaut d’arc ou ne reconnaissent un état normale de réseau comme un défaut d’arc

électrique).L’arc parallèle peut être facilement détecté en raison de son impact sur le

niveau du courant, par contre le défaut d’arc en série est beaucoup plus compliqué

à gérer. Jusqu’à présent, aucune solution ne peut garantir la détection de tous les

défauts de l’arc sans jamais produire de déclenchement intempestif. C’est la raison

119



Bibliography 120

pour laquelle la détection des défauts d’arcs en série est un sujet de recherche actif.

Une précision d’environ 98-99% peut être observé dans les résultats de l’état de l’art,

cependant, ils ne sont souvent testés que sur quelques cas spécifiques, en outre, le

pourcentage d’erreur parait faible mais peut être insuffisant.

On peut imaginer les conséquences d’un défaut de déclenchement dans le cas

d’arc ou d’un déclenchement quotidien sans raison valable. La nature chaotique du

défaut d’arc et le nombre de scénarios possibles rendent le modèle conventionnel

peu pratique et imprécis. Avec l’augmentation de la puissance de calcul pour le

système embarqué et les résultats prometteurs de l’apprentissage automatique dans

les nombreux domaines, quelques travaux de recherche sur les méthodes de détection

des défauts d’arc basées sur l’apprentissage machine se trouvent dans la littérature.

Motivés par le fait que nous pouvons obtenir des résultats d’état de l’art avec

des algorithmes basés sur l’apprentissage automatique, nous nous concentrons dans

cette thèse sur la résolution du problème de détection de défaut d’arc en série avec

les différentes techniques. Les résultats ont été présentés dans nos publications [1,5].

Les principales contributions de la thèse sont les suivantes: Nous avons proposé une

méthode permettant de choisir les caractéristiques optimales de défaut d’arc pour la

tâche de détection. En outre, le procédé permet de créer un algorithme de détection

basé sur plusieurs caractéristiques de défaut d’arc.

Nous avons montré que différentes techniques d’apprentissage en profondeur peu-

vent fournir des bons résultats pour le problème de détection de défaut d’arc série.

Nous avons présenté deux méthodes pour optimiser les performances de la détection

en prenant compte de l’aspect variable dans le temps de la détection de défaut d’arc.

Un algorithme de détection d’arc de défaut peut être divisé en trois parties princi-

pales: mesure - extraction de caractéristiques, classification entre situation normale

et anormale et décision. Fréquemment, le courant ou la tension du réseau électrique

sera surveillé, puis l’étape d’extraction des fonctions permet de rechercher une car-

actéristique de défaut d’arc (AFF) à partir du signal acquis. Pour obtenir de bonnes

performances lors de la détection, des AFFs appropriées sont très importantes.

Il existe quelques d’algorithmes de détection ceux ont une partie d’extraction de

caractéristiques directe telle que fractale, intégrale de courant, variation de courant
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[11, 13], donc AFF peut être déduite sans étape supplémentaire. Dans les autres

méthodes de détection, la partie extraction de caractéristiques peut être divisée en

deux sous-parties: transformation et les descripteurs. Plusieurs transformations ont

été utilisées pour la détection d’arc, telles que: transformation de Fourier [14,15] [47],

transformation en ondelettes [14] [16,17], filtrage [15] [46] [49] [50], corrélation [18].

De même, un certain descripteurs peuvent être listées: variation de l’énergie du

sous-spectre entre deux cycles de puissance adjacents en tant que descripteur pour

la transformée de Fourier discrète (DFT) [14], le rapport harmonique - DFT [19], la

valeur moyenne de la différences [20] entre les spectres basse fréquence du courant,

mesurées dans deux observations successifs avec transformée en chirp Zeta [21],

valeur propre - filtrage de Kalman [22]. La partie classification peut être simple,

comme un seuil fixe pour les AFFs [23], ou plus complexe, comme un réseau de

neurones artificiels (ANN) [14] [24, 25], Machine à vecteurs de support (SVM) [11]

[26]. La technique de comptage ou la logique floue sont utilisées comme stratégie

de décision [21] [27, 28] [44] [49]. La principale difficulté de la détection des défauts

d’arc en série est la distinction entre les situations d’arc et les situations normales

pour tous les types de charges. La forme d’onde du courant ou de la tension peut

varier de nombreuses manières en fonction des conditions du réseau et des chargés

connectés.

En général, pour détecter une condition d’arc dangereuse, un ou plusieurs AFF

peuvent être utilisés [13] [20]. Les AFF les plus utilisés sont: le passage à zéro, le

bruit large bande, les caractères aléatoires de la variation du courant [18] [29,30] [48].

Cependant, ces fonctionnalités peuvent également être trouvées dans un réseau de

fonctionnement normal.

Par exemple, un aspirateur peut produire de nombreuses caractéristiques d’arc

aux passages à zéro. Les caractères aléatoires de la variation de courant peut

également être imité en modifiant le mode de fonctionnement d’un appareil, al-

lumer / éteindre rapidement un appareil. De plus, le bruit à large bande peut être

généré par une interférence électromagnétique ou une charge bruyante. En raison

de ce problème, chaque algorithme de détection propose un seuil permettant de dis-

criminer les arcs dangereux des situations normales, autrement dit, un compromis
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entre les déclenchements intempestifs (faux négatif) et l’échec de la détection d’un

défaut d’arc (faux positif). Ils ont des conséquences différentes. Un déclenchement

indésirable peut conduire à une perte de temps de travail et à un service désactivé.

L’échec de la détection d’un défaut d’arc est plus problématique et peut entrâıner

une perte d’équipement, voire de vie. Par conséquent, ces erreurs doivent être

minimisées autant que possible. On peut constater qu’une AFF peut donner de

meilleures performances de détection qu’une autre AFF dans certaines situations et

inversement pour le reste [31].

Le problème de détection de défaut d’arc peut être considéré comme une clas-

sification de série temporelle avec deux classes: arc et normal. La série temporelle

correspond à l’acquisition du courant ou de la tension sur une durée définie. La

durée peut être fixe ou variable. En effet, pour un niveau faible de courant, le

système peut se permettre de prendre plus de temps pour confirmer le défaut qu’à

un niveau élevé de courant. Au faible courant, une seconde du signal peut être

utilisée comme entrée et descendre jusqu’à 0,12 seconde lorsque le niveau monte.

La première et la plus populaire approche consiste à utiliser des séries de longueur

fixe pour la détection d’un défaut d’arc. La taille de fenêtre d’analyse ne doit pas

dépasser 6 périodes dans le cas d’une installation européenne (le temps de détection

le plus court est de 120 ms). Nous pouvons lister plusieurs méthodes de détection

qui utilisent un signal de longueur fixe comme entrée: [11] [45] [51].

Cette approche facilitée la conception des paramètres d’entrées et des classifica-

teurs. Tenant compte de ces avantages, nous avons d’abord consacré du temps à la

mise au point d’une méthode de détection reposant sur des paramètres d’entrées et

des classificateurs élaborés. Dans le cas de charges simples telles que résistives ou

inductives, la précision de prédiction de certaines méthodes peut atteindre 100%.

Même avec des charges non linéaires (ordinateur, perceuse électrique ...) où la tâche

de détection devient plus compliquée, certains algorithmes restent avec une précision

très proche de 100%. Chaque méthode a l’avantage pour un ou plusieurs types

de charge. Par conséquent, l’approche multicritères peut conduire à des résultats

de pointe si toutes les méthodes disponibles peuvent être combinées correctement.

L’idée d’utiliser multiples d’AFF pour améliorer les performances de détection a été
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évoquée dans certaines publications et certains brevets: vérification de la présence de

différentes AFF [20], en utilisant les caractéristiques temporelles ainsi que l’analyse

de la fréquence [13]. Cependant, il manque encore des éléments très importants pour

la détection de plusieurs AFF: le choix des AFFs à utiliser ensemble, l’algorithme

de combinaison permettant de créer un algorithme de détection efficace à partir des

AFFs choisies.

Pour répondre à ces questions, une méthodologie d’optimisation des perfor-

mances de détection des défauts d’arc avec plusieurs AFF a été développée. La prin-

cipale originalité de la méthode proposée est l’utilisation de la sélection supervisée

des caractéristiques. La méthode consiste à créer un pool d’AFF de défaut d’arc et à

rechercher une combinaison des AFFs répondant aux performances souhaitées. Des

résultats expérimentaux avec des situations de base (norme IEC 62606) et des situa-

tions compliquées (transitoires, charges de masquage multiples ou perturbations sur

le réseau électrique, etc.) ont démontré l’efficacité des méthodes proposées. Vingt et

une transformées spécifiques associées à 10 descripteurs différents ont été évaluées,

en termes de précision, une combinaison de trois AFF peut atteindre 99,85%.

Grâce à l’apprentissage en profondeur, de plus en plus d’approches pour classer

les séries temporelles ont été présentées. Généralement, ces approches tendent à

remplacer tout ou partie de l’étape d’extraction des caractéristiques par un appren-

tissage en profondeur. Ils visent à combiner le processus d’apprentissage des car-

actéristiques tout en optimisant le classificateur discriminant; ils réduisent le besoin

d’ingénierie pour l’extraction des caractéristiques et des connaissances spécifiques

au domaine. Parmi ces différentes techniques, les auto-encodeurs, les réseaux de

neurones à convolution (CNN) et les réseaux de neurones à récurrences sont les

plus utilisés. Par exemple, Guifang Liu et al. a utilisé la transformation de Fourier

et des encodeurs automatiques empilés comme extraction de caractéristiques pour

analyser la défaillance de bôıte de vitesses [52]. Ou Mohendra Roy et al. a proposé

une méthode de détection d’anomalie dans la surveillance des conditions basée sur

des auto-encodeurs superposés en tant qu’extraction de caractéristiques et sur un

réseau de machines d’apprentissage extrême séquentiel en ligne en tant que classifi-

cateur [53]. Ma Q et al .; Bianchi et al .; Aswolinskiy et al. utilisé des réseaux
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de neurones de récurrence pour classer des séries temporelles [54, 56]. Z.Wang et

W.Yan; C. Liu et al.; G.Devineau; Le Guennec A et al. proposées des méthodes de

classification basées sur certaines variantes de CNN [57, 60]. Les résultats concer-

nant la précision de la classification pour les séries temporelles avec apprentissage en

profondeur sont parfois meilleurs que ceux obtenus avec les méthodes classiques [61].

Nous avons appliqué deux techniques d’apprentissage en profondeur pour la tâche

de détection de défaut d’arc. Le résultat donné par les auto-encodeurs est moyen

(96.2%). Les méthodes de détection basées sur CNN offrent de meilleures perfor-

mances par rapport les auto-encodeurs (99.15%) et nous pouvons encore améliorer

la précision des prévisions avec plus de données d’apprentissage. Le principal in-

convénient de méthodes basées sur l’apprentissage profond est son coût de calcul.

Il est coûteux de mettre en œuvre les méthodes proposées sur une plate-forme em-

barquée.

Dans le réseau domestique, il n’est pas nécessaire de détecter immédiatement

quand une situation d’arc commence tout juste. Identifier le défaut d’arc avant tout

dommage grave au système et limiter le nombre de fausses alarmes est le plus impor-

tantes. Logiquement, plus le temps d’attente est long, plus il est facile d’acquérir

des informations et donc de prendre de meilleures décisions. Plusieurs méthodes

peuvent être utilisées pour classifier les séries temporelles de longueur des vari-

ables pour la détection des défauts d’arc. Les deux approches les plus utilisées sont

des caractéristiques indépendantes de la durée d’analyse, telles que la fréquence ou

le domaine temps-fréquence, et des fenêtres d’analyse prédéfinies, combinées avec

les méthodes statistiques. Par exemple, Yu-Wei Liu et al. ont utilisé un cycle

d’alimentation (20ms) comme fenêtre temporelle et analysé 30 cycles d’alimentation

avec la méthode de comptage pour détecter une défaillance d’arc en série [14]. Ou

Artale et al. a développé un algorithme de détection basé sur l’analyse de fréquence

utilisant différentes fenêtres d’observation de tailles différentes pour s’adapter au

valeur RMS du courant [21] Edwin et al. ont présenté une méthode qui détecte un

arc dans un temps variable (20-200ms), qui dépend du type de charge [49].

En plus de cela, l’adaptation temporelle dynamique a été largement utilisé pour

la classification dans d’autres domaines [62,69]. Cependant, dans cette application,
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la longueur de la série d’entrée peut être considérablement modifiée et le motif prin-

cipal de la forme d’onde du courant d’entrée est répété entre les périodes; il n’est

donc pas pratique d’adapter les signaux d’entrée pour obtenir la même longueur.

Une autre solution est proposée dans l’article [61]. Il consiste à utiliser un réseau de

neurones récurrent (RNN). Par exemple, le RNN est utilisé pour détecter le nœud

de défaillance dans un réseau de capteurs sans fil [70].Ou Arnaz Malhi et al. ont

utilisé le RNN pour prédire l’état de l’état de la machine [71]. Dans cette thèse,

nous présentons deux méthodes de détection de défaut d’arc à temps variable. La

première méthode est basée sur l’observation temporelle prédéfinie et l’analyse statis-

tique d’observations multiples. La deuxième méthode utilisait un réseau neuronal à

mémoire de long et de court terme. Avec ces deux méthodes la précision obtenue

approche les 100% dans la majorité des situations.
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Résumé

La détection des arcs électriques se produisant dans un réseau électrique par des approches d’apprentissage automa-

tique représente le cœur des travaux exposés dans cette thèse. Le problème a d’abord été vu comme la classification

de séries temporelles à taille fixe en deux classes: normal et défaut. Cette première partie s’appuie sur les travaux

de la littérature où les algorithmes de détection sont organisés principalement sur une étape de transformation des

signaux acquis sur le réseau, suivie d’une étape d’extraction de caractéristiques descriptives et enfin d’une étape

de décision. L’approche multicritères adoptée ici a pour objectif de répondre aux imprécisions systématiquement

constatées. Une méthodologie de sélection des meilleures combinaisons et de transformation et de descripteurs a

été proposée en exploitant des solutions d’apprentissage. La mise au point de descripteurs pertinents étant toujours

difficile, l’évaluation des possibilités offertes par l’apprentissage profond a également été étudiée. Dans une seconde

phase l’étude a porté sur les aspects variables dans le temps de la détection de défaut. Deux voies statistiques de

décision ont été explorées l’une basée sur le test de probabilités séquentiel (SPRT) l’autre basée sur les réseaux de

neurones artificiels LSTM (Long Short Time Memory Network) chacune de ces deux méthodes exploite à sa manière

la durée d’une première étape de classification comprise entre 0 et 1 (normal, défaut). La décision par SPRT utilise

une intégration de la classification initiale. LSTM apprend à classer des données à temps variable. Les résultats du

réseau LSTM sont très prometteurs, il reste néanmoins quelques points à approfondir. L’ensemble de ces travaux

s’appuie sur des expérimentations avec des données les plus complètes et les plus large possible sur le domaine des

réseaux alternatifs 230V dans un contexte domestique et industriel. La précision obtenue approche les 100% dans

la majorité des situations.

Abstract

The detection of electric arcs occurring in an electrical network by machine learning approaches represents the heart

of the work presented in this thesis. The problem was first considered as a classification of fixed-size time series with

two classes: normal and default. This first part is based on the work of the literature where the detection algorithms

are organized mainly on a step of the transformation of the signals acquired on the network, followed by a step of

extraction of descriptive characteristics and finally a step of decision. The multi-criteria approach adopted here aims

to respond to systematic classification errors. A methodology for selecting the best combinations, transformation,

and descriptors has been proposed by using learning solutions. As the development of relevant descriptors is always

difficult, differents solutions offered by deep learning has also been studied. In a second phase, the study focused on

the variable aspects in time of the fault detection. Two statistical decision paths have been explored, one based on

the sequential probabilistic test (SPRT) and the other based on artificial neural networks LSTM (Long Short Time

Memory Network). Each of these two methods exploits in its way the duration a first classification step between

0 and 1 (normal, default). The decision by SPRT uses an integration of the initial classification. LSTM learns to

classify data with variable time. The results of the LSTM network are very promising, but there are a few things

to explore. All of this work is based on experiments with the most complete and broadest possible data on the field

of 230V alternative networks in a domestic and industrial context. The accuracy obtained is close to 100% in the

majority of situations.
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