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Notation

R Set of real numbers, i.e. (−∞,∞)

R≥0 Set of positive real numbers, i.e. [0,∞)

R>0 Set of nonnegative real numbers, i.e. (0,∞)

Z≥0 Set of positive integers, i.e. {0, 1, 2, . . .}
Z>0 Set of nonnegative integers, i.e. {1, 2, . . .}
(x, y) [x⊤, y⊤]⊤, with (x, y) ∈ Rn × Rm and n,m ∈ Z>0

χ ∈ K Continuous function χ : R≥0 → R≥0,

zero at zero,

strictly increasing

χ ∈ K∞ χ ∈ K and unbounded

β ∈ KL Continuous function β : R≥0 × R≥0 → R≥0,

β(·, t) ∈ K for any t ≥ 0,

β(s, ·) is decreasing to 0 for any s ≥ 0

I Identity map from R≥0 to R≥0

u A sequence of inputs [u0, u1, . . . ] of length d ∈ Z≥0 ∪ {∞}
ui ∈ Rm for i ∈ {0, . . . , d}

u|k The truncation of sequence u to its first k elements, i.e.

u|k = [u0, . . . , uk−1]

u|0 = ∅ by convention.

f (k) The composition of f to itself k times, i.e.

for f : R→ R, and k ∈ Z≥0, f (k) = f(fk−1)

f (0) = I.
⌊·⌋ Floor function

|x| The Euclidean norm of a vector x ∈ Rn

|x|A The distance of a vector x ∈ Rn to non-empty set A
defined as |x|A = inf{|z − x| : z ∈ A}

λmin(P ) the smallest eigenvalue of a symmetric real matrix P

λmax(P ) the largest eigenvalue of a symmetric real matrix P

xi



Notation

xii



Glossary

DP Dynamic Programming

ADP Approximate Dynamic Programming

VI Value Iteration

AVI Approximated Value Iteration

PI Policy Iteration

API Approximated Policy Iteration

OP Optimistic Planning

RL Reinforcement Learning

MPC Model Predictive Control

NMPC Nonlinear Model Predictive Control
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Chapter 1. Introduction

1.1 Optimal control of discrete-time systems . . . . . . . . . . . . 1

1.2 Linear quadratic problem . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Dynamic programming . . . . . . . . . . . . . . . . . . . . . . . 4

1.4 Approximate value iteration . . . . . . . . . . . . . . . . . . . . 7

1.5 Discount factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.6 What about stability? . . . . . . . . . . . . . . . . . . . . . . . . 9

1.7 Value iteration versus model predictive control . . . . . . . . 10

1.8 Exploiting stability . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.9 Organization and summary of the contributions . . . . . . . . 12

1.1 Optimal control of discrete-time systems

Optimal control consists in designing the inputs to a dynamical system so that these

optimize a given cost function. Its applications are wide ranging from path planning of

spacecrafts [61], increased flight endurance of drones [51], to better performing switching

power converters [19] to cite only a few examples. Optimal control inception can be traced

back from the Brachistochrone curve problem [68]. Proposed in 1696 by J. Bernoulli,

the challenge was to find “the curve traced out by a point acted only by gravity, which

starts at A and reaches B in the shortest time”. Solved by several mathematicians of that

time, this eventually lead to the birth of the calculus of variations, and finally, towards

1



Chapter 1. Introduction

Pontryagin’s Maximum Principle. It is accepted that modern optimal control flourished

after the formulation of Pontryagin’s Maximum Principle in the 1950s, and numerous tools

and applications followed, see e.g. [68].

In this thesis, we concentrate on the optimal control of dynamical systems evolving in

discrete time. In this context, we consider the system

x+ = f(x, u), (1.1)

where x ∈ Rn is the state, u ∈ U(x) ⊆ Rm is the input, f :W → Rn is the deterministic

jump map where W := {(x, u) : x ∈ Rn, u ∈ U(x)}. We denote U(x) the nonempty set

of admissible inputs for state x. For example, U(x) can be: the whole set Rm; a given

compact set, which is relevant to model input saturation; a discrete subset of Z>0, as

when inputs are quantized, or when u represents a switching signal [43]; the set of linear

feedback controllers. We use ϕ(k, x,u|k) to denote the solution to system (1.1) at time

k ∈ Z≥0 with initial condition x and inputs u|k = [u0, u1, . . . , uk−1], with the convention

ϕ(0, x, ·) = ϕ(0, x,∅) = x.

In general, the cost function takes the following form

J∞(i, x,u) :=
∞∑︂
k=i

ℓ(k, ϕ(k, x,u|k), uk) (1.2)

where ℓ : Z≥0 × Rn × Rm → R is a time-varying stage cost and i ∈ Z≥0 is the initial

time-step. The objective is to find a sequence of admissible inputs u ∈ U(x) to minimize

(1.2), that is†1

V∞(i, x) := min
u
J∞(i, x,u), (1.3)

and V∞ is called the optimal value function, which is the minimum value of cost (1.2) for

the considered admissible inputs.

1.2 Linear quadratic problem

The problem formulated above is notoriously difficult in general. However, there is an

important case for which simple and elegant solutions exist: linear systems and quadratic
†1 Each time a minimization problem is formulated over inputs or sequences of inputs, it is implicitly

assumed that this is done over admissible inputs.

2



1.2. Linear quadratic problem

costs. Indeed, consider the case where system (1.1) is given by

x+ = Ax+Bu (1.4)

where A ∈ Rn×n, B ∈ Rn×m, x ∈ Rn and u ∈ U(x) = Rm, and the cost in (1.2) takes the

form

J∞(x,u) :=
∞∑︂
k=0

ϕ(k, x,u|k)⊤Qϕ(k, x,u|k) + u⊤k Ruk, (1.5)

where Q ∈ Rn×n and R ∈ Rm×m. This is known as the Linear Quadratic Regulator (LQR)

problem. R.E. Kalman [38] famously solved the LQR problem in continuous-time†2 when

Q and R are symmetric, positive definite matrices, given that pair (A,B) is controllable,

a notion he introduced himself. The solution of the LQR problem for system (1.4) is given

by

V∞(x) := min
u
J∞(x,u) = x⊤Px, (1.6)

where P ∈ Rn×n is the unique solution of the discrete Riccati equation

P = A⊤PA− A⊤PB(R +B⊤PB)−1B⊤PA+Q, (1.7)

see [2]. Moreover, the optimal inputs are generated by the uniquely defined linear state-

feedback controller

K := (B⊤PB +R)−1B⊤PA, (1.8)

i.e. J∞(x,u∗
∞(x)) = x⊤Px, where u∗

∞(x) = [u∗0, u
∗
1, . . .] and u∗k = −Kϕ(k, x,u∗

∞(x)|k). For

more details on the LQ control, the reader is invited to consult, e.g., [2, 7, 38].

Controller (1.8) thus ensures optimality. Additional assumptions need to be made

for the closed-loop system (1.4), (1.8) to exhibit stability properties, as noted by R.E.

Kalman in [38]: “In the engineering literature it is often assumed (tacitly and incorrectly)

that a system with optimal control law is necessarily stable”. The extra requirement is a

detectability condition, as formalized next.

Proposition 1.1. If (A,C) is observable where C is a real matrix such that Q = C⊤C,

the origin of system x+ = (A − BK)x with K defined in (1.8) is globally exponentially
†2 He actually solved the linear time-varying case, i.e. matrices A,B,Q,R are free to vary in time, which

is more general.

3



Chapter 1. Introduction

stable, i.e. there exist λ1 ≥ 1 and λ2 > 0 such that for any initial condition x ∈ Rn,

|ϕ(k, x,u∗
∞(x))| ≤ λ1e

−λ2k|x|. □

We refer to Proposition 4.4.1 in [8] for the proof that A − BK is Schur, i.e. its

eigenvalues lie in the open unit disk of C, which implies in global exponential stability.

1.3 Dynamic programming

Going back to system (1.1) and cost (1.2), it is very difficult, if not impossible, to construct

explicitly an optimal sequence of inputs in general when the system is nonlinear and the

stage cost is not quadratic. Indeed, many relevant choices of stage costs ℓ exist beside

the quadratic one in (1.5). For instance, when we are interested in making the solutions

to (1.1) converge to a given set or when we are only interested in minimizing certain

variables, we can be tempted to define ℓ(x, u) as |x|A + λ(u) with λ(u) ≥ 0 and a given

set A ⊂ Rn. In the Reinforcement Learning (RL) literature, costs of the following form

are also frequently encountered [67]

ℓ(k, x, u) =

⎧⎪⎨⎪⎩1 when x ̸∈ A

0 when x ∈ A,
(1.9)

for any k ∈ Z≥0, u in some compact subset of Rm and non-empty set A ⊂ Rn. The

underlying idea is to penalize the state when it is not in a desired set A and manifest

clearly our desire to reach (and stay in) A in minimal time.

As we already mentioned, considering general nonlinear systems and stage costs is

appealing, but it is difficult to analytically construct optimal inputs. A powerful approach

to overcome this obstacle is to resort to Dynamic Programming (DP)†3 . Popularized by

R.E. Bellman, DP revolves around a recursive property for the optimal cost (1.3), when it

exists, which is, for any k ∈ Z≥0 and x ∈ Rn,

V∞(k, x) = min
u

{︃
ℓ(k, x, u) + V∞(k + 1, f(x, u))

}︃
, (1.10)

†3 Alternative approaches exist for specific classes of systems. For instance, occupation measure and

moment relaxations are a possible approach for polynomial systems with polynomial stage costs [64], see

[41] for results for continuous-time systems.

4



1.3. Dynamic programming

also called Bellman equation [7]. As R.E. Bellman wrote in [5]: “An optimal policy

has the property that whatever the initial state and initial decision are, the remaining

decisions must constitute an optimal policy with regard to the state resulting from the

first decision”, which is captured by (1.10). Instead of optimizing an infinite sequence of

inputs u, equation (1.10) collapses the optimization problem into a single decision u. In

view of (1.10), the optimal inputs are thus given by

u∗0(k, x) ∈ argmin
u∈U(x)

{︃
ℓ(k, x, u) + V∞(k + 1, f(x, u))

}︃
, (1.11)

which may be non-unique, justifying the usage of the symbol “∈” in (1.11). Equation

(1.11) is appealing but there is a catch: we need to know V∞ in order to construct u∗0.

It appears that to know V∞ for any k ∈ Z≥0 and x ∈ Rn is very difficult in general.

Another issue is that representing V∞ numerically might be too costly, if not intractable.

This is particularly an issue for higher-dimensional systems, due to the so-called curse of

dimensionality. An alternative consists in looking for approximations of V∞ instead, based

on which near-optimal inputs are constructed; this corresponds to Approximate Dynamic

Programming (ADP). To explain how this can be done, consider discounted stage costs, i.e.

ℓ(k, x, u) = γkℓ(x, u) with some abuse of notation, where γ ∈ (0, 1] is a possible discount

factor, and ℓ(x, u) ≥ 0 for any k ∈ Z≥0 and (x, u) ∈ W . We explain in the following why it

is useful to introduce a discount factor here, see Section 1.5. In sum, we want to minimize,

for any x ∈ Rn,

Jγ,∞(x,u) :=
∞∑︂
k=0

γkℓ(ϕ(k, x,u|k), uk). (1.12)

Bellman equation for (1.12) is then given by

Vγ,∞(x) = min
u

{︃
ℓ(x, u) + γVγ,∞(f(x, u))

}︃
. (1.13)

Value Iteration (VI) [7] is an iterative procedure based on (1.13) which we now describe.

Given an initial cost function Vγ,−1, VI generates a sequence of value functions Vγ,d for

any d ∈ Z≥0 as follows, for any x ∈ Rn,

Vγ,d(x) = min
u

{︃
ℓ(x, u) + γVγ,d−1(f(x, u))

}︃
. (1.14)

5



Chapter 1. Introduction

Note the difference with (1.13) where Vγ,∞ appears on both sides of the equality, while

here in (1.14) the value at the next iteration, Vγ,d, is defined based on the value of the

previous iteration, i.e. Vγ,d−1. Given d ∈ Z≥0, the associated input, also called policy, is

defined as

u∗γ,d(x) ∈ argmin
u

{︃
ℓ(x, u) + γVγ,d−1(f(x, u))

}︃
. (1.15)

It can be shown that for d→∞, Vγ,d converges to the fixed-point of (1.14), i.e. Vγ,∞, when

it exists, see e.g. Proposition 1.6.4 from [7] when γ ∈ (0, 1), and [9] when γ = 1, under

some conditions; see also [1,27,44,48]. We state this more precisely in the following lemma

when stage cost ℓ is such that there there exists M ≥ 0 such that ℓ(x, u) ∈ [0,M ] for any

(x, u) ∈ W , inspired by the arguments in Proposition 1.2.1 from [7] when γ ∈ (0, 1).

Lemma 1.1. For any x ∈ Rn, γ ∈ (0, 1), let let the initial value function Vγ,−1 be such

that 0 ≤ Vγ,−1(x) ≤ Vγ,∞(x) and consider the case where there exists M ≥ 0 such that

ℓ(x, u) ∈ [0,M ] for any (x, u) ∈ W. Then the following holds for any d ∈ Z≥0,

0 ≤ Vγ,∞(x)− Vγ,d(x) ≤ γd+1 1

1− γM. (1.16)

□

Proof. Let γ ∈ (0, 1). We first show that Vγ,d(x) ≤ Vγ,∞(x) for any x ∈ Rn and

any d ∈ Z≥0, and proceed by contradiction. Assume there exists x ∈ Rn such that

Vγ,∞(x) < Vγ,0(x). On the other hand, in view of (1.14),

Vγ,0(x) = min
u

{︃
ℓ(x, u) + γVγ,−1(f(x, u))

}︃
≤ min

u

{︃
ℓ(x, u) + γVγ,∞(f(x, u))

}︃
, (1.17)

as Vγ,−1 ≤ Vγ,∞. In view of (1.13), we derive Vγ,∞(x) < Vγ,0(x) ≤ minu

{︃
ℓ(x, u) +

γVγ,∞(f(x, u))

}︃
= Vγ,∞(x), a contradiction is attained. By proceeding iteratively, one

concludes that Vγ,d(x) ≤ Vγ,∞(x) for any x ∈ Rn and any d ∈ Z≥0. Therefore, the

lower-bound in (1.16) holds.

In view of (1.14) and (1.15), there is a sequence u0 = [u∗γ,0(x)] such that

Vγ,0(x) − γVγ,−1(ϕ(1, x,u0|1)) = Jγ,0(x,u0). Again, by proceeding by iteration, we

conclude that there exist a sequence ud = [u0, . . . , ud] such that Vγ,d(x)− γd+1Vγ,−1(ϕ(d+
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1, x,u|d+1)) = Jγ,d(x,ud), and since Vγ,−1 ≥ 0, Vγ,d(x) ≥ Jγ,d(x,ud). Consider sequence

û = [ud,u
∗∗∗
γ,∞(ϕ(d + 1, x,ud|d+1))], which consists of the inputs ud followed by an

optimal input sequence of infinite length at state ϕ(d + 1, x,ud|d+1). We derive

Jγ,∞(x, û) = Jγ,d(x,ud) + γd+1Jγ,∞(ϕ(d + 1, x,ud|d+1),u
∗∗∗
γ,∞(ϕ(d + 1, x,ud|d+1))). Since

u∗∗∗
γ,∞(ϕ(d + 1, x,ud|d+1)) is the optimal sequence for state ϕ(d + 1, x,ud|d+1) and

Jγ,d(x,ud) ≤ Vγ,d(x), it follows that

Jγ,∞(x, û) ≤ Vγ,d(x) + γd+1Vγ,∞(ϕ(d+ 1, x,ud|d+1)). (1.18)

On the other hand, since Vγ,∞(x) is the optimal cost, any other infinite-length sequence

will have a higher cost, i.e. Vγ,∞(x) ≤ Jγ,∞(x, û). Therefore, in view of (1.18),

Vγ,∞(x) ≤ Vγ,d(x) + γd+1Vγ,∞(ϕ(d+ 1, x,ud|d+1)). (1.19)

Since ℓ lives in [0,M ],
∑︁∞

k=0 γ
kℓ(ϕ(k, x,u), uk) ≤M

∑︁∞
k=0 γ

k for any admissible sequence

u = [u0, u1, . . .] and x ∈ Rn, thus Vγ,∞(x) ≤ Vγ,d(x) +
γd+1

1−γ
M and (1.16) holds. ■

Lemma 1.1 provides near-optimality guarantees for value iteration, as γd+1

1−γ
M is an

upperbound on the error between the optimal value function at x, Vγ,∞(x), and the

estimated value obtained by VI at step d, Vγ,d(x). We see that when d tends to infinity,

this bound goes to zero: Vγ,d(x) converges to Vγ,∞(x).

Remark 1.1. Another general approach to generate near-optimal inputs is Policy Iteration

(PI), see [7]. In this thesis, we concentrate on VI or similar algorithms. However, we

believe that the presented results can be extended to (Approximate) Policy Iteration

((A)PI) under mild changes. This is an interesting and relevant future work direction, as

mentioned in Chapter 5. □

1.4 Approximate value iteration

It appears that to implement VI exactly as described in (1.14) and (1.15) is virtually

impossible in particular when the state space is continuous, which is the case here. In

practice, only approximate versions of VI are applied, we talk about Approximate Value

7



Chapter 1. Introduction

Iteration (AVI). To convey the main idea, we consider the simplest approach where we

constrain the state space to be a compact set X ⊂ Rn, which we quantize in finite number

of regions. The idea is to assign a single constant value to the discounted value function

at each iteration, Vγ,d. We thus generate an approximation of Vγ,d in (1.14) which is

piece-wise constant. Under mild conditions, this approximation can be made as close

as desired to Vγ,d by refining the quantization of X . Various other schemes exist in the

literature, see e.g. [10, 16]. In all cases, the approximation of Vγ,d, denoted by ˆ︁Vγ,d is such

that, for any x ∈ X and γ ∈ (0, 1) and d ∈ Z≥0,

ˆ︁Vγ,d(x) = min
u

{︃
ℓ(x, u) + γ ˆ︁Vγ,d−1(f(x, u))

}︃
+ ϵγ,d(x), (1.20)

where ϵγ,d is due to the approximation errors, which typically can be made as small as

desired by tuning the approximation scheme. As a result, when ϵγ,d is constant, recurrent

error bounds between ˆ︁Vγ,d and Vγ,∞ are given by [52], for any x ∈ Rn,

|ˆ︁Vγ,d(x)− Vγ,∞(x)| ≤ γd

1− γ ϵ1 + ϵ2, (1.21)

where ϵ1, ϵ2 > 0 are errors associated to the approximation. See for more details, e.g.

[10,28,46,47,52,65,66].

1.5 Discount factor

Let us go back on the choice of considering a discount factor γ in the presentation of

(A)VI above. In one hand, the error bound from Lemma 1.1 vanishes for d large, since

γd → 0 when d→∞ and γ ∈ (0, 1). In the other hand, when γ → 1, the last bound in

(1.16) explodes to infinity. In this case, extra conditions need to be made to ensure the

convergence of VI, see [9] for instance as already mentioned. On the other hand, notice

that, in general, Vγ,∞ finite only implies that γkℓ(ϕ(k, x,u∞|k), u∗k)→ 0 as k tends to ∞:

the stage cost ℓ(ϕ(k, x,u∞|k), u∗k) may diverge. If the given ℓ is quadratic for instance, like

in Section 1.2, the obtained closed-loop system might be unstable. The discount factor

poses a dilemma between guaranteeing (fast) convergence of VI to Vγ,∞ and stability.

Discount factors are also important in ADP to cope with approximation errors [10], as the

8
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bound in (1.21) also explodes when γ → 1. The underlying reason of these properties is

that γ ∈ (0, 1) makes Bellman operator contractive, see [7].

1.6 What about stability?

While VI can be used to generate near-optimal inputs for general systems (1.1) and

(discounted) stage costs, it remains unclear whether the obtained closed-loop system

ensures stability guarantees. This is a fundamental question as stability is critical in

many applications, as it provides analytical guarantees on the behaviour of the controlled

system solutions as time evolves, whether they converge to a desired point or set, and

whether if they are initially closed to an attractor, they will remain so for all future time.

Stability also ensures nominal robustness to unmodelled disturbances, although special

care is required to ensure this for nonlinear discrete-time systems [40], see also Chapters

2.3.2 and 3.4.3.

In [30,75], stability results for VI can be found assuming the knowledge of an initial

globally stabilizing controller which may be difficult to determine. The author of [31]

relaxes this condition. Nevertheless, these works exhibit the next limitations. First, only

the stability of a point is investigated, while the closed-loop system may have a more

general type of attractors. For example, we might want the attractor to be a non-singeleton

compact set, like when we want to regulate the temperature of a room to a given range

and not necessarily to a precise value. We might also want to stabilize a part of the state

variable, loosely speaking, as in partial stability [71], like for time-varying systems where

the time is considered as a state variable. Second, we want to consider more general stage

costs, and not necessarily quadratic, nor stage costs of the form Q(x) +R(u) with Q and

R positive definite functions, and instead accept costs like (1.9). Third, these results do

not cope with discounted costs. Fourth, the assumptions made in [30,75] are subject to

some conservatism as they do ensure asymptotic stability properties while we know, from

the parallel between VI and Model Predictive Control (MPC) [6] (see also Section 1.7),

that, in general, only practical stability properties can be achieved for nonlinear systems

[24], in the sense that solutions do not a priori asymptotically converge to the attractor,

9



Chapter 1. Introduction

but to any desired neighborhood of it by tuning the number of iterations d.

Stability results for systems controlled by AVI can also be found in [31, 46, 74]. In

addition to the limitations pointed out above, they rely on strong assumptions on the

approximation errors. In particular, the results in [46,74] make assumptions related to the

optimal value function, which we do not know and may thus be difficult to verify. In [31]

on the other hand, the approximation errors are required to vanish in the attractor, which

is very difficult to ensure.

There is therefore a need for generic tools to analyse the stability of nonlinear discrete-

time systems controlled by (A)VI. This is the main objective of this thesis.

Remark 1.2. Stability results for nonlinear discrete-time systems controlled by PI can

be found in [13,29,45]. The reader interested in results for continuous-time systems can

refer to, e.g., [11, 12,35,36,53,70,72,73] □

1.7 Value iteration versus model predictive control

It turns out that a clear link between VI and MPC can be made [6]. Given γ ∈ (0, 1],

suppose we initialize VI with Vγ,−1(x) = 0 for every x ∈ Rn. The first iteration of VI is,

for any x ∈ Rn, given by

Vγ,0(x) = min
u

{︃
ℓ(x, u) + γVγ,−1(f(x, u))

}︃
= min

u
ℓ(x, u). (1.22)

Similarly, for the second iteration,

Vγ,1(x) = min
u

{︃
ℓ(x, u) + γVγ,0(f(x, u))

}︃
= min

u

{︃
ℓ(x, u) + γmin

u′
ℓ(f(x, u), u′)

}︃
= min

u,u′

{︃
ℓ(x, u) + γℓ(f(x, u), u′)

}︃
= min

u

1∑︂
k=0

γkℓ(ϕ(k, x,u∞|k), u∗k). (1.23)

Therefore, for any iteration d ∈ Z≥0,

Vγ,d(x) = min
u

d∑︂
k=0

γkℓ(ϕ(k, x,u∞|k), u∗k). (1.24)
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We observe that VI is in fact solving a finite-horizon discounted optimal control problem,

akin to those found in the MPC literature [49]. Also, similar to MPC, inputs computed

by (1.15) naturally implies in a receding-horizon controller. Indeed, (1.15) corresponds

to running VI to generate Vγ,d and an associated input, and repeating the process at the

next time-step. This is good news a priori, as we could in principle resort to MPC results

for cost function with no terminal cost†4 to assess the stability of systems controlled by

VI. The difficulty is that there is a discount factor in (1.12). We are not aware of any

stability results for such costs. In [55], results can be found on the stability of nonlinear

discrete-time systems controlled by an optimal sequence of inputs for infinite-horizon

discounted cost. However, when the sequence of inputs is only near-optimal, like for VI,

the existing results in [55] requires the algorithm near-optimality bounds, i.e. a bound

on the mismatch between Vγ,∞ and Vγ,d, to be uniform with respect to γ, which is not

the case in general, as we saw for instance in Lemma 1.1. On the other hand, in [24] for

instance, generic conditions are proposed when the cost is finite-horizon but undiscounted.

However this result does not adapt “off-the-shelf” to the discounted case. We thus propose

to combine these two approaches, namely [24] and [55], to investigate the stability of

system (1.1) controlled by (A)VI. This is very technically challenging as we will see in

Chapter 2.

1.8 Exploiting stability

Once stability for the considered controlled system is established, a tempting question is

whether we can exploit stability guarantees to our benefit. The answer is yes and this can

be done in several ways.

Improved near-optimality bounds. Stability of the closed-loop system provides nice
†4 It can be shown that VI initialized to Vγ,−1 ̸= 0 is equivalent to MPC with terminal costs, i.e.

Vγ,d(x) = min
u

{︃ d∑︂
k=0

γkℓ(ϕ(k, x,u∞|k), u∗
k) + γd+1Vγ,−1(ϕ(d+ 1, x,u∞|d+1))

}︃
. (1.25)

While in this manuscript we study the case without terminal costs, tackling (1.25) is an interesting and

relevant future work direction, as mentioned in Chapter 5.
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convergence properties of the stage cost along solutions. This can be exploited to revisit

near-optimality analysis, i.e. the mismatch between Vγ,∞ and Vγ,d, as done in Lemma 1.1

for instance. As a result, the discount factor is no longer needed a priori. This is addressed

in Chapter 2. In Chapter 3, we pursue this direction further and provide running-cost

guarantees, that is how close the actual ensued cost along the solution to the controlled

system is related to the infinite-horizon optimal cost (1.13). However, the algorithm stays

unchanged: stability is only exploited for the analysis.

Tailored algorithms. This is the main objective of Chapter 3, where we study, and

modify, an algorithm called Optimistic Planning (OP) [32]. OP is similar to VI, as both

virtually optimize finite-horizon discounted costs as in (1.24) to approximate the infinite-

horizon one (1.13). OP is specialized to nonlinear systems with a finite number of inputs

and is a planning-based approach. This technique is therefore relevant for the near-optimal

control of nonlinear switched systems, for which the switching signal is the control. While

VI in general incurs approximation errors, OP is able to exactly calculate the optimal cost

for a finite-horizon control problem. Nevertheless, OP suffers from similar limitations as

those often encountered with VI [7], namely it assumes bounded stage costs and requires

a discount factor. These requirements can be relaxed by exploiting stability. This is what

we demonstrate in Chapter 3 and we call the modified version of OP, OPmin. Compared

to OP, where the near-optimality bounds are limited to γ and horizon d, OPmin exploits

stability to its benefit and results in tighter near-optimality bounds. Moreover, OPmin can

vary the horizon “on-the-fly”, which helps reducing its computational costs.

1.9 Organization and summary of the contributions

The rest of the thesis is organized as follows.

In Chapter 2, we analyse the stability of nonlinear discrete-time systems whose inputs

are generated by an algorithm that minimizes a discounted finite-horizon cost, like in

VI. Based on general stabilizability and detectability conditions inspired from [24,55], we

show that semiglobal practical stability properties can be ensured, where the adjustable
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parameters are the horizon length and the discount factor. This implies that, for any

given ball of initial conditions and any neighborhood of the attractor, by taking both the

discount factor γ and the number of iteration d sufficiently large, solutions initialized in

this ball converge to the given neighborhood of the attractor. The considered assumptions

relaxes those in [30], so that more general systems and stage costs can be considered, and

the results allow to investigate general set stability. Stronger stability properties are then

derived by strengthening the assumptions. Bounds on the number of iterations, i.e. the

horizon length, and the discount factor are provided, which are often less restrictive than

those found in [24, 55], when there is no discount factor or when the horizon is infinite,

respectively. We also provide new relationships between the optimal value functions of

the discounted, undiscounted, infinite-horizon and finite-horizon costs respectively, whose

bounds differs from those found in the ADP literature, e.g. Lemma 1.1. Lastly, stability

results are also provided for systems controlled by AVI.

In Chapter 3, we consider OP [32]. As mentioned in Section 1.8, this algorithm is

relevant for the optimal control of nonlinear switched systems, where the control input is

the switching signal. We revisit and modify the original algorithm presented in [32] to be

exploitable in control. Namely, we aim at minimizing, and not maximizing, a cost. The

latter does not have to be discounted, contrary to [32] where this is essential, and the stage

cost does not have to be bounded like in Lemma 1.1, which allows considering quadratic

costs for example. Based on the results of Chapter 2, we provide general stability results

for systems controlled by the new version of OP we propose, called OPmin. We then exploit

stability to demonstrate that the obtained near-optimality bound (hence, OPmin) has

major advantages compared to the bound originally given by OP. The results are applied

to the situation where we are given a finite number of feedback controllers, among which

one is globally stabilizing, and we need to optimally switch among these, similarly to what

is done in uniting control e.g., [57–59]. As a result of this chapter, OPmin provides a new

tool for the near-optimal, stable control of nonlinear switched discrete-time systems for

generic cost functions.

In Chapter 4, we briefly revisit the technical results of Chapters 2 and 3 through the
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notion of regret, which we introduce and which refers to the cost consequences of near-

optimal, “regrettable”, actions. This notion helps to interpret the relationship between

near-optimality, closed-loop stability and running cost guarantees viewed in Chapters 2

and 3

In Chapter 5, we provide the conclusions and future perspectives.

The appendices present extra results related to Chapters 2 and 3, which were sidelined

as to not hurt the presentation of this thesis. In Appendix D, we also provide a parallel

work on AVI, with a slightly different approach compared to Chapter 2.
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optimal control
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2.1 Introduction

As explained in the previous chapter, discounted costs are ubiquitous in fields like Approx-

imate Dynamic Programming (ADP) and Reinforcement Learning (RL), which provide a

variety of efficient algorithms to construct near-optimal inputs for nonlinear discrete-time

systems. The related literature concentrates on optimality and ignores the stability and

robustness issue.

In this chapter, we analyse the stability of nonlinear discrete-time systems whose

inputs are generated by an algorithm that minimizes a discounted finite-horizon cost, as it

appears to be the case for many optimization techniques including Value Iteration (VI), for
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instance as explained in Chapter 1.7. For this purpose, assumptions are made related on

the stabilizability of the system and its detectability with respect to the stage cost. Then,

a Lyapunov function for the closed-loop system is constructed and a uniform semiglobal

stability property is ensured, where the adjustable parameters are both the discount factor

and the horizon length. Stronger stability properties such as global exponential stability

are also provided by strengthening the initial assumptions. We give bounds on the discount

factor and the horizon length under which stability holds and we show on examples that

these are less conservative than the bounds of the literature for discounted infinite-horizon

cost and undiscounted finite-horizon costs, respectively.

In addition, we provide new relationships between the optimal value functions of the

discounted, undiscounted, infinite-horizon and finite-horizon costs respectively, which

appear to be very different from those available in the approximate dynamic programming

literature. These relationships rely on assumptions that are more likely to be satisfied in a

control context. Finally, we investigate stability when only a near-optimal sequence of

inputs for the discounted finite-horizon cost is available, covering approximate VI as a

particular case.

The results of this chapter corresponds to the publications [21,22].

2.2 Problem statement

Consider the system

x+ = f(x, u), (2.1)

with state x ∈ Rn, input u ∈ U(x) ⊆ Rm, where U(x) is the nonempty set of admissible

inputs for state x, and f : W → Rn where W := {(x, u) : x ∈ Rn, u ∈ U(x)}. We use

ϕ(k, x,u|k) to denote the solution to system (2.1) at time k ∈ Z≥0 with initial condition x

and inputs u|k = [u0, u1, . . . , uk−1], with the convention ϕ(0, x, ·) = ϕ(0, x,∅) = x.

We study discounted finite-horizon costs of the form

Jγ,d(x,u) :=
d∑︂

k=0

γkℓ(ϕ(k, x,u|k), uk) (2.2)
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where x ∈ Rn, u is a sequence of d+ 1 admissible inputs, ℓ :W → R≥0, γ ∈ (0, 1] is the

discount factor and d ∈ Z>0 ∪ {∞} is the horizon.

We assume that for any x ∈ Rn, γ ∈ (0, 1] and d ∈ Z>0 ∪ {∞}, there is a sequence u

that minimizes cost (2.2), as formalized next.

Standing Assumption (SA). For any x ∈ Rn, γ ∈ (0, 1] and d ∈ Z>0 ∪ {∞}, there

exists a sequence of d+ 1 admissible inputs u∗∗∗
γ,d(x), called optimal input sequence, which

minimizes (2.2), i.e.

Jγ,d(x,u
∗∗∗
γ,d(x)) = min

u
Jγ,d(x,u) =: Vγ,d(x), (2.3)

where Vγ,d is the optimal cost function. □

Conditions to ensure the satisfaction of SA can be found in [39]. According to SA, for

any x ∈ Rn, γ ∈ (0, 1] and d ∈ Z>0 ∪ {∞}, the set below is non-empty

U∗
γ,d(x) := {u0 : ∃u1, . . . , ud ∈ Rm admissible such that

Vγ,d(x) = Jγ,d(x, [u0, . . . , ud])}.
(2.4)

Note that U∗
γ,d(x) may be a set with multiple elements because the optimal sequence may

be non-unique for given x, γ and d.

We consider the scenario where system (2.1) is controlled in a receding horizon fashion

in the sense that, at each time instant k ∈ Z≥0, the first element of the optimal sequence

u∗∗∗
γ,d(x), which may be non-unique, is applied to system (2.1). This leads to the difference

inclusion

x+ ∈ f(x,U∗
γ,d(x)) =: F ∗

γ,d(x), (2.5)

where f(x,U∗
γ,d(x)) is the set {f(x, u) : u ∈ U∗

γ,d(x)}. Note that U∗
γ,d(x) is recalculated at

each time-step, hence we have an autonomous system. We denote by ϕ(k, x), with some

abuse of notation, a solution to (2.5) at time k ∈ Z≥0 with initial condition x ∈ Rn.

Our main objective is to analyse the stability and robustness of system (2.5) using

Lyapunov-based arguments. In particular, we want to investigate the influence of the cost

parameters γ and d on stability. To this end, we make the following assumptions, inspired

by [24], on the stabilizability and detectability of system (2.1) and cost function (2.2).
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Assumption 2.1. There exist αV , αW ∈ K∞, continuous functions W,σ : Rn → R≥0,

αW : R≥0 → R≥0 continuous, non-decreasing and zero at zero, such that the following

conditions hold.

(i) For any x ∈ Rn, γ ∈ (0, 1] and d ∈ Z>0 ∪ {∞},

Vγ,d(x) ≤ αV (σ(x)). (2.6)

(ii) For any x ∈ Rn, u ∈ U(x),

W (x) ≤ αW (σ(x)) (2.7)

W (f(x, u))−W (x) ≤ −αW (σ(x)) + ℓ(x, u). (2.8)

□

Function σ in Assumption 2.1 serves as a measure of the state and will be used to

define stability. When investigating the stability of the origin for instance, we typically

take σ(x) = |x|, σ(x) = |x|2, or σ(x) = xTPx with P a real symmetric, positive definite

matrix, for any x ∈ Rn. When interested in stability of a non-empty set A ⊆ Rn, σ can

be defined as σ = | · |A for instance, where |x|A = inf{|z − x| : z ∈ A} for any x ∈ Rn.

Item (i) of Assumption 2.1 is related to the asymptotic controllability (stabilizability) of

system (2.1) with respect to σ, as noted by Lemma 1 from [24]. In the following, we recall

a stronger form of Lemma 1 from [24].

Lemma 2.1. Suppose there exist constant M,λ > 0 such that, for any x ∈ Rn,

ℓ(ϕ(k, x,u∞(x)|k), uk(x)) ≤ Me−λkσ(x) holds for all k ∈ Z≥0 and some infinite length

sequence u∞(x). We say that ℓ is global exponentially stabilizable to zero with respect to σ

for system (2.1). Then, item (i) of Assumption 2.1 is verified with αV (σ(x)) =
M

1−e−λσ(x).

□

If Lemma 2.1 is not satisfied, but if ℓ(ϕ(k, x,u∞(x)|k), uk(x)) ≤ β(σ(x), k), we can

always modify the stage cost to derive a new optimization problem which verifies Lemma

2.1, see [24, Lemma 1].
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Note that we prefer “stabilizability” instead of “asymptotic controlability”. Indeed,

stabilizability, e.g. ℓ(ϕ(k, x,u∞(x)), uk(x)) ≤ β(σ(x), k), is a stronger property than

“controlability”, finding inputs such that ℓ(ϕ(k, x,u∞(x)), uk(x))→ 0. This is akin to how

Lyapunov stability is stronger than convergence, see [50]. Moreover, since the upper-bound

β is KL, this in turn means that small variations in σ(x) implies bounded variations for

ℓ(ϕ(k, x,u∞(x)), uk(x)), which is also analogous of Lyapunov stability.

On the other hand, item (ii) of Assumption 2.1 is a detectability property of the stage

cost ℓ with respect to σ. To see this, consider the particular case where W = 0 so that

(2.8) reduces to αW (σ(x)) ≤ ℓ(x, u). Thus, when ℓ(x, u) = 0, σ(x) = 0 since αW ∈ K∞.

To illustrate the case W ̸= 0, we borrow from [33] the following example.

Example 2.1. Consider the following linear system

x+ =

⎡⎣1 1

0 1

⎤⎦x+
⎡⎣1/2

1

⎤⎦u, (2.9)

where x ∈ R2 and u ∈ R. Given cost ℓ(x, u) = x⊤

⎡⎣1 0

0 0

⎤⎦x + u2, item (ii) of SA2 is

verified with σ(x) = |x|, W (x) = 1
10
x⊤

⎡⎣ 1 −2
−2 5

⎤⎦x and αW (σ(x)) = 3
40
(σ(x))2. ■

Remark 2.1. A more general detectability assumption is made in [24, 55], namely

W (f(x, u)) − W (x) ≤ −αW (σ(x)) + χ(ℓ(x, u)) where χ ∈ K∞, instead of (2.8). It is

possible to obtain stability results in this case, at the price of more technicalities. We

have not addressed this case to not compromise the clarity of our main results with the

technicalities involved in deriving this more general case. □

Remark 2.2. Throughout the text, we assume I−αW ◦(αV +αW )−1 ∈ K∞. This is without

loss of generality, as, if it is not the case, we can always upper-bound I−αW ◦ (αV +αW )−1

by I− α̃, which is of class K∞ for some suitable α̃ ∈ K∞, according to Lemma B.1 in [37].

This substitution is enough for the forthcoming stability analysis. □
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2.3 Stability results

2.3.1 Lyapunov properties

The satisfaction of Assumption 2.1 allows us to derive the following Lyapunov properties,

that we use to derive the main stability result for system (2.5) afterwards.

Theorem 2.1. Suppose Assumption 2.1 holds. There exist αY , αY , αY ∈ K∞ and, for any

γ ∈ (0, 1] and d ∈ Z>0 ∪ {∞}, there exists Yγ,d : Rn → R≥0 such that the following hold.

(i) For any x ∈ Rn,

αY (σ(x)) ≤ Yγ,d(x) ≤ αY (σ(x)). (2.10)

(ii) For any x ∈ Rn, v ∈ F ∗
γ,d(x),

Yγ,d(v)− Yγ,d(x) ≤
1

γ

(︂
− αY (σ(x)) + Υ(Yγ,d(x), γ, d)

)︂
(2.11)

where Υ : R≥0 × (0, 1] × (Z>0 ∪ {∞}) → R≥0 is defined in Table 2.1, and is such

that, for any s ≥ 0, Υ(s, γ, d)→ 0 when γ → 1 and d→∞. □

Proof. We distinguish three cases depending on the value of γ and d.

Case 1: γ ∈ (0, 1) and d ∈ Z>0.

Let γ ∈ (0, 1), d ∈ Z>0, x ∈ Rn and v ∈ F ∗
γ,d(x). There exists [u∗0, u

∗
1, . . . , u

∗
d] = u∗∗∗

γ,d(x)

such that v = f(x, u∗0) and u∗∗∗
γ,d(x) is an optimal input sequence for system (2.1) with cost

(2.2). Hence Vγ,d(x) = Jγ,d(x,u
∗∗∗
γ,d(x)).

The proof can be summarized as follows. We start by showing item (ii) of Theorem

2.1. For this, we first upper-bound Vγ,d(v) using Bellman equation. We then derive a

preliminary upper-bound on Vγ,d(v) − Vγ,d(x). Afterwards, we define Yγ,d := Vγ,d +W

where W comes from Assumption 2.1 and we derive the desired result.

Since stage cost ℓ is nonnegative and in view of item (i) of Assumption 2.1,

ℓ(x, u∗0) ≤ Vγ,d(x) ≤ αV (σ(x)). (2.12)

Let j ∈ {1, . . . , d}. Consider the sequence û := [u∗1, u
∗
2, . . . , u

∗
d−j, ūj] where ūj :=

u∗
γ,j(ϕ(d− j + 1, x,u∗∗∗

γ,d(x)|d−j+1)), u∗∗∗
γ,d(x)|d−j+1 = [u∗0, . . . , u

∗
d−j] and ϕ denotes the so-

lution of system (2.1). The sequence û consists of the first d − j elements of u∗∗∗
γ,d(x)

20



2.3. Stability results

after u∗0, followed by an optimal input sequence of length j + 1 for cost Jγ,d−j at

state ϕ(d − j + 1, x,u∗∗∗
γ,d(x)|d−j+1). Note that the sequence ūj exist and minimizes

Jγ,j(ϕ(d− j+1, x,u∗∗∗
γ,d(x)|d−j+1), ūj) from SA. From the definition of cost Jγ,d in (2.2) and

Vγ,d in (2.3), Vγ,d(v) ≤ Jγ,d(v, û) = Jγ,d−j−1(v, û|d−j) + γd−jJγ,j(ϕ(d− j, v, û|d−j), ūj). By

definition of ūj , Vγ,d(v) ≤
∑︁d−j−1

k=0 γkℓ(ϕ(k, v, û|k), ûk)+γ
d−jVγ,j(ϕ(d−j, v, û|d−j)). For any

k ∈ {0, . . . , d}, ϕ(k, v, û|k) = ϕ(k + 1, x, [u∗0, û]|k+1) = ϕ(k + 1, x,u∗∗∗
γ,d(x)|k+1). Similarly,

since j ∈ {1, . . . , d} implies 0 ≤ d−j < d, ϕ(d−j, v, û|d−j) = ϕ(d− j + 1, x,u∗∗∗
γ,d(x)|d−j+1).

Thus

Vγ,d(v) ≤
d−j−1∑︂
k=0

γkℓ(ϕ(k + 1, x,u∗∗∗
γ,d|k+1), [u

∗∗∗
γ,d(x)]k+1)

+ γd−jVγ,j(ϕ(d− j + 1, x,u∗∗∗
γ,d(x)|d−j+1)),

(2.13)

where [u∗∗∗
γ,d(x)]k+1 = u∗k+1. Using the following shorthand notation, we define the optimal

solution ϕ∗
k := ϕ(k, x,u∗∗∗

γ,d(x)) and the optimal stage cost ℓ∗k := ℓ(ϕ∗
k, u

∗
k) for k ∈ {0, . . . , d}.

Hence,

Vγ,d(v) = Vγ,d(ϕ
∗
1) ≤

d−j−1∑︂
k=0

γkℓ∗k+1 + γd−jVγ,j(ϕ
∗
d−j+1). (2.14)

Furthermore from the definition of Vγ,d(x),

Vγ,d(x) =
d∑︂

k=0

γkℓ∗k (2.15)

and

Vγ,d(x)− ℓ∗0 ≥ γ

d−j−1∑︂
k=0

γkℓ∗k+1. (2.16)

Subtracting (2.15) from (2.14), it follows Vγ,d(v)−Vγ,d(x) ≤ −
∑︁d

k=0 γ
kℓ∗k+

∑︁d−j−1
k=0 γkℓ∗k+1+

γd−jVγ,j(ϕ
∗
d−j+1) = −ℓ∗0 + (1− γ)∑︁d−j−1

k=0 γkℓ∗k+1 + γd−jVγ,j(ϕ
∗
d−j+1). In view of (2.16), we

have
d−j−1∑︁
k=0

γkℓ∗k+1 ≤
Vγ,d(x)−ℓ∗0

γ
, hence

Vγ,d(v)− Vγ,d(x) ≤ −ℓ∗0 −
1− γ
γ

ℓ∗0 +
1− γ
γ

Vγ,d(x) + γd−jVγ,j(ϕ
∗
d−j+1)

= −ℓ
∗
0

γ
+

1− γ
γ

Vγ,d(x) + γd−jVγ,j(ϕ
∗
d−j+1). (2.17)
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Chapter 2. Finite-horizon discounted optimal control

From item (i) of Assumption 2.1,

Vγ,d(v)− Vγ,d(x) ≤ −
ℓ∗0
γ

+
1− γ
γ

Vγ,d(x) + γd−jαV (σ(ϕ
∗
d−j+1))

=
1

γ

(︂
− ℓ∗0 + (1− γ)Vγ,d(x) + γd−j+1αV (σ(ϕ

∗
d−j+1))

)︂
.

Adding and subtracting 1−γ
γ
W (x),

Vγ,d(v)−Vγ,d(x) ≤
1

γ

(︂
−ℓ∗0−(1−γ)W (x)+(1−γ)(Vγ,d(x)+W (x))+γd−j+1αV (σ(ϕ

∗
d−j+1))

)︂
.

(2.18)

Let Yγ,d = Vγ,d + W . In view of item (ii) of Assumption 2.1 and since γ ≤ 1,

γW (v) −W (x) ≤ −αW (σ(x)) + ℓ∗0. Dividing everything by γ and since 1
γ
= 1 + 1−γ

γ
,

W (v)−W (x)− 1−γ
γ
W (x) ≤ −αW (σ(x))

γ
+

ℓ∗0
γ
. Therefore,

W (v)−W (x) ≤ 1

γ

(︂
− αW (σ(x)) + ℓ∗0 + (1− γ)W (x)

)︂
. (2.19)

In view of (2.18) and (2.19),

Yγ,d(v)− Yγ,d(x) ≤
1

γ

(︂
− ℓ∗0 − (1− γ)W (x) + (1− γ)Yγ,d(x)

+ γk
∗
αV (σ(ϕ

∗
k∗))− αW (σ(x)) + ℓ∗0 + (1− γ)W (x)

)︂
=

1

γ

(︂
− αW (σ(x)) + (1− γ)Yγ,d(x) + γk

∗
αV (σ(ϕ

∗
k∗))
)︂

(2.20)

where k∗ := d − j + 1. A major difficulty compared to [24] is how to bound σ(ϕ∗
k∗) in

(2.20) because of the discount factor. For this purpose, we use Theorem A.1 given in the

Appendix. From item (ii) of Theorem A.1, it follows that, for any k ∈ {0, . . . , d− 1},

Yγ,d−(k+1)(ϕ
∗
k+1)− Yγ,d−k(ϕ

∗
k) ≤

1

γ

(︂
− αY (σ(ϕ

∗
k)) + (1− γ)Yγ,d−k(ϕ

∗
k)
)︂
.

We write

Yγ,d−(k+1)(ϕ
∗
k+1) ≤

−αY ◦ α−1
Y (Yγ,d−k(ϕ

∗
k)) + Yγ,d−k(ϕ

∗
k)

γ
(2.21)

where αY = αV + αW and αY = αW , since αY (σ(ϕ
∗
k)) ≥ αY ◦ α−1

Y (Yγ,d−k(ϕ
∗
k)), which

follows from item (i) of Theorem A.1. As explained in Remark 2.2, we can assume

I− αY ◦ α−1
Y ∈ K∞ without loss of generality. Thus, starting from Yγ,d(x) and proceeding
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by iteration, we have Yγ,d−k∗(ϕ
∗
k∗) ≤

(︂
I−αY ◦α−1

Y

γ

)︂(k∗)
(Yγ,d(x)). We apply item (i) of Theorem

A.1 and conclude that

σ(ϕ∗
k∗) ≤ α−1

Y

(︄(︃
I− αY ◦ α−1

Y

γ

)︃(k∗)

(Yγ,d(x))

)︄
. (2.22)

It follows from (2.20) and (2.22) that

Yγ,d(v)− Yγ,d(x) ≤
1

γ

[︄
− αW (σ(x)) + (1− γ)Yγ,d(x)

+ γk
∗
αV ◦ α−1

Y (

(︃
I− αY ◦ α−1

Y

γ

)︃(k∗)

(Yγ,d(x)))

]︄
.

Thus, equation (2.11) is verified with αY = αW ∈ K∞ and Υ(s, γ, k∗) = (1− γ)s+ γk∗αV ◦
α−1
Y

(︁ (︂ I−αY ◦α−1
Y

γ

)︂(k∗)
(s)
)︁
. Recall that j is freely selected in {1, . . . , d}, as a result so is k∗ ∈

{1, . . . , d}. Note that Υ(s, γ, d) ≥ 0 for any s ≥ 0, as 0 ≤ I−αY ◦α−1
Y , which follows from

αY = αY ≤ αY . Let s ≥ 0, consider (1− γ)s+ αV

(︂
α−1
Y (
(︂

I−αY ◦α−1
Y

γ

)︂(d)
(s))

)︂
≥ Υ(s, γ, d).

Note that s− αY ◦ α−1
Y (s) < s if s ̸= 0. Indeed, suppose s−αY ◦α−1

Y (s) = s and s ̸= 0, this

is only possible if αY ◦ α−1
Y (s) = 0, we attain a contradiction. Hence, s− αY ◦ α−1

Y (s) < s

when s > 0, and zero at zero. Therefore (1− γ)s+αV

(︂
α−1
Y (
(︂

I−αY ◦α−1
Y

γ

)︂(d)
(s))
)︂
→ 0 when

γ → 1 and d → ∞. Finally, recall that 0 ≤ Υ(s, γ, d). It follows, by the sandwich rule,

that Υ(s, γ, d)→ 0 when γ → 1 and d→∞. Hence, item (ii) of Theorem 2.1 holds.

In view of Assumption 2.1, Yγ,d ≤ αY (σ(x)) with αY = αV + αW ∈ K∞. From item

(ii) of Assumption 2.1, we have W (x) ≥ αW (σ(x))− ℓ(x, u∗0). Associated with (2.12), it

follows Yγ,d ≥ αW (σ(x))− ℓ(x, u∗0) + ℓ(x, u∗0) = αW (σ(x)). Thus αY = αW ∈ K∞. Item (i)

of Theorem 2.1 is satisfied.

Case 2: γ = 1 and d ∈ Z>0

By following the steps of Case 1 with γ = 1, the desired result is obtained.

Case 3: γ ∈ (0, 1) and d =∞
Let γ ∈ (0, 1), x ∈ Rn and v ∈ F ∗

γ,∞(x). From Bellman equation, Vγ,∞(x) = ℓ∗0 + γVγ,∞(v),

thus Vγ,∞(v) =
−ℓ∗0+Vγ,∞(x)

γ
. By following the steps of Case 1, the desired result is obtained.

■
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Table 2.1: Expressions of the functions used in Theorem 2.1

Yγ,d := Vγ,d +W

αY := αW

αY := αV + αW

αY := αW

Υ(s, γ, d) :=

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

(1− γ)s+ γdαV ◦ α−1
Y ◦

(︂
I−αY ◦α−1

Y

γ

)︂(d)
(s) when γ ∈ (0, 1) and d ∈ Z>0

αV ◦ α−1
Y ◦

(︁
I− αY ◦ α−1

Y

)︁(d)
(s) when γ = 1 and d ∈ Z>0

(1− γ)s when γ ∈ (0, 1) and d =∞

Function Yγ,d plays the role of a Lyapunov function in Theorem 2.1, and its expression

as well as the expressions of αY , αY , αY are given in Table 2.1. Item (i) states that it is

positive definite and radially unbounded with respect to the set {x : σ(x) = 0}, uniformly

in γ and d. Item (ii) of Theorem 2.1 shows that Yγ,d strictly decreases along the solutions

to (2.5) up to a perturbative term Υ, which can be made as small as desired by selecting

γ close to 1 and d big.

We stress that γ has to be selected close to 1 and d has to be large in order for

Υ to be small in (2.11), which is consistent with previous works on discounted infinite-

horizon control [55] and undiscounted finite-horizon control [24] where a similar Lyapunov

inequality is given. Theorem 2.1 is actually a generalization of Theorem 1 in [24] to

discounted cost and of Theorem 1 in [55] to finite-horizon. The perturbative term Υ differs

from the corresponding one in (5) in [24] when γ = 1, and from the one in item (b) of

Theorem 1 in [55] when d =∞, because of the way the Lyapunov analysis is carried out

in the proof of Theorem 2.1. The new analysis we propose is motivated by the fact that it

leads to different bounds, on d (and γ) under which stability is preserved. This is discussed

in more detail in Section 2.3.4.

2.3.2 Main result

We are ready to state the main stability result.
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Theorem 2.2. Consider system (2.5) and suppose Assumption 2.1 holds. There exists

β ∈ KL such that for any δ,∆ > 0, there exist γ∗ ∈ (0, 1) and d∗ ∈ Z>0 such that for any

γ ∈ (γ∗, 1], d ∈ (d∗,∞], x ∈ {z ∈ Rn : σ(z) ≤ ∆}, any solution ϕ(·, x) to system (2.5)

satisfies, for all k ∈ Z≥0

σ(ϕ(k, x)) ≤ max{β(σ(x), k), δ}. (2.23)

□

Proof. Let ∆, δ > 0, d ∈ (d∗,∞] and γ ∈ (γ∗, 1], where γ∗, d∗ are defined in the following,

x ∈ Rn be such that σ(x) ≤ ∆, v ∈ F ∗
γ,d(x). There exists u∗∗∗

γ,d(x) with first element u∗0
such that v = f(x, u0) according to SA.

Define ˜︁∆ := αY (∆), ˜︁δ := (︁I− ˜︁αY

2

)︁−1 ◦ αY (δ), ˜︁αY := αY ◦ αY
−1, where†1 αY , αY , αY

come from Theorem 2.1. Let (γ∗, d∗) such that the following holds for all d′ > d∗, γ′ ∈ (γ∗1],

∀ s ∈ [˜︁δ, ˜︁∆], Υ(s, γ′, d′) ≤
(︃
1− γ′

2

)︃ ˜︁αY (s), (2.24)

where Υ comes from Theorem 2.1. Such a pair (γ∗, d∗) always exists for the following

reason. Consider the function ψ : (γ, d) ↦→ max
s∈[˜︁δ,˜︁∆]

(1− γ)s+ αV ◦ α−1
W ◦

(︂
I−αY ◦α−1

Y

γ

)︂(d)
(s).

Clearly, Υ(s, γ, d) ≤ ψ(γ, d) for any s ∈ [˜︁δ, ˜︁∆] in view of the definition of Υ, and recall

from Theorem 2.1 that Υ(s, γ, d) ≥ 0, thus 0 ≤ Υ(s, γ, d) ≤ ψ(γ, d). As explained in the

proof of Theorem 2.1, I − αY ◦ α−1
Y < I on R>0, hence ψ(γ, d) → 0 as (γ, d) → (1,∞).

Thus, from the definition of the limit, there exists a pair (γ∗, d∗) in (0, 1) × Z>0 such

that ψ(γ, d) < 1
2
˜︁αY (˜︁δ) for any (γ, d) ∈ (γ∗, 1] × (d∗,∞). As a result, for any s ∈ [˜︁δ, ˜︁∆],

γ ∈ (γ∗, 1] and d ∈ (d∗,∞), Υ(s, γ, d) ≤ ψ(γ, d) < 1
2
˜︁αY (˜︁δ). Meanwhile, the right hand

side of (2.24) is bounded below by 1
2
˜︁αY (˜︁δ), since ˜︁αY ∈ K∞, s ∈ [˜︁δ, ˜︁∆] and γ ∈ (0, 1], thus

Υ(s, γ, d) ≤ 1
2
˜︁αY (˜︁δ) ≤ (︁1− γ

2

)︁ ˜︁αY (s) and (2.24) holds.

In view of item (ii) of Theorem 2.1 and since αY (σ(x)) ≥ αY ◦ α−1
Y (Yγ,d(x)) according

to item (i) of Theorem 2.1,

Yγ,d(v)− Yγ,d(x) ≤
1

γ

(︂
− ˜︁αY (Yγ,d(x)) + Υ(Yγ,d(x), γ, d)

)︂
. (2.25)

†1 Note since I− αY = I− αY ◦ (αV + αW )−1 ∈ K∞ as assumed without loss of generality in Remark

2.2. Thus I− αY

2 = I− αY + αY

2 ∈ K∞, hence
(︁
I− αY

2

)︁−1 ∈ K∞ and ˜︁δ is well defined.
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Since σ(x) ≤ ∆, Yγ,d(x) ≤ αY (σ(x)) ≤ αY (∆) = ˜︁∆. Therefore, when Yγ,d(x) ≥ ˜︁δ,
we derive from (2.24) that −˜︁αY (Yγ,d(x)) + Υ(Yγ,d(x), γ, d) ≤ −γ

2
˜︁αY (Yγ,d(x)). Thus, from

(2.25),

Yγ,d(v)− Yγ,d(x) ≤
1

γ

(︂
− ˜︁αY (Yγ,d(x)) + Υ(Yγ,d(x), γ, d)

)︂
≤ −1

2
˜︁αY (Yγ,d(x)). (2.26)

Consider now Yγ,d(x) ∈ [0, ˜︁δ). From the definition of Υ, note that Υ(·, γ, d)−(1−γ)I ∈ K∞

or zero. It follows then that γI − ˜︁αY + Υ(·, γ, d) ∈ K∞. Indeed, γI − ˜︁αY + Υ(·, γ, d) =
γI − ˜︁αY + Υ(·, γ, d) − (1 − γ)I + (1 − γ)I = I − ˜︁αY + Υ(·, γ, d) − (1 − γ)I, which is

in K∞ since I − ˜︁αY ∈ K∞ as assumed without loss of generality in Remark 2.2 and

Υ(·, γ, d)− (1− γ)I ∈ K∞ or zero as noted before. Therefore, for Yγ,d(x) ∈ [0, ˜︁δ) and in

view of (2.25),

Yγ,d(v) ≤
1

γ

(︂
γYγ,d(x)− ˜︁αY (Yγ,d(x)) + Υ(Yγ,d(x), γ, d)

)︂
Yγ,d(v) ≤

1

γ

(︂
γ˜︁δ − ˜︁αY (˜︁δ) + Υ(˜︁δ, γ, d))︂.

From (2.24), we derive

Yγ,d(v) ≤
1

γ

(︂
γ˜︁δ − ˜︁αY (˜︁δ) + (︂1− γ

2

)︂ ˜︁αY (˜︁δ))︂
Yγ,d(v) ≤

1

γ

(︂
γ˜︁δ − γ

2
˜︁αY (˜︁δ))︂

Yγ,d(v) ≤ ˜︁δ − ˜︁αY (˜︁δ)
2

.

Given the definition of ˜︁δ,
Yγ,d(v) ≤

(︃
I− ˜︁αY

2

)︃
(˜︁δ) = αY (δ). (2.27)

Thus, whenever Yγ,d(x) ≤ αY (δ), Yγ,d(v) ≤ αY (δ) follows. Indeed, if Yγ,d(x) ∈ [˜︁δ, ˜︁∆],

Yγ,d(v) ≤ Yγ,d(x) ≤ αY (δ) according to (2.26), and if Yγ,d(x) ∈ [0, ˜︁δ), we deduce Yγ,d(v) ≤
αY (δ) according to (2.27). Hence the set {z ∈ Rn : Yγ,d(z) ≤ αY (δ)} is forward invariant†2

for system (2.5).
†2 The corresponding step was omitted in the proof of Theorem 2 in [55].
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We then invoke the same arguments as in the proof of Theorem 2 in [55]. Hence, there

exists ˜︁β ∈ KL such that for any k ∈ Z≥0 and solution ϕ(k, x) to system (2.5),

Yγ,d(ϕ(k, x)) ≤ max{˜︁β(Yγ,d(x), k), αY (δ)}. (2.28)

Finally, using αY (σ(x)) ≤ Yγ,d(x) ≤ αY (σ(x)), we obtain

σ(ϕ(k, x)) ≤ max{α−1
Y

(︂˜︁β(αY (σ(x)), k)
)︂
, δ}. (2.29)

Thus (2.23) holds with β(s, k) = α−1
Y

(︂˜︁β(αY (s), k)
)︂
. ■

Theorem 2.2 ensures a semiglobal practical stability property, i.e. given any set of

initial conditions of the form {z ∈ Rn : σ(z) ≤ ∆} where ∆ > 0, and any (arbitrarily

small) δ, we can select γ and d such that (2.23) holds. The key inequality for deriving γ∗

and d∗ can be found in the proof of Theorem 2.2, see (2.24). A clear relationship between

the choice of γ∗ and d∗ is difficult to draw for Theorem 2.2. Explicit bounds are provided

in the sequel by strengthening the conditions of Theorem 2.2, which also allows us to

ensure stronger stability properties.

Remark 2.3. Theorem 2.2 holds even when the horizon d of cost (2.2) varies with time

as long as it remains larger than d∗ as defined in Theorem 2.2. In Chapter 3, we prove

and utilize this remark to provide some flexibility on the horizon to be exploited by the

optimizing algorithm. □

We know from [40] that it is essential to work with a continuous Lyapunov function

to endow the stability properties with some nominal robustness†3 . Here, function Yγ,d

in Theorem 2.2 serves as a Lyapunov function. To ensure it is continuous, we need to

guarantee that Vγ,d is continuous, since Yγ,d = Vγ,d +W and W is continuous according to

Assumption 2.1. Additional assumptions are needed for this purpose.
†3 As noted in [55], to apply Theorem 2.8 in [40] the set-valued mapping F ∗

γ,d in (2.5) also has to be

such that F ∗
γ,d(x) is nonempty and compact for any x ∈ Rn. Non-emptiness follows from the Standing

Assumption. Compactness of F ∗
γ,d proceeds from the compactness of U∗

γ,d(x) (when f is continuous, which

is assumed to be the case in Lemma 2.2), which is a consequence of the conditions of Lemma 2.2 and the

continuity of Vγ,d proved in this lemma, according to item (a) of Theorem 1.17 in [63].
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Assumption 2.2. The following properties hold.

(i) f and ℓ are continuous.

(ii) The admissible input set is uniform in x, i.e. U(x) = U for all x ∈ Rn and some

non-empty set U ⊆ Rm.

(iii) Either U is bounded, i.e. there exists a ball of finite radius B such that U(x) ⊆ B for

any x ∈ Rn, or for each compact set C, η ∈ R, and d ∈ Z≥0, there exists µ > 0 such

that for any x ∈ C, all admissible sequences of inputs u of length d+ 1 satisfying

Jγ,d(x,u) ≤ η satisfy |uk| ≤ µ for k ∈ {0, . . . , d}. □

The next lemma ensures the continuity of Vγ,d when d is finite.

Lemma 2.2. Consider system (2.1) and suppose Assumption 2.2 holds. For any γ ∈ (0, 1]

and d ∈ Z>0, function Vγ,d is continuous. □

Proof. The proof consists in showing that the conditions of Theorem 1.17 in [63] are

satisfied by Vγ,d. Let γ ∈ (0, 1], and d ∈ Z>0. Since U is non-empty for all x and Jγ,d is a

finite sum, Jγ,d is trivially finite for all x and u, Jγ,d is thus a proper function according to

the definition in Section 1.A of [63]. Note that x ↦→ Jγ,d(x,u) is a well defined map since u

is an admissible sequence for any x ∈ Rn due to item (ii) of Assumption 2.2. Moreover, Jγ,d

is simply the composition, multiplication and addition of f and ℓ, which are continuous

functions from item (i) of Assumption 2.2, thus it follows that Jγ,d is also a continuous

function in x and u. Since item (iii) of Assumption 2.2 holds, Jγ,d is level-bounded in u

locally uniformly to x according to Definition 1.16 in [63]. That is, for each x ∈ Rn and

a ∈ R≥0 there is a neighborhood X of x such that the set {(x,u) : x ∈ X , Jγ,d(x,u) ≤ a}
is bounded in Rn × Rm. Finally, SA guarantees the existence of u∗∗∗

γ,d(x), it follows from

item (i) of Assumption 2.2 that with a fixed sequence u := u∗∗∗
γ,d(x), Jγ,d(x̄,u) is continuous

in x̄. Altogether, we conclude that Vγ,d is a continuous function by invoking item (c) of

Theorem 1.17 in [63]. ■

When d is infinite or item (ii) of Assumption 2.2 is not verified, Theorem 3 in [55]

provides conditions under which Vγ,d is continuous.
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2.3.3 Stronger stability properties

We first strengthen the conditions of Theorem 2.2 to ensure a uniform semiglobal asymptotic

stability property.

Corollary 2.1. Suppose that Assumption 2.1 is satisfied and there exist L > 0, āW ≥ 0,

aW , āV > 0 such that αV (s) ≤ āV · s, αW (s) ≤ āW · s, αW (s) ≥ aW · s for any s ∈ [0, L].

Let ∆ > 0, and select γ∗ ∈ (0, 1] and d∗ ∈ Z>0 such that(︃
1− aW

āY

γ∗

)︃d∗

āYL ≤ αW (L) (2.30)

1− γ∗ + āV
aW

(︃
1− aW

āY

)︃d∗

<
aW
āY

, (2.31)

and for any (γ, d) ∈ (γ∗, 1]× (d∗,∞],

Υ(αY (∆), γ, d) ≤
(︁
1− γ

2

)︁ ˜︁αY (āYL), (2.32)

where āY := āV + āW , ˜︁αY := αW ◦ (αV +αW )−1 and Υ is defined in Table 2.1. Then, there

exist β ∈ KL independent of ∆ such that, for any x ∈ {z ∈ Rn : σ(z) ≤ ∆}, any solution

ϕ(·, x) to system (2.5) satisfies, σ(ϕ(k, x)) ≤ β(σ(x), k) for all k ∈ Z≥0. □

Proof. Let ∆ > 0, γ ∈ (γ∗, 1] and d ∈ (d∗,∞], x ∈ Rn be such that σ(x) ≤ ∆ and

v ∈ F ∗
γ,d(x). Since Assumption 2.1 holds, we can apply the conclusions of Theorem 2.1.

From item (b) of Theorem 2.1, Yγ,d(v) − Yγ,d(x) ≤ 1
γ

(︁
− αW (σ(x)) + Υ(Yγ,d(x), γ, d)

)︁
,

where†4 Υ(s, γ, d) = (1− γ)s+ γdαV ◦ α−1
W ◦

(︂
I−αW ◦α−1

Y

γ

)︂(d)
(s) since αY = αY = αW . We

use the following strategy. First, we show that Yγ,d(v) − Yγ,d(x) ≤ −ϵYγ,d(x) holds for

some ϵ > 0 when Yγ,d(x) ∈ [0, aYL] due to (2.31). Then, we show that Yγ,d(v)− Yγ,d(x) ≤
−1

2
˜︁αY (Yγ,d(x)) holds for ˜︁αY = αW ◦ α−1

Y when Yγ,d(x) ∈ (aYL, αY (∆)] due to (2.32). To

conclude, we combine the two inequalities and we defer to the proof of Theorem 2.2.

We first derive properties based on the sublinear conditions of Corollary 2.1. Since

αV (s) ≤ āV · s and αW (s) ≤ āW · s for s ∈ [0, L], αY (s) = αV (s)+αW (s) ≤ (āV + āW ) · s =
āY · s. Thus s = α−1

Y (αY (s)) ≤ α−1
Y (āY · s) for s ∈ [0, L] and, for s′ = āY · s ∈ [0, āYL],

s′

āY
≤ α−1

Y (s′). (2.33)

†4 The case when γ = 1 or d =∞ will be discussed later.
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Similarly, from aW · s ≤ αW (s) for s ∈ [0, L] and taking s′ = αW (s) ∈ [0, αW (L)], we derive

that

α−1
W (s′) ≤ s′

aW
. (2.34)

By composing both sides of (2.33) with αW , we obtain that αW ( s
āY
) ≤ αW ◦ α−1

Y (s) for

s ∈ [0, āYL], and since s
āY
∈ [0, L], aW s

āY
≤ αW ( s

āY
), thus

aW
āY
s ≤ αW ◦ α−1

Y (s). (2.35)

Therefore s− αW ◦ α−1
Y (s) ≤

(︂
1− aW

āY

)︂
s, and, for any s ∈ [0, āYL],(︃

s− αW ◦ α−1
Y (s)

γ

)︃
≤ γ−1

(︂
1− aW

āY

)︂
s. (2.36)

On the other hand, according to (2.31), 1 − γ∗ < aW
āY

, thus 1 − aW
āY

< γ∗. Since γ∗ < γ,

1− aW
āY

< γ. With this inequality, we derive from (2.36) that
(︂

s−αW ◦α−1
Y (s)

γ

)︂
≤ s for any

s ∈ [0, āYL]. Thus
(︂

s−αW ◦α−1
Y (s)

γ

)︂
∈ [0, āYL] for s ∈ [0, āYL]. We can then apply the

first inequality in (2.36) iteratively and obtain
(︂

I−αW ◦α−1
Y

γ

)︂(d)
(s) ≤ γ−d

(︂
1− aW

āY

)︂d
s for

s ∈ [0, āYL]. Also from (2.36), γ∗ < γ and d > d∗, we have that
(︃

1−aW
āY

γ∗

)︃d∗

>

(︃
1−aW

āY

γ∗

)︃d

>

γ−d
(︂
1− aW

āY

)︂d
. Hence, according to (2.30) and (2.36), for s ∈ [0, āYL],(︃

I− αW ◦ α−1
Y

γ

)︃(d)

(s) ≤ γ−d
(︂
1− aW

āY

)︂d
s ≤ αW (L). (2.37)

Since (2.37) holds, we can invoke (2.34) and obtain for s ∈ [0, āYL]

α−1
W ◦

(︂
I−αW ◦α−1

Y

γ

)︂(d)
(s) ≤ γ−d

aW

(︂
1− aW

āY

)︂d
s. (2.38)

Moreover, from (2.37), it follows that, for s ∈ [0, āYL],

α−1
W ◦

(︂
I−αW ◦α−1

Y

γ

)︂(d)
(s) ≤ α−1

W ◦ αW (L) = L. (2.39)

From (2.38) and (2.39), we conclude that γdαV ◦ α−1
W ◦

(︂
I−αW ◦α−1

Y

γ

)︂(d)
(s) ≤ γdāV · α−1

W ◦(︂
I−αW ◦α−1

Y

γ

)︂(d)
(s) ≤ γdāV

γ−d

aW

(︂
1− aW

āY

)︂d
s = āV

aW

(︂
1− aW

āY

)︂d
s for s ∈ [0, āYL] holds. There-

fore, for s ∈ [0, āYL],

Υ(s, γ, d) ≤ (1− γ)s+ āV
aW

(︂
1− aW

āY

)︂d
s. (2.40)
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Note that (2.40) holds even for γ = 1 or d =∞, indeed Υ(s, 1, d) ≤ āV
aW

(︂
1− aW

āY

)︂d
s and

Υ(s, γ,∞) = (1− γ)s for s ∈ [0, āYL].

Since−αW (σ(x)) ≤ −αW◦α−1
Y (Yγ,d(x)) holds from item (i) of Theorem 2.1, for Yγ,d(x) ∈

[0, āYL] we derive that−αW (σ(x)) ≤ −aW
āY
Yγ,d(x) from (2.35). Applying this inequality and

(2.40) to item (ii) of Theorem 2.1, we find Yγ,d(v)−Yγ,d(x) ≤
−aW

āY
+(1−γ)+

āV
aW

(︂
1−aW

āY

)︂d

γ
Yγ,d(x).

For (γ∗, d∗) as defined in (2.31), and since γ ∈ (γ∗, 1] and d > d∗, it follows

0 < 1− γ +
āV
aW

(︃
1− aW

āY

)︃d

<
aW
āY

. (2.41)

Consequently, there exist ϵ ∈
(︂
0, aW

āY

)︂
such that

(︂
−aW

āY
+1−γ+ āV

aW

(︂
1− aW

āY

)︂d )︂
< − ϵ

γ
< −ϵ.

Finally, we conclude that Yγ,d(v)− Yγ,d(x) ≤ −ϵYγ,d(x) for Yγ,d(x) ∈ [0, āYL] since (2.31)

holds.

For Yγ,d(x) ∈ (āYL, αY (∆)], the existence of γ∗ and d∗ such that (2.32) holds follows

from the same arguments as for the existence of γ∗ and d∗ such that (2.24) holds in the

proof of Theorem 2.2, with ˜︁∆ := αY (∆) and ˜︁δ := āYL. By following the steps of the

proof of Theorem 2.2 for (2.26) we obtain that Yγ,d(v) − Yγ,d(x) < −1
2
˜︁αY (Yγ,d(x)) for

Yγ,d(x) ∈ (āYL, αY (∆)].

We have found that Yγ,d(v)−Yγ,d(x) decreases for all Yγ,d(x) ∈ (0, αY (∆)]. In particular,

by −ϵYγ,d(x) for Yγ,d(x) ∈ [0, āYL] and by −1
2
˜︁αY (Yγ,d(x)) for Yγ,d(x) ∈ (āYL, αY (∆)]. We

conclude the proof by noting that Yγ,d(v) − Yγ,d(x) ≤ −min
{︁
ϵI, 1

2
˜︁αY

}︁
(Yγ,d(x)). The

desired result is then derived by following the final steps of Theorem 2.2. ■

Corollary 2.1 ensures a uniform semiglobal asymptotic stability property for set {x :

σ(x) = 0}, i.e. given the set of initial conditions {z ∈ Rn : σ(z) ≤ ∆} where ∆ is any

fixed strictly positive real number, we can select γ and d such that (2.23) holds with δ = 0.

Consistently with Theorem 2.2, to find a suitable pair (γ∗, d∗), we have to take γ∗ close to

1 and d∗ large so that (2.30)-(2.32) hold.

Compared to Corollary 2 in [24] and Corollary 1 in [55], where similar results are derived

for infinite-horizon discounted cost and finite-horizon undiscounted cost respectively, we

require inequality (2.30). This is not a limitation of our analysis, but an omission of
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[55] and [24]. Indeed, f(s) ≤ f̄ s and g(s) ≤ ḡs for s ∈ [0, L] where f̄ , ḡ > 0, does not

imply that f(g(s)) ≤ f̄ ḡs for s ∈ [0, L], as was used previously in Corollary 1 of [55] and

Corollary 2 of [24]. For a counter example, consider f(s) := s2 and g(s) := 2s for L = 1.

We have f̄ = 1, ḡ = 2, yet f(g(s)) = 4s2 > 2s = f̄ ḡs for s ∈ (1
2
, 1] which is a contradiction.

Thus, a correct analysis has to verify that every sub-part of the chain of functions is inside

a valid range. Fortunately, this does not lead to a loss of generality of Corollary 2.1, only

requiring an extra condition on γ∗ and d∗, which can always be verified.

We can formulate stronger stability properties, namely uniform global exponential

stability, when conditions of Corollary 2.1 hold with L =∞.

Corollary 2.2. Suppose that Assumption 2.1 is satisfied and there exist āW ≥ 0, aW , āV >

0 such that αV (s) ≤ āV · s, αW (s) ≤ āW · s, αW (s) ≥ aW · s for any s ≥ 0. Let γ∗, d∗ be

such that

1− γ∗ + āV
aW

(︃
1− aW

āV + āW

)︃d∗

<
aW

āV + āW
. (2.42)

Then, there exist K,λ > 0, such that for any γ ∈ (γ∗, 1], d ∈ (d∗,∞], for any x ∈ Rn, the

solution ϕ(·, x) to system (2.5) satisfies σ(ϕ(k, x)) ≤ Kσ(x)e−λk for all k ∈ Z≥0. □

Sketch of Proof. Let x ∈ Rn, v ∈ F ∗
γ,d(x) and γ ∈ (γ∗, 1], d ∈ (d∗,∞]. Since Assumption

2.1 holds with Corollary 2.1 conditions with L =∞, we can use the sublinear developments

of Corollary 2.1 everywhere, that is, for all x ∈ Rn. In particular, we have shown that

given (2.31), there exists ϵ ∈
(︂
0, aW

āY

)︂
such that Yγ,d(v) − Yγ,d(x) ≤ −ϵYγ,d(x) holds for

Yγ,d(x) ∈ [0, āYL]. Similarly in Corollary 2.2 case, we derive from (2.42) that Yγ,d(v) −
Yγ,d(x) ≤ −ϵYγ,d(x) holds for any Yγ,d(x) ∈ R≥0. We now proceed with the same argument

as the proof of Corollary 2 in [55]. Let x ∈ Rn and denote ϕ(k, x) be a corresponding

solution to (2.5) at time k ∈ Z≥0, it holds that Yγ,d(ϕ(k, x)) ≤ (1 − ϵ)kYγ,d(x). Since

Yγ,d(x) ≥ αW (σ(x)) ≥ aWσ(x) and Yγ,d(x) ≤ αY (σ(x)) ≤ āY σ(x), we conclude that

Corollary 2.2 holds with K = āY
aW

= āV +āW
aW

and λ = − ln(1− ϵ). ■

Corollary 2.2 ensures a uniform global exponential stability property of {x : σ(x) = 0}.
It also provides explicit conditions on the pair (γ∗, d∗) under which stability is guaranteed.

Indeed, we either first fix γ∗ ∈ (γ̄, 1] with γ̄ = 1 − aW
āV +āW

and then select d∗ such that
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(2.42) holds, or we first fix d∗ > d̄ with d̄ = ⌊ ln(āV (āV +āW )/a2W )

− ln(1− aW
āV +āW

)
⌋ and select γ∗ such that

(2.42) holds. The resulting pair (γ∗, d∗) is a suitable candidate for (2.42) by construction.

2.3.4 Comparison of the conditions on γ and d with existing re-

sults

It is difficult to compare the conditions on γ and d in the general case of Theorem 2.2

with those in [24] when γ = 1 and those in [55] when d =∞. For this reason, in the next

lemma, we compare the bounds derived from Corollary 2.2 either when γ = 1 or d =∞
with those given in Corollary 3 in [24], which we denote†5 as d[24], and in Corollary 2 in

[55], which we denote as γ[55], respectively.

Lemma 2.3. Under the conditions of Corollary 2.2, the following holds.

(i) When āW < aW , γ̄ < γ[55] :=
āV

āV +aW
where γ̄ = 1− aW

āV +āW
is the bound on γ given

by (2.42) when d =∞.

(ii) d̄=− ln d[24]/ ln
(︂
1− aW

āV +āW

)︂
where†6 d[24]:=

āV (āV +āW )

a2W
and d̄=−

ln
(︃
āV (āV +āW )

a2W

)︃
ln

(︂
1− aW

āV +āW

)︂ is the

bound on d given by (2.42) when γ = 1. □

Proof. Item (ii) of Lemma 2.3 is derived immediately by substitution, since d̄ =

ln(āV (āV +āW )/a2W )

− ln(1− aW
āV +āW

)
and d[24] :=

āV (āV +āW )

a2W
. Item (i) of Lemma 2.3 follows since γ̄

γ[55]
< 1

implies (āV +āW−aW )(āV +aW )
(āV +āW )āV

=
ā2V +āV āW+aW āW−a2W

ā2V +āV āW
< 1, which in turn implies aW āW < a2W .

Item (i) of Lemma 2.3 holds since aW > 0 by assumption of Corollary 2.2. ■

Item (i) of Lemma 2.3 implies that the minimum discount factor γ̄ given by Corollary

2.2 when d =∞ is strictly smaller than the bound found in Corollary 2 from [55] when

αW < αW . Item (ii) of Lemma 2.3 provides a direct relationship between the estimate

horizon d[24] of Corollary 3 from [24] and our minimum horizon estimate d̄. It can therefore

be used to infer which bound is tighter.

We illustrate the results of Lemma 2.3 via examples taken from [24,55].
†5 We make a change of variable N − 1 = d to align our cost function Jγ,d with the one in [24].
†6 There is a slight abuse of notation, since d̄ and d[24] are supposed to be integers.
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Example 2.2. Consider the following discrete cubic integrator as in [24]

x+1 = x1 + u

x+2 = x2 + u3 (2.43)

where (x1, x2) = x ∈ R2 and u ∈ U = R. We take σ(x) = |x1|3 + |x2| and ℓ(x, u) =

σ(x) + |u|3. From [24], Assumption 2.1 holds with αV = 14I, αW = 0, αW = I. Invoking

Corollary 2.2 with γ = 1, we find d̄ =
⌊︂

0−ln 142

ln 13−ln 14

⌋︂
= 71. In [24], when no terminal cost is

considered, d[24] = 196. Thus our new analysis provides a 63% improvement compared to

[24]. ■

Example 2.3. Consider the following discrete nonholonomic integrator as in [24]

x+1 = x1 + u1

x+2 = x2 + u2

x+3 = x3 + x1u2 − x2u1 (2.44)

where (x1, x2, x3) = x ∈ R3 and (u1, u2) = u ∈ U = R2. We take σ(x) = x21 + x22 + 10|x3|
and ℓ(x, u) = σ(x). From [24], Assumption 2.1 with αV = 16

5
I, αW = 0 and αW = I.

Invoking Corollary 2.2 with γ = 1, we obtain d̄ = ⌊2∗(log 5−log 16)
log 11−log 16

⌋ = 6. In [24], when no

terminal cost is considered, d[24] = 11. Thus our new analysis provides a 36% improvement

compared to [24]. ■

Our analysis shows promising relaxation of the horizon d compared to [24], which

is important for computation. Yet our results do not supersede [24] in the case when

a terminal cost is used. For example, in [24], the minimum horizon when considering

terminal cost is d[24] = 3 for both examples, and a subsequent work [69] has found d[24] = 1

for system (2.43) and d[24] = 0 for system (2.44), albeit with different stage cost ℓ and

measure σ. As explained in the introduction, we have a special interest in the case

where no terminal cost is used, since this corresponds to the usual application of VI to

infinite-horizon problems. Extending Theorem 2.1 to also consider terminal costs is left

for future work.

We now compare our minimum discount γ̄ to the one found in [55], illustrating a case

in which item (i) of Lemma 2.3 ensures an improvement.
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Example 2.4. Consider system (2.44) with σ(x) = x21+x
2
2+10|x3| and ℓ(x, u) = σ(x)+|u|2,

for x ∈ R3 and u ∈ R2. This slightly different stage cost is considered in [55] to show that

SA holds in this case. Assumption 2.1 is satisfied with αV = 22
5
I, αW = 0 and αW = I.

Note that āW < aW , so item (i) of Lemma 2.3 applies. Invoking Corollary 2.2 with d =∞,

we calculate γ̄ = 1− 5
22

= 0.773. In†7 [55], we find that γ[55] =
22
27

= 0.815. As expected

from item (i) of Lemma 2.3, our new analysis provides an improvement of about 6%

compared to the bound given in [24]. ■

2.4 Relationships between optimal value functions

As explained in the introduction Chapter 1, often the goal is to minimize either a discounted

infinite-horizon cost or an undiscounted finite-horizon cost, but the mentioned algorithms

minimize a finite-horizon discounted cost instead. In this context, it is natural to ask what

is the relationship between the cost we originally aim at minimizing, i.e. the infinite-horizon

discounted one, and the one we actually minimize, i.e. the finite-horizon one. The next

theorem provides relationships between these two costs, as well as between the discounted

finite-horizon cost and the undiscounted finite-horizon cost. These results are obtained by

exploiting Assumption 2.1.

Theorem 2.3. Let γ ∈ (0, 1], d ∈ Z>0, x ∈ Rn and suppose that Assumption 2.1 holds.

Then ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Vγ,d(x) ≤ Vγ,∞(x) ≤ Vγ,d(x) + γdvγ,d(x) (2.45a)

Vγ,d(x) ≤ V1,d(x) ≤ Vγ,d(x) + (1− γ)
d∑︂

k=1

vγ,k(x), (2.45b)

where vγ,k(x) := αV ◦α−1
Y ◦
(︂

I−αY ◦α−1
Y

γ

)︂(k)
◦αY (σ(x)) for k ∈ {1, . . . , d} and αY , αY , αY ∈ K∞

come from Theorem 2.1, see Table 2.1. □

Proof. Let x ∈ Rn, γ ∈ (0, 1], d ∈ Z>0. According to SA, the input sequence

[u∗0, . . . , u
∗
d−1, u

∗
d] = u∗∗∗

γ,d(x) exists and Jγ,d(x,u
∗∗∗
γ,d(x)) = Vγ,d(x). The lower bounds on

†7 The calculated value in [55] is misstated as 17
22 = 0.88.

35



Chapter 2. Finite-horizon discounted optimal control

Vγ,∞(x) and V1,d(x) in (2.45a) and (2.45b), respectively, follow from the definitions of

Vγ,∞(x) and V1,d(x) in (2.3). The other inequalities are proved in the following.

Define ϕ∗
k := ϕ(k, x,u∗∗∗

γ,d(x)|k) a solution to (2.1) at time k ∈ {0, . . . , d}, initialized at

x, and define ℓ∗k := ℓ(ϕ∗
k, u

∗
k) the corresponding stage cost at time k. To prove the second

inequality in equation (2.45a), consider the infinite sequence û := [u∗0, . . . , u
∗
d−1,u

∗∗∗
γ,∞(ϕ∗

d)],

where u∗∗∗
γ,∞ exist according to SA. By definition of Vγ,∞(x) and Vγ,d(x), Vγ,∞(x) ≤

Jγ,∞(x, û) = Jγ,d−1(x, [u
∗
0, . . . , u

∗
d−1]) + γdJγ,∞(ϕ∗

d,u
∗∗∗
γ,∞(ϕ∗

d)) ≤ Vγ,d(x) + γdVγ,∞(ϕ∗
d). Ac-

cording to item (i) of Assumption 2.1, Vγ,∞(ϕ∗
d) ≤ αV (σ(ϕ

∗
d)). To bound σ(ϕ∗

d), we invoke

(A.8) in the appendix. Hence, Vγ,∞(ϕ∗
d) ≤ αV ◦ α−1

Y ◦
(︂

I−αY ◦α−1
Y

γ

)︂(d)
(Yγ,d(x)). By invoking

item (i) of Theorem 2.1, Yγ,d(x) ≤ αY (σ(x)) and we obtain the second inequality of (2.45a).

For (2.45b), consider the finite sequence u∗∗∗
γ,d(x). Note that

V1,d(x) ≤ J1,d(x,u
∗∗∗
γ,d(x)) =

d∑︂
k=0

ℓ∗k. (2.46)

By applying Bellman principle to Vγ,d(x), as done in the proof of Theorem A.1, it fol-

lows that Vγ,d−k(ϕ
∗
k) = ℓ∗k + γVγ,d−(k+1)(ϕ

∗
k+1) for k ∈ {0, . . . , d − 1} and Vγ,0(ϕ

∗
d) = ℓ∗d.

By summation we have
∑︁d

k=0 Vγ,d−k(ϕ
∗
k) =

∑︁d
k=0 ℓ

∗
k + γ

∑︁d−1
k=0 Vγ,d−(k+1)(ϕ

∗
k+1)Vγ,d(ϕ

∗
0) +∑︁d

k=1 Vγ,d−k(ϕ
∗
k) =

∑︁d
k=0 ℓ

∗
k + γ

∑︁d
k=1 Vγ,d−k(ϕ

∗
k). Since ϕ∗

0 = x,

Vγ,d(x) + (1− γ)
d∑︂

k=1

Vγ,d−k(ϕ
∗
k) =

d∑︂
k=0

ℓ∗k. (2.47)

Therefore, in view of (2.46), V1,d(x) ≤ Vγ,d(x) + (1 − γ)∑︁d
k=1 Vγ,d−k(ϕ

∗
k). The proof is

completed by noting that Vγ,d−k(ϕ
∗
k) ≤ αV (σ(ϕ

∗
k)) ≤ vγ,k(x) := αV ◦ α−1

Y ◦
(︂

I−αY ◦α−1
Y

γ

)︂(k)
◦

αY (σ(x)), which holds in view of (A.8). ■

Theorem 2.3 provides explicit computable bounds on Vγ,∞ (and V1,d) based on Vγ,d(x),

γ, d and σ(x), which can be used to evaluate the mismatch induced by the minimization

of a finite-horizon discounted cost instead of an infinite-horizon discounted one (and an

undiscounted finite-horizon one). We expect that the inequalities in (2.45) become equality

in the limit case, i.e. when d→∞ in (2.45a) and γ → 1 in (2.45b). This is obviously true

for (2.45b). The case of (2.45a) is addressed in the next lemma, which indeed ensures that

Vγ,d(x) tends to Vγ,∞(x) when d→∞, for γ sufficiently close to 1.
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Lemma 2.4. Let ∆ > 0, x ∈ {z ∈ Rn : σ(z) ≤ ∆}. Suppose Assumption 2.1 holds and

consider αY , αY , αY from Theorem 2.1. For γ ∈ (1−αY (∆)
αY (∆)

, 1], Vγ,d(x)+γdvγ,d(x)→ Vγ,∞(x)

when d→∞, where vγ,d(x) = αV ◦ α−1
Y ◦

(︂
I−αY ◦α−1

Y

γ

)︂(d)
◦ αY (σ(x)). □

Proof. Let ∆ > 0, x ∈ {z ∈ Rn : σ(z) ≤ ∆} and ˜︁∆ = αY (∆). When γ = 1, it follows

that v1,d(x) = αV ◦ α−1
Y ◦

(︁
I− αY ◦ α−1

Y

)︁(d) ◦ αY (σ(x)), which can be made as small as

desired by noting that (I − αY ◦ α−1
Y )(d) is decreasing in d, as explained in the proof of

Theorem 2.1. Thus v1,d(x)→ 0 when d→∞.

When γ ∈ [1 − αY (∆)
αY (∆)

, 1), it follows that (1 − γ)αY (∆) ≤ αY (∆), thus (1 − γ)˜︁∆ ≤
αY ◦ α−1

Y (˜︁∆) by definition of ˜︁∆, and hence
˜︁∆−αY ◦α−1

Y (˜︁∆)

γ
≤ ˜︁∆. We have obtained that(︂

I−αY ◦α−1
Y

γ

)︂(d)
(˜︁∆) ≤ ˜︁∆. On the other hand, since σ(x) ≤ ∆ and I−αY ◦α−1

Y

γ
, αY ∈ K∞ as

assumed without loss of generality in Remark 2.2 and Theorem 2.1 respectively, we have
I−αY ◦α−1

Y

γ
(αY (σ(x))) ≤ I−αY ◦α−1

Y

γ
(∆) ≤ ˜︁∆. Finally, we have that γdvγ,d(x) ≤ γdαV ◦ αY (˜︁∆),

thus γdvγ,d(x)→ 0 when d→∞.

Since γdvγ,d(x)→ 0 for γ ∈ [1− αY (∆)
αY (∆)

, 1] when d→∞, it follows from the sandwich

rule and (2.45a) that Vγ,d(x) + γdvγ,d(x)→ Vγ,∞(x) when d→∞. ■

When comparing (2.45a) with the corresponding error bounds usually found in ADP [7],

we observe significant improvement when γ is close to 1. Indeed, in algorithms like VI, it is

commonly assumed that ℓ(x, u) is bounded, e.g. ℓ(x, u) ∈ [0, 1] for any (x, u) ∈ W , which

is not the case here. This property is used to derive that Vγ,∞(x) ≤ Vγ,d(x) +
∞∑︁
k=d

γk ≤

Vγ,d(x) +
γd+1

1−γ
, see Lemma 1.1 and Chapter 1.3. The term γd

1−γ
, which serves as a near-

optimality bound, clearly diverges to infinity when γ → 1. This is not the case with the

bound in (2.45a), which is small whenever d is large, or when σ(x) is small, even when γ

is close to 1.

The work in [25] also provides relationship between the undiscounted infinite-horizon

optimal cost and the finite-horizon one. The results of this section rely on different

assumptions than [25], namely we do not rely on a relaxed dynamic programming property

(see Proposition 2.2 and Assumption 4.2 in [25]), but on stabilizability and detectability

properties. Furthermore, we address discounted costs contrary to [25].
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Finally, simpler relationships between the optimal value functions can be obtained

under the conditions of Corollary 2.2, as stated next.

Corollary 2.3. Let d ∈ Z>0, x ∈ Rn and suppose that the conditions of Corollary 2.2 are

satisfied. The following hold.

(i) For any γ ∈ (0, 1],

Vγ,d(x) ≤ Vγ,∞(x) ≤ Vγ,d(x) + v̂d(x) (2.48)

where v̂d(x) := āV (āV +āW )
aW

(︂
1− aW

āV +āW

)︂d
σ(x).

(ii) For any γ ∈ (1− aW
āV +āW

, 1],

Vγ,d(x) ≤ V1,d(x) ≤ Vγ,d(x) + Sv(x) (2.49)

where Sv(x) := (1− γ) āV (āV +āW )2

aW

(︂
1− aW

āV +āW

)︂
aW−(1−γ)(āV +āW )

σ(x).

□

Proof. Let d ∈ Z>0, γ ∈ (0, 1] and x ∈ Rn. Item (i) of Corollary 2.3 follows immediately

by application of (2.45a) and of the conditions of Corollary 2.2. Indeed, since vd(x) =

αV ◦ α−1
Y ◦

(︂
I−αY ◦α−1

Y

γ

)︂(d)
◦ αY (σ(x)), we have vd(x) ≤ γ−d āV (āV +āW )

aW

(︂
1− aW

āV +āW

)︂d
σ(x).

Thus Vγ,∞ ≤ Vγ,d(x)+γ
dvd(x) ≤ Vγ,d(x)+

āV (āV +āW )
aW

(︂
1− aW

āV +āW

)︂d
σ(x) = Vγ,d(x)+ v̂d(x),

which is the desired result.

Assume now that γ ∈ (1− aW
āV +āW

, 1]. Since γ ∈ (0, 1], Theorem 2.3 holds. Recall the

definition of vk from (2.45b) and notice that vk(x) ≤ γ−k āV (āV +āW )
aW

(︂
1− aW

āV +āW

)︂k
σ(x), in

view of the definition of vk and by direct application of the conditions of Corollary 2.2.

Thus,
d∑︁

k=1

vk(x)≤σ(x) āV (āV +āW )
aW

d∑︁
k=1

γ−k
(︂
1− aW

āV +āW

)︂k
=σ(x) āV (āV +āW )

aW

∞∑︁
k=1

γ−k
(︂
1− aW

āV +āW

)︂k
.

Since 1− aW
āV +āW

<γ,
∞∑︁
k=1

γ−k
(︂
1− aW

āV +āW

)︂k
=

γ−1
(︂
1− aW

āV +āW

)︂
1−γ−1

(︂
1− aW

āV +āW

)︂=(︂1− aW
āV +āW

)︂
āV +āW

aW−(1−γ)(āV +āW )
.

Finally, (1−γ)
d∑︁

k=1

vk(x)≤Sv(x) where Sv(x):=(1−γ)σ(x) āV (āV +āW )
aW

(︂
1− aW

āV +āW

)︂
āV +āW

aW−(1−γ)(āV +āW )
.

Thus V1,d ≤ Vγ,d(x) + Sv(x) and the proof is completed. ■

The mismatch v̂d(x) between Vγ,d(x) and Vγ,∞(x) in (2.48) is linear in σ(x) and no longer

depends on γ as in (2.45a). Furthermore, v̂d(x)→ 0 as d→∞ since 1− aW
āV +āW

∈ (0, 1) as
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shown in the proof of Corollary 2.1. Similarly, the mismatch Sv(x) between Vγ,d(x) and

V1,d(x) is linear in σ(x) and no longer depends on d as in (2.45b). Moreover, Sv(x)→ 0 as

γ → 1 for any x ∈ Rn.

2.5 Near-optimal sequence of inputs

In this section, we explore whether solving approximately optimal cost (2.3) preserves our

previous results in some sense. Hence, we study the case the available inputs sequence is

only near-optimal for the discounted finite-horizon cost in the following sense.

Assumption 2.3. There exists a continuous function η : [0,+∞) × P → R≥0, where

P := ((0, 1]× Z≥0) ∪ ((0, 1)× (Z≥0 ∪ {+∞}) with η(·, γ, d) ∈ K∞ for any (γ, d) ∈ P , such

that, for any x ∈ Rn,

Vγ,d(x) ≤ ˆ︁Vγ,d(x) ≤ Vγ,d(x) + η(ϵ, γ, d).

□

Assumption 2.3 means that, for any x ∈ Rn and (γ, d) ∈ P, we know a near-optimal

sequence of admissible inputs ûγ,d(x) where η(ϵ, γ, d) is the near-optimality bound. The

constant error η can be controlled by choosing parameter ϵ > 0 depending on (γ, d)

as η(·, γ, d) is of class K∞. Assumption 2.3 covers near-optimality bounds of the form

η(ϵ, γ, d) = 1−γd

1−γ
ϵ where ϵ is related to approximation errors; such bounds are commonly

found in the ADP literature, see [7]. The function η in Assumption 2.3 takes value in

R≥0 × P , and not in R≥0 × [0, 1]× (Z≥0 ∪ {+∞}) as we might expect, to cover this type

of bounds, which explodes when (γ, d)→ (1,∞).

Remark 2.4. Note that the bound 1−γd

1−γ
ϵ is not necessarily in disagreement with bounds

of form γd+1

1−γ
ϵ given in Lemma 1.1 for VI or similarly for AVI in Chapter 1.4. Indeed, the

near-optimality bound here is between the approximated finite-horizon discounted cost

and the optimal finite-horizon discounted cost, while the ones given in Chapter 1 are for

the infinite-horizon one. □
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Chapter 2. Finite-horizon discounted optimal control

Compared to [31], where stability is analysed for control inputs generated by Approxi-

mate VI (AVI), we: (i) study stability of a generic closed set {x ∈ Rn : σ(x) = 0}, hence

not restricted to the origin; (ii) do not need the explicit knowledge of a globally stabilizing

policy; (iii) address discounted costs; (iv) the stage cost is not necessarily quadratic; (v)

allow for a constant error η(ϵ, γ, d), which therefore does not depend on x.

We write system (2.1) in closed-loop with a near-optimal sequence of inputs as

x+ ∈ f(x, ˆ︁Uγ,d(x)) =: ˆ︁Fγ,d(x), (2.50)

and we denote by ϕ̂(k, x) a solution to (2.50) at time k ∈ Z≥0 with initial condition x ∈ Rn.

The next theorem provides conditions under which the stability of system (2.5) follows.

Theorem 2.4. Consider system (2.50) and suppose Assumptions 2.1 and 2.3 hold. There

exists β ∈ KL such that for any δ,∆ > 0, there exist (γ∗, d∗) ∈ (0, 1) × Z≥0 such that

for any (γ, d) ∈ Pγ∗,d∗ := ((γ∗, 1] × (d∗,∞]) ∩ P, there exists ϵ∗ > 0, such that for any

ϵ ∈ [0, ϵ∗) and x ∈ {z ∈ Rn : σ(z) ≤ ∆}, any solution ϕ̂(·, x) to system (2.50) satisfies

σ(ϕ̂(k, x)) ≤ max{β(σ(x), k), δ} ∀k ∈ Z≥0. (2.51)

Moreover, when η(ϵ, γ, d) is non-increasing in γ and d, given δ,∆ > 0, there exists

(ϵ∗, γ∗, d∗) ∈ R>0× (0, 1)×Z≥0 such that for any (ϵ, γ, d) ∈ [0, ϵ∗)×Pγ∗,d∗, (2.51) holds. □

Proof. The proof consist in building a Lyapunov function for the near-optimal cost, and to

conclude by following similar steps as in the proof of Theorem 2.2, by suitable selection of

ϵ. Let x ∈ Rn, (γ, d) ∈ P and ϵ > 0. Per Assumption 2.3, there exists a near-optimal input

sequence [û0, û1, . . . , ûd] = ûγ,d(x), such that v̂ = f(x, û0) and ˆ︁Vγ,d(x) = Jγ,d(x, ûγ,d(x)).

Let k ∈ {0, . . . , d} and define ϕ̂k := ϕ(k, x, ûγ,d(x)|k) the solution to (2.1) with input

ûγ,d(x) initialized at x, ℓ̂k := ℓ(ϕ̂k, ûk) and ˆ︁Vγ,d−k(ϕk) := Jγ,d−k(ϕ̂k, [ûk, . . . , ûd]).

By definition of ˆ︁Vγ,d and ℓ̂k, it follows from (2.2) that ˆ︁Vγ,d−k(ϕ̂k) = ℓ̂k+γ ˆ︁Vγ,d−(k+1)(ϕ̂k+1)

for k ∈ {0, . . . , d− 1} and ˆ︁Vγ,0(ϕ̂d) = ℓ̂d. Invoking item (ii) of Assumption 2.1, we derive

W (ϕ̂k) ≥ −ℓ̂k + αW (σ(ϕ̂k)) +W (ϕ̂k+1). Thus, given ˆ︁Yγ,d−k(ϕ̂k) := ˆ︁Vγ,d−k(ϕ̂k) +W (ϕ̂k),

we derive ˆ︁Yγ,d−k(ϕ̂k) ≥ αW (σ(ϕ̂k)) + γ ˆ︁Yγ,d−(k+1)(ϕ̂k+1) + (1− γ)W (ϕ̂k+1). For k = d, we

derive similarly that ˆ︁Yγ,0(ϕ̂d) ≥ αW (σ(ϕ̂d)), thus for any k ∈ {0, . . . , d}, it follows that

ˆ︁Yγ,d−k(ϕ̂k) ≥ αW (σ(ϕ̂k)). (2.52)
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On the other hand, from ˆ︁Yγ,d−k(ϕ̂k) ≥ αW (σ(ϕ̂k))+γ ˆ︁Yγ,d−(k+1)(ϕ̂k+1)+ (1−γ)W (ϕ̂k+1) for

k ∈ {0, . . . , d−1} established above, we deduce ˆ︁Yγ,d−k(ϕ̂k) ≥ αW (σ(ϕ̂k))+γ ˆ︁Yγ,d−(k+1)(ϕ̂k+1)

since W ≥ 0, which implies

ˆ︁Yγ,d−(k+1)(ϕ̂k+1) ≤
ˆ︁Yγ,d−k(ϕ̂k)− αW (σ(ϕ̂k))

γ
. (2.53)

We now derive an upper-bound for ˆ︁Yγ,d−k(ϕ̂k) in terms of ˆ︁Yγ,d(x). Note

that ˆ︁Yγ,d−(k+1)(ϕ̂k+1) ≤
ˆ︁Yγ,d−k(ϕ̂k)

γ
holds. In view of Assumptions 2.1 and 2.3,

we have that ˆ︁Vγ,d−k(ϕ̂k) + W (ϕ̂k) ≤ αV (σ(ϕ̂k)) + η(ϵ, γ, d) + αW (σ(ϕ̂k)), that is,ˆ︁Yγ,d−k(ϕ̂k) ≤ η(ϵ, γ, d) + αY (σ(ϕ̂k)), where αY := αV + αW . When αY (σ(ϕ̂k)) ≥ η(ϵ, γ, d),

it follows that α−1
Y (

ˆ︁Yγ,d−k(ϕ̂k)

2
) ≤ σ(ϕ̂k), which implies

˜︁αY (ˆ︁Yγ,d−k(ϕ̂k)) ≤ αW (σ(ϕ̂k)), (2.54)

where ˜︁αY (s) := αW ◦ α−1
Y ( s

2
) for all s ≥ 0. When αY (σ(ϕ̂k)) ≤ η(ϵ, γ, d), it follows that

ˆ︁Yγ,d−k(ϕ̂k) ≤ 2η(ϵ, γ, d). (2.55)

From (2.53), (2.54) and (2.55), we derive ˆ︁Yγ,d−(k+1)(ϕk+1) ≤ max

{︃(︂
I−˜︁αY

γ

)︂
(ˆ︁Yγ,d−k(ϕ̂k)),

2η(ϵ,γ,d)
γ

}︃
. For the sake of convenience, we introduce parameter µ > 0 such that such

that 2η(ϵ,γ,d)
γ
≤ µ and that 1− ˜︁αY (µ)

µ
≤ γ. Parameter µ can be introduced without loss of

generality, since the first condition 2η(ϵ,γ,d)
γ
≤ µ can be always verified by taking ϵ small,

and the second is verified by taking γ close to 1. Moreover, we will require later in the

proof analogous conditions on γ and η to guarantee stability. Thus,

ˆ︁Yγ,d−(k+1)(ϕk+1) ≤ max

{︃(︃
I− ˜︁αY

γ

)︃
(ˆ︁Yγ,d−k(ϕ̂k)), µ

}︃
. (2.56)

We now show that I−˜︁αY

γ
∈ K∞. Indeed, as explained in Remark 2.2, we can assume

without loss of generality that I−αW ◦(αV +αW ) ∈ K∞. Thus 2I−αW ◦α−1
Y ∈ K∞, therefore

I−αW ◦α−1
Y ◦ I

2
= I− ˜︁αY ∈ K∞ and we conclude I−˜︁αY

γ
∈ K∞. Hence, with one iteration of

(2.56) to itself, we obtain ˆ︁Yγ,d−(k+2)(ϕ̂k+2) ≤ max

{︃(︂
I−˜︁αY

γ

)︂(2)
(ˆ︁Yγ,d−k(ϕ̂k)),

(︂
I−˜︁αY

γ

)︂
(µ) , µ

}︃
.

By successive iterations of (2.56) and noting that
(︂

I−˜︁αY

γ

)︂
(µ) ≤ µ because 1− ˜︁αY (µ)

µ
≤ γ,

we obtain ˆ︁Yγ,0(ϕ̂d) ≤ max

{︃(︂
I−˜︁αY

γ

)︂(d)
(ˆ︁Yγ,d(x)), µ}︃ . (2.57)
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Since (2.52) holds,

σ(ϕ̂d) ≤ σd(ˆ︁Yγ,d(x)), (2.58)

where σd(ˆ︁Yγ,d(x)):=max

{︃
α−1
W ◦

(︂
I−˜︁αY

γ

)︂(d)
(ˆ︁Yγ,d(x)), α−1

W (µ)

}︃
. Note that for s ∈ [0, µ],

σd(s) = α−1
W (µ) . (2.59)

Consider now cost ˆ︁Vγ,d(v̂) = ˆ︁Vγ,d(f(x, û0)), where û0 is the first input of the near-

optimal sequence ûγ,d(x). From Assumption 2.3, ˆ︁Vγ,d(v̂) ≤ Vγ,d(v̂) + η(ϵ, γ, d). Let

u := [û1, û2, . . . , ûd−1, ū1] where ū1 := u∗
γ,1(ϕ̂d) is the optimal sequence of inputs of length

2 for state ϕ̂d with cost Vγ,1(ϕ̂d) and ûi are the inputs of the near-optimal sequence. It

follows from the optimality of Vγ,d(v̂) that Vγ,d(v̂) ≤ Jγ,d(v̂,u) ≤ Jγ,d−2(v̂, [û1, . . . , ûd−1]) +

γd−1Vγ,1(ϕ̂d). Therefore, according to Assumption 2.3,

ˆ︁Vγ,d(v̂) ≤ Jγ,d−2(v̂, [û1, . . . , ûd−1]) + γd−1Vγ,1(ϕ̂d) + η(ϵ, γ, d). (2.60)

On the other hand, we have ˆ︁Vγ,d(x) = Jγ,d(x, [û0, û1, . . . , ûd]) = ℓ̂0+γJγ,d−1(v̂, [û1, . . . , ûd]),

which implies Jγ,d−2(v̂, [û1, . . . , ûd−1]) ≤ Jγ,d−1(v̂, [û1, . . . , ûd]) =
ˆ︁Vγ,d(x)−ℓ̂0

γ
. In view of

(2.60),

ˆ︁Vγ,d(v̂)− ˆ︁Vγ,d(x) ≤ Jγ,d−2(v̂, [û1, . . . , ûd−1]) + γd−1Vγ,1(ϕ̂d) + η(ϵ, γ, d)− ˆ︁Vγ,d(x)
≤
ˆ︁Vγ,d(x)− ℓ̂0

γ
− ˆ︁Vγ,d(x) + γd−1Vγ,1(ϕ̂d) + η(ϵ, γ, d)

≤ −ℓ̂0 + (1− γ)ˆ︁Vγ,d(x) + γdVγ,1(ϕ̂d) + γη(ϵ, γ, d)

γ
. (2.61)

From item (ii) of Assumption 2.1 and following the steps in the proof of Theorem 2.1 to

obtain (2.19), we have

W (v̂)−W (x) ≤ 1

γ

(︂
− αW (σ(x)) + ℓ̂0 + (1− γ)W (x)

)︂
. (2.62)

Summing equations (2.61) and (2.62), we have

ˆ︁Yγ,d(v̂)− ˆ︁Yγ,d(x) ≤ −αW (σ(x)) + (1− γ)ˆ︁Yγ,d(x) + γdVγ,1(ϕ̂d) + γη(ϵ, γ, d)

γ
. (2.63)

Recall that ˆ︁Yγ,d(x) ≤ αY (σ(x))+η(ϵ, γ, d). Again, we distinguish two cases. First, consider

αY (σ(x)) ≥ η(ϵ, γ, d). From (2.54), ˜︁αY (ˆ︁Yγ,d(x)) = αW ◦ α−1
Y (

ˆ︁Yγ,d(x)

2
) ≤ αW (σ(x)), thus
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−αW (σ(x)) ≤ −˜︁αY (ˆ︁Yγ,d(x)). On the other hand, from (i) from Assumption 2.1 and (2.58),

Vγ,1(ϕ̂d) ≤ αV (σ(ϕ̂d)) ≤ αV ◦σd(ˆ︁Yγ,d(x)). Moreover, γη(ϵ, γ, d) ≤ γ2

2
µ since η(ϵ, γ, d) ≤ γ

2
µ.

Altogether, in view of (2.63),

ˆ︁Yγ,d(v̂)− ˆ︁Yγ,d(x) ≤ −˜︁αY + ˆ︁Υ(·, µ, γ, d)
γ

(︂ˆ︁Yγ,d(x))︂ (2.64)

holds with ˆ︁Υ(s, µ, γ, d) := (︁
(1− γ)I+ γdαV ◦ σd

)︁
(s) + γ2

2
µ. Second, when αY (σ(x)) ≤

η(ϵ, γ, d), it follows that ˆ︁Yγ,d(x) ≤ 2η(ϵ, γ, d) in view of ˆ︁Yγ,d(x) ≤ αY (σ(x)) + η(ϵ, γ, d).

From item (i) of Assumption 2.1 and (2.58), Vγ,1(σ(ϕ̂d)) ≤ αV ◦ σd(ˆ︁Yγ,d(x)). Sinceˆ︁Yγ,d(x) ≤ 2η(ϵ, γ, d) ≤ µ, it follows from (2.59) that Vγ,1(σ(ϕ̂d)) ≤ αV ◦α−1
W (µ). In view of

(2.63) and −αW (σ(x)) ≤ 0, we derive ˆ︁Yγ,d(v̂) ≤ 2η(ϵ, γ, d)+
(1−γ)2η(ϵ,γ,d)+γdαV ◦α−1

W (µ)+γη(ϵ,γ,d)

γ
,

that is ˆ︁Yγ,d(v̂) ≤ (1 + γ
2
)2η(ϵ,γ,d)

γ
+ γd−1αV ◦ α−1

W (µ). Therefore,

ˆ︁Yγ,d(v̂) ≤ ν(µ, γ, d) (2.65)

holds with ν(µ, γ, d) := (1 + γ
2
)µ+ γd−1αV ◦ α−1

W (µ). Note that ν(·, γ, d) is class K∞, and

both ν(µ, ·, d) and ν(µ, γ, ·) can be made as small as desired by reducing µ.

Let δ,∆ > 0 and†8 ˜︁∆ := 2αY (∆), ˜︁δ := (I − 1
2
˜︁αY )

−1 ◦ αW (δ). There exists (γ∗, d∗) ∈
(0, 1)×Z≥0 such that for any (γ, d) ∈ Pγ∗,d∗ , there exists ϵ∗ > 0 such that for any ϵ ∈ [0, ϵ∗)

the following holds

∀ s ∈ [˜︁δ, ˜︁∆], ˆ︁Υ(s, µ, γ, d) ≤
(︂
1− γ

2

)︂ ˜︁αY (s) (2.66)

ν(µ, γ, d) ≤ (I− 1
2
˜︁αY )(˜︁δ) (2.67)

1− ˜︁αY (µ)

µ
≤ γ (2.68)

2η(ϵ, γ, d)

γ
≤ µ, (2.69)

with ν(µ, γ, d) = 1+ γ
2

γ
µ+γd−1αV ◦α−1

W (µ), ˆ︁Υ(s, µ, γ, d) =
(︁
(1− γ)I+ γdαV ◦ σd

)︁
(s)+ γ2

2
µ,

and σd(s) = max

{︃
α−1
W ◦

(︂
I−˜︁αY

γ

)︂(d)
(s), α−1

W (µ)

}︃
. The satisfaction of (2.66)-(2.69) is not

so easy to see, we therefore prove it step by step. First, note that the right hand

side of (2.66) is bounded below by 1
2
˜︁αY (˜︁δ). On the left side, we have ˆ︁Υ(s, µ, γ, d) ≤

(1−γ)˜︁∆+αV ◦σd(˜︁∆)+µ
2
=: ψ(µ, γ, d). By the same arguments given in the proof of Theorem

†8 As seen in the proof of Theorem 2.2, I− ˜︁αY ∈ K∞ implies I− ˜︁αY

2 ∈ K∞, thus ˜︁δ is well defined.
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2.2, we have that ψ(µ, γ, d)→ αV ◦α−1
W (µ)+µ

2
as (γ, d)→ (1,∞), which in turn can be made

as small as desired by taking µ small. Thus, like in the proof of Theorem 2.2, there exist

a triple (µ∗
(2.66), γ

∗
(2.66), d

∗
(2.66)) such that for any (µ, γ, d) ∈ [0, µ∗

(2.66))× Pγ∗
(2.66),d

∗
(2.66)

,ˆ︁Υ(s, µ, γ, d) ≤ ψ(µ, γ, d) ≤ 1
2
˜︁αY (˜︁δ) and thus (2.66) holds. Regarding (2.67), note that its

right hand side is positive since ˜︁δ > 0 and†8 I − ˜︁αY

2
∈ K∞. We have that ν(µ, γ, d) ≤

1+
γ
2

γ
µ+αV ◦α−1

W (µ) =: ψ′(γ, µ). Since
1+

γ
2

γ
is decreasing in γ, we have that ψ′ is decreasing

in γ and can be made as small as desired by taking µ small. Thus in the same vein as

for ψ for (2.66), there exists a triple (µ∗
(2.67), γ

∗
(2.67), d

∗
(2.67)) such that for any (µ, γ, d) ∈

[0, µ∗
(2.67))×Pγ∗

(2.67),d
∗
(2.67)

, ν(µ, γ, d) ≤ ϕ′(µ, γ) ≤ (I− 1
2
˜︁αY )(˜︁δ) and thus (2.67) holds. For

(2.68), note that 1− ˜︁αY (µ)
µ

< 1 for µ > 0. Thus, for each µ > 0, there exist γ∗(2.68) ∈ (0, 1)

such that for any γ ∈ (γ∗(2.68), 1], (2.68) holds. For (2.69), since η(·, γ, d) ∈ K∞, η(ϵ, γ, d)

can be made as small as desired by reducing ϵ in function of (µ, γ, d). Furthermore, for any

(µ, γ, d), there exists ϵ∗(2.69) such that for any ϵ ∈ [0, ϵ∗(2.69)),
2η(ϵ,γ,d)

γ
≤ µ. In sum, we select

(µ∗, γ∗, d∗) ∈ (0,min{µ(2.66), µ(2.67)})×Pmax{γ∗
(2.66),γ

∗
(2.67),γ

∗
(2.68)},max{d∗(2.66),d

∗
(2.67)} and for

each (γ, d) ∈ Pγ∗,d∗ , we take ϵ∗ ∈ (0, ϵ∗(2.69)). In that way (2.66)-(2.68) are satisfied. This

choice of (γ∗, d∗) is able to verify the properties mentioned beforehand. That is, inequalities

(2.66)-(2.68) hold for µ∗ and for every ϵ ≤ ϵ∗(2.69) chosen in function of (γ, d) ∈ Pγ∗,d∗ , so

is (2.69).

We now follow similar lines as in the proof of Theorem 2.2 to prove (2.51). When

αY (σ(x)) ≥ η(ϵ, γ, d), (2.64) holds. In this case, in view of (2.66), ˆ︁Yγ,d(v̂) − ˆ︁Yγ,d(x) ≤
−1

2
˜︁αY (ˆ︁Yγ,d(x)) if ˆ︁Yγ,d ∈ [˜︁δ, ˜︁∆], and if ˆ︁Yγ,d(x) ∈ [0, ˜︁δ), we derive†9 ˆ︁Yγ,d(v̂) ≤ ˜︁δ − 1

2
˜︁αY (˜︁δ) ≤

(I− 1
2
˜︁αY )(˜︁δ). For αY (σ(x)) ≤ η(ϵ, γ, d), (2.65) holds. Hence, in view of (2.67), ˆ︁Yγ,d(v̂) ≤

ν(µ, γ, d) ≤ (I− 1
2
˜︁αY )(˜︁δ). By the same line of reasoning as in the proof of Theorem 2.2,

we deduce that there exist β̂ ∈ KL, which is uniform in γ and d, such that any solution ϕ̂

to (2.50) initialized at σ(x) ≤ ∆ and any k ∈ Z≥0,

ˆ︁Yγ,d(ϕ̂(k, x)) ≤ max{β̂(ˆ︁Yγ,d(x), k), (I− 1
2
˜︁αY )(˜︁δ)}. (2.70)

†9 This holds with the same reasoning as (2.27) in the proof of Theorem 2.2, with the following rectification.

In (2.27), we have utilized Υ(·, γ, d)− (1− γ)I ∈ K∞ to show that γI−αW ◦α−1
Y +Υ(·, γ, d) ∈ K∞. Here,

it suffices to note that ˆ︁Υ(·, µ, γ, d)− (1− γ)I is non-decreasing, henceforth by following the same steps as

in (2.27) the mentioned bound is found.
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Finally, recall αY (σ(x)) ≤ ˆ︁Yγ,d(x) ≤ αY (σ(x)) + η(ϵ, γ, d) ≤ 2max{αY (σ(x)), η(ϵ, γ, d)}
and ˜︁δ = (︁I− 1

2
˜︁αY

)︁−1 ◦ αY (δ). Then, since β̂ ∈ KL, we derive

σ(ϕ̂(k, x)) ≤ max{α−1
Y

(︂
β̂(2αY (σ(x)), k)

)︂
,

α−1
Y

(︂
β̂(2η(ϵ∗, γ, d), 0)

)︂
, δ}. (2.71)

Let ϵ∗ ∈ [0, ϵ∗(2.69)) be such that α−1
Y

(︂
β̂(2η(ϵ∗, γ, d), 0)

)︂
≤ δ, we obtain

σ(ϕ̂(k, x)) ≤ max{α−1
Y

(︂
β̂(2αY (σ(x)), k)

)︂
, δ}. (2.72)

Thus (2.51) holds with β(s, k) = α−1
Y

(︂
β̂(2αY (s), k)

)︂
.

We now prove the last part of Theorem 4. We have already noted the existence of a

pair (γ∗, d∗) such that inequalities (2.66)-(2.68) hold for any γ ∈ (γ∗, 1] and d ∈ (d∗,∞]

for fixed µ. Assume, without loss of generality, that 2
η(ϵ∗(2.69)),γ

∗,d∗)

γ∗ ≤ µ. It follows

that η(ϵ, γ, d) ≤ η(ϵ∗(2.69)), γ
∗, d∗), as η is assumed here to be non-decreasing in γ and

d, and is of class K∞ in ϵ. Since γ∗ ≤ γ, 1
γ
≤ 1

γ∗ . Hence, 2η(ϵ,γ,d)
γ
≤ µ. Therefore,

the remaining inequality (2.69) is verified for any (ϵ, γ, d) ∈ [0, ϵ∗) × Pγ∗,d∗ and (2.71)

holds. All that is left to find is ϵ∗ ≤ ϵ∗(2.69) such that α−1
Y

(︂
β̂(2(ϵ∗, γ∗, d∗), 0)

)︂
≤ δ, hence

α−1
Y

(︂
β̂(2η(ϵ, γ, d), 0)

)︂
≤ δ and the proof is complete. ■

Theorem 2.4 ensures a semiglobal practical stability property where the adjustable

parameters are not only γ, d as before, but also ϵ. We stress that ϵ∗, the upper-bound

on ϵ, has to be chosen as a function of (γ, d) in general, not (γ∗, d∗). This is due to the

fact that the error term η(ϵ, γ, d) is potentially increasing and unbounded in γ and d.

This is the case for instance when η(ϵ, γ, d) = 1−γd

1−γ
ϵ, which explodes as (γ, d) → (1,∞)

as already mentioned. We are thus forced to adapt ϵ to (γ, d). This is no longer the case

when η(ϵ, γ, d) is non-increasing in γ and d, as stated in the last part of Theorem 2.4.

While the determination of the pair (γ∗, d∗) such that (2.51) holds is as difficult as in

Theorem 2.2, the next lemma states that any pair (γ∗, d∗) such that (2.51) holds for given

(δ,∆), ensures that (2.23) holds with tuple (γ∗, d∗, δ,∆), but the reverse may not be true.

Lemma 2.5. Let (γ∗, d∗, δ,∆) be such that Theorem 2.4 holds for some η and ϵ∗. Then

Theorem 2.2 is verified with the same tuple (γ∗, d∗, δ,∆). □
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Proof. Let s ∈ R≥0, γ ∈ (0, 1], d ∈ Z>0 ∪ {∞}, δ,∆ > 0 and recall the definitions

for Υ, ˆ︁Υ and respective ˜︁αY from the proofs of Theorem 2.1 and Theorem 2.4. It

follows that Υ(s, γ, d) = (1 − γ)s + γdαV ◦ α−1
W

(︂
I−αW ◦(αV +αW )−1

γ

)︂(d)
(s) ≤ (1 − γ)s +

γdαV ◦ α−1
W

(︂
I−αW ◦(αV +αW )−1◦ I

2

γ

)︂(d)
(s). On the other hand, for any µ ≥ 0, we have

that
(︂

I−αW ◦(αV +αW )−1◦ I
2

γ

)︂(d)
≤ max

{︃(︂
I−αW ◦(αV +αW )−1◦ I

2

γ

)︂(d)
, µ

}︃
. Therefore Υ(s, γ, d) ≤ˆ︁Υ(s, µ, γ, d)− µ2

2
≤ ˆ︁Υ(s, µ, γ, d). On the other hand, we have ˜︁αY = αW ◦ α−1

Y in Theorem

2.1 and ˜︁αY = αW ◦ α−1
Y ◦ I

2
. Clearly, when (2.66) holds for pair (δ,∆) for all (µ, γ, d) ∈

[0, µ∗)×(γ∗, 1]×(d∗,∞], it follows that Υ(s, γ, d) ≤ ˆ︁Υ(s, µ, γ, d, ) ≤
(︁
1− γ

2

)︁
αW ◦α−1

Y ◦ I
2
≤(︁

1− γ
2

)︁
αW ◦ α−1

Y (s), thus equation (2.24) holds for all (γ, d) ∈ (γ∗, 1]× (d∗,∞] and the

proof is complete. ■

Lemma 2.5 is useful in practice to have lower bounds on γ∗ and d∗ when the considered

algorithm produces near-optimal inputs according to Assumption 2.3, as illustrated in the

next section.

Regarding optimality, the following corollary provides a relationship between the

infinite-horizon discounted optimal cost Vγ,∞(x) and ˆ︁Vγ,d(x).

Corollary 2.4. Suppose that Assumption 2.1 and 2.3 hold, let ϵ ≥ 0, (γ, d) ∈ P and

x ∈ Rn and consider vγ,d(x) defined in Theorem 2.3. The following holds.

ˆ︁Vγ,d(x)− η(ϵ, γ, d) ≤ Vγ,∞(x) ≤ ˆ︁Vγ,d(x) + γdvγ,d(x). (2.73)

□

Proof. The proof immediately follows from Assumption 2.3 and item (i) of Theorem 2.3,

which holds from Assumption 2.1. In particular ˆ︁Vγ,d(x)− η(ϵ, γ, d) ≤ Vγ,d(x) ≤ Vγ,∞(x) ≤
Vγ,d(x) + γdvγ,d(x) ≤ ˆ︁Vγ,d(x) + γdvγ,d(x).
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2.6 Illustrative example: an inverted pendulum

We consider the model of an inverted pendulum discretized by Euler scheme with sampling

period T > 0,

x+1 = x1 + Tx2

x+2 = x2 + T (a sin(x1)− bx2 + cu) (2.74)

where x1 ∈ R is the angular position of the pendulum, with x1 = 0 being the upper-

position, x2 ∈ R the angular velocity and u ∈ R is a controllable torque at the rotation

axis. The constants a, b, c > 0 are related to the mass, the dissipation and the motor gain,

respectively. We have (x1, x2) = x ∈ R2 and u ∈ U(x) = R. Let σ(x) = |x1| + |x2| and

consider cost (2.2) with ℓ(x, u) = σ(x) + r|u| for some r > 0, for any (x, u) ∈ R2 × R.

First, we verify that SA holds by applying Theorem 1 and item d3) of Theorem 2 in

[39]. We have that items a) to c) of Theorem 1 in [39] hold. Item d3) of Theorem 2 in [39]

is satisfied since |u| ≤ ℓ(x, u), thus |u| → ∞, ℓ(x, u)→∞ for any x ∈ R2. For item e) of

Theorem 1 in [39], let x ∈ R2 and consider the infinite sequence

v(x) :=

{︃
1

c
(−a sin(x1) + bx2 −

x1 + Tx2
T 2

),

1

c
(−a sin(x1 + Tx2) + b

x1 + Tx2
T

), 0, . . .

}︃
.

It follows that ϕ(1, x, v(x)|1) = (x1 + Tx2,−x1+Tx2

T
), and ϕ(k, x, v(x)|k) = 0 for k ≥ 2. For

any γ ∈ (0, 1], we have

Jγ,∞(x, v(x)) = |x1|+ |x2|+ r|1
c
(−a sin(x1) + bx2 −

x1 + Tx2
T 2

)|

+ γ(|x1 + Tx2|+ |
x1
T

+ x2|

+ r|1
c
(−a sin(x1 + Tx2) + b

x1 + Tx2
T

)|)

≤ |x1|+ |x2|+
r

c
(a|x1|+ b|x2|+

1

T 2
|x1|+

1

T
|x2|)

+ γ(|x1|+ T |x2|+
1

T
|x1|+ |x2|

+
r

c
(a(|x1|+ T |x2|) + b(

1

T
|x1|+ |x2|))

≤ θ1(γ, r, T )|x1|+ θ2(γ, r, T )|x2|,
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with θ1(γ, r, T ) := 1 + ra
c
+ r

cT 2 + γ(1 + 1
T
+ ra

c
+ rb

cT
) and θ2(γ, r, T ) := 1 + rb

c
+ r

cT
+

γ(T + 1 + rT
c
+ rb

c
), which is finite for all T > 0. Thus, Theorem 2 of [39] is verified

and SA holds. Furthermore, since J1,∞(x, v(x)) ≤ θ1(1, r, T )|x1|+ θ2(1, r, T )|x2| we verify

item (i) of Assumption 2.1 is satisfied with αV = max{θ1(1, r, T ), θ2(1, r, T )}I. From

ℓ(x, u) ≥ ℓ(x, 0) = σ(x), item (ii) of Assumption 2.1 is verified with W = αW = 0 and

αW = I.

In the following, we take a = b = c = 1, with time-step T = 1 and r = 1. In this

case, αV = 7I. In view of Corollary 2.2, we find d̄ =
⌊︂

0−ln 72

ln 6−ln 7

⌋︂
= 25 and γ̄ = 6

7
, thus

global exponential stability is guaranteed for any pair (γ∗, d∗) with γ∗ ≥ γ̄ and d∗ ≥ d̄

when the optimal sequence of inputs is applied to system (2.74). This analysis is of course

conservative, and a different derivation of αV might provide different bounds on (γ∗, d∗).

Because we do not know how to compute optimal sequences of inputs, we use a scheme

based on AVI to generate the inputs. This scheme relies on a simple finite difference

approximation, with N = 332 points equally distributed in [−π, π]× [−π, π] for the state

space, and 101 quantized inputs in [−10, 10] centered at 0. As a result, Assumption 2.3

holds for some η, which can be derived by adapting the results from [16] for aggregation. Per

Theorem 2.4, system (2.74) controlled by such scheme satisfies (2.51). Figure 2.1 provides

plots of σ(x) for the initial condition (3, 0) for different values of (γ, d). As expected,

when γ or d are too small, σ(ϕ̂(·, x)) does not converge to a “small” neighborhood of the

origin, where we recall that ϕ̂(·, x) is the solution of (2.50) controlled by the near-optimal

sequence.

To analyse the impact of (γ, d) on the closed-loop system, we consider three initial

conditions, namely (π, 0), (π
2
, π
2
) and ( π

10
, 0.1), for different pairs (γ, d) and we have checked

numerically whether the state measure converges to the set S := {z ∈ R2 : σ(z) ≤ 0.5} in

11 steps, and that it stays in S for at least 40 steps. The obtained results are summarized

in Figure 2.2. As expected by Theorem 2.4, we see in Figure 2.2 that both (γ, d) have to

be sufficiently large for σ(ϕ̂(·, x)) to converge close to the origin. Furthermore, Theorem

2.4 suggests that stability may be lost if ϵ is not small enough for given (γ, d), this is not

apparent for our test case with N = 332. However, by reducing the number of points for

the state space from N = 332 to N = 312, we observe a degradation of our convergence test
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2.6. Illustrative example: an inverted pendulum

Figure 2.1: σ(ϕ̂(·, x)) for 4 different pairs (γ, d) and x = (3, 0).

for γ to close to 1 and d too large, see Figure 2.3. This further illustrates the statement

made in Theorem 2.4 in extension to those made in Theorem 2.2. Namely, that pair (γ, d)

cannot be simply taken close to (1,∞), as they have a role in addition to ϵ in keeping the

error term η in check.

Figure 2.2: Convergence testing of 1000 sample pairs (γ, d), N = 332. Symbol ◦ denotes

convergence to S, while × the converse.
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Figure 2.3: Convergence testing of 1000 sample pairs (γ, d), N = 312. Symbol ◦ denotes

convergence to S, while × the converse.

2.7 Conclusion

We have analyzed the stability of nonlinear discrete-time systems controlled by a sequence

of inputs that minimizes a discounted finite-horizon cost and is implemented in a receding-

horizon fashion. In general, uniform semiglobal practical stability is ensured under suitable

stabilizability and detectability conditions. Under additional assumptions, semiglobal

asymptotic stability and uniform global exponential stability properties are guaranteed.

The Lyapunov function used to prove stability is shown to be continuous under extra

assumptions, hence endowing stability with some nominal robustness. We compared our

results with previous works of the literature on undiscounted finite-horizon and discounted

infinite-horizon optimal control, respectively. We have identified conditions under which

the bounds we provide on discount factor and on horizon length are less conservative than

those in [55] and [24]. Furthermore, we provide new relationships between the optimal

value functions of the discounted, undiscounted, infinite-horizon, finite-horizon costs, which

differ from those typically found in the (A)DP literature. Finally, we have analyzed

stability when the available inputs are only near-optimal, for which an illustrative example

was provided.
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2.7. Conclusion

Given our motivations underlined in Chapter 1, the results of this chapter provide the

stability guarantees for a large class of nonlinear optimal control algorithms. We have

even provided novel bounds on the optimality applicable for these methods. One point

remains to be seen: whether stability can be exploited at the core of an algorithm, for its

benefit. This is the underlying theme of the next chapter.
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3.1 Introduction

Originating in the artificial intelligence literature, optimistic planning (OP) is an algorithm

that generates near-optimal control inputs for generic nonlinear discrete-time systems whose

input set is finite [32]. This technique is therefore relevant for the near-optimal control of

nonlinear switched systems, for which the switching signal is the control. However, OP

exhibits several limitations, which prevent its application in a standard control context.

First, it requires the stage cost to take values in [0,1], an unnatural prerequisite as it
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Chapter 3. Control of switched nonlinear discrete-time systems: a planning-based approach

excludes, for instance, quadratic stage costs. Second, it requires the cost function to be

discounted. Third, it applies for reward maximization, and not cost minimization.

In this chapter, we modify OP to overcome these limitations, and we call the new

algorithm OPmin, which comes in two flavors: OPmin,budget and OPmin,stop. OPmin,budget has

a fixed computational budget of size B, which has to be sufficiently large for our purpose

as explained in the following. On the other hand, OPmin,stop is centered around a stopping

criterion, that is designed by the user so that the induced computational budget adapts to

the desired stability property and the current state.

We then make stabilizability and detectability assumptions as in Chapter 2, and derive

near-optimality guarantees for OPmin and we show that the obtained bound has major

advantages compared to the bound originally given by OP. In addition, we prove that

a system whose inputs are generated by OPmin in a receding-horizon fashion exhibits

stability properties, given an appropriate choice of budget B or stopping criterion. The

results follow similar proof techniques as those in Chapter 2, except that here the horizon

of the cost function varies with the state as we will see, which requires some adjustments.

In addition, as a result, OPmin provides a new tool for the near-optimal, stable control

of nonlinear switched discrete-time systems for generic cost functions. We illustrate the

potential of OPmin on a problem where we want to optimally switch between given feedback

laws.

The results for OPmin,budget corresponds to [23]. The results for OPmin,stop will be the

subject to a journal publication.

3.2 Problem statement

Consider the system

x+ = fu(x), (3.1)

with state x ∈ Rn, control input u ∈ U where U := {1, . . . ,M} is a finite set of admissible

inputs with M ≥ 2, and fu : Rn → Rn for every u ∈ U . We use ϕ(k, x,u|k) to denote

the solution to system (3.1) at time k ∈ Z≥0 with initial condition x and inputs sequence

u|k = [u0, u1, . . . , uk−1], with the convention ϕ(0, x, ·) = ϕ(0, x,∅) = x.
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We consider the infinite-horizon cost

J∞(x,u) :=
∞∑︂
k=0

ℓuk
(ϕ(k, x,u|k)), (3.2)

where x ∈ Rn is the initial state, u is an infinite sequence of admissible inputs, ℓu : Rn →
R≥0 is the stage cost given input u ∈ U . Finding an infinite sequence of inputs which

minimizes (3.2) given x ∈ Rn is very difficult in general, as the particular case of linear

switched systems with quadratic stage cost already shows [44, 79]. We therefore aim

at generating sequences of inputs that nearly minimize (3.2) instead, in a sense made

precise in the following. For this purpose, we revise optimistic planning (OP) as originally

developed in [32]. We call these new algorithms OPmin,budget and OPmin,stop. Furthermore,

we aim at ensuring stability properties for the induced closed-loop system. The algorithm

is presented in the next section.

Remark 3.1. OPmin,budget results in [23] accepts a discount factor γ ∈ (0, 1], like in

Chapter 2. We opt to drop the discount factor in this chapter for the sake of consistency

between the two versions of OPmin. □

3.3 OPmin

3.3.1 Main idea

Both algorithms that we present evaluates finite-horizon costs given any initial state

x ∈ Rn

Jd(x,ud) :=
d∑︂

k=0

ℓuk
(ϕ(k, x,ud|k)), (3.3)

where d ∈ Z>0 is a horizon, and ud = [u0, u1, ..., ud] ∈ Ud+1. OPmin searches for optimal

input sequences which minimizes exactly cost (3.3), given state x, that is

Vd(x) := min
ud

Jd(x,ud), (3.4)

for some finite horizon d ∈ Z>0 and we denote u∗
d a corresponding optimal input sequence

of length d, which may be non-unique. Hence, Vd(x) = Jd(x,u
∗
d(x)). The horizon d in

(3.4) is selected by the algorithm itself. In particular, both algorithms iteratively increase
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the horizon d in (3.3) up to a horizon d(x) ∈ Z>0, which depends on the initial state

x. For OPmin,budget, d(x) is the largest d finite-horizon optimal cost found with a fixed

computational budget B, as defined precisely in Section 3.3.3. For OPmin,stop, d(x) is the

first d finite-horizon optimal cost that verifies a stopping criterion as explained in more

details in the following.

Remark 3.2. One might wonder why we do not present a OPmin,horizon d, i.e. OPmin that

stops at a fixed horizon d, like in Chapter 2. To begin with, stability and optimality

guarantees follows immediately for a fixed horizon from Chapter 2, hence it is of no partic-

ular technical detail. Nonetheless, we also believe that both OPmin,budget and OPmin,stop

supersede such algorithm. OPmin,budget has the advantage of having a fixed computational

budget, which might find sequences for larger horizons without sacrificing execution time.

A fixed horizon has no such run-time guarantees. On the other hand, one might find a

stopping criterion such that OPmin,stop has d(x) = d for all x ∈ Rn, hence being equivalent

to a OPmin,horizon d. However, as we will see, the guarantees for OPmin,stop are less conserva-

tive by forgoing a fixed horizon, and doing so would be needlessly computational intensive.

Therefore, in the scope of this chapter, we see no clear benefit for such OPmin,horizon d. □

3.3.1.1 OPmin,budget

For OPmin,budget the horizon d(x) is simply the longest finite-horizon sequence of inputs

found that exhausts a given budget B of computational results. As we will show, by

increasing the budget B, we control the horizon d(x), which will decrease the mismatch

between Vd(x)(x) and the optimal value function associated to cost (3.2) at x.

Given any x ∈ Rn and budget B > 0, the cost function that OPmin,budget explicitly

calculates is denoted by

VB(x) := Jd(x)(x,ud(x)(x)). (3.5)

We use the notation VB in (3.5), instead of Vd(x), to emphasize that the returned cost

function is parameterized by B. Problem (3.5) is tractable when d(x) is finite, as the

input set U is finite. In this case, a brute-force approach can solve it by developing all

possible sequences. However, this is computationally intensive, in particular when d(x)
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is large, as the computational cost grows exponentially with the horizon. OPmin,budget

instead intelligently explores the possible sequences to solve (3.5) with potentially larger

horizons with the same computation budget compared to a brute-force approach [32]. In

the following section, we show that longer horizons imply smaller near-optimality bounds,

and are therefore desirable.

3.3.1.2 OPmin,stop

For OPmin,stop we select horizon d(x) implicitly such that

σ(ϕ(d(x), x,u∗
d(x)(x)|d(x))) ≤ cstop(ε, x),

where

• ϕ(d(x), x,u∗
d(x)(x)|d(x)) is the last state reached by applying the finite-horizon se-

quence u∗
d(x)(x).

• σ : Rn → R≥0 is a “measuring” function that we use to define stability as in Chapter

2, which depends on the problem.

• cstop(ε, x) ≥ 0 is a stopping criterion which we design and which may depend on

state vector x and a vector of tunable parameters ε ∈ Rnε , with nε > 0. The design

of cstop is explained in the following.

Hence

d(x) := min
{︂
d ∈ Z>0 : σ(ϕ(d, x,u

∗
d(x)|d)) ≤ cstop(ε, x)

}︂
. (3.6)

As we will show, by controlling the “size” of the last state ϕ(d(x), x,u∗
d(x)(x)|d(x)) through

function cstop (and parameter ε), we control directly, for each x ∈ Rn, the mismatch

between Vd(x)(x) and the optimal value function associated to cost (3.2) at x.

Altogether, given any x ∈ Rn and ε ∈ Rnε , the cost function that OPmin explicitly

calculates is denoted by

Vε(x) := Jd(x)(x,ud(x)(x)). (3.7)

We use the notation Vε in (3.7), instead of Vd(x), to emphasize that the returned cost

function is parameterized by ε. Problem (3.7) is tractable when d(x) is finite, for the same
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reasons as OPmin,budget. However, for d(x) in (3.6) to be finite for any x ∈ Rn, we need to

make assumptions.

Remark 3.3. Given the similarities of both algorithms, we will only provide proofs for

OPmin,stop in this thesis. Some proofs for OPmin,budget can be found in [23]. □

3.3.2 Assumptions

We first assume that the optimization goal (3.2) is well-posed in the following sense as in

Section 2.2.

Standing Assumption 1 (SA1). For any x ∈ Rn, there exists an infinite sequence

of admissible inputs u∗
∞(x), called optimal input sequence, which minimizes (3.2), i.e.

V∞(x) := J∞(x,u∗∗∗
∞(x)) is finite. □

General conditions to ensure SA1 can be found in [39] as mentioned in Chapter 3.4.

We also make the next general stabilizability and detectability assumptions on system

(3.1), stage cost ℓ, as in Chapter 2.

Standing Assumption 2 (SA2). There exist αV , αW ∈ K∞, continuous functions

W,σ : Rn → R≥0, αW : R≥0 → R≥0 continuous, non-decreasing and zero at zero, such that

the following conditions hold.

(i) For any x ∈ Rn,

V∞(x) ≤ αV (σ(x)). (3.8)

(ii) For any x ∈ Rn, u ∈ U ,

W (x) ≤ αW (σ(x)) (3.9)

W (fu(x))−W (x) ≤ −αW (σ(x)) + ℓu(x). (3.10)

□

To recall, item (i) is related to the stabilizability of system (3.1) with respect to stage

cost ℓu in relation to σ, and item (ii) of SA2 is a detectability property of the stage cost

ℓu with respect to σ.
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We need an extra assumption only for OPmin,stop on cstop, which is made without loss

of generality as we design cstop.

Standing Assumption 3 (SA3). For any ε ∈ Rnε and any x ∈ {z ∈ Rn : σ(z) > 0},
cstop(ε, x) > 0. □

SA3 formalizes which stopping functions cstop guarantee that OPmin,stop terminates.

Possible candidate functions are, e.g., cstop(ε, x) = α(σ(x)) for some α ∈ K in which case

there is no parameter ε, cstop(ε, x) = εα(σ(x)), cstop(ε, x) = ε, with ε > 0, or combinations

like cstop(ε, x) = max{ε1σ(x), ε2} for ε = (ε1, ε2) and x ∈ Rn. We stress that cstop is not

required to be positive definite, i.e. we accept cstop(ε, x) > 0 for σ(x) = 0. By shaping the

terminating function cstop, we can tighten (or relax) near-optimality properties as shown

in the following. The next statement ensures that, given any x ∈ Rn, d(x) as defined in

(3.6) is finite.

Proposition 3.1. For all x ∈ Rn, d(x) in (3.6) is finite and Vε(x) in (3.7) is thus

well-defined. □

Proof. Let x ∈ Rn and ε ∈ Rnε . In view of Lemma B.1 in the appendix, we distinguish two

cases. When σ(x) = 0, it follows that σ(ϕ(d, x,u∗
d(x))) ≤ α−1

W ◦
(︁
I− αY ◦ α−1

Y

)︁d ◦ αY (0) =

0 for any d ∈ Z>0 according to item (i) of Lemma B.1. Hence, σ(ϕ(d, x,u∗
d(x))) ≤

cstop(ε, x) for any d ∈ Z>0 since cstop(ε, x) ≥ 0. When σ(x) > 0, σ(ϕ(d, x,u∗
d(x))) ≤

α−1
W ◦

(︁
I− αY ◦ α−1

Y

)︁d ◦ αY (σ(x)) and this upper-bound can be made arbitrarily close to

0 by increasing d, according to item (iii) of Lemma B.1. Hence, there exists a finite d

sufficiently large such that σ(ϕ(d, x,u∗
d(x))) ≤ α−1

W (
(︁
I− αY ◦ α−1

Y

)︁d
(αY (σ(x))) ≤ cstop(ε, x)

as cstop(ε, x) > 0 for σ(x) > 0. Thus, for any x ∈ Rn there is a finite d ∈ Z>0 such that

σ(ϕ(d, x,u∗
d(x))) ≤ cstop(ε, x). As a consequence, d(x) in (3.6) is finite and so is Vε in (3.7).

■

Remark 3.4. Note that OPmin,budget requires no analogue result, as it will stop whenever

the budget is exhausted, hence termination is guaranteed. □
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3.3.3 Algorithm description

Both OPmin algorithms explore the possible choices of inputs optimistically until a stopping

condition is verified. The computational resources utilized for this purpose are denoted

as a budget B ∈ Z>0, which corresponds to B + 1 “leaf expansions”, and which is either

fixed or adapted to the state x depending on the version of OPmin. We denote by T the

exploration tree from initial state x ∈ Rn, constructed from admissible input sequences

and their respective cost (3.3). A leaf is a node of T with no children, and the set of all

leaves of T is denoted L(T ). At iteration i ∈ Z≥0, a leaf Li ∈ L(T ) is fully expanded.

That is, for every u ∈ U , we add a child to Li labeled by the resulting state fu(Li). We

denote with a slight abuse of notation u(Li) the input sequence from the root x to the

state of leaf Li. We also denote by J(Li) := Jd(i)(x,u(Li)) cost (3.3) given by the sequence

that takes x to the state of leaf Li, with d(i) := depth(Li) − 1, where depth(·) is the

number of edges (or inputs) from the root to Li. The leaf Li the algorithm expands is

the leaf with minimal associated cost J(L) of all non-expanded leaves L ∈ T . OPmin,budget

simply terminates when the available budget is exhausted. OPmin,stop, on the other hand,

terminates when an optimal sequence candidate is found with σ(Li) ≤ cstop(ε, x), that

is, verifies σ(ϕ(d, x,u∗
d(x))) ≤ cstop(ε, x), see (3.6). This sequence exists according to

Proposition 3.1. Both algorithms are formalized next.
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Algorithm 1 Algorithm for OPmin,budget

Input: budget B, state x

Output: depth explored d(x), sequence u∗
d(x)(x), cost VB(x)

Initialization :

1: d← −1
2: tree T ← {[ ], 0} {the empty sequence and cost 0}

Optimistic exploration

3: for i = 0 to B do

4: find optimistic leaf Li ∈ argmin
L∈L(T )

J(L)

Add to T the children of Li:

5: for each child c of Li, T ← T ∪ {u(c), J(c)}
6: if d < depth(Li)− 1 then {first expansion at new depth is d-horizon optimal}

Leaf selection

7: S ← Li

8: d← depth(Li)− 1

9: end if

10: end for

11: return d(x)← d and {u∗
d(x)(x), VB(x)} ← S
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Algorithm 2 Algorithm for OPmin,stop

Input: cstop(ε, ·), state x

Output: depth explored d(x), sequence u∗
d(x)(x), cost Vε(x)

Initialization :

1: d, i← −1
2: tree T ← {[ ], 0} {the empty sequence and cost 0}

Optimistic exploration

3: while true do

4: i = i+ 1

5: find optimistic leaf Li ∈ argmin
L∈L(T )

J(L)

Add to T the children of Li:

6: for each child c of Li, T ← T ∪ {u(c), J(c)}
7: if d < depth(Li)− 1 then {first expansion at new depth is d-horizon optimal}

Leaf selection

8: S ← Li

9: d← depth(Li)− 1

10: if σ(Li) ≤ cstop(ε, x) then

11: break

12: end if

13: end if

14: end while

15: B ← i

16: return d(x)← d and {u∗
d(x)(x), Vε(x)} ← S
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Steps in green, lines 4-5 of Algorithm 1 and lines 5-6 of Algorithm 2, are the optimistic

exploration. Note that the expansion of the tree is independent from the “leaf selection”

step, and is fully determined by the optimistic selection of leaves. Any sequence of inputs

from descendants (children, children of children and so on) of a node N will have costs

J greater than N , as ℓu(x) ≥ 0 for any x ∈ Rn and u ∈ U . The optimistic choice then

guarantees that J(Li+1) ≥ J(Li) for any iteration i ∈ Z≥0. This implies that the first leaf

to be expanded at a depth d′ + 1 will be a suitable candidate for Vd′(x).

For OPmin,budget, we simply return the last found candidate calculated with budget B,

and the output is VB(x). The proofs of the next two propositions follow from the same

arguments as Proposition 3.4. Proposition 3.3 in particular follows simply by calculating

the size of the shallowest possible tree of depth d̄.

Proposition 3.2. Given a budget B ≥ 1, Algorithm 1 terminates with output S =

{u∗
d(x)(x), VB(x)} with horizon d(x) ≥ 0. □

The horizon d(x) in (3.5) depends on the given budget B, and will play a fundamental

role in the near-optimality analysis provided later in Section 3.4. The next proposition

provides a (conservative) relationship between budget B and a given lower bound on d(x).

Proposition 3.3. Given d̄ ≥ 0 and budget B ≥ M d̄+1−1
M−1

, Algorithm 1 returns S =

{u∗
d(x)(x), VB(x)} with horizon B − 1 ≥ d(x) ≥ d̄. □

Proposition 3.3 provides a relationship between a minimum desired horizon d̄ in (3.3)

and the required budget to achieve it. This relationship is derived from the worst-case

exploration, which happens when OPmin,budget is forced to uniformly explore the possible

choices of switches for a given horizon. Due to the optimistic exploration, for given

B = M d̄+1−1
M−1

, d(x) is often much larger in practice than d̄. In the original OP study [32],

this fraction is quantified by means of the branching factor κ, which might be of interest

for future work.

For OPmin,stop, the candidate Vd′(x) is in turn tested for the terminating constraint

(3.6). The output cost is Vε(x), corresponding to the first finite-horizon optimal input

sequence that verifies (3.6), calculated with a varying budget B, which depends on x.
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The terminating condition for Algorithm 2 is guaranteed to be eventually verified when

Proposition 3.1 holds, as formalized in the next proposition.

Proposition 3.4. Let x ∈ Rn and ε ∈ Rnε. Algorithm 2 terminates with output S =

{u∗∗∗
d(x)(x), Vε(x)}. □

Proof. Let x ∈ Rn and ε ∈ Rnε . First, we show that S exactly calculates cost Vd′(x) for

some d′ ∈ Z>0. The optimal property of output S to Algorithm 2 is fully determined in

the particular iteration in which it is updated. Hence, let Ti be the tree to be expanded

at iteration i ∈ Z≥0, in which S is updated. We show now that the selected leaf S with

cost J(S), where J(S) is the cost associated to leaf S, attains the optimum of horizon

d′ := depth(S)− 1, that is J(S) = Vd′(x). Since Vd′(x) ≤ J(S) by the optimality of Vd′(x),

it suffices to prove Vd′(x) ≥ J(S). For this purpose, we proceed by contradiction, and we

assume that Vd′(x) < J(S). It follows from the fact that the input set U is finite that a

sequence that attains the optimum Vd′(x) exists, i.e. there is a node N ̸= S, decedent of

root x and possibly not in Ti, with cost J(N) = Vd′(x). Since ℓu(x) ≥ 0 for any x ∈ Rn

and u ∈ {1, . . . ,M}, any ancestor (parents, parents of parents and so on) of N will have

cost a lower cost than J(N). Hence, let L′
i be the ancestor of N such that L′

i ∈ L(Ti),
thus J(L′

i) ≤ J(N). Then, we have J(L′
i) ≤ J(N) = Vd′(x) < J(S), that is J(L′

i) < J(S).

However, S is the optimistically chosen leaf S = Li, and J(S) = J(Li) ≤ J(L) for

any leaf L ∈ L(Ti), hence for leaf L′
i, it follows that J(L′

i) < J(S) ≤ J(L′
i): we have

attained a contradiction. Therefore, J(S) ≤ Vd′(x) and since Vd′(x) ≤ J(S), we conclude

Vd′(x) = J(S). Thus, at every update of S, a new optimal sequence is found with increased

horizon d′ ← d′ + 1. By Proposition 3.1, d(x) is well-defined and there exists a sequence

u∗∗∗
d(x)(x) such that σ(ϕ(d(x), x,u∗∗∗

d(x)(x))) ≤ cstop(ε, x). In other words, σ(Li) ≤ cstop(ε, x)

is bound to be verified in a finite number of expansion, and d(x) as defined in (3.6) holds

with d(x) = depth(Li)− 1 holds. Therefore, Algorithm 2 is guaranteed to terminate, with

outputs of d(x) and S = {Vε(x),u∗∗∗
d(x)} fully determined. ■
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3.4 Main results

In this section, we analyze the near-optimality properties for both flavors of OPmin. We

then provide conditions under which system (3.1), whose inputs are generated in a receding-

horizon fashion by a flavor of OPmin, exhibits stability properties. Robustness of this

stability property is ensured under mild regularity properties.

3.4.1 Relationship between OPmin and V∞(x)

3.4.1.1 OPmin,budget

The next theorem provides near-optimal properties for OPmin,budget.

Theorem 3.1. For any x ∈ Rn and d(x) ∈ Z>0,

VB(x) ≤ V∞(x) ≤ VB(x) + vB(x), (3.11)

where vB(x) := αV ◦α−1
Y ◦
(︁
I− αY ◦ α−1

Y

)︁(d(x))◦αY (σ(x)), with d(x) as returned by Algorithm

1. Here, αY = αY := αW , αY := αV + αW and αW , αW , αV come from SA2. □

The lower-bound in (3.11) trivially holds from the optimality of Vd(x)(x) as d(x) <∞,

see Proposition 3.3. The upper-bound, on the other hand, implies that the infinite-horizon

cost is at most vd(x)(x) away from the finite-horizon VB(x). The error term vB(x) has

three desirable properties. First, when σ(x) is small, so is vB(x). Second, vB(x) accepts

the undiscounted case. Third, vB(x)→ 0 when B →∞, as it implies d(x)→∞, which

implies that
(︁
I− αY ◦ α−1

Y

)︁(d(x))
(s)→ 0 for any s ≥ 0 per Lemma 2.4 from Chapter 2.

3.4.1.2 OPmin,stop

The next theorem provides near-optimal properties for OPmin,stop.

Theorem 3.2. For any x ∈ Rn and ε ∈ Rnε,

Vε(x) ≤ V∞(x) ≤ Vε(x) + vε(x), (3.12)

where vε(x) := αV (cstop(ε, x)) with αV from SA2. □
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Proof. Let x ∈ Rn and ε ∈ Rnε , d(x) ∈ Z>0 as in (3.6), optimal sequence

[u∗0, u
∗
1, . . . , u

∗
d(x)] := u∗∗∗

d(x)(x), cost Vε(x) defined in (3.7) are well-formed by Proposition

3.1. Since Vε is a finite-horizon optimal cost, Vε(x) ≤ V∞(x). On the other hand, consider

the infinite-horizon sequence u = [u∗0, u
∗
1, . . . u

∗
d(x)−1,u

∗∗∗
∞(ϕ(d(x), x,u∗∗∗

d(x)(x)|d(x)))] which

exists by SA1. It follows from the optimality of V∞(x) that V∞(x) ≤ J∞(x,u), and from

the definition of u that J∞(x,u) = Vε(x) + V∞(ϕ(d(x), x,u∗∗∗
d(x)(x)|d(x))), which is finite.

By invoking item (i) of SA2, we derive V∞(x) ≤ Vε(x) + αV (σ(ϕ(d(x), x,u
∗∗∗
d(x)(x)|d(x)))),

and, by the definition of d(x) in (3.6), V∞(x) ≤ Vε(x) + αV (cstop(ε, x)). ■

The lower-bound in (3.12) trivially holds as in Theorem 3.5. The upper-bound, on

the other hand, implies that the infinite-horizon cost is at most vε(x) away from the

finite-horizon Vε(x). The error term vε(x) is small when so is cstop(ε, x) as αV ∈ K∞, which

again we can tune. We can therefore make Vε(x) as close as desired to V∞(x) by adjusting

cstop, the price to pay will be more computations.

Remark 3.5. Compared to the term given in [32], which we recall is γd(x)

1−γ
for a discount

factor γ ∈ (0, 1), vB in (3.11) and vε in (3.12) are finite in the absence of discount factor,

γ = 1. Moreover, as mentioned above, cstop(ε, x) small, so is vε(x), which is not the case

in [32]. Similarly for vB(x) for B large. By exploiting stabilizability and detectability

properties in SA2, we have obtained an error bound that forfeits the assumption ℓ ∈ [0, 1],

accepts the undiscounted case γ = 1, depends on either on the selected stopping condition

cstop or budget B, and is non-uniform in x. □

In Theorem 3.1, we see how OPmin,budget and its fixed budget nature can approximate

V∞(x) via a finite-horizon optimal sequence, where the quality of the approximation adapts

to the “hardness” of the problem. Furthermore, better approximations can be found by

increasing budget B, which indirectly increases the state dependent horizon d(x). Theorem

3.2, on the other hand relates OPmin,stop approximation of V∞(x) in terms of the stopping

criterion. Hence, a bound on the quality of the approximation is known a priori, and the

algorithm then simply utilizes the necessary computational budget to fulfill this criteria.

66



3.4. Main results

3.4.2 Stability

We now consider the scenario where (3.1) is controlled in a receding horizon fashion by of

OPmin. That is, at each time instant k ∈ Z≥0 with state ϕk ∈ Rn, the first element of the

optimal sequence u∗
d(ϕk)

(ϕk), is calculated by either Algorithm 1 or Algorithm 2, and then

applied to system (3.1).

3.4.2.1 OPmin,budget

OPmin,budget leads to closed-loop system

x+ ∈ fU∗
B(x)(x) =: F ∗

B(x), (3.13)

where fU∗
B(x)(x) is the set {fu(x) : u ∈ U∗

B(x)}, and U∗
B(x) :=

{︁
u0 : ∃u1, . . . , ud(x) ∈

U such that Vd(x)(x) = Jd(x)(x, [u0, . . . , ud(x)])
}︁

is the set of the first input of d(x)-horizon

optimal input sequences at x, with d(x) given by Algorithm 1. We denote by ϕ(k, x), with

some abuse of notation, a solution to (3.13) at time k ∈ Z≥0 with initial condition x ∈ Rn.

The next theorem provides stability guarantees for system (3.13).

Theorem 3.3. Consider system (3.13) and suppose Assumption 2.1 holds. There exists

β ∈ KL such that for any δ,∆ > 0, there exist d̄ ∈ Z>0 such that for any budget

B ≥ M d̄+2−1
M−1

, any x ∈ {z ∈ Rn : σ(z) ≤ ∆}, any solution ϕ(·, x) to system (3.13) satisfies,

for all k ∈ Z≥0

σ(ϕ(k, x)) ≤ max{β(σ(x), k), δ}. (3.14)

□

Theorem 3.3 provides a semiglobal practical stability property for set {z : σ(z) = 0},
like Theorem 2.2 in Chapter 2.3.2. This implies that solutions to (3.13), with initial state x

such that σ(x) ≤ ∆, where ∆ is any given (arbitrarily large) strictly positive constant, will

converge to the set {z : σ(z) ≤ δ}, where δ is any given (arbitrarily small) strictly positive

constant, by taking a budget B sufficiently large. Note that we take budget B ≥ M d̄+2−1
M−1

to guarantee d(x) > d̄, by Proposition 3.3. While OP was used in various control problems

[15,17,60], such stability properties were never been proved before.
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As in Chapter 2.3.3, by strengthening SA2, we can prove a global exponential stability

property.

Corollary 3.1. Suppose there exist āV , aW > 0, such that SA2 holds with αV ≤ āV · I,
αW ≤ āW · I and αW ≥ aW · I. Let d̄ be such that

āV
aW

(︃
1− aW

āV + āW

)︃d̄

<
aW

āV + āW
. (3.15)

Then, there exist λ > 0, such that for any budget B ≥ M d̄+2−1
M−1

and for any x ∈ Rn, the

solution ϕ(·, x) to system (3.13), satisfies

σ(ϕ(k, x)) ≤ āV + āW
aW

σ(x)e−λk (3.16)

for all k ∈ Z≥0. □

Corollary 3.1 ensures a uniform global exponential stability property of {x : σ(x) =

0} for (3.13),. Inequality (3.15) is always feasible for d̄ sufficiently large. Indeed,
āV
aW

(︂
1− aW

āV +āW

)︂d̄
→ 0 when d̄→∞, since†1

(︂
1− aW

āV +āW

)︂
∈ (0, 1).

Remark 3.6. It is possible to relax Corollary 3.1 conditions and derive semiglobal

asymptotic results, similarly to Corollary 2.2, or Corollary B.1 for OPmin,stop. □

3.4.2.2 OPmin,stop

We now consider the scenario where system (3.1) is controlled in a receding-horizon fashion

by OPmin,stop as defined by Algorithm 2. That is, at each time instant k ∈ Z≥0, the first

element of the optimal sequence u∗∗∗
d(ϕk)

(ϕk) is calculated by OPmin,stop, and then applied

to system (3.1). This leads to the closed-loop system

x+ ∈ fU∗
ε (x)(x) =: F ∗

ε (x), (3.17)

where fU∗
ε (x)(x) is the set {fu(x) : u ∈ U∗

ε (x)} and U∗
ε (x) :=

{︁
u0 : ∃u1, . . . , ud(x) ∈

U such that Vε(x) = Jd(x)(x, [u0, . . . , ud(x)])
}︁

is the set of the first input of d(x)-horizon

†1 This is a consequence of αW (σ(x)) ≤ αY (σ(x)), which holds from item (i) of Theorem 2.1, and the

sublinear bounds āW I ≤ αW , αY ≤ āY I = (āV + āW )I. That is āW

āV +āW
∈ (0, 1), hence 1− āW

āV +āW
∈ (0, 1).
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optimal input sequences at x, with d(x) as defined in (3.6). We denote by ϕ(k, x) a solution

to (3.17) at time k ∈ Z≥0 with initial condition x ∈ Rn, with some abuse of notation.

We assume next that cstop can be made small as desirable by taking |ε| sufficiently

small, which is with no loss of generality as we are free to design cstop as wanted.

Assumption 3.1. There exists θ : R≥0 × R≥0 → R≥0, with θ(·, s) ∈ K and θ(s, ·) non-

decreasing for any s > 0, such that cstop(ε, x) ≤ θ(|ε|, σ(x)) for any x ∈ Rn and ε ∈ Rnε .

□

Example of functions cstop which satisfy Assumption 3.1 are cstop(ε, x) = |ε|σ(x) and

similar, like cstop(ε, x) = max{|ε1|α(σ(x)), |ε2|} for ε = (ε1, ε2), α ∈ K and x ∈ Rn.

The next theorem provides stability guarantees for system (3.17).

Theorem 3.4. Consider system (3.17) and suppose cstop verifies Assumption 3.1. There

exists β ∈ KL such that, for any δ,∆ > 0, there exists ε∗ > 0 such that for any x ∈ {z ∈
Rn : σ(z) ≤ ∆} and ε ∈ Rnε with |ε| < ε∗, solution ϕ(·, x) to system (3.17) satisfies, for

all k ∈ Z≥0

σ(ϕ(k, x)) ≤ max{β(σ(x), k), δ}. (3.18)

□

Proof. The proof of Theorem 3.4 follows similar steps as the proofs of [24, Theorems 1-2]

and Theorems 2.1-2.2. The difference is that the horizon in cost (3.7) is not fixed as in

[24] or Chapter 2, and depends on the state. We circumvent this problem by showing that

the infinite-horizon cost is a Lyapunov function as formalized next, which we believe is an

interesting result on its own.

Proposition 3.5. Let Y∞ := V∞ +W , the following hold.

(i) For any x ∈ Rn, αY (σ(x)) ≤ Y∞(x) ≤ αY (σ(x)), where αY := αW , αY := αV + αW ,

with αW , αV , αW from SA2.

(ii) For any x ∈ Rn, ε ∈ Rnε, v ∈ F ∗
ε (x), Y∞(v)− Y∞(x) ≤ −αY (σ(x)) + αV (cstop(ε, x))

where αY = αW , with αW and αV from SA2, and cstop comes from (3.6). □
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Proof of Proposition 3.5. Let ε ∈ Rnε , x ∈ Rn and v ∈ F ∗
ε (x), which is well-defined

in view of Proposition 3.1. There exists [u∗0, u
∗
1, . . . , u

∗
d(x)] = u∗

d(x)(x) such that v = fu∗
0
(x)

and u∗
d(x)(x) is an optimal input sequence for system (3.1) and cost (3.3) with horizon

d(x), which also verifies (3.6). Hence Vε(x) = Jd(x)(x,u
∗
d(x)(x)).

From items (i) and (ii) of SA2, we have Y∞(x) = V∞(x) + W (x) ≤ αV (σ(x)) +

αW (σ(x)) =: αY (σ(x)). On the other hand, we have from item (ii) of SA2 that αW (σ(x)) ≤
W (x) + ℓu∗

0
(x) since W (fu∗

0
(x)) ≥ 0. This implies that αW (σ(x)) ≤ W (x) + Vε(x) ≤

W (x) + V∞(x) = Y∞(x). Hence item (i) of Proposition 3.5 holds with αY = αW .

Consider the sequence û := [u∗1, u
∗
2, . . . , u

∗
d(x)−1, ū] where ū := u∗

∞(ϕ(d(x), x,u∗
d(x)(x)|d(x))),

u∗
d(x)(x)|d(x) = [u∗0, . . . , u

∗
d(x)−1] and ϕ denotes the solution of system (3.1). The sequence

û consists of the first d(x) elements of u∗
d(x)(x) after u∗0, followed by an optimal input

sequence of infinite length at state ϕ(d(x), x,u∗∗∗
d(x)|d(x)), which exists according to

SA1. Sequence ū minimizes J∞(ϕ(d(x), x,u∗∗∗
d(x)(x)|d(x)), ū) by virtue of SA1. From the

definition of cost Jγ,d in (3.3) and V∞(v) in view of SA1,

V∞(v) ≤ J∞(v, û) = Jd(x)−1(v, û|d(x)−1) + J∞(ϕ(d(x)− 1, v, û|d(x)−1), ū). (3.19)

From Bellman optimality principle, we have Vε(x) = Vd(x)(x) = ℓu∗
0
(x) + Vd(x)−1(v) =

ℓu∗
0
(x) + Jd(x)−1(v, û|d(x)−1), hence

Jd(x)−1(v, û|d(x)−1) = Vε(x)− ℓu∗
0
(x). (3.20)

Moreover, by item (i) of SA2,

J∞(ϕ(d(x)− 1, v, û|d(x)−1), ū) ≤ αV (σ(ϕ(d(x)− 1, v, û|d(x)−1))). (3.21)

Consequently, in view of (3.19), (3.20) and (3.21),

V∞(v) ≤ Vε(x)− ℓu∗
0
(x) + αV (σ(ϕ(d(x)− 1, v, û|d(x)−1))). (3.22)

Since ϕ(d(x) − 1, v, û|d(x)−1) = ϕ(d(x), x,u∗∗∗
d(x)(x)|d(x)) and (3.6) holds, σ(ϕ(d(x) −

1, v, û|d(x)−1)) = σ(ϕ(d(x), x,u∗∗∗
d(x)(x)|d(x))) ≤ cstop(ε, x). Therefore,

V∞(v) ≤ Vε(x)− ℓu∗
0
(x) + αV (cstop(ε, x)). (3.23)
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By Theorem 2.3, Vε(x) ≤ V∞(x), thus

V∞(v) ≤ V∞(x)− ℓu∗
0
(x) + αV (cstop(ε, x)). (3.24)

By invoking item (ii) of SA2, we derive V∞(v) +W (v) ≤ V∞(x) +W (x) − αW (σ(x)) +

αV (cstop(ε, x)), and since Y∞ = V∞ +W , the proof is completed with αY := αW . ■
We now finalize the proof of Theorem 3.4. Let ∆, δ > 0. We select ε∗ > 0 such that

θ(ε∗, α−1
Y (˜︁∆)) < α−1

V (
1

2
˜︁αY (˜︁δ)), (3.25)

where ˜︁αY := αW ◦α−1
Y , ˜︁∆ := αY (∆), ˜︁δ := (︁I− ˜︁αY

2

)︁−1◦αY (δ) and θ comes from Assumption

3.1. Note that
(︁
I− ˜︁αY

2

)︁−1
is indeed of class K∞ as we assume without loss of generality

that†2 I− ˜︁αY ∈ K∞, hence I− ˜︁αY + ˜︁αY

2
∈ K∞ and so is its inverse. Inequality (3.27) can

always be verified by taking ε∗ sufficiently small since θ(·, α−1
Y (˜︁∆)) ∈ K, and α−1

V (1
2
˜︁αY (˜︁δ)) >

0. It follows from θ(·, s) ∈ K for any s > 0 and θ(s, ·) is non-decreasing for any s ≥ 0,

that θ(|ε|, α−1
Y (s)) ≤ θ(ε∗, α−1

Y (˜︁∆)) for any s ∈ [0, ˜︁∆] and |ε| < ε∗. Furthermore, from

Assumption 3.1 and item (i) of Proposition 3.5, we derive cstop(ε, x) ≤ θ(|ε|, α−1
Y (Y∞(x))).

Thus, in view of (3.25),

cstop(ε, x) ≤ α−1
V

(︃
1

2
˜︁αY (˜︁δ))︃ (3.26)

for any x such that Y∞(x) ≤ ˜︁∆. On the other hand, we have α−1
V (1

2
˜︁αY (˜︁δ)) ≤ α−1

V (1
2
˜︁αY (s))

for any s ∈ [˜︁δ,∞). Hence, for any x ∈ Rn such that Y∞(x) ∈ [˜︁δ, ˜︁∆] and |ε| < ε∗,

αV (cstop(ε, x)) ≤
˜︁αY (˜︁δ)
2
≤ ˜︁αY (Y∞(x))

2
. (3.27)

Let x ∈ Rn with σ(x) ≤ ∆ and v ∈ F ∗
ε (x). In view of (3.26) and items (i) and (ii) of

Proposition 3.5,

Y∞(v)− Y∞(x) ≤ −˜︁αY (Y∞(x)) + αV (cstop(ε, x)). (3.28)

Since σ(x) ≤ ∆, Y∞(x) ≤ αY (σ(x)) ≤ αY (∆) = ˜︁∆. Consider Y∞(x) ∈ [0, ˜︁δ). Since

cstop(ε, x) ≤ α−1
V (1

2
˜︁αY (˜︁δ)) holds for Y∞(x) ≤ ˜︁∆, it holds here. Furthermore, since I− ˜︁αY ∈

†2 If that is not the case we can always find α′ ∈ K∞ such that I − ˜︁αY ≤ I − α′. Indeed, as αY =

αW = αY ≤ αY holds from (i), which in turn implies αY ◦ α−1
Y ≤ I, hence s − αY ◦ αY (s) ≥ 0 for all

s ≥ 0 and equality holds if and only if s = 0. Therefore there exists α′ ∈ K∞ such that I− α′ ∈ K∞ and

I− αY ◦ α−1
Y ≤ I− α′, by Lemma B.1 [37]. A similar property is derived in [26].
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K∞ holds without loss of generality, and in view of (3.28),

Y∞(v) ≤ Y∞(x)− ˜︁αY (Y∞(x)) + αV (θ(ε
∗, σ(x)))

≤ (I− ˜︁αY ) (˜︁δ) + 1

2
˜︁αY (˜︁δ).

Given the definition of ˜︁δ,
Y∞(v) ≤

(︃
I− ˜︁αY

2

)︃
(˜︁δ) = αY (δ). (3.29)

When†3 Y∞(x) ≥ ˜︁δ, we derive from (3.27) that −˜︁αY (Y∞(x)) + αV (cstop(ε, x)) ≤
−1

2
˜︁αY (Y∞(x)). Thus, from (3.28),

Y∞(v)− Y∞(x) ≤ −1
2
˜︁αY (Y∞(x)). (3.30)

In view of (3.29) and (3.30), it follows for any k ∈ Z≥0 that

Y∞(ϕ(k + 1, x)) ≤ max
{︁
(I− 1

2
˜︁αY )(Y∞(x)), αY (δ)

}︁
, (3.31)

where ϕ(k, x) is a solution starting at x for system (3.17). Furthermore, when Y∞(x) ≤
αY (δ), Y∞(v) ≤ αY (δ) follows. Indeed, if Y∞(x) ∈ [˜︁δ, ˜︁∆], Y∞(v) ≤ Y∞(x) ≤ αY (δ) from

(3.30), and if Y∞(x) ∈ [0, ˜︁δ), we deduce Y∞(v) ≤ αY (δ) from (3.29). Hence the set

{z ∈ Rn : Y∞(z) ≤ αY (δ)} is forward invariant for system (3.17). By iterating (3.31), we

obtain

Y∞(ϕ(k, x)) ≤ max
{︂˜︁β(Y∞(x), k), αY (δ)

}︂
, (3.32)

where ˜︁β(s, k) = (︁I− 1
2
˜︁αY

)︁(k)
(s) for any s ≥ 0, with ˜︁β ∈ KL as limk→∞

(︁
I− 1

2
˜︁αY

)︁(k)
(s) =

0 for any s ≥ 0 per the proof of item (iii) of Lemma B.1 from the Appendix, since(︁
I− 1

2
˜︁αY

)︁
(s) < s for s > 0 and

(︁
I− 1

2
˜︁αY

)︁
(0) = 0. Finally, invoking αY (σ(x)) ≤ Y∞(x) ≤

αY (σ(x)), we deduce

σ(ϕ(k, x)) ≤ max
{︂
α−1
Y

(︂˜︁β(αY (σ(x)), k)
)︂
, δ
}︂
. (3.33)

Thus (3.18) holds with β(s, k) = α−1
Y

(︂˜︁β(αY (s), k)
)︂

for any s ≥ 0 and k ∈ Z≥0. ■

†3 It might be of interest to assume αY (δ) ≤ ˜︁∆ as to the set {x : Y∞(x) ≥ ˜︁δ} be non-empty, but it is

not necessary.
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Theorem 3.4 provides a semiglobal practical stability property for set {z : σ(z) = 0}
for OPmin,stop, like Theorem 3.3. In Theorem 3.3, we select budget B sufficiently large to

provide a stability property, independent of the resulting d(x) for OPmin,budget. Instead,

for OPmin,stop, we select cstop and its tuning parameter ε sufficiently small so that the

algorithm stops whenever stability is guaranteed, without any further exploration.

Remark 3.7. In Theorem 3.3 we estimate a minimum horizon d̄ such that stability

is preserved, and take a budget B sufficiently large to guarantee d(x) ≥ d̄. If we fix

cstop(ε, x) = α−1
V ◦ αW

(︁
I− αW ◦ α−1

Y

)︁(d̄), OPmin,stop will benefit of the same estimated

stability guarantee. This follows despite d(x) ≤ d̄ for OPmin,stop, see the proof of Proposition

3.1. Since the horizon for OPmin,stop is upper-bounded by d̄, while d̄ is lower-bound for

the horizon in OPmin,budget, we can conclude that OPmin,stop requires less computational

budget B than OPmin,budget. □

As for OPmin,budget, by strengthening SA2, we can provide stronger properties. The

following global exponential stability result is the equivalent of Corollary 3.1 derived for

OPmin,budget.

Corollary 3.2. Suppose the following holds.

(i) There exist āV , aW > 0, such that SA2 holds with αV ≤ āV · I, αW ≤ āW · I and

αW ≥ aW · I.

(ii) For any x ∈ Rn and ε ∈ Rnε, cstop(ε, x) ≤ |ε|σ(x).

Let ε∗ such that

ε∗ <
aW
āV

. (3.34)

Then, for any x ∈ Rn and ε ∈ Rnε such that |ε| ≤ ε∗, the solution ϕ(·, x) to system (3.17)

satisfies

σ(ϕ(k, x)) ≤ āV + āW
aW

(︃
1− aW − |ε|āV

āV + āW

)︃k

σ(x) (3.35)

for all k ∈ Z≥0. □

Proof. Let x ∈ Rn. We select ε∗ as in (3.34) and let ε ∈ Rnε such that |ε| ≤ ε∗ and

v ∈ F ∗
ε (x). In particular, we have shown that Y∞(v)− Y∞(x) ≤ − µ

āV +āW
Y∞(x) holds for
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σ(x) ∈ [0, L) in Corollary B.1. In this proof, we derive from (3.34) that Y∞(v)− Y∞(x) ≤
−
(︂

aW−|ε|āV
āV +āW

)︂
Y∞(x) holds for any σ(x) ≥ 0. Note that we do not require ε∗ < 1 since

αV (|ε|σ(x)) ≤ āV |ε|σ(x) is guaranteed to hold for any x ∈ Rn and ε ∈ Rnε . We now

proceed with the same argument as the proof of Corollary 2 in [55]. Let x ∈ Rn and denote

ϕ(k, x) be a corresponding solution to (3.17) at time k ∈ Z≥0, it holds that Y∞(ϕ(k, x)) ≤(︂
1− aW−|ε|āV

āV +āW

)︂k
Y∞(x). Since Y∞(x) ≥ αW (σ(x)) ≥ aWσ(x) and Y∞(x) ≤ αY (σ(x)) ≤

(āV + āW )σ(x) holds from item (i) of Proposition 3.5 and item (i) of Corollary 3.2 for

any x ∈ Rn, it follows from Y∞(ϕ(k, x)) ≤
(︂
1− aW−|ε|āV

āV +āW

)︂k
Y∞(x) that aWσ(ϕ(k, x)) ≤(︂

1− aW−|ε|āV
āV +āW

)︂k
(āV + āW )σ(x) hence σ(ϕ(k, x)) ≤ āV +āW

aW
σ(x)

(︂
1− aW−|ε|āV

āV +āW

)︂k
and the

proof is concluded. ■

Corollary 3.2 ensures a uniform global exponential stability property of set {x : σ(x) =

0} for system (3.17). Indeed, 1− aW−|ε|āV
āV +āW

∈ (0, 1) in (3.35) as |ε| < aW
āV

in view of (3.34),

hence
(︂
1− aW−|ε|āV

āV +āW

)︂k
→ 0 as k → ∞. Furthermore, the estimated decay rate can be

tuned via ε from 1 to 1− aW
āV +āW

as |ε| decreases to zero.

Remark 3.8. Items (i)-(ii) of Corollary 3.2 are sufficient conditions for global exponential

stability. If only global asymptotic stability is required, the stopping criterion can be

selected as cstop(ε, x) ≤ α−1
V (1

2
αW (σ(x))) for all x ∈ Rn, where αV and αW come from SA2.

□

Remark 3.9. As noted for OPmin,budget, it is possible to derive a semiglobal asymptotic

stability property for OPmin,stop. We provide such result in Appendix B. When the sublinear

properties in item (i) of Corollary B.1 are valid for L =∞, we obtain Corollary 3.2. □

By means of Corollary 3.2 and Corollary 3.1 we can better gauge the particularities of

each algorithm. In one hand, we can chose |ε| in Corollary 3.2 such that 1− aW−|ε|āV
āV +āW

= e−λ

for the guaranteed†4 decay rate λ of Corollary 3.1. Hence, OPmin,stop will provide the

same guaranteed decay rate as OPmin,budget, however with a lower computational budget

B as it will stop exploring as soon as the stopping criterion is verified. On the other hand,

OPmin,budget will exhaust the available budget and will “over-explore”. This might come
†4 It can be shown that λ lives in (1− aW

āV +āW
, 1)
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with a benefit in practice, we briefly come back to this point in an example, see Section

3.5.

3.4.3 Nominal robustness

As in Chapter 2.3.2, to ensure that the stability properties ensured so far are robust to

so-called σ− or ρ−perturbations, as defined in e.g., [40], we can rely on two conditions

according to [40, Theorem 2.8]. First, the set-valued mapping F ∗
ε in (3.17), needs to

be such that F ∗
ε (x) is nonempty and compact for any x ∈ Rn. This is the case since

U and d(x) are finite. Compactness of F ∗
ε (x) proceeds from the compactness of U∗

ε (x),

U∗
ε (x) being a non-empty subset of finite set U , when f is continuous as we assume in the

upcoming lemma. This also applies for F ∗
B in (3.13). Second, the Lyapunov function used

to prove stability has to be continuous. In our case, the Lyapunov function constructed in

Section 3.4.2, which applies for both OPmin,budget and OPmin,stop, is Y∞ = V∞ +W . Since

W is continuous by SA2, we need V∞ to be continuous. The next proposition ensures this

is the case under extra conditions on f , ℓ and σ. The result follows from [55, Theorem 3]

with γ = 1 and U = {1, . . . ,M}, its proof is therefore omitted.

Lemma 3.1. Suppose the following holds.

(i) f and ℓ are continuous.

(ii) For every M ≥ 0, set {x : σ(x) ≤M} is compact.

Then V∞ is continuous on Rn. □

Item (ii) of Proposition 3.1 means that σ is radially unbounded, which is the case when

it is given by, e.g. σ = | · |, or more generally by σ = | · |A for a non-empty compact set A.

3.4.4 Near-optimality guarantees

In Theorem 3.1 and 3.2, we have provided near-optimality guarantees of finite-horizon cost

VB and Vε with respect to the infinite-horizon cost V∞(x). This is an important feature of

OPmin,budget and OPmin,stop, but this does not directly provide us with information on the
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actual value of the cost function (3.2) along solutions to (3.13) or (3.17). Indeed, in (3.13),

we do not implement the whole sequence u∗
d(x)(x) given by OPmin,budget at x, instead we

proceed in a receding horizon fashion. Similarly for (3.17) and OPmin,stop. Therefore, we

analyse a different cost.

3.4.4.1 OPmin,budget

The relevant cost function to analyze is thus the running cost [25] defined as

Vrun
B (x) :=

{︄ ∞∑︂
k=0

ℓU∗
B(ϕ(k,x))(ϕ(k, x)) : ϕ(·, x) is a solution to (3.13)

}︄
, (3.36)

where budget B guarantees d(ϕ(k, x)) > d̄ for all k ∈ Z≥0, and d̄ is a lower bound on the

desired horizon at each step, which we can enforce by taking a sufficiently large budget

according to Proposition 3.3. It has to be noted that Vrun
B (x) is a set, since solutions of

(3.13) are not necessarily unique. Each element V run
B (x) ∈ Vrun

B (x) corresponds then to the

cost of a solution of (3.13). Clearly, V run
B (x) is not necessarily finite, as the stage costs may

not decrease to 0 in view of Theorem 3.3. Indeed, only practical convergence is ensured in

Theorem 3.3 in general. As a result, the corresponding running cost may not be finite. We

therefore restrict our attention to the case where Corollary 3.1 holds, in the next theorem.

Theorem 3.5. Consider system (3.13) and assume that Corollary 3.1 holds with tuple

(λ, d̄). For any budget B ≥ M d̄+2−1
M−1

, x ∈ Rn, and V run
B (x) ∈ Vrun

B (x),

V∞(x) ≤ V run
B (x) ≤ V∞(x) + wB · σ(x), (3.37)

where wB :=

(︃
1− aW

āV + āW

)︃d̄(︃
āV + āW
aW

)︃2
āV

aW (eλ − 1)
. □

Similarly to Theorem 3.1, the inequality V∞(x) ≤ V run
B (x) of Theorem 3.5 directly

follows from the optimality of V∞(x). On the other hand, the inequality V run
B (x) ≤

V∞(x) + wB(x) provides a relationship between the running cost V run
B (x) and the infinite-

horizon cost at state x, V∞(x). The term wB can be explicitly calculated, see Theorem

3.1 and [21, proof of Corollary 3] for the expressions of λ. The latter inequality in (3.37)

confirms the intuition coming from Theorem 3.1 that a large computational budget B

leads to tight near-optimality guarantees. That is, when B →∞, or equivalently d̄→∞
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according to Proposition 3.3, wB → 0 and V run
d (x)→ V∞(x), provided that budget B is

chosen as to stabilize system (3.13). In contrast with Theorem 3.1, stability of system

(3.13) plays a role in Theorem 3.5. Indeed, the term 1
eλ−1

in (3.37) shows that the larger

the exponential decay λ is, the smaller the error term wB will be. This also applies for

gain āV +āW
aW

from (3.16) which appears squared in wB. The running cost for the original

OP was considered in [17], and it was found to perform at worst like the finite sequence,

i.e. V run
B (x) ≤ V∞(x)+ γB

1−γ
. Compared to the bound derived for OP, the bound in Theorem

3.5 has similar benefits as Theorem 3.1, namely we are not limited to ℓ ∈ [0, 1], it does not

explode to ∞ when γ = 1, and when σ(x) is small follows wB · σ(x) small. Moreover, the

mismatch decays exponentially in B.

Remark 3.10. Inequality (3.37) can be written as a relationship of the finite-horizon

costs in view of Theorem 3.5. In particular, we have Vd(x)(x) ≤ V∞(x) ≤ V run
B (x) ≤

Vd(x)(x)+wB ·σ(x), for any x ∈ Rn. Hence, Vd(x)(x) can be used to upper and lower bound

V run
B (x) from the first call of OPmin,budget at initial state x. □

Other authors have considered the running cost of finite-horizon controllers applied

in receding horizon fashion, like [25] in the context of Model Predictive Control (MPC).

In particular, [25] derives relative performance of the running cost to the infinite-horizon

optimal cost. From Theorem 3.5, we derive a similar result.

Corollary 3.3. Suppose Theorem 3.5 holds for system (3.13) with tuple (λ, d̄). Then, for

any x ∈ Rn, budget B ≥ M d̄+2−1
M−1

, and V run
B (x) ∈ Vrun

B (x) such that V∞(x) > 0,

V run
B (x)− V∞(x)

V∞(x) +W (x)
≤ wB

aW
. (3.38)

□

Corollary 3.3 provides the relative performance of V run
B (x) +W (x) and V∞(x) +W (x).

When Assumption SA2 holds with W ≡ 0, Corollary 3.3 provides a relative relationship

between any running cost V run
B and the infinite-horizon cost V∞, as done in [25]. Inter-

estingly, the obtained bound for relative performance is uniform in x. It does however

conserve the desired properties of Theorem 3.5, in particular the exponential decay in d̄ in

view of the expression of wB in Theorem 3.5.
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Remark 3.11. Corollary 3.3 follows from the stabilizability and detectability properties

in Assumption 1, when the closed-loop system satisfies global exponential stability, while

[25] results derive from relaxed dynamic programming, which relies on parameters of a

modified Bellman optimality equation. Although a direct comparison between results is

thus difficult, we note that our results are exponential in minimal horizon d̄ with rate(︂
1− aW

āV +āW

)︂d̄
, while in [25] the obtained bound is of order 1

(η+1)N−1
for a parameter†5

η derived from the relaxed dynamic programming property and constant horizon N + 1.

Hence, we expect that our bound may provide similar relative performance with a shorter

horizon. We note that, while in [25] stability of the system is not assumed as in Corollary

3.3, a lower-bound for horizon N + 1 such that the results of [25] holds is expected, as in

Corollary 3.3. □

3.4.4.2 OPmin,stop

As explained in the beginning of this section, the relationships between the finite-horizon

cost Vε and the infinite-horizon cost V∞ provided in Section 3.4.1 are not sufficient. Indeed,

we do not implement the whole sequence u∗
d(x)(x) given by OPmin at x in (3.17), instead

we proceed in a receding-horizon fashion. The relevant cost function to analyze in this

context is the running cost [25] defined as

Vrun
ε (x) :=

{︄ ∞∑︂
k=0

ℓU∗
ε (ϕ(k,x))(ϕ(k, x)) : ϕ(·, x) is a solution to (3.17)

}︄
, (3.39)

where ℓU∗
ε (ϕ(k,x))(ϕ(k, x)) is the actual stage cost incurred at time-step k. Each element

V run
ε (x) ∈ Vrun

ε (x) corresponds then to the cost of a solution of (3.17). The same caveats

for OPmin,budget applies here, that is, Vrun
ε (x) is a set and is not necessarily finite, in

view of Theorem 3.4. On the other hand, when the set {x ∈ Rn : σ(x) = 0} is globally

exponentially stable as in Corollary 3.2, the elements of Vrun
ε (x) in (3.39) are finite and

satisfies the next property.

Theorem 3.6. Consider system (3.17) and suppose Corollary 3.2 holds. For any ε such

that |ε| < ε∗, x ∈ Rn, and V run
ε (x) ∈ Vrun

ε (x),

V∞(x) ≤ V run
ε (x) ≤ V∞(x) + wεσ(x), (3.40)

†5 We use η instead of γ, as used in [25], to not be confused with our use of γ as discount factor.
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with wε :=
āV
aW

(āV + āW )2
|ε|

aW − āV |ε|
, where constants come from Corollary 3.2. □

Proof. Let x ∈ Rn, ε ∈ Rnε such that |ε| < ε∗ where ε∗ is selected as in Corollary 3.2,

ϕ(k + 1, x) ∈ F ∗
ε (ϕ(k, x)) for any k ∈ Z≥0 where ϕ is a solution to (3.17) initialized at

x. The proof follows by following the steps of the proof of Theorem B.2, in particular

inequality (B.10), however summed with N →∞. That is,

V run
ε (x) ≤ Vε(ϕ(0, x)) +

∞∑︂
k=0

αV (cstop(ε, ϕ(k, x))). (3.41)

All that remains is to compute a bound on
∑︁∞

k=0 αV (cstop(ε, ϕ(k, x))), which is possible

by recalling that σ(ϕ(k, x)) ≤ āV +āW
aW

σ(x)
(︂
1− aW−|ε|āV

āV +āW

)︂k
holds from Corollary 3.2 and

αV (cstop(ε, ϕ(k, x))) ≤ āV |ε|σ(ϕ(k, x)) as the conditions of Corollary 3.2 are assumed to

hold. Specifically,
∑︁∞

k=0 αV (cstop(ε, ϕ(k, x))) ≤ |ε|āV (āV +āW )
aW

σ(x)
∑︁∞

k=0

(︂
1− aW−|ε|āV

āV +āW

)︂k
,

which provides (3.40) as
∑︁∞

k=0

(︂
1− aW−|ε|āV

āV +āW

)︂k
= āV +āW

aW−āV |ε| . The lower bound V∞(x) ≤
V run
ε (x) follows from the optimality of V∞(x). Since (3.41) holds for an arbitrary solution

of (3.17), ϕ(k + 1, x) = fur
k
(ϕ(k, x)) for any k ∈ Z≥0, the resulting bound holds for any

V run
ε (x) ∈ Vrun

ε (x). ■

The inequality V∞(x) ≤ V run
ε (x) of Theorem 3.6 directly follows from the optimality of

V∞. The inequality V run
ε (x) ≤ V∞(x) + wε(x) provides a relationship between the running

cost V run
ε (x) and the infinite-horizon cost at state x, V∞(x). The latter inequality in (3.40)

confirms the intuition coming from Theorem 2.3 that a smaller stopping criterion leads to

tighter near-optimality guarantees. That is, when |ε| → 0, wε → 0 and V run
ε (x)→ V∞(x)

for any x ∈ Rn, provided that Corollary 3.2 holds. In contrast with Theorem 2.3, stability

of system (3.17) plays a role in Theorem 3.6. Indeed, the term 1
aW−āV |ε| in the expression

of wε shows that the running cost is large when |ε| is close to aW
āV

, hence when stability is

not guaranteed the running cost might explode.

One interesting distinction between Theorem 3.6 and Theorem 3.5 is that error term

wB decays exponentially in d̄, the minimum possible horizon under budget B, while wε

decays “only” linearly in |ε|. This however does not imply that OPmin,budget provides better

running cost guarantees, as: (i) the budget potentially increases exponentially in d̄; (ii) we
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can fit cstop or |ε| such that wε ≤ wB. Indeed, the guaranteed bound in Theorem 3.6 is

less conservative due to the stopping criterion. However, the fact that OPmin,budget might

explore larger horizons, as it always exhaust budget B to maximize d(x), might provide a

better observed running cost than OPmin,stop with an ill fitted cstop.

Remark 3.12. The running cost for the original OP was considered in [17], and it was

found to perform at worst like the finite sequence, i.e. V run
γ,d̄

(x) ≤ Vγ,∞(x) + γd̄

1−γ
, where OP

calculates at x an input sequence u∗∗∗
γ,d̄
(x) with discounted cost Vγ,d̄(x) for some horizon

d̄ ∈ Z>0 and discount factor γ ∈ (0, 1). Compared to the bound derived for OP, the

bound in Theorem 3.6 has similar benefits as Theorem 3.5, namely: we are not limited to

ℓ ∈ [0, 1], it is finite for undiscounted costs (γ = 1), and when σ(x) is small follows wε ·σ(x)
small. Moreover, the mismatch is smaller for faster decays, i.e. for smaller 1− aW−|ϵ|āV

āV +āW
. □

Remark 3.13. Inequality (3.40) can be written as a relationship of the finite-horizon costs

in view of Theorem 3.6. In particular, we have Vε(x) ≤ V∞(x) ≤ V run
ε (x) ≤ Vε(x)+wε ·σ(x),

for any x ∈ Rn. Hence, Vε(x), which is returned by the algorithm at the initial time, can

be used to upper and lower bound V run
ε (x) from the first call of OPmin at initial state x. □

Remark 3.14. In Appendix B.3 we define and analyse two different types of costs, namely

the average running cost and the “cost-to-attractor”, which are defined even when only

practical stability is upheld. □

From Theorem 3.6, we derive a relative performance of the running cost to the infinite-

horizon optimal cost, similar to [25].

Corollary 3.4. Suppose the conditions of Theorem 3.6 hold for system (3.17). Then, for

any x ∈ Rn such that V∞(x) > 0, ε ∈ Rnε such that |ε| < ε∗, and V run
ε (x) ∈ Vrun

ε (x),

V run
ε (x)− V∞(x)

V∞(x) +W (x)
≤ wε

aW
, (3.42)

where wε and aW come from Theorem 3.6. □

Proof. Let x ∈ Rn, ε ∈ Rnε such that |ε| < ε∗ where ε∗ is selected as in (3.34). Since

Theorem 3.6 holds, V run
ε (x) ≤ V∞(x) + wε · σ(x). Moreover, Vε(x) ≤ V∞(x) holds from

Theorem 3.1.Thus by invoking upper-bound aWσ(x) ≤ V∞(x) +W (x) from item (i) of

80



3.4. Main results

Proposition 3.5, it follows that σ(x) ≤ V∞(x)+W (x)
aW

hence V run
ε (x) ≤ Vε(x) + (V∞(x) +

W (x)) wε

aW
, which implies (3.42). ■

Corollary 3.4 provides a bound on the relative performance of V run
ε (x) +W (x) and

V∞(x) +W (x). When SA2 holds with W ≡ 0, Corollary 3.4 gives a relative relationship

between any running cost V run
ε and the infinite-horizon cost V∞, as done in [25]. Interest-

ingly, the obtained bound is uniform in x. It does however conserve the desired properties

of Theorem 3.6, in particular that it can be made as small as desired by tuning ε, in view

of the expression of wε in Theorem 3.6.

Remark 3.15. Corollary 3.4 follows from the stabilizability and detectability properties

in SA2, when the closed-loop system satisfies global exponential stability, while [25] results

derive from relaxed dynamic programming, which relies on parameters of a modified

Bellman optimality equation. Moreover, we only implicitly rely on horizon d(x) to provide

an estimate on the running cost, and our main parameter is given by ε to control cstop.

Hence an indirect comparison to [25] like done in Remark 3.11 is not possible.

We note however that our results are linear in |ε| and decrease with faster decay rate

1 − aW−|ϵ|āV
āV +āW

, while in [25] the obtained bound is of order 1
(ξ+1)N−1

for a parameter†6 ξ

derived from the relaxed dynamic programming property and constant horizon N + 1. We

also note that, while in [25] stability of the system is not assumed as in Corollary 3.4, a

necessary lower-bound for horizon N + 1 such that the results of [25] hold is expected, as

in Corollary 3.4. □

In the following section, we will illustrate by means of an example our previous results

on the running cost for both flavors of OPmin.

†6 We use ξ instead of γ, as used in [25], to not be confused with a discount factor γ.
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3.5 Example: a cubic integrator

System. We consider the cubic integrator from [24, Example 1], i.e.

x+1 = x1 + u

x+2 = x2 + u3

where (x1, x2) := x ∈ R2 and u ∈ R. It was verified in [24] that an open-loop sequence of

inputs drives the system to x = 0 in a finite number of steps. This open-loop sequence can be

expressed as three feedback gains K1(x) = −x1, K2(x) = x
1
3
2 and K3(x) =

(︂
−1

2
+
√︂

7
12

)︂
x

1
3
2 ,

which are successively applied.

We propose here to switch between these gains to minimize cost (3.2), with ℓu(x) =

|x1|3+ |x2|+ |Ku(x)|3 for any x ∈ R2 and u ∈ {1, 2, 3}. Note that we cannot design a local

LQR controller for this system, due to the lack of stabilizability of the linearized model at

the origin. We therefore consider the switched system

x+1 = x1 +Ku(x)

x+2 = x2 + (Ku(x))
3 (3.43)

with u ∈ {1, 2, 3}.
OPmin,budget. We first apply OPmin,budget to illustrate the near-optimality and stability

guarantees of Section 3.4. To do this, note that SA1 applies for the same reasons as in [24].

By taking σ(x) = |x1|3+ |x2| for any x ∈ R2, Assumption SA2 holds αW = I, W = αW = 0

and αV = 14I, as in [24]. We verify Corollary 3.1 conditions with aW = 1, āV = 14 and

āW = 0, and conclude that for any budget B ≥ 373−1
2

ensures global exponential stability.

Consequently, Theorem 3.5 also holds. The lower-bound on B is conservative, as the

horizon d̄ itself in Corollary 3.1 is subject to some conservatism, and that OPmin,budget will

ensure large horizons for smaller budgets in general.

We have thus fixed the budget to B = 3000 for initial condition x = (−1, 1.5). Figure

3.1 shows the evolution of the state, and we see that both x1 and x2 converge to zero, as

ensured by Corollary 3.1. We then consider several initial conditions and we study the

impact of the budget on the actual running cost estimated by running simulations over
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200 steps. We see in Table 3.1 that the estimated running cost becomes smaller when

increasing the budget, which is consistent with Theorem 3.5. In other words, the larger

the budget, the better the running cost performance.

Figure 3.1: State evolution for OPmin,budget with B = 3000 and x = (−1, 1.5) .

Budget

30 300 3000

( 10, 15) 199015 13757 12609

Initial

States

(−1 , 1.5) 314 28 22

(−15, −10) 128184477 46875 42952

( 10, −15) 14180 2802 2615

Table 3.1: Estimated running cost of OPmin,budget for various budgets and initial conditions.
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OPmin,stop. We also run an experiment with OPmin,stop. By taking cstop(ε, x) = εσ(x)

with ε ∈ R≥0, we verify the conditions of Corollary 3.2 and Theorem 3.6, hence OPmin,stop

can provide stability and running cost guarantees. In particular, by taking ε = aW
2āV

= 1
28

=

0.035, we estimate that σ(ϕ(k, x)) ≤ 14
(︁
27
28

)︁k
σ(x) and that V∞(x) − V run

ε (x) ≤ wεσ(x)

holds with wε = ā2V = 196. For such ε and initial state x = (−1, 1.5), we observe the same

response as OPmin,budget in Figure 3.1.

Similarly to OPmin,budget, these estimates are subject to conservatism, and in fact

OPmin,stop finds the best input sequence observed with ε as high as 1
9
, and convergence to

the origin for ε as high as 10
12

= 0.833. However, this conservatism is objectively less of an

issue compared to the ones observed for OPmin,budget. First, the bound B ≥ 373−1
2

is too

separated to the empirically estimated budget B = 3000, while bound ε < 1
14

= 0.071 is

about the same order of magnitude to the empirically estimated parameter ε = 1
9
= 0.111.

Moreover, the chosen parameter ε = 0.035 can be put to practice for OPmin,stop, as

the required budget is in average Bavg = 4336, with a maximum budget Bmax = 8506.

OPmin,budget is uncomputable for B = 373−1
2

.

In Table 3.2, we provide the estimates of V run
ε (x) for x = (10, 15) for different choices

of ε. We also provide the associated computational budget utilized by OPmin,stop. The

calculated running cost becomes smaller when we decrease parameter ε, which is consistent

with Theorem 3.6. We also see how the computational budget B adapts to fulfill the

stopping criterion. In Appendix C, we provide the state plot for some of these ε, to better

illustrate the different sequences found by OPmin,stop.

Remark 3.16. Example 1 helps to illustrate the main differences between OPmin,budget

and OPmin,stop. First, the execution time for OPmin,budget is deterministic since the budget

is fixed, hence suitable for real-time application constraints. However, without a more

precise knowledge of the branching factor, denoted as κ in [32], we are overly conservative

in our estimate of computational budget B. Second, OPmin,stop side-steps the issue and

stops as soon as a “good” sequence is found. However, this implies that the execution

time of OPmin,stop might expand on “harder” states. Fortunately, in light of the analysis of

this chapter, we can show that OPmin,stop will at worse only require the same budget as

OPmin,budget, e.g. take cstop that guarantees OPmin,stop stops at horizon d̄. □
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ε V run
ε (x) Bmax Bavg

5 ∞ 2 2

1.111 199020∗ 26 2.1

0.909 57770 460 159.4

0.833 22697 460 137.7

0.588 13757 790 222.2

0.142 13757 4762 2289.5

0.111 12609 4762 1986.6

0.071 12609 4762 1986.6

0.035 12609 9095 4503.9

0.001 12609 14695 11265

Table 3.2: Estimated running cost of OPmin,stop and associated computational budget

utilized by OPmin,stop for various ε and initial state x = (10, 15). Symbol '∞' signifies that

the state diverges to infinity, and symbol '∗' is there to signalize that the state fails to

converge but does not diverge to infinity.

Remark 3.17. In this example, OPmin,stop with ε = 1
9

sometimes require a budget of 4762,

which is higher to OPmin,budget with budget B = 3000. In this case, we can think that

OPmin,budget is “under spending”. On the other hand, OPmin,budget is “over spending” 1013

budget in average. Interestingly, they both attain the same input sequence, hence same

performance.

It is unclear if this over spending of budget in average can balance out a sporadic

under spending of budget. That is, in some sense, if solving a harder optimal control

problem, at average, preserves stability in case the required optimal problem is not fully

solved, at given times. From another point of view, one might be interested in the scenario

whether the full budget (or the stopping criterion) cannot be fulfilled due to sporadic lack

of computational power, e.g. the computational power has to be used elsewhere, like treat

a higher priority event. This is in our scope for future work. □
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3.6 Case study

3.6.1 Main result

We apply the previous results to the scenario where we are given a finite number of

feedback laws, among which one is optimal in a neighborhood of the origin and one ensures

a global exponential stability property. Our objective is to optimally switch among these

controllers to minimize a given cost. This problem formulation is inspired by works on

uniting controllers e.g., [57–59] where the total of number of controllers is two (one locally

optimal and one global) and the switching occurs when the state is close to the attractor.

Here, we allow for a larger number of controllers, and, more importantly, we exploit

OPmin,stop to select a given feedback law at any time instant along solutions.

We concentrate on the next class of systems

x+ = f(x, κ) (3.44)

κ = g(u, x), (3.45)

where x ∈ Rnx is the state, κ ∈ Rnκ is the feedback law output, which is parameterized

by u ∈ {1, . . . ,M} with M ≥ 2, nκ ∈ Z>0. Vector field f is assumed to be continuously

differentiable. We focus on quadratic infinite-horizon costs of the form

J∞(x,u) =
∞∑︂
k=0

x⊤kQxk + κ⊤k Rκk, (3.46)

where k ∈ Z≥0 is the time-step, Q ∈ Rnx×nx and R ∈ Rnκ×nκ are symmetric and positive

definite matrices, and u := [u0, u1, . . .] is a sequence of controller choices. We aim to

minimize (3.46) over the choices of u. We assume that set {1, . . . ,M} contains at least

one controller, corresponding to index uglobal, which globally exponentially stabilizes the

origin of the induced closed-loop system (3.44) in the following sense.

Assumption 3.2. There exists uglobal ∈ {1, . . . ,M}, P ∈ Rnx×nx symmetric, positive

definite matrix and a, b > 0 such that, for V : x ↦→ x⊤Px, the following hold for any

x ∈ Rn.

(i) V (f(x, g(uglobal, x)))− V (x) ≤ −aV (x).

(ii) |g(uglobal, x)| ≤ b|x|. □
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Item (i) of Assumption 3.2 implies that V is an exponential Lyapunov function for system

x+ = f(x, g(uglobal, x)). Item (ii) of Assumption 3.2 means that the norm of the feedback

law is upper-bounded by a linear term in |x|, which is the case when g(uglobal, x) is linear

for instance. Design techniques to verify Assumption 3.2 can be found in, e.g., [4,18,20,34],

for given classes of systems.

To design the local optimal feedback law, we rely on the next assumption.

Assumption 3.3. Let A := ∂f
∂x
|(0,0) and B := ∂f

∂u
|(0,0). The pair (A,B) is stabilizable. □

In view of Assumption 3.3, we can design the optimal controller for the linearized

model of (3.44) at the origin, i.e. x+ = Ax+Bu and cost ℓ(x, κ) = x⊤Qx+ κ⊤Rκ, where

Q,R come from (3.46). This local controller is given by g(ulocal, x) = −Kx for any x ∈ Rm

with K := (B⊤PlocalB+R)−1B⊤PlocalA. Matrix Plocal is the unique solution of the discrete

Riccati equation Plocal = A⊤PlocalA− A⊤PlocalB(R +B⊤PlocalB)−1B⊤PlocalA+Q.

Remark 3.18. The conditions of Assumption 3.2 can be relaxed. Possible extensions

include the cases where the stage cost in (3.46) is only quadratic in a neighborhood of the

origin, or where the global controller only ensures stability properties with respect to a

neighborhood of the origin. These extensions require more investigations and are left for

future work. □

We choose the stopping criterion as cstop(ε, x) = εx⊤Px, with P from Assumption 3.2,

for any x ∈ Rnx and some ε ∈ R>0.

The next statement guarantees that the standing assumptions stated in Section 3.3.2

are verified.

Proposition 3.6. Consider system (3.44) where Assumptions 3.2 is verified. The following

hold.

(i) SA1 is verified.

(ii) SA2 is verified with σ(x) = x⊤Px for any x ∈ Rn, αW := λmin(Q)
λmax(P )

, αV := ν1
1−e−ν2

I for

ν1 :=
λmax(Q)+bλmax(R)

λmin(P )
, ν2 := ln (1− a)−1 and W = αW := 0.

(iii) SA3 and Assumption 3.1 are verified with θ(ε, σ(x)) = εσ(x), for any x ∈ Rn. □
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Proof. Let x ∈ Rn. From item (i) of Assumption 3.2, there exists P ∈ Rn×Rn symmetric,

positive definite matrix and a > 0 such that, for solution ϕglobal(k, x) to system (3.44) with

feedback law uglobal initialized at x, the following holds for k ∈ Z≥0.

ϕglobal(k+1, x)⊤Pϕglobal(k+1, x)−ϕglobal(k, x)
⊤Pϕglobal(k, x) ≤ −aϕglobal(k, x)

⊤Pϕglobal(k, x).

(3.47)

Hence, ϕglobal(k+1, x)⊤Pϕglobal(k+1, x) ≤ (1− a)ϕglobal(k, x)
⊤Pϕglobal(k, x). By iteration

and recalling that ϕglobal(0, x) = x, we derive

σ(ϕglobal(k + 1, x)) ≤ (1− a)kσ(x), (3.48)

where σ(x) = x⊤Px. We show next that ℓuglobal(ϕglobal(k, x)) ≤ ν1σ(x)e
−ν2k for

some ν1, ν2 > 0 and ℓuglobal(x) := x⊤Qx + g(uglobal, x)
⊤Rg(uglobal, x). Since Q is

positive definite, x⊤Qx ≤ λmax(Q)|x|2. Furthermore |x|2 ≤ 1
λmin(P )

x⊤Px, hence

x⊤Qx ≤ λmax(Q)
λmin(P )

x⊤Px. Similarly for R and invoking item (ii) of Assumption 3.2, we obtain

that, g(uglobal, x)
⊤Rg(uglobal, x) ≤ λmax(R)|g(uglobal, x)|2 ≤ λmax(R)b|x|2 ≤ bλmax(R)

λmin(P )
x⊤Px.

It follows from (3.48) that

ℓuglobal(ϕglobal(k, x)) ≤ ν1σ(x)e
−ν2k, (3.49)

where ν1 = λmax(Q)+bλmax(R)
λmin(P )

and ν2 = ln (1− a)−1. By invoking [24, Lemma 1], we derive

that item (i) of SA2 holds with αV := ν1
1−e−ν2

I. In particular, V∞(x) ≤ αV (σ(x)) =

ν1
1−e−ν2

x⊤Px, which is finite for all x ∈ Rn, thus [39, Theorem 2] is verified and SA1 holds,

hence item (i) of Proposition 3.6 is verified. On the other hand, since λmin(Q)|x|2 ≤ x⊤Qx

holds, λmin(Q)
λmax(P )

σ(x) = λmin(Q)
λmax(P )

x⊤Px ≤ x⊤Qx ≤ ℓu(x) for any u ∈ {1, . . . ,M}, hence item

(ii) of SA2 is verified with αW := λmin(Q)
λmax(P )

I and W = αW = 0. We have proved that

item (ii) of Proposition 3.6 holds. Item (iii) of Proposition 3.6 follows immediately since

cstop(ε, x) = θ(|ε, σ(x)) := εσ(x) by our choice of cstop, hence Assumption 3.1 holds.

Furthermore, εσ(x) > 0 when σ(x) > 0 follows from ε ∈ R>0, hence SA3 holds. ■

As a result, we can tune ε according to Corollary 3.2 to endow the corresponding

system (3.44) with global exponential stability and performance guarantees as formalized

next.
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Proposition 3.7. Consider system (3.44) where Assumptions 3.2 is verified. Let ε ∈
(0, aW

āV
), where āV = ν1

1−e−ν2
, aW = λmin(Q)

λmax(P )
with Q from (3.46), P from Assumption 3.2

and ν2, ν1 from Proposition 3.6. Let σ(x) = x⊤Px for any x ∈ Rnx. The following hold

for any x ∈ Rn.

(i) For any k ∈ Z≥0, σ(ϕ(k, x)) ≤ āV
aW

(︂
1 + ε− aW

āV

)︂k
σ(x).

(ii) |V run
ε (x)− V∞(x)| ≤ ā3V

aW

ε
aW−āV ε

. □

Proposition 3.7 is the application of Corollary 3.2 and Theorem 3.6, its proof is therefore

omitted.

Remark 3.19. Note that we do not show that we recover the properties of the local

optimal controller in a neighborhood of the origin. This is work in progress, however we

show in simulations that this is indeed the case. □

3.6.2 Example: a flexible joint robotic arm

We consider the flexible joint robotic arm model from [77, Section 4], discretized by an

Euler scheme with T > 0, that gives

x+ = x+ T (Apx+Bpκ− Epϕ(x)), (3.50)

where x ∈ R4, κ ∈ R1,

Ap =

⎡⎢⎢⎢⎢⎢⎢⎣
0 1 0 0

−48.6 −1.25 48.6 0

0 0 0 1

19.5 0 −16.17 0

⎤⎥⎥⎥⎥⎥⎥⎦ , (3.51)

Bp = (0, 21.6, 0, 0), Ep = (0, 0, 0, 3.33). System (3.50) has a nonlinearity of type Lur’e, due

term ϕ(x) = x3 + sin(x3). We fix T = 0.1. The infinite-horizon cost is given by

J∞(x,κκκ) :=
∞∑︂
k=0

x⊤kQxk +Rκ2k, (3.52)

where Q = I4×4, with I4×4 is the identity matrix of dimension 4, and R = 1.
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The jump map of system (3.50) is continuously differentiable at the origin, and the

linearized system at the origin is controllable. Hence, Assumption 3.3 is verified and

we design a local controller g(1, x) = −Klocalx that optimizes (3.52) for linear system

of (3.50) around the origin (ulocal = 1), as in Section 3.6.A. On the other hand, we

design the global controller g(2, x) = −Kglobalx with Kglobal = [3.6 , 0.9 , −1.5 , 0.3],

which verifies LMI conditions found in [20, Theorem 2], and uglobal = 2. In fact, we

slightly modify the LMI†7 in [20, Theorem 2] to guarantee V (f(x,−Kglobalx))− V (x) ≤
−a′(x⊤Qx+x⊤KglobalRKglobalx) for some a′ > 0. This is done to ensure a less conservative

estimate than Proposition 3.7 and conclude that cost (3.46) for uglobal is given (and

upper-bounded) by
∑︁∞

k=0 x
⊤
kQxk + xk⊤KglobalRKglobalx ≤ 1

a
x⊤Px =: āV σ(x), where

P = 104 ·

⎡⎢⎢⎢⎢⎢⎢⎣
5.31 0.35 −2.62 0.96

0.35 0.03 −0.20 0.05

−2.62 −0.20 2.97 −0.24
0.96 0.05 −0.24 0.27

⎤⎥⎥⎥⎥⎥⎥⎦ . (3.53)

We calculate aW = λmin(Q)
λmax(P )

= 1.40 · 10−5 and āV = 1
a′

= 0.0504 and SA2 holds with

W = āW = 0, similarly as in Proposition 3.7. Take cstop(ε, x) = εx⊤Px with ε > 0

for any x ∈ Rn, hence SA3 holds. Moreover Assumption 3.1 holds with θ(|ε|, σ(x)) =
cstop(ε, x). Therefore Corollary 3.2 and Theorem 3.6 follow by taking ε ∈ (0, aW

āV
), where

aW
āV

= 2.77 · 10−4. Hence, for inputs of system (3.50) given by

κ = g(u, x) =

⎧⎪⎨⎪⎩−[0.6 , 0.6 , −0.7 , −0.2]x when u = 1

−[3.6 , 0.9 , −1.5 , 0.3]x when u = 2

(3.54)

we can utilize OPmin,stop to unite both controllers which, given an appropriate choice of

ε, will calculate uk ∈ {1, 2} that preserves the global stability from input g(2, xk) while

having the option to utilize the locally optimal controller g(1, xk).

We choose ε = 10−9. In Figure 3.2, we simulate the closed-loop system with initial state

x0 = (10, −10, −10, −10), with input κ either given by OPmin,stop, the local controller or

†7 By adding a(Q+K⊤
globalRKglobal), where a > 0 is a decision variable, to the block −P of the LMI

from [20, Theorem 2]
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the global controller. We observe that: 1) the local controller indeed only locally stabilizes

the origin, as it fails to converge; 2) OPmin,stop prioritizes the local controller, but opts for

the global stabilizing one when necessary, see Figure 3.3. In Table 3.3, we compare the

running cost of OPmin,stop versus the local and global controllers, approximately calculated

with an horizon H = 300. We observe that OPmin,stop outperforms both the local and

global controller.

Figure 3.2: σ(ϕ(·, x)) for inputs given by OPmin,stop, g(1, x) and g(2, x).

Figure 3.3: Input selection of OPmin,stop for x0 = (10, −10, −10, −10).
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Controller

OPmin,stop Local Global

10 · (1,−1,−1,−1) 70453 ∞ 83365

Initial

States

10 · (1, 1, 1, 1) 15714 ∞ 16046

(1, 1, 1, 1) 49.75 49.75 203.77

(−1,−2,−3,−4) 682.48 682.48 791.3

Table 3.3: Estimated running cost for the different controllers and various initial conditions.

The symbol '∞' implies that the state is not converging towards the origin, hence the cost

explodes. The minimum of each line is given in bold.

3.7 Conclusion

We have proposed a planning-based approach for the near-optimal, stable control of general

nonlinear switched discrete-time systems where the control input is the switching signal.

We have revisited and tailored for this purpose the optimistic planning algorithm in [32],

in two different flavors. We relied on general stabilizability and detectability assumptions,

originally stated in the MPC literature [24]. We have then provided near-optimality

guarantees for these algorithms. Our near-optimality guarantees have major features over

the bound in [32], for example it accepts the undiscounted case. We have also shown that

a system controlled in a receding-horizon fashion by OPmin satisfies stability properties.

Moreover, we have analyzed the mismatch between the optimal value function and the

obtained running cost, and the same benefit as for the near-optimality guarantees were

observed. The results have been applied to solve a uniting controller problem, in which we

want to optimally select a controller among a bank to stabilize the origin of the plant. We

have illustrated our approach using two examples.

We think that this chapter conveys an important message. It illustrates how an optimal

algorithm from a different research field, namely artificial intelligence, can be adapted and

tailored to solve a difficult control problem, here the near-optimal control of nonlinear
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switched discrete-time systems. By building on top of the results from Chapter 2, it also

demonstrates how control requirements, like stabilizability, detectability and stability, can

be exploited to improve the original near-optimality guarantees of the algorithm, as we

hoped for in Chapter 1.8.

From here on, there are multiple open issues to be tackled. However, before moving on,

we will take a brief detour in the next chapter, in which we will re-interpret the Lyapunov

property for optimal control that transpires over this manuscript. We think there is an

important interpretation to be given, which is not obvious at first.
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4.1 Introduction

We propose in this chapter to revisit the analysis carried out in Chapters 2 and 3 in a

unified way†1 , by exploiting the notion of what we call “regret”. Regret often appears

in ADP literature [32] and RL literature [76] where it refers to the difference between

the optimal value function and the obtained approximation, like e.g. Theorem 2.3 in

Chapter 2.4 for instance. Here, the notion of regret is different: it is related to the (cost)

consequences of “regretable” actions. This new notion appears to be intuitive and to

help a lot understanding the mechanisms, which allow concluding about stability and

near-optimality.

This chapter is exploratory, and is presented as a complement of the previous chapters.

No publications are associated to it.

†1 However, we will not enter into the same level of technical details.
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4.2 The notion of regret

4.2.1 Definition

Consider again the system

x+ = f(x, u), (4.1)

with state x ∈ Rn, input u ∈ U(x) ⊆ Rm, where U(x) is the nonempty set of admissible

inputs for state x, and f : W → Rn where W := {(x, u) : x ∈ Rn, u ∈ U(x)}. We use

ϕ(k, x,u|k) to denote the solution to system (4.1) at time k ∈ Z≥0 with initial condition x

and inputs u|k = [u0, u1, . . . , uk−1], with the convention ϕ(0, x, ·) = ϕ(0, x,∅) = x.

We study undiscounted infinite-horizon costs of the form

J∞(x,u) :=
∞∑︂
k=0

ℓ(ϕ(k, x,u|k), uk) (4.2)

where x ∈ Rn, u is an infinite sequence of admissible inputs and ℓ :W → R≥0.

As in previous chapters, we assume that for any x ∈ Rn, there is a sequence u that

minimizes cost (4.2), as formalized next.

Standing Assumption (SA). For any x ∈ Rn, there exists at least one sequence of

admissible inputs u∗∗∗
∞(x), which is optimal, in the sense that

J∞(x,u∗∗∗
γ,d(x)) = min

u
J∞(x,u) =: V∞(x), (4.3)

where V∞ is the optimal cost function. □

Because we do not know u∗∗∗
∞ in general, it is natural to ask how much loss of performance

we might endure by taking actions that are different from optimal ones. We introduce for

this purpose the regret function, which is defined as follows.

Definition 4.1. We call regret for system (4.1) and cost function (4.3), the function

R :W → R≥0 defined as, for any (x, u) ∈ W .

R(x, u) := ℓ(x, u) + V∞(f(x, u))− V∞(x). (4.4)

□
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The regret of action u at x is the total exceeding cost that ensues from this suboptimal

(or not) input. Note that the regret differs from the Temporal Difference (TD) Error

notion [42], as we define the regret relative to infinite-horizon cost function (4.3) while

[42] TD error is defined relative to a given policy cost. It follows that the regret satisfies

the next properties.

Lemma 4.1. The following hold.

(i) For any x ∈ Rn and u ∈ U(x),

R(x, u) ≥ 0. (4.5)

(ii) Define, for any x ∈ Rn, the set

U∞(x) :=

{︃
u0 : ℓ(x, u0) + V∞(f(x, u0)) = V∞(x)

}︃
. (4.6)

Set U∞(x) is non-empty and ensures that R(x, u) = 0 for u ∈ U∞(x), and R(x, u) > 0

for u ̸∈ U∞(x). □

Proof. Let x ∈ Rn and u ∈ U(x), R(x, u) ≥ 0 holds since ℓ(x, u)+V∞(f(x, u))−V∞(x) ≥ 0

by (4.3) and Bellman equation, thus item (i) of Lemma 4.1 holds. For item (ii), consider

u∗0 ∈ U∞(x), it follows that R(x, u∗0) = ℓ(x, u∗0)+V∞(f(x, u∗0))−V∞(x) = 0 by definition of

set U∞(x). Conversely, R(x, u) = ℓ(x, u) + V∞(f(x, u))− V∞(x) ̸= 0 for u ̸∈ U∞(x), hence

R(x, u) > 0 since R(x, u) ≥ 0 holds per item (i) of Lemma 4.1. ■

Item (i) of Lemma 4.1 implies that the regret is always nonnegative. On the other

hand, item (ii) of Lemma 4.1 expresses, quite naturaly, that we do not “regret” an optimal

action u∗0 ∈ U∞(x). To the contrary, for any input non-optimal input u ̸∈ U∞(x), we

“regret” something and R(x, u) > 0. Regret occurs as a balance of two factors. The

first is the amount of immediate extra work done by u, akin to ℓ(x, u) > ℓ(x, u∗0). The

second is the amount of extra work in the future that has to be payed back, akin to

V∞(f(x, u)) > V∞(f(x, u∗0)). For an extreme illustration, (i) assume that there is u ̸∈ U∞(x)

such that V∞(f(x, u)) = 0, it follows from Definition 4.1 that R(x, u) = ℓ(x, u)−V∞(x) ≥ 0,

hence ℓ(x, u) ≥ V∞(x), we did more immediate work than necessary; (ii) assume that there
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is u ̸∈ U∞(x) such that ℓ(x, u) = 0, it follows that R(x, u) = V∞(f(x, u)) − V∞(x) ≥ 0,

hence V∞(f(x, u)) ≥ V∞(x), our lack of work has increased the future (and total) work

to be realized. In other words, regretable inputs may have an “immediate” extra cost,

paid by ℓ(x, u), or a “future” (to-do) cost, due to state f(x, u) having an unfavorable cost

V∞(f(x, u)).

We have also, by a simple rearranging of terms, in view of (4.4), for any (x, u) ∈ W ,

V∞(f(x, u))− V∞(x) = −ℓ(x, u) +R(x, u). (4.7)

While, at a first look, we are nonthewiser compared to (4.4), consider that we can take u

such that R(x, u) < ℓ(x, u) for ℓ(x, u) > 0 and 0 otherwise. This immediately implies that

V∞(f(x, u)) < V∞(x): the next state f(x, u) has a smaller optimal cost than x. When we

take actions that realizes more work than regret, ℓ(x, u) > R(x, u), the total remaining

work is reduced, V∞(f(x, u)) < V∞(x). If this goes on forever, we eventually reach states

where little work is left to do, i.e. the state is close to set {z ∈ Rn : V∞(z) = 0}. In control

terms, (4.7) implies that we have a weak Lyapunov function. Moreover, if we continue to

generate inputs for which the realized work is entirely regrettable, i.e. R(x, u) = ℓ(x, u)

for any x ∈ Rn, the remaining work never decreases, V∞(f(x, u)) = V∞(x), we reach a

trajectory where the “to-do” cost is stationary.

By having a sufficiently large decay −ℓ(x, u) + R(x, u), we can formalize a stronger

result. First, we define system

x+ = f(x,K(x)) (4.8)

where K(x) is some deterministic and admissible feedback law from x, i.e. K(x) ∈ U(x)
for all x ∈ Rn.

Remark 4.1. Note that we use an explicit feedback law K(x) to make notation concise

and clear. The following results can be relaxed for any infinite input sequence that verifies

similar conditions for the pair of state at time-step k (and its respective input), for all

k ∈ Z≥0. □

We denote ϕK(k, x) denote the solution for system (4.8) at time k ∈ Z≥0. If we assume,

that there exist a ∈ [0, 1) such that, for any x ∈ Rn, R(x, u) ≤ aℓ(x, u) we show that set

{z ∈ Rn, V∞(z) = 0} is reached asymptotically. We formalize this in the next result.
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Proposition 4.1. For all x ∈ Rn, let feedback K(x) be such that R(x,K(x)) ≤ aℓ(x,K(x))

for some a ∈ [0, 1). Then, for all x ∈ Rn the sequence
{︁
V∞(ϕK(k, x))

}︁
converges to 0,

and the sequence is bounded by V∞(x), i.e. V∞(ϕK(k, x)) ≤ V∞(x).

Proof. Let x ∈ Rn and k ∈ Z≥0. First, we show that the sequence of cost over

time is bounded. V∞(ϕK(k + 1, x)) − V∞(ϕK(k, x)) ≤ −(1 − a)ℓ(ϕK(k, x), K(ϕK(k, x)))

where ϕK(k, x) is the solution of autonomous system x+ = f(x,K(x)) at time k ∈ Z≥0.

Since ℓ(ϕK(k, x), K(ϕK(k, x))) ≥ 0, V∞(ϕK(k, x)) ≤ V∞(ϕK(0, x)), hence the sequence is

bounded by V∞(x). Now, we show that V∞(ϕK(k, x)) → 0. Clearly, for any x ∈ {x ∈
Rn : V∞(x) = 0}, follows V∞(ϕK(k, x)) = 0 for all k ∈ Z≥0. For {x ∈ Rn : V∞(x) > 0}
we proceed by contradiction. Assume that there exist x ∈ Rn with V∞(x) = ϵ > 0

such that V∞(ϕK(k, x)) > aϵ for all k ∈ Z≥0, that is
k∑︁

n=0

(1 − a)ℓ(ϕK(k, x)) ≤ V∞(x) −

V∞(ϕK(k, x)) < (1 − a)ϵ, hence
k∑︁

n=0

ℓ(ϕK(k, x)) < ϵ. However, when k → ∞, we know

from SA limk→∞
k∑︁

n=0

ℓ(ϕK(n, x)) ≥ V∞(x) as
k∑︁

n=0

ℓ(ϕK(n, x)) is (in general) a non-optimal

infinite-horizon cost. Therefore ϵ = V∞(x) ≤
k∑︁

n=0

ℓ(ϕK(n, x)) < ϵ, a contradiction is

attained. Then, for every x ∈ Rn there exist a finite k such that V∞(ϕK(k, x)) ≤ aV∞(x).

By iteration, we conclude that V∞(ϕK(k, x))→ 0 as k →∞. ■

4.2.2 Near-optimality guarantees

The notion of regret allows to easily derive properties on the running and average costs as

explained below.

Running cost. Given (4.7) for any admissible feedback law K(·) and its associated

autonomous system (4.8), we also have by simple rearranging of terms that, for any

x ∈ Rn,

ℓ(x,K(x)) = V∞(x)− V∞(f(x,K(x)) +R(x,K(x)). (4.9)

For the sake of convenience, we denote ℓϕk(x) = ℓ(ϕK(k, x), K(ϕK(k, x))) the stage-cost

incurred at time k and Rϕ
k := R(ϕK(k, x), K(ϕK(k, x))) the corresponding regret. Hence

ℓϕ0(x) = V∞(x)− V∞(ϕK(1, x)) +Rϕ
0 (x). (4.10)
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We then derive for any N ∈ Z>0,

N∑︂
k=0

ℓϕk(x) = V∞(x)− V∞(ϕK(N + 1, x)) +
N∑︂
k=0

Rϕ
k(x). (4.11)

When
∑︁∞

k=0R
ϕ
k(x) is summable, we derive the following result.

Lemma 4.2. Assume that
∑︁∞

k=0R
ϕ
k(x) is finite for any x ∈ Rn. Then

∑︁∞
k=0 ℓ

ϕ
k(x) is

summable and the following holds

V∞(x) ≤
∞∑︂
k=0

ℓϕk(x) ≤ V∞(x) +
∞∑︂
k=0

Rϕ
k(x). (4.12)

Proof. Let x ∈ Rn. Since the image of ℓ is nonnegative,
∑︁∞

k=0 ℓ
ϕ
k(x) is summable if the

upperbound in (4.11) is finite. This is the case since
∑︁∞

k=0R
ϕ
k(x) is assumed summable†2

and V∞(x)− V∞(ϕK(N + 1, x)) ≤ V∞(x)∞ per virtue of SA and −V∞(ϕK(N + 1, x)) ≤ 0.

Hence, ℓϕk(x) ≤ V∞(x) +
∑︁∞

k=0R
ϕ
k(x). On the other hand, we derive V∞(x) ≤∑︁∞

k=0 ℓ
ϕ
k(x)

follows from SA. ■

We have derived a bound on the running cost, where the only requirements are

ℓ(x, u) ≥ 0, SA, and a summable regret. Inequality (4.12) implies that the distance of the

running cost to the true infinite-horizon cost is proportional to the size of the total regret

as formalized next.

Proposition 4.2. Assume
∑︁∞

k=0R
ϕ
k(x) finite for any x ∈ Rn, then⃓⃓⃓⃓

⃓
∞∑︂
k=0

ℓϕk(x)− V∞(x)

⃓⃓⃓⃓
⃓ ≤

∞∑︂
k=0

Rϕ
k(x). (4.13)

□

Proposition 4.2 is meaningful. It implies that, when controlling a system with inputs

issued from a near-optimal algorithm, the regret has to decrease sufficiently fast in order

to guarantee that the running cost performance is close to the true optimal cost.

Average cost. When
∑︁∞

k=0R
ϕ
k(x) is not summable, we can look at the average cost along

solutions, i.e. 1
N

∑︁N
k=0 ℓ

ϕ
k(x). We derive the following result.

†2 For and only if statement, we have to look at the convergence of −V∞(ϕK(N + 1, x)) +
∑︁N

k=0 R
ϕ
k(x)

100



4.2. The notion of regret

Lemma 4.3. Assume lim
N→∞

1
N

∑︁N
k=0R

ϕ
k(x) is finite for all x ∈ Rn and

lim
N→∞

1

N
V∞(ϕK(N + 1, x)) = 0. (4.14)

Then, for any x ∈ Rn,

lim
N→∞

1

N

N∑︂
k=0

ℓϕk(x) = lim
N→∞

1

N

N∑︂
k=0

Rϕ
k(x). (4.15)

In addition, when limN→∞
1
N
V∞(ϕK(N + 1, x)) ̸= 0, then, for any x ∈ Rn,

lim
N→∞

1

N

N∑︂
k=0

ℓϕk(x) ≤ lim
N→∞

1

N

N∑︂
k=0

Rϕ
k(x). (4.16)

□

Proof. Let x ∈ Rn. Note that limN→∞
1
N

(︂
V∞(x)− V∞(ϕK(N + 1, x)) +

∑︁∞
k=0R

ϕ
k(x)

)︂
=

limN→∞
1
N

∑︁N
k=0R

ϕ
k(x) since 1

N
V∞(x) → 0 and − 1

N
V∞(ϕK(N + 1, x)) → 0 as N → 0 in

view of (4.14). Hence (4.15) follows from (4.11) divided by N . Furthermore, inequality

(4.16) follows similarly from (4.11) and −V∞(ϕK(N + 1, x)) ≤ 0. ■

In sum, the average cost is simply the average regret. When the regret converges, but

not to 0, the system will potentially observe stage-costs (at average) as big as the regret

(at average).

Comparison to ADP. We can relate the above notion to the error-bounds usually derived

in ADP literature for particular algorithms. We stress that they are not the same, as the

notion of regret is explicitly related to the autonomous system (4.8), while in ADP, in

general, is centered around the near approximation of cost V∞.

We illustrate this difference in the following manner. Assume there is an estimate ˆ︁V of

V∞, which satisfies the next property.

Assumption 4.1. There exists ϵ > 0 such that for any x ∈ Rn,

0 ≤ ˆ︁V (x)− V∞(x) ≤ ϵ. (4.17)

□
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Assume also that there is an associated stationnary policy ˆ︁u(x), with associated costˆ︁ℓ(x) := ℓ(x, ˆ︁u(x)), that maps to state ˆ︁v := f(x, ˆ︁u(x)). Thus, we derive that the regret

satisfies, in view of (4.17),

R(x, ˆ︁u(x)) ≤ ϵ+ V∞(ˆ︁v) + ˆ︁ℓ(x)− ˆ︁V (x). (4.18)

The regret can be related to the near-optimal error ϵ, however it also depends on

V∞(ˆ︁v) + ˆ︁ℓ(x) − ˆ︁V (x), which cannot be bounded by Assumption 4.1 without additional

assumptions. In sum, regret provides different information than (4.17).

4.2.3 Stability guarantees

We now revisit the stability analysis in Chapters 2 and 3 based on the notion of regret,

under the same assumptions.

Assumption 4.2. There exist αV , αW ∈ K∞, continuous functions W,σ : Rn → R≥0,

αW : R≥0 → R≥0 continuous, non-decreasing and zero at zero, such that the following

conditions hold.

(i) For any x ∈ Rn,

V∞(x) ≤ αV (σ(x)). (4.19)

(ii) For any x ∈ Rn,

W (x) ≤ αW (σ(x)) (4.20)

W (f(x,K(x))−W (x) ≤ −αW (σ(x)) + ℓ(x,K(x)). (4.21)

□

Note that instead of stating item (ii) of any u ∈ U(x), we only consider input K(x).

We are ready to state the following global asymptotic stability result.

Proposition 4.3. Suppose Assumption 4.2 holds, and let, for all x ∈ Rn, feedback K(x)

be such R(x,K(x)) ≤ aαW (σ(x)) for some a ∈ [0, 1). Then, for all x ∈ Rn any solution

ϕK(·, x) to system (2.5) satisfies, for all k ∈ Z≥0

σ(ϕK(k, x)) ≤ max{β(σ(x), k)}. (4.22)
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□

Sketch of proof. Let x ∈ Rn. We follow the steps of the proof of Theorem 3.4. We have

then that Y∞ := V∞(x) +W (x) verifies, for all x ∈ Rn,

(i) αW (σ(x)) ≤ Y∞(x) ≤ (αV + αW ) (σ(x))

(ii) Y∞(x+)− Y∞(x) ≤ −αW (σ(x)) +R(x, u), where x+ = f(x,K(x)).

Given R(x,K(x)) ≤ aαW (σ(x)) for any x ∈ Rn, it follows that Y∞ is a Lyapunov function

that guarantees global asymptotic stability for the set {x ∈ Rn : σ(x) = 0}. ■

In Proposition 4.3 we have converted the convergence to set {x : V∞(x) = 0} in

Proposition 4.1 to the stability of set {x : σ(x) = 0}. Note that R(x,K(x)) ≤ aαW (σ(x))

does not imply R(x,K(x)) ≤ aℓ(x, u). Indeed, given that the detectability assumption

is verified with W (x) > 0 for all x ∈ {z ∈ Rn : σ(z) > 0}, then ℓ(x, u) might be 0 while

αW (σ(x)) > 0. In fact, we have R(x, u) ≤ a
(︁
W (x)−W (f(x, u)) + ℓ(x, u)

)︁
. Compared to

Proposition 4.1, Proposition 4.3 shows that stability has different regret requirements than

just reducing the amount of remaining work.

Remark 4.2. As seen in Chapter 2.3.2 and 3.4.2, semiglobal practical stability can be

ensured in general. Semiglobal practical stability results can be derived by relaxing the

requirement that R(x,K(x)) ≤ aαW (σ(x)) assumption in a weaker form. □

We now illustrate our notion of regret on a series of examples.

4.3 Examples of near-optimal control

4.3.1 An unstable optimal feedback law

Consider an unstable scalar plant†3 ,

x+ = ax+ u,

†3 This system and cost was also considered in [54].
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where x, u ∈ R and a > 1. Let the stage-cost be ℓ(x, u) = u2, clearly the optimal sequence

is u∗∗∗
∞ = [0, 0, . . .], which makes the origin trivially unstable. However, any controller

K(x) = (−a+ b)x for b ∈ (−1, 1) is stable,

x(k + 1) = bkx.

The regret is well-defined and given by

R(x,K(x)) = ℓ(x,K(x)) = (−a+ b)2x2.

Every action is “regretable” in the sense that ℓ(x,K(x)) is always equal to R(x,K(x)) for

any x ∈ Rn. However stability is still ensured, and we can exactly calculate the running

cost by invoking (4.12), that is V run(x) = (−a+b)2

1−b2
x2.

4.3.2 Finite-horizon optimal feedback law

In this subsection, we recover the results from Chapters 2 and 3 by showing that finite-

horizon optimal costs are viable strategies to upper-bound the regret.

Fixed finite-horizon. Let ˆ︁v = f(x, ˆ︁u),
where ˆ︁u is the first input of sequence u∗∗∗

d(x) such that Vd(x) = Jd(x,u
∗∗∗
d(x)), as in Chapter

2 with no discount factor, i.e. γ = 1. Given SA and item (i) of Assumption 4.2 and by

following the steps of the proof of Theorem 3.4, we derive that

V∞(ˆ︁v) ≤ V∞(x)− ℓ(x, ˆ︁u) + αV (σ(ϕd)) (4.23)

where ϕd(x) = ϕ(d, x,u∗∗∗
d(x)|d) denotes the last state reached by the d-horizon optimal

sequence. Thus,

R(x, ˆ︁u) = ℓ(x, ˆ︁u) + V∞(ˆ︁v)− V∞(x) ≤ αV (σ(ϕd(x))). (4.24)

The regret is bounded by the size of the last state of an finite-horizon optimal sequence.

When item (ii) of Assumption 4.2 holds for any input u ∈ U(x), like in item (ii) of

Assumption 2.1, we have that αV (σ(ϕd(x))) can be made as small as desired by having

104



4.4. Conclusion

d→∞, see Proposition 3.3. As the regret bound is controlled by the horizon d, we can

then derive cost and stability guarantees, as underlined in Sections 4.2.2 and 4.2.3.

Minimum guaranteed horizon. Similarly, in OPmin,budget, we have

ˆ︁v = f(x, uB),

where uB is the first input of sequence u∗∗∗
d(x)(x) such that Vd(x)(x) = Jd(x)(x,u

∗∗∗
d(x)(x)), and

ϕd(x)(x) = ϕ(d(x), x,u∗∗∗
d(x)(x)|d(x)). In Chapter 3, we have guaranteed that d(x) ≥ d̄ for

some d̄ ≥ 0, and moreover that V∞(ˆ︁v) ≤ V∞(x)− ℓ(x, ˆ︁u) + αV (σ(ϕd(x)(x))). Hence,

R(x, uB) ≤ αV (σ(ϕd̄)),

where σ(ϕd̄) is an upper-bound on measure σ(ϕd(x)). By having a large enough computa-

tional budget B, we have d̄→∞, which in turn implies σ(ϕd̄) small. Since we can make

the regret as small as desired, we can then endow some stability and cost guarantees like

in the fixed finite-horizon case.

Controlling the last state measure. For OPmin,stop, the stopping criterion guarantees

σ(ϕd(x)(x)) ≤ cstop(ε, x), hence

R(x, ustop) ≤ αV (cstop(ε, x)).

Similar to previous cases, we can make the regret as small as desired, here by correctly

chosing cstop(ε, x), and derive stability and near-optimality guarantees.

Note that in all four cases, we require no particular information on how input K(x) is

generated, e.g. the underlying algorithm is not exploited. Only the bound for R(x,K(x))

and an associated paramater to reduce its size is sufficient to endow the corresponding

closed-loop system some stability and cost properties.

4.4 Conclusion

We have introduced the notion of regret, which seems to be an instructive tool to explain

the inner-workings of the relationship between near-optimality, closed-loop stability, and
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running cost guarantees. Using the regret, we are able to redescribe the results from

Chapters 2 and 3, where the near-optimality term provides a bound for the regret. This

let us quickly recoverer stability, running cost or average cost guarantees in a more unified

manner. In one example, we are able to describe a stable sequence with a well defined

running cost, despite the fact that the infinite-horizon optimal solution diverges.
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5.1 Overview

In this thesis, we have investigated the stability of nonlinear discrete-time systems controlled

by inputs that minimizes a discounted cost in general. We have exploited techniques from

model predictive control [24] as well as advanced nonlinear tools for Lyapunov stability

for this purpose. An important consequence of stability is that we can revisit and improve

the near-optimality analysis for algorithms from the Approximate Dynamic Programming

(ADP) literature. Our results apply in particular to (Approximated) Value Iteration (AVI)

[7], an important pillar of ADP literature, and Optimistic Planning (OP) [32], so it is

better suited and natural for control engineers. We now briefly review the contributions

chapter by chapter.

In Chapter 2, we have examined stability of nonlinear systems driven by inputs that

minimize a finite-horizon discounted cost. This covers VI as a particular case, as explained

in Chapter 1. Under classical assumptions in a control context (namely stabilizability and

detectability), we have shown that stability is guaranteed when both the discount factor

and the horizon, which corresponds to the number of iterations for VI, are sufficiently

close to 1 and sufficiently large, respectively. In general, only semiglobal practical stability

is guaranteed. Semiglobal asymptotic and exponential stability results are also provided

under stronger assumptions. We then show that a discounted finite-horizon optimal

problem can be made as close as wanted to the infinite-horizon discounted cost, by taking

the discount factor and horizon sufficiently close to 1 and ∞, respectively. These results

extend to the case where inputs are only near-optimal for the finite-horizon optimal control
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problem. Hence, we have successfully emulated the approach from AVI of using a finite-

horizon as a proxy of the infinite-horizon control problem, providing not only near-optimal

guarantees but also stability properties. The provided near-optimal guarantees differ from

those typically found in the ADP literature. We have shown that the finite-horizon optimal

cost can be made as close as desired to the infinite one by making the horizon larger,

while allowing the undiscounted case. Our results are illustrated on an example of an AVI

scheme, which corroborated the theory.

In Chapter 3, we have concentrated on a more specific optimal control algorithm from

the ADP literature, Optimistic Planning (OP) [32]. OP also uses a finite-horizon problem

as a proxy to the infinite-horizon one, however it is specialized for nonlinear systems with

a finite number of possible inputs. It is thus relevant for switched systems with nonlinear

modes for which the switching signal is the control input; an important class of systems in

the control literature. We have proposed a modified algorithm called OPmin that relaxes

some assumptions to be more aligned to our desire for stability. OPmin was displayed in

two forms: one with a fixed number of calculations, for applications where a fixed running

time is important for instance; and another with a parameterized stopping criterion, which

has stronger stability guarantees and less conservative near-optimality estimates for similar

computational budgets, however the running time is not fixed. Like in Chapter 2, we have

provided near-optimal and stability guarantees for these algorithms. The stability results

of this chapter extend those of Chapter 2 to accept a variable, state dependent, horizon.

In addition, we have provided running cost guarantees for such algorithms, which is the

actual cost incurred by the autonomous system. Similarly to Chapter 2, the provided

near-optimal guarantees differ from those typically found in the ADP literature, and we

have shown that we can tune OPmin to better approximate the infinite horizon optimal

cost as desired, while allowing the undiscounted case. This is also true for the running

cost, that is it can be made as close to the optimal infinite-horizon sequence as desired, at

a cost of more computations.

In Chapter 4, we have revisited the technical aspects for near-optimal control and

stability of the previous chapters. To accept the variable optimization horizon from OPmin
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in Chapter 3, we have utilized the infinite-horizon optimal cost as basis for our Lyapunov

function. In contrast, Chapter 2 and previous literature [24] construct a different Lyapunov

function for each horizon, with the finite-horizon optimal cost as basis. By fixing the

Lyapunov function to be the infinite-horizon cost (with the addition of a suitable term

related to the detectability property of the system), we have derived the notion of “regret”,

which has let us re-derive the technical aspects of this manuscript in a concise form.

The results of this thesis allow to envision a range of promising future research directions,

as listed in the sequel.

5.2 Perspectives

In the following, we list extensions of the presented work that are viable under a proof-of-

concept and some other ideas we believe to be scientifically relevant but do require more

work. We classify the former as “short term”, and the latter as “longer term”.

5.2.1 Short term

A more general detectability condition. We have considered in this work a more

restrictive form of detectability compared to the one in [24] and [55]. The discount factor

is a major source of technicalities for stability under this more general form of detectability.

Still, we are convinced the results of this thesis can be extended to this case, for which a

compelling example would be welcome.

Other ADP algorithms. ADP is vast in algorithms, we have only considered a particular

form of AVI in Chapter 2 and the more niche algorithm OP in Chapter 3. We are convinced

that the general approach presented in this manuscript can be used to address other ADP

algorithms. In particular, policy iteration, a main pillar of ADP literature, was left for

future work, and is highly relevant.

Tailored proofs. While the results in Chapter 2 are applicable to problems at large, we

expect that tailored approaches, like the one for OPmin in Chapter 3, to be of major impor-

tance. Not only we might derive tailored stability properties and derive less conservative
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estimates of the discount factor or of the horizon, but we hope to modify algorithms to

provide stability upfront. For example, an ongoing work [56] is presented in Appendix D,

provides tailored assumptions and stability analysis for AVI. Research in this direction is

also a good exercise in learning the strengths and weaknesses of each particular ADP tool,

and an opportunity to relate these in terms of stability.

“Under budget” OPmin. OPmin in Chapter 3 implicitly requires that we have a sufficient

computational budget at any time instant. This may not be the case in embedded systems,

for which the resources are limited and may be shared with other tasks. We have thus

started to investigate the scenario where we may not always be able to minimize a long-

enough horizon cost at each step, which we model as an optimization problem with a

time-varying horizon, where the latter depends on the time and not the state as in Chapter

3. The idea is that we should be able to tolerate very short horizons sporadically (i.e. few

computations) as long as these are compensated by longer horizons afterwards. We seek

to analyse the resulting impact on stability and optimality guarantees, and if necessary,

how to adapt OPmin on-the-fly to recover (or be robust) to such events.

Optimizing uniting control. In Chapter 3.6 we initiated a study of the optimizing

uniting control problem. We are keen in having a more in-depth analysis, with relaxed

assumptions, like removing the assumption about the existence of a global stabilizing

controller. A closely related topic, but not limited to, is whether OPmin scales well for

M >> 2 controllers.

5.2.2 Longer term

MPC contributions 1. It is common in MPC to adopt terminal costs for the optimal

control problem. For example, this is done in [24] to drastically reduce the horizon. Since

this changes the cost to be optimized, it might impact the near-optimal analysis, in

particular the running cost. On the other hand, VI naturally implements terminal costs

when initiated with a cost function different than 0. Hence, a logical extension of our

results is to accept terminal costs, which we expect will better align MPC and ADP tools

objectives.
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MPC contributions 2. The same could be said to results that consider state constraints,

which are also commonplace in MPC literature and are of fundamental importance for

safety reasons.

Stronger robustness guarantees. Another main subject of interest is dealing with

errors in the optimal control problem due to model uncertainties. We have provided some

results in this direction, like robustness properties for the closed-loop system, but only in

a qualitative sense. Given how essential robustness is, we believe a more complete story in

this direction to be relevant.

Link between robustness and model approximations. Approximations in the

optimal control problem happen either due to imperfect algorithms or model uncertainties.

In Chapter 2, we have shown that stability and optimality guarantees holds for near-

optimal finite-horizon optimal control, as an extension to the exact case. However, we

have not dwelt deeper at the link between robustness and approximation errors. Notably,

the near-optimal assumption in Chapter 2, which accepts imperfect algorithms, also

encompasses certain model uncertainties. This seems to corroborate the intuitive reasoning

that solving for larger horizons is problematic when the model diverges from the true

system, as we expect to observe larger accumulated errors. Whether a more explicit link

could be described is a relevant question.

OPmin for linear switched systems. Several other research tracks are available for

OPmin. We would like to study the potential of OPmin for the particular case of linear

switched systems with quadratic stage costs and to compare its performance with respect

to the related literature, e.g. [3, 62, 78].

Stochastic dynamics. Another path of interest would be to provide a stochastic version

of this thesis. To guide such extension, we could provide a stochastic version of OPmin

inspired by [14].

OPmin for quantized control. Other less concrete but interesting points for OPmin

are, for example: to modify more extensively the algorithm to reduce branching, to relax
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the requirement of solving a finite-horizon problem exactly, to study the viability of OPmin

for a quantized scenario, i.e. when we have flexibility in defining the inputs in a some

compact set.

Exploiting the notion of regret. Finally, there is the question of whether this emergent

concept of regret in Chapter 4 is a useful tool to derive stability and running cost guarantees

for other near-optimal derivations for the infinite-horizon control problem.

Stability guarantees for Reinforcement Learning. Given that DP is at the kernel

of RL, and since we now have strong tools to analyse the stability of systems controlled by

DP methods, it will be interesting to see how they extend to RL case.
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Appendix A. Technical results for

Chapter 2

The next Lyapunov properties are used in the proof of Theorem 2.1.

Theorem A.1. Suppose Assumption 2.1 is verified. Functions αY , αY , αY ∈ K∞ from

Theorem 2.1 are such that, for any γ ∈ (0, 1], d ∈ Z>0, k ∈ {0, . . . , d}, and Yγ,d−k :=

Vγ,d−k +W is such that the following holds.

(i) For any x ∈ Rn,

αY (σ(x)) ≤ Yγ,d−k(x) ≤ αY (σ(x)). (A.1)

(ii) For any x ∈ Rn,

Yγ,d−(k+1)(ϕ
∗
k+1)− Yγ,d−k(ϕ

∗
k)

≤ 1

γ

(︂
− αY (σ(ϕ

∗
k)) + (1− γ)Yγ,d−k(ϕ

∗
k)
)︂
,

(A.2)

where ϕ∗
k+1 ∈ F ∗

γ,d−k(ϕ
∗
k) and ϕ∗

0 = x. □

Proof of Theorem A.1.

Let γ ∈ (0, 1], d ∈ Z>0, k ∈ {0, . . . , d}, x ∈ Rn. There exists [u∗0, u
∗
1, . . . , u

∗
d] = u∗∗∗

γ,d(x)

where u∗∗∗
γ,d(x) is an optimal input sequence for system (2.1) with cost (2.2) according to

SA.

Define ℓ∗0 = ℓ(ϕ∗
0, u

∗
0) and let u′ be the sequence of length d such that u∗∗∗

γ,d(x) =

[u∗0,u
′]. From the definition of Vγ,d in (2.3) and cost (2.2), Vγ,d(x) = Jγ,0(x, u

∗
0) +

γJγ,d−1(f(x, u
∗
0),u

′) = ℓ∗0 + γJγ,d−1(ϕ
∗
1,u

′) By definition of Vγ,d(x) and u′, Vγ,d−1(ϕ
∗
1) =
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Jγ,d−1(f(x, u
∗
0),u

′). Hence, Vγ,d(x) = ℓ∗0 + γVγ,d−1(ϕ
∗
1). Let ℓ∗k = ℓ(ϕ∗

k, u
∗
k). Remark that,

when k < d and by iteration,

Vγ,d−k(ϕ
∗
k) = Jγ,0(ϕ

∗
k, u

∗
k) + γJγ,d−(k+1)(f(ϕ

∗
k, u

∗
k),u

∗∗∗
γ,d−(k+1)(f(ϕ

∗
k, u

∗
k)))

= ℓ∗k + γmin
u
Jγ,d−(k+1)(ϕ

∗
k+1,u)

= ℓ∗k + γVγ,d−(k+1)(ϕ
∗
k+1). (A.3)

Notice that for k = d, Vγ,0(ϕ∗
d) = ℓ∗d since Jγ,0(x, u) = ℓ(x, u). Since stage cost ℓ is

nonnegative and item (i) of Assumption 2.1 holds for any d, it follows from (A.3)

ℓ∗k ≤ Vγ,d−k(ϕ
∗
k) ≤ αV (σ(ϕ

∗
k)). (A.4)

Furthermore, using Bellman equation,

Vγ,d−(k+1)(ϕ
∗
k+1)− Vγ,d−k(ϕ

∗
k) ≤ Vγ,d−(k+1)(ϕ

∗
k+1)− ℓ∗k − γVγ,d−(k+1)(ϕ

∗
k+1)

≤ −ℓ∗k + (1− γ)Vγ,d−(k+1)(ϕ
∗
k+1). (A.5)

It follows from (A.3) that Vγ,d−(k+1)(ϕ
∗
k+1) =

1
γ
(Vγ,d−k(ϕ

∗
k)− ℓ∗k), hence

Vγ,d−(k+1)(ϕ
∗
k+1)− Vγ,d−k(ϕ

∗
k) ≤

1

γ

(︁
− ℓ∗k + (1− γ)Vγ,d−k(ϕ

∗
k)
)︁
. (A.6)

On the other hand, in view of item (ii) of Assumption 2.1, W (f(ϕ∗
k, u

∗
k))−W (ϕ∗

k) ≤
−αW (σ(ϕ∗

k)) + ℓ(ϕ∗
k, u

∗
k). Since ϕ∗

k+1 = f(ϕ∗
k, u

∗
k) and ℓ∗k = ℓ(ϕ∗

k, u
∗
k), W (ϕ∗

k+1)−W (ϕ∗
k) ≤

−αW (σ(ϕ∗
k)) + ℓ∗k. Furthermore, since γ ≤ 1, γW (ϕ∗

k+1) −W (ϕ∗
k) ≤ −αW (σ(ϕ∗

k)) + ℓ∗k,

hence W (ϕ∗
k+1)−W (ϕ∗

k)− 1−γ
γ
W (ϕ∗

k) ≤ −
αW (σ(ϕ∗

k))

γ
+

ℓ∗k
γ

as in (2.19). Therefore,

W (ϕ∗
k+1)−W (ϕ∗

k) ≤
1

γ

(︂
− αW (σ(ϕ∗

k)) + ℓ∗k + (1− γ)W (x)
)︂

(A.7)

We define Yγ,k := Vγ,k +W . In view of (A.6) and (A.7),

Yγ,d−(k+1)(ϕ
∗
k+1)− Yγ,d−k(ϕ

∗
k) ≤

1

γ

(︂
− ℓ∗k + (1− γ)Vγ,d−k(ϕ

∗
k)− αW (σ(ϕ∗

k)) + ℓ∗k

+ (1− γ)W (ϕ∗
k)
)︂

=
1

γ

(︂
− αW (σ(ϕ∗

k)) + (1− γ)Yγ,d−k(ϕ
∗
k)
)︂
. (A.8)

Thus item (ii) is verified with αY = αW ∈ K∞.

On the other hand, item (i) of Theorem A.1 follows by noting that item (i) of Theo-

rem 2.1 holds for any x ∈ Rn, d ∈ Z>0 and γ ∈ (0, 1]. ■
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B.3 Average cost and cost-to-attractor guarantees for OPmin,stop 118

B.1 Auxiliary Result for Theorem 3.4

We show that, for any d ∈ Z>0 and x ∈ Rn, the following properties hold for any

finite-horizon optimal sequence u∗∗∗
d(x).

Lemma B.1. Let x ∈ Rn. For any d ∈ Z>0 and u∗∗∗
d(x), the following hold.

(i) σ(ϕ(d, x,u∗∗∗
d(x)|d)) ≤ α−1

W ◦
(︁
I− αW ◦ α−1

Y

)︁(d) ◦ αY (σ(x)), with αY = αV + αW and

αW , αV , αW ∈ K∞ comes from SA2.

(ii) For any s > 0,
(︁
I− αW ◦ α−1

Y

)︁(d)
(s) <

(︁
I− αW ◦ α−1

Y

)︁(d−1)
(s).

(iii) For any s ≥ 0, limd→∞
(︁
I− αW ◦ α−1

Y

)︁(d)
(s) = 0.

Proof. Let x ∈ Rn and d ∈ Z>0. A d-horizon optimal sequence u∗∗∗
d(x) such that

Vd(x) = Jγ,d(x,u
∗∗∗
d(x)) exists for any d ∈ Z>0 in view of (3.3) as the input set U is

finite. Let Yd := Vd +W , where W comes from item (ii) of SA2. We have that: (a)

αY (σ(x)) ≤ Yd(x) ≤ αY (σ(x)) holds with αY = αW and αY = αV + αW as [21, Theorem
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1] or [24, Theorem 1] applies; (b) with Y0(ϕ(d, x,u∗
d(x))) ≤

(︁
I− αY ◦ α−1

Y

)︁(d)
(Yd(x)) with

αY := αW according to [21, (32)], and I−αY ◦α−1
Y ∈ K∞ (see footnote †2 in page 71). By

applying (b) in (a), we obtain σ(ϕ(d, x,u∗
d(x))) ≤ α−1

Y ◦
(︁
I− αY ◦ α−1

Y

)︁d
(αY (σ(x))), and

item (i) of Lemma B.1 holds. In view of
(︁
I− αY ◦ α−1

Y

)︁
, αY ◦ α−1

Y ∈ K∞, it follows that

s−αY ◦α−1
Y (s) < s for any s > 0. Hence, by composing

(︁
I− αY ◦ α−1

Y

)︁
to both sides d− 1

times, we conclude
(︁
I− αY ◦ α−1

Y

)︁(d)
(s) <

(︁
I− αY ◦ α−1

Y

)︁(d−1)
(s) when s > 0, i.e. strictly

decreasing in d for s > 0, and 0 when s = 0. Item (ii) of Lemma B.1 holds.

We now prove item (iii) of Lemma B.1. We have I − αY ◦ α−1
Y ∈ K∞ such that(︁

I− αY ◦ α−1
Y

)︁
(s) < s for s > 0. For any s ≥ 0, it follows that there exist φ(s) such

that limk→∞
(︁
I− αY ◦ α−1

Y

)︁(k)
(s) = φ(s) and φ(s) ≤

(︁
I− αY ◦ α−1

Y

)︁(k) for all k ∈ Z≥0.

We proceed by contradiction. Suppose there exist s > 0 such that φ(s) ̸= 0. It follows

that†1
(︁
I− αY ◦ α−1

Y

)︁
(φ(s)) = φ(s). Hence, φ(s) =

(︁
I− αY ◦ α−1

Y

)︁
(φ(s)) < φ(s), a

contradiction is attained. Thus φ(s) = 0 for any s ≥ 0. In other words, statement of item

(iii) is verified. ■

B.2 Semiglobal asymptotic stability property for

OPmin,stop

The next result ensures a semiglobal asymptotic stability property for OPmin,stop and

system (3.17).

Corollary B.1. Suppose the following holds.

(i) There exist L, āV , aW > 0, such that SA2 holds with αV (s) ≤ āV s, αW (s) ≤ āW s

and αW (s) ≥ aW s for any s ∈ [0, L].

(ii) For any x ∈ Rn and ε ∈ Rnε, cstop(ε, x) ≤ |ε|σ(x).

†1 Since limk→∞
(︁
I− αY ◦ α−1

Y

)︁(k)
(s) = φ(s) implies

(︁
I− αY ◦ α−1

Y

)︁
(limk→∞

(︁
I− αY ◦ α−1

Y

)︁(k)
(s)) =(︁

I− αY ◦ α−1
Y

)︁
(φ(s)) as I − αY ◦ α−1

Y is continuous, we have
(︁
I− αY ◦ α−1

Y

)︁
(φ(s)) =

limk→∞
(︁
I− αY ◦ α−1

Y

)︁(k+1)
(φ(s)) = φ(s).
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Let ε∗ > 0 and ∆ > L be such that

ε∗ < min

{︃
1,
aW
āV

,
α−1
V (1

2
αW (L))

∆

}︃
. (B.1)

Then, there exists β ∈ KL, such that, for any x ∈ {z ∈ Rn : σ(z) ≤ ∆} and ε ∈ Rnε such

that |ε| < ε∗, any solution ϕ(·, x) to system (3.17) satisfies

σ(ϕ(k, x)) ≤ β(σ(x), k) (B.2)

for all k ∈ Z≥0. □

Proof. Let ∆ > 0, x ∈ Rn be such that σ(x) ≤ ∆. We select ε∗ as in (B.1) and let

ε ∈ Rnε such that |ε| ≤ ε∗ and v ∈ F ∗
ε (x). Note that ε∗ in (B.1) is well defined since

the right-hand side is strictly positive. We will follow the same arguments as proof of

Theorem 3.4, however applying the sublinear bounds of Corollary B.1. From item (ii)

of Proposition 3.5, Y∞(v)− Y∞(x) ≤ −αW (σ(x)) + αV (cstop(ε, x)). We use the following

strategy. First, we show that Y∞(v)− Y∞(x) ≤ − µ
āV +āW

Y∞(x) holds for some µ > 0 when

σ(x) ∈ [0, L] since ε∗ < aW
āV

. Then, we show that Y∞(v)− Y∞(x) ≤ −1
2
˜︁αY (Y∞(x)) holds

for ˜︁αY = αW ◦ α−1
Y when σ(x) ∈ (L,∆], given ε∗ <

α−1
V (

1
2
αW (L))

∆
. To conclude, we combine

the two inequalities and we defer to the proof of Theorem 3.4.

Let, for the moment, x be such that σ(x) ≤ L. From item (i) of Corollary B.1, we

have that −αW (σ(x)) ≤ −aWσ(x) holds as σ(x) ≤ L, and similarly that αV (cstop(ε, x)) ≤
āV |ε|σ(x), since |ε|L < ε∗L < L follows from item (ii) of Corollary B.1 and (B.1). It

follows then that Y∞(v) − Y∞(x) ≤ −αW (σ(x)) + αV (cstop(ε, x)) ≤ (−aW + āV |ε|)σ(x)
holds. Since |ε| ≤ ε∗ < aW

āV
, we derive −aW + āV |ε| < 0, hence, there exists µ > 0 such

that −aW + āV |ε| < −µ. We derive Y∞(v) − Y∞(x) ≤ −µσ(x). On the other hand, we

have Y∞(x) ≤ αY (σ(x)) ≤ (āV + āW )σ(x) in view of item (i) of Proposition 3.5, hence,

−(āV + āW )σ(x) ≤ −Y∞(x). Since µ > 0, we derive

Y∞(v)− Y∞(x) ≤ − µ

āV + āW
Y∞(x). (B.3)

When σ(x) ∈ (L,∆], it follows that Y∞(v) − Y∞(x) ≤ −αW (σ(x)) + αV (cstop(ε, x)) ≤
−αW (σ(x)) + αV (ε

∗∆) from item (ii) of Corollary B.1. As ε∗ <
α−1
V (

1
2
αW (L))

∆
, αV (ε

∗∆) <

1
2
αW (L) holds. Since σ(x) > L and αW ∈ K∞, we have that 1

2
αW (L) < 1

2
αW (σ(x)), hence
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αV (ε
∗∆) < 1

2
αW (σ(x)) and Y∞(v) − Y∞(x) < −αW (σ(x)) + 1

2
αW (σ(x)) = −1

2
αW (σ(x)).

Then, in view of item (i) of Proposition 3.5, we have Y∞(x) ≤ αY (σ(x)) that implies

αW ◦ α−1
Y (Y∞(x)) ≤ αW (σ(x)), and conclude

Y∞(v)− Y∞(x) ≤ −1

2
˜︁αY (Y∞(x)), (B.4)

where ˜︁αY = αW ◦ α−1
Y .

We have found that Y∞(v)− Y∞(x) decreases for all Y∞(x) ∈ (0, αY (∆)]. In particular,

by− µ
āV +āW

Y∞(x) for σ(x) ∈ [0, L] and by−1
2
˜︁αY (Y∞(x)) elsewhere, that is Y∞(v)−Y∞(x) ≤

−min
{︂

µ
āV +āW

I, 1
2
˜︁αY

}︂
(Y∞(x)). The desired result is then derived by following the final

steps of Theorem 3.4 to construct β. ■

The stability property in (B.2) corresponds to (3.18) with δ = 0, thus ensuring a

semiglobal asymptotic stability property. Inequality (B.1) can always be verified by taking

ε∗ small, since the right-hand side is strictly positive.

B.3 Average cost and cost-to-attractor guarantees for

OPmin,stop

In general, Theorem 3.4 only guarantess practical stability, thus the running cost Vrun
ε (x)

is not guarantee to be finite. We thus look at the average cost defined as

Vavg
ε (x) :=

{︄
lim

N→∞

1

N

N∑︂
k=0

ℓU∗
ε (ϕ(k,x))(ϕ(k, x)) : ϕ(·, x) is a solution to (3.17)

}︄
. (B.5)

As before, Vavg
ε (x) is

a set of possible averages, where V avg
ε (x) ∈ Vrun

ε (x) is the average of a possible solution

of (3.17). We provide the next guarantee on each element of Vavg
ε (x)

Theorem B.2. Consider system (3.17), and suppose Assumption 3.1 and Theorem 3.4

hold with tuple (ε∗, δ,∆). For any ε such that |ε| < ε∗, any x ∈ {z ∈ Rn : σ(z) ≤ ∆}, and

V avg
ε (x) ∈ Vavg

ε (x),

0 ≤ V avg
ε (x) ≤ αV (θ(|ε|, δ)), (B.6)

where αV and θ comes from SA2 and Assumption 3.1, respectively. □
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Proof. Let ∆, δ > 0, x ∈ Rn such that σ(x) ≤ ∆. We select ε∗ as in Theorem 3.4. Let

ε ∈ Rnε such that |ε| < ε∗, ϕ(k+ 1, x) ∈ F ∗
ε (ϕ(k, x)) for any k ∈ Z≥0 where ϕ is a solution

to (3.17) initialized at x. For the sake of convenience, we denote ℓ(x, u) := ℓu(x) for any

u ∈ U . Consider

V avg
ε (x) = lim

N→∞

1

N

N∑︂
k=0

ℓ(ϕ(k, x), urk), (B.7)

where urk ∈ U∗
ε (ϕ(k, x)) such that ϕ(k + 1, x) = fur

k
(ϕ(k, x)). Note that indeed V avg

ε (x) ∈
Vcta
ε (x). The lower-bound 0 ≤ V avg

ε (x) in (B.6) follows immediately from ℓ(x, u) ≥ 0 for

any x ∈ Rn and u ∈ U . On the other hand, we derive from (3.23) that, for any k ∈ Z≥0,

V∞(ϕ(k + 1, x))− Vε(ϕ(k, x))

≤ −ℓ(ϕ(k, x), urk) + αV (cstop(ε, ϕ(k, x))).
(B.8)

Hence

ℓ(ϕ(k, x), urk) ≤ Vε(ϕ(k, x))− V∞(ϕ(k + 1, x)) + αV (cstop(ε, ϕ(k, x))), (B.9)

from which we deduce, for any N ≥ 0,

N∑︂
k=0

ℓ(ϕ(k, x), urk) ≤ Vε(ϕ(0, x))− V∞(ϕ(1, x)) + αV (cstop(ε, ϕ(0, x)))

+ Vε(ϕ(1, x))− V∞(ϕ(2, x)) + αV (cstop(ε, ϕ(1, x)))

+ . . .

+ Vε(ϕ(N(x), x))− V∞(ϕ(N + 1, x)) + αV (cstop(ε, ϕ(N(x), x)))

≤ Vε(ϕ(0, x)) +
N∑︂
k=0

αV (cstop(ε, ϕ(k, x))),

(B.10)

since Vε(ϕ(k, x)) − V∞(ϕ(k, x)) ≤ 0 for all k ∈ Z≥0 according to Theorem 2.3 and

V∞(ϕ(N + 1, x)) ≥ 0. According to Assumption 3.1, cstop(ε, ϕ(k, x)) ≤ θ(|ε|, σ(ϕ(k, x))),
and since Theorem 3.4 holds, σ(ϕ(k, x)) ≤ max{β(k, σ(x)), δ} as σ(x) ≤ ∆. Hence, by

direct substitution in (B.7),

V avg
ε (x) ≤ lim

N→∞

1

N

(︄
Vε(ϕ(0, x)) +

N∑︂
k=0

αV (θ(ε,max{β(k, σ(x))), δ})
)︄
.
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We break the sum in two parts. Let H(x) ∈ Z be such that β(σ(x), k) > δ for k ∈
{0, . . . , H(x)} and β(σ(x), k) ≤ δ for k ∈ {H(x) + 1, . . .} when σ(x) > δ, otherwise, if

σ(x) ≤ δ, we define it H(x) = −1. Integer H(x) exists and is finite since β ∈ KL. It

follows that β(σ(x), k) ≤ δ for k ∈ {H(x) + 1, . . .}. Hence

V avg
ε (x) ≤ lim

N→∞

1

N

⎛⎝Vε(x) + min{H(x),N}∑︂
k=0

αV

(︂
θ(ε, β(k, σ(x)))

)︂
+

N∑︂
k=H(x)+1

αV (θ(ε, δ))

⎞⎠ ,

(B.11)

where
−1∑︁
k=0

= 0 by convention. It follows that 1
N

(︄
Vε(x) +

min{H(x),N}∑︁
k=0

αV (θ(ε, β(k, σ(x))))

)︄
→ 0

as N →∞, which implies

V avg
ε (x) ≤ lim

N→∞

1

N

N∑︂
k=H(x)+1

αV (θ(|ε|, δ)) ≤ lim
N→∞

1

N

N∑︂
k=0

αV (θ(|ε|, δ)). (B.12)

Hence V avg
ε (x) ≤ αV (θ(|ε|, δ)) limN→∞

1
N

∑︁N
k=0 1 and Theorem B.2 holds. ■

Theorem B.2 shows that if δ is small, so is the average running cost and the latter can

be made as close to 0 as desired by taking |ε| small, as θ(·, δ) ∈ K according to Assumption

3.1 and αV ∈ K∞. Note that the average cost associated to the infinite-horizon cost (3.2)

is zero as V∞(x) <∞ according to SA1. Hence, the mismatch between the latter and the

elements of Vavg
ε (x) can be made as small as desired. Furthermore, the upper-bound in

(B.5) is uniform with respect to x. Theorem 3.4 plays a vital role in Theorem B.2, as it

guarantees that the state converges to the attractor {z ∈ Rn : σ(z) ≤ δ} from any initial

condition x ∈ {z ∈ Rn : σ(z) ≤ ∆}.
The average cost provides information about the performance along solutions to (3.17)

at the long run, typically once these have converged to attractor {x ∈ Rn : σ(x) ≤ δ}.
To quantify performance in the ‘transient’, i.e. before the solution has entered and stays

forever in the attractor, we propose to consider what we call the ‘cost-to-attractor’ function

defined as

Vcta
ε (x) :=

⎧⎨⎩
N(x)∑︂
k=0

ℓU∗
ε (ϕ(k,x))(ϕ(k, x)) : ϕ(·, x) is a solution to (3.17)

⎫⎬⎭ , (B.13)

where N(x) > 0 is an integer such that for every n > N(x), σ(ϕ(n, x)) ≤ δ. That is,

in contrast to V run
ε (x) in (3.39), where the series goes up to infinity, here we truncate
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the series ‘earlier’ at N(x), when the state has reached once and for all the attractor

{z ∈ Rn : σ(z) ≤ δ}. Given the semiglobal practical stability property of Theorem 3.4,

N(x) is well-defined by selecting ε∗ sufficiently small. We give the following property for

Vcta
ε (x).

Theorem B.3. Consider system (3.17), and suppose Assumption 3.1 and Theorem 3.4

hold with tuple (ε∗, δ,∆). For any ε such that |ε| < ε∗, any x ∈ {z ∈ Rn : σ(z) ∈ (δ,∆]},
and V cta

ε (x) ∈ Vcta
ε (x),

0 ≤ V cta
ε (x) ≤ Vε(x) +

N(x)∑︂
k=0

αV

(︁
θ(|ε|,max{β(σ(x), k)), δ}

)︁
, (B.14)

where αV , β and θ comes from SA2, Theorem 3.4 and Assumption 3.1, respectively. □

Proof. Let ∆, δ > 0, x ∈ Rn such that σ(x) ≤ ∆. We select ε∗ as in Theorem 3.4. Let

ε ∈ Rnε such that |ε| < ε∗, ϕ(k+ 1, x) ∈ F ∗
ε (ϕ(k, x)) for any k ∈ Z≥0 where ϕ is a solution

to (3.17) initialized at x, and N(x) is such that for any n > N(x), ϕ(n, x) ≤ δ which exists

since σ(ϕ(k, x)) ≤ max{β(σ(x), k), δ} for any k ∈ Z≥0 and β ∈ KL according to (3.18).

For the sake of convenience, we denote ℓ(x, u) = ℓu(x) as in the proof of Theorem B.2.

Consider

V cta
ε (x) :=

N(x)∑︂
k=0

ℓ(ϕ(k, x), urk), (B.15)

where urk ∈ U∗
ε (ϕ(k, x)) such that ϕ(k + 1, x) = fur

k
(ϕ(k, x)). From (B.10) in the proof of

Theorem B.2, we have that
N∑︂
k=0

ℓ(ϕ(k, x), urk) ≤ Vε(ϕ(0, x)) +
N∑︂
k=0

αV (cstop(ε, ϕ(k, x))), (B.16)

for any N ≥ 0. Theorem B.3 holds by taking N = N(x), and by invoking Assumption 3.1

and Theorem 3.4, that is, αV (cstop(ε, ϕ(k, x))) ≤ αV (θ(|ε|,max{β(σ(x), k), δ})). ■

Theorem B.3 implies that the ‘cost-to-attractor’ {x ∈ Rn : σ(x) ≤ δ} at x is upper-

bounded by Vε and an error term which can be controlled by ε. In contrast to the average

cost in Theorem B.2, we observe in Theorem B.3 a role of the decay rate of β on the

cost-to-attractor: the faster β(·, k) decays, the smaller N(x) and the smaller the error

term in (B.13).
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Appendix C. Additional simulation

plots for Chapter 3

What follows is a sequence of plots for OPmin,stop for system (3.43) for various ε and initial

state x = (10, 15). We can think of 1
ε

as a ‘gain’, that affects the stability of the closed

loop system from unstable (Figure C.1), to marginally stable (Figure C.2), to ‘first order’

responses with progressively faster decay rates (Figures C.3,C.4,C.5), to a final ‘second

order’ response (Figure C.6). This is expected by Corollary 3.2, as (3.35) predicts faster

decay rates for smaller |ε|. We note that no better sequence was found for ε ≤ 1
9
= 0.111.
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Appendix C. Additional simulation plots for Chapter 3

Figure C.1: State evolution for OPmin,stop with ε = 5 and x = (10, 15).

Figure C.2: State evolution for OPmin,stop with ε = 10
9
= 1.111 and x = (10, 15).
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Figure C.3: State evolution for OPmin,stop with ε = 10
11

= 0.909 and x = (10, 15).

Figure C.4: State evolution for OPmin,stop with ε = 10
12

= 0.833 and x = (10, 15).
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Appendix C. Additional simulation plots for Chapter 3

Figure C.5: State evolution for OPmin,stop with ε = 10
17

= 0.588 and x = (10, 15).

Figure C.6: State evolution for OPmin,stop with ε = 1
9
= 0.111 and x = (10, 15).
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Appendix D. Stability guarantees for

nonlinear discrete-time systems

controlled by approximate value

iteration

Parallel to the work presented in this manuscript, this PhD candidate also collaborated

on the following related conference paper [56].
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Stability guarantees for nonlinear discrete-time systems controlled by
approximate value iteration

Romain Postoyan, Mathieu Granzotto, Lucian Buşoniu, Bruno Scherrer, Dragan Nešić and Jamal Daafouz

Abstract— Value iteration is a method to generate optimal
control inputs for generic nonlinear systems and cost functions.
Its implementation typically leads to approximation errors,
which may have a major impact on the closed-loop system
performance. We talk in this case of approximate value iteration
(AVI). In this paper, we investigate the stability of systems
for which the inputs are obtained by AVI. We consider deter-
ministic discrete-time nonlinear plants and a class of general,
possibly discounted, costs. We model the closed-loop system
as a family of systems parameterized by tunable parameters,
which are used for the approximation of the value function
at different iterations, the discount factor and the iteration
step at which we stop running the algorithm. It is shown,
under natural stabilizability and detectability properties as
well as mild conditions on the approximation errors, that the
family of closed-loop systems exhibit local practical stability
properties. The analysis is based on the construction of a
Lyapunov function given by the sum of the approximate value
function and the Lyapunov-like function that characterizes the
detectability of the system. By strengthening our conditions,
asymptotic and exponential stability properties are guaranteed.

I. INTRODUCTION

Value iteration (VI) is one of the pillars of dynamic pro-
gramming, which allows generating optimal control inputs
for general nonlinear systems and cost functions. While
optimality is the primary concern in the dynamic program-
ming literature, recent results in e.g. [11], [22], [27] provide
conditions under which the input sequence generated by VI
stabilizes the origin of the closed-loop system. Nevertheless,
a major downside of VI is its computational complexity,
which makes it intractable in general. To overcome this
issue, the so-called approximate value iteration (AVI) was
proposed, leading to sub-optimal policies due to the induced
approximation errors [1], [3]. These errors must be carefully
handled as they may have a major impact on the system
performance. Thus, an important problem in approximate
dynamic programming is the analysis of the impact of the
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approximation errors on the obtained value function, see
e.g., [1], [10], [16], [18], [19], [23], [24]. In this context,
a discount factor is often introduced in the cost function
to ensure that the value function does not blow up when
iterating AVI [1].

While the impact of approximation errors on optimality
is largely covered in the literature, e.g., [1], [3], [6], [10],
[18], [19], their effect on the stability properties of the
closed-loop system is less understood. The authors of [4]
proposed a model-free version of AVI for linear stochastic
and deterministic continuous-time systems with quadratic
costs for which near-optimality and stability are ensured.
In [17], [26], nonlinear discrete-time systems with generic
positive definite stage costs are investigated. Asymptotic
stability properties are ensured provided conditions involving
the optimal value function are satisfied, but these conditions
may be difficult to verify. To overcome this potential is-
sue, the author of [12] provides explicit conditions on the
approximation errors under which local asymptotic stability
of the origin is guaranteed. The assumptions made in [12]
may be restrictive though. First, the approximation errors are
required to vanish in the attractor, which may be difficult to
ensure. Second, the proved stability property is asymptotic,
while we know, from the parallel between VI and model-
predictive control [2] that, in general, only practical stability
can be achieved for nonlinear systems [9]. Third, common
points of [4], [12], [17], [26] are that the stability of the
origin is studied, while the closed-loop system may have
a more general type of attractor. Finally, the considered
cost functions are undiscounted in these references, while
discounted costs are customary in dynamic programming.
We aim at relaxing these limitations in this paper.

We consider nonlinear deterministic discrete-time systems
and general non-negative cost functions, possibly discounted.
Stability is investigated in terms of a generic measuring
function, thus covering the stability of the origin and of
more general compact sets in a unified way, see e.g., [7], [9],
[14], [21], [25]. This allows addressing situations in which
the closed-loop system exhibits a limit cycle for instance.
Approximation errors are considered in the evaluation of
the approximate value function, in the approximate feedback
policy and in the criterion at which we stop iterating the algo-
rithm. These errors are parameterized by a vector of tunable
parameters denoted ε, which model the meta-parameters,
such as the number of points in an interpolation grid or the
number of neurons in a neural network, used in the employed
approximation scheme. We model the overall system as a
family of systems parameterized by ε, a possible discount
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factor and the iteration step at which the algorithm is stopped.
We make stabilizability and detectability assumptions on the
plant and the stage cost like in [7], [9], [21]. We then impose
conditions on the approximation errors, which state that these
errors can be made as small as desired by suitably tuning
ε (i.e. by increasing the computational power used when
doing the approximations). We do not require the errors
to vanish in the attractor as in [12], and these conditions
do not depend on the optimal value function as in [17],
[26]. Based on these assumptions and inspired by [9], [21],
we construct a Lyapunov-like function given by the sum of
the approximate value function and a function used in the
detectability assumption. We then ensure a local practical
stability property. Asymptotic and exponential stability prop-
erties are also derived by strengthening the assumptions. We
finally discuss the relationship between our results and [12,
Theorem 2].

Compared to [8, Section V], where stability results appli-
cable to AVI are provided, the analysis in this paper does
not rely on the knowledge of near-optimality bounds but on
the properties of the algorithm itself. This provides a clearer
delineation of the conditions under which the algorithm will
provide appropriate stability properties. This also allows us
to rely on more natural assumptions. As a result, we are able
to ensure an asymptotic stability property, as opposed to a
practical one, in the absence of approximation errors and
when there is no discount factor, contrary to [8].

The rest of the paper is organized as follows. The problem
is formally stated in Section II. The assumptions are given
in Section III. The main results are presented in Section
IV. Section V provides conclusions. Long proofs have been
postponed to the appendix for the sake of readability.

Notation. Let R be the set of real numbers, R�0 :� �0,��,
R�0 :� �0,��, Z be the set of integers, Z�0 :� �0, 1, 2, . . .�
and Z�0 :� �1, 2, . . .�. We denote by Bn��� the closed ball
of Rn centered at the origin of radius � � 0, n � Z�0.
The notation �x, y� stands for �x�, y���, where x � Rn and
y � Rm. A function χ : �0, a� � R�0 with a � R�0 � ���
is of class K if it is continuous, zero at zero and strictly
increasing, and it is of class K� if, in addition, a � �
and it is unbounded. A continuous function χ : �0, a� �
R�0 �� R�0 with a � R�0 � ��� is of class KL if for
each t � R�0, χ��, t� is of class K, and, for each s � �0, a�,
χ�s, �� is decreasing and converges to zero at infinity. In the
particular case where χ : �s1, s2� �� λ1s1e

�λ2s2 for some
λ1 � �1,�� and λ2 � 0, we write that χ � exp�KL. A
function χ : �0, a� � R�0, with a � R�0 � ���, is of
class N when it is non-decreasing. We say that a function
χ : �0, a1���0, a2� �� R�0, with a1, a2 � R�0����, is of
class KN when χ��, s� is of class-K for any s � �0, a2� and
χ�s, �� is of class N for any s � �0, a1�. The notation I stands
for the identity map from R�0 to R�0. The Euclidean norm
of vector x � Rn is denoted by �x� and the distance of x � Rn

to a set A � Rn is denoted by �x�A :� inf��x�y� : y � A�.

II. PROBLEM STATEMENT

Consider the nonlinear discrete-time system

xk�1 � f�xk, uk�, (1)

where xk � Rnx is the state, uk � U�xk� is the control
input, U�xk� � Rnu is the set of admissible inputs for
state xk, k � Z�0 is the time, f : W � Rnx with
W :� ��x, u� : x � Rnx , u � U�x��, and nx, nu � Z�0.

The cost function is given by

Jγ�x,u� :�
��

k�0

γk��φ�k, x,u�k�, uk�, (2)

where x � Rnx , u � �u0, u1, . . .� is an infinite-length
sequence of admissible inputs, γ � �0, 1� is possibly sub-
unitary, � : W � R�0 is the stage cost, which takes non-
negative values, and φ�k, x,u�k� is the solution to (1) at
the kth-step starting at state x with input sequence u�k :�
�u0, . . . , uk�1�, which is the truncation of u to the first
k � Z�0 steps1.

We investigate the scenario where approximate value itera-
tion [1] is employed to approximately minimize cost (2) over
the sequence of inputs. We thus start from an initial value
function �V 0 : Rnx � R�0. We then iterate it as follows, for
any x � Rnx and i � Z�0,

�V i�1
γ,εV

�x� � min
u�U�x�

�
��x, u� � γ �V i

γ,εV
�f�x, u��

�
�e

�V ,i�1�γ, εV , x�,
(3)

where �V 0
γ,εV

:� �V 0 and e
�V ,i�1 : �0, 1� � BnV

��̄� � Rnx �
R is is an approximation error function. In general, there
are two sources of error. The first is due to the limited
approximation power of the given function space in which�V i
γ,εV

is required to lie, characterized e.g. by the so-called
inherent Bellman error in [19], or by the smallest distance
between any point in the function space and the optimal
value function, see e.g. [5]. Depending on the particular
approximation scheme employed, and if the value function
satisfies certain smoothness properties, it may be possible to
control this error arbitrarily close to zero by increasing the
approximation power of the function space, which is done
by tuning meta-parameters such as the number of points
on an interpolation grid, number of neurons in a neural
network etc. This is related to the so-called universal function
approximation property that many approximators have been
proved to satisfy. The variation of the error with these meta-
parameters is represented by the variation of εV � RnV . This
vector of parameters is constrained in BnV

��̄�, where �̄ � R�0

is an upper-bound on the norm of2 εV , and nV � Z�0.
Additionally, there is often a second source of error due to
the limited number of samples used to compute �V i

γ,εV
. The

guarantees given in [19] for stochastic problems ensure that

1We use the convention φ�0, x,u�0� � x where u�0 is the empty set.
2The adjustable parameter εV , later ε, is constrained in BnV ��̄�, later

Bnε ��̄�. The forthcoming results straightforwardly apply when we have ad-
ditional requirements, by constraining accordingly εV , ε, in the forthcoming
statements.
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this error goes to arbitrarily close to zero with probability
arbitrarily close to 1, if the number of samples is large
enough. Sometimes, e.g. in the deterministic case, when the
approximator is interpolative and the samples are equal to
the grid centers, this source of error can be removed [5].

We make the next standing assumption.
Standing Assumption 1 (SA1): For any γ � �0, 1�, εV �

BnV
��̄�, x � Rnx and i � Z�0, �V i

γ,εV
�x� � 0. �

SA1 is natural in the context of the paper as the objective
of (3) is to iteratively estimate the optimal value function
associated to (2), which is non-negative as ��W� � R�0.
It can be enforced by suitably selecting the function space
where �V i

γ,εV
, i � Z�0, is constrained to lie.

The policy, or feedback, calculated at iteration i � Z�0, is
given by

ĥi
γ,εh

�x� � argmin u�U�x�
�
��x, u� � γ �V i

γ,εV
�f�x, u��

�
�eĥ,i�γ, εh, x�,

(4)
where eĥ,i : �0, 1� � Bnh

��̄� � Rnx � Rnu is another ap-
proximation error function, which may arise when computing
the argmin above, and which can be tuned via parameter
εh � Bnh

��̄�, nh � Z�0. The norm of εh is subject to the
same constraint as εV , namely �εh� � �̄, without loss of
generality as we can always define �̄ as the minimum of the
respective bounds on the norms of εh and εV . Error eĥ,i
must be such that the next standing assumption holds.

Standing Assumption 2 (SA2): For any γ � �0, 1�, εh �
Bnh

��̄�, x � Rnx and i � Z�0, ĥi
γ,εh

�x� � U�x�. �

We stop the iterating procedure (3) at any step i bigger
than i� � Z�0, which is assumed to satisfy the next property.

Standing Assumption 3 (SA3): There exist i� � Z�0 and
estop,i : �0, 1��BnV

��̄��Bnstop��̄��Rnx � R�0 with nstop �
Z�0, such that for any γ � �0, 1�, εV � BnV

��̄�, εstop �
Bnstop��̄�, x � Rnx and i � i�,

T �V i
γ,εV

�x� � �V i
γ,εV

�x� � estop,i�γ, εV , εstop, x� (5)

where T �V i
γ,εV

�x� :� min
u�U�x�

�
��x, u� � γ �V i

γ,εV
�f�x, u��

�
. �

Error estop,i is called the Bellman residual [28] of �V i
γ,εV

,
i � i�. It is allowed to depend on γ, εV , x and also
εstop � Bnstop��̄� a vector of additional adjustable parameters.
The expression of estop,i allows both the usual iteration error
like in (3), and an additional error due e.g. to stopping the al-
gorithm early (i.e. before some asymptotic regime is exactly
reached). The latter component typically arises implicitly as
a result of the stopping condition of the algorithm.

Remark 1: It is important to note that typical bounds in
the literature on performance guarantees are given on the
distance between the optimal value function and the last
value function iterate �V i

γ,εV
. It can then easily be shown that

the Bellman residual in (5) is at most �1 � γ���V i
γ,εV

�x� �
V �
γ,��x��, where V �

γ,� is the optimal value function of cost
(2). �

We concatenate the adjustable parameters arising in the
approximation errors as ε :� �εV , εh, εstop� � Rnε where
nε :� nh � nV � nstop. We write in the following the

approximate value function as �V i
γ,ε instead of �V i

γ,εV
for the

sake of convenience. We similarly write ĥi
γ,ε instead of ĥi

γ,εh
.

As a result, the closed-loop feedback system is given by

xk�1� f
�
xk, argmin uk�U�xk�

�
��xk, uk� � γ �V i

γ,ε�f�xk, uk��
�

�eĥ,i��γ, εh, xk�
�

�: �Fγ,ε,i�xk�.
(6)

Equation (6) describes a family of systems parameterized by
γ, ε and i. Note that (6) indeed depends on εV and εstop
through (3) and (5).

Our objective is to analyse stability properties of the fam-
ily of systems (6). For this purpose, we make assumptions
on the detectability of system (1) with respect to the stage
cost �, on the approximation errors e

�V ,i, eĥ,i and estop,i, and
on the stabilizability of system (1).

III. ASSUMPTIONS

We use a generic measuring function of the state σ :
Rnx � R�0 to investigate stability like in [9], [21], which
is required to satisfy the next assumption.

Assumption 1: Function σ is continuous on Rnx .
Assumption 1 is verified when σ is defined as � � �, � � �2 or

x �� x�Px with P a real, symmetric and positive definite
matrix, when studying the stability of x � 0. This condition
is also verified when σ is given by ���A or ���2A with A � Rn,
when studying the stability of set A.

A. Detectability

We make the next detectability assumption on system (1)
with respect to � as in [7], [9], [21].

Assumption 2: There exist a continuous function W :
Rnx � R�0, αW � K� and αW : R�0 � R�0 continuous,
nondecreasing and zero at zero, such that the following holds
for any �x, u� � W

W �x� � αW �σ�x��
W �f�x, u�� �W �x� � �αW �σ�x�� � ��x, u�.

(7)

�

Assumption 2 is indeed a detectability property. The best
way to see it is when (7) holds with W � 0. Then,
(7) implies that ��x, u� � αW �σ�x��, which means that,
if ��x, u� � 0 (is small), then σ�x� � 0 (is small) as
αW � K�. Note that Assumption 2 is independent of γ
and the approximation errors as it only involves stage cost
� and system (1). Assumption 2 generalizes the common
requirement that ��x, u� is positive definite as in e.g., [12],
[17], [22], [27].

Remark 2: It is possible to relax Assumption 2 by replac-
ing the second inequality in (7) with W �f�x, u���W �x� �
�αW �σ�x�� � χ���x, u��, where χ � K�, as in [9, SA3].
This extension is left for future work. �
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B. Approximation errors

We make assumptions on the approximation errors e
�V ,i,

eĥ,i and estop,i with i � i� in order to prove stability
properties for system (6). For this purpose, we constrain the
state to a given compact set X � Rnx . This is justified by
the fact that AVI is often applied on a compact subset of the
state space, which corresponds to X here. We make the next
assumption on X .

Assumption 3: The set �x � Rn : σ�x� � 0� is included
in the interior of X . �

Assumption 3 is verified when σ is defined as the distance
to a compact set for example, and this set is included in the
interior of X .

For any γ � �0, 1�, ε � Bnε
��̄�, x � X , consider ĥi

γ,ε�x�
as in (4). We define

hi
γ,ε�x� :� ĥi

γ,ε�x� � eĥ,i�γ, εh, x�. (8)

which corresponds to the feedback ĥi
γ,ε in (4) not

affected by the error term eĥ,i. Hence hi
γ,ε�x� �

argmin u�U�x�
�
��x, u� � γ �V i

γ,εV
�f�x, u��

�
. We make the

next assumption.
Assumption 4: There exist αstop, �αV , �α� � KN , αW ,αε �

K such that, for any γ � �0, 1�, ε � Bnε��̄�, x � X and
i � i�,

estop,i�γ, εV , εstop, x� � αstop��ε�,σ�x�� (9a)

min
�
�e

�V ,i�γ, εV , x��, estop,i�γ, εV , εstop, x�
�

� αW �σ�x�� � αW �σ�x�� � αε��ε�� (9b)��� �V i
γ,ε�f�x, hi

γ,ε�x��� �
�V i
γ,ε�f�x, ĥi

γ,ε�x���
���

� �αV ��ε�,σ�x�� (9c)�����x, hi
γ,ε�x�� � ��x, ĥi

γ,ε�x��
��� � �α���ε�,σ�x��. (9d)

�

Condition (9a) implies that the iteration (3) practically
converges, so that the mismatch T �V i

γ,εV
� �V i

γ,εV
can be made

as small as desired by reducing �ε�. This condition covers
properties previously assumed in the literature. For instance,
[4, Algorithm 1] ensures (9a) by taking αstop��ε�,σ�x�� �
�ε�λmax�Pi�σ�x� where λmax�Pi� is the maximum eigen-
value of symmetric, positive definite matrix Pi, ε � �iε̄
and σ�x� � �x�2, using the notation of this reference. Also,
[17, (3.2.10)] implies that (9a) holds with αstop��ε�,σ�x�� �
�ε�. In this case, that is when (9a) is satisfied with αstop
independent of σ�x�, (9b) follows with αW � αW and
αε � αstop. Similarly, when �e

�V ,i�γ, εV , x�� � αV,ε��ε�� with
αV,ε � K for any x � X and ε � Bnε��̄�, (9b) is verified with
αW � αW and αε � αV,ε. In this case, Lemma 1 in [19]
provides conditions under which (9a) holds with αstop, which
only depends on ε.

The last two conditions of Assumption 4 state that the
mismatch between the values of ��x, �� and �V i

γ,ε�f�x, ��� for
i � i� evaluated at the applied policy ĥi

γ,εh
�x� and at the

ideal one hi
γ,εh

�x� can be made as small as desired by tuning

ε. The next lemma provides sufficient conditions to ensure
(9c)-(9d). Its proof is omitted for space reasons.

Lemma 1: Suppose the following holds.
(i) For any i � i�, �V i

γ,ε is continuous on X .
(ii) There exists ασ � K� such that σ�x� � ασ��x�� for

any x � Rn.
(iii) One of the next conditions holds.

(iii-a) There exists θ� � K such that ���x, u����x, v�� �
θ���u� v�� for any x � X and �u, v� � U�x�2.

(iii-b) There exist ασ � K� and ϑh : R�0 � R�0

non-decreasing such that, for any γ � �0, 1�, ε �
Bnε

��̄�, i � i�, x � X , σ�x� � ασ��x�� and
�hi

γ,ε�x�� � ϑh�σ�x��.
(iii) There exist αh � KN such that, for any γ � �0, 1�,

ε � Bnε��̄�, i � i� and x � X , �eĥ,i�γ, εh, x�� �
αh��εh�,σ�x��.

Then (9c)-(9d) hold. �

The continuity of �V i
γ,ε in item (i) of Lemma 1 can be

enforced by suitably selecting the function space where �V i
γ,ε

is constrained to lie. Item (ii) is verified when σ is defined
as the distance to a compact set, which includes the origin,
for example. Item (iii-a) of Lemma 1 is verified when the
stage cost can be written as ��x, u� � �1�x� � �2�u� for any
x � X and u � U�x� � V where �2 is continuous and V is
compact for instance. In this case, �2 is uniformly continuous
on V by Heine theorem and ϑ� corresponds to the modulus
of continuity, see Proposition A.2.1 in [20]. Regarding item
(iii-b) of Lemma 1, the condition on σ is verified for
the examples provided at the beginning of this section for
example when the set A is compact. The condition on hi

γ,ε,
on the other hand, is verified when U�x� � V with V
compact to give an example, as it suffices to define ϑh as
the constant function whose value is the maximum norm of
the elements of V . Finally, item (iv) implies that the error
eĥ,i�γ, εh, x� in (4) can be made as small as desired by tuning
εh.

C. Stabilizability

We make the next assumption on the approximate value
function �V i

γ,ε with i � i�.
Assumption 5: There exist αV ,αε � K� such that for any

γ � �0, 1�, ε � Bnε
��̄�, i � i�, x � X ,�V i

γ,ε�x� � αV �σ�x�� � αε��ε��. (10)

�

Assumption 5 is related to the stabilizability of system (1).
To see it, assume there exists �αV � KN such that for any γ �
�0, 1�, εV � BnV

��̄�, x � X and i � Z�0, �e
�V ,i�γ, εV , x�� ��αV ��εV �,σ�x��. Such an assumption is generally needed for

the satisfaction of the first two inequalities in (9). Define
the modified stage cost ���x, u� :� ��x, u� � �αV ��̄,σ�x�� for
any �x, u� � W . The associated undiscounted optimal value

function is �V �x� :� min
u�U�x�

��
k�0

���φ�k, x,u�k�, uk� for any

x � X . The next lemma gives a condition on �V ensuring
Assumption 5.
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Lemma 2: Under Assumption 4, if there exists �αV � K�

such that, for any x � X ,�V �x� � �αV �σ�x�� (11)

then Assumption 5 holds with αV � �αV and αε � 0. �

Proof. The proof is similar to [10, Section V.B]. In view of
the definition of �� and Assumption 4, γ��x, u� � ��x, u� ����x, u� for any �x, u� � W and γ � �0, 1�. Hence, by
definition of �V , for any γ � �0, 1�, ε � Bnε��̄�, x � X , i � i�,
it holds �V i

γ,ε�x� �
�V �x�. The desired result is obtained by

invoking (11). �
Condition (11) is a stabilizability property of system (1)

with respect to stage cost �� according to [9, Section III] and
in [21, Lemma 1], which we recall below.

Lemma 3: Consider system (1) and suppose that �� is uni-
formly globally exponentially stabilizable to zero with respect
to σ : Rnx � R�0, i.e. there exist M � 0 and λ � 0, where
λ is called the decrease rate, such that for any x � Rnx there
exists an admissible infinite-length control input sequence
u�x� verifying ���φ�k, x,u�k�x��, uk�x�� � Mσ�x�e�λk for
any k � Z�0. Then (11) holds with �αV �s� �

Ms
1�e�λ for any

s � 0. �

The works in [17], [26] require (10) to hold with αε � 0,
see the proof of Theorem 4 in [26] for instance. On the
other hand, condition (11) typically requires e

�V ,i�1�γ, εV , x�
to vanish in the attractor �x � X : σ�x� � 0� to hold,
which may be difficult to ensure. When this is not the case,
Assumption 5 is more likely to be verified with αε � 0 in
(10).

Remark 3: As mentioned in the introduction, [8, Section
V] also allows investigating stability of nonlinear discrete-
time systems controlled by AVI. While Assumption 2 is also
considered in [8], Assumptions 4 and 5 are more closely
related to the approximation errors, which we can tune when
implementing AVI, and not on near-optimality bounds as in
[8, Assumption 3] that may be subject to some conservatism.
�

IV. STABILITY GUARANTEES

A. Main result

Based on Assumptions 1-5, we can state the next theorem
about the existence of a Lyapunov-like function for system
(6).

Theorem 1: Under Assumptions 1-5, there exist
αY ,αY ,αY � K� and Υ � KN such that for any
�γ, ε� � �0, 1� � Bnε

��̄�, and i � i� where i� comes from
SA3, function Y i

γ,ε :� �V i
γ,ε � W defined on Rnx satisfies

the following.
(a) For any x � X , αY �σ�x�� � αε��ε�� � Y i

γ,ε�x� �
αY �σ�x�� � αε��ε��.

(b) For any x � X , υ � �Fγ,ε,i�x�, Y i
γ,ε�υ� � Y i

γ,ε�x� �

�αY �σ�x�� � Υ
�

1�γ
γ � �ε�,σ�x�

�
, where �Fγ,ε,i is

defined in (6).
The expressions of αY , αY , αY and Υ are provided in Table
I. �

We are ready to state the main stability result.

Theorem 2: Consider system (6) and suppose Assump-
tions 1-5 hold. There exists β � KL such that for any
δ � R�0, there exists �γ�, ��,Δ� � �0, 1� � �0, �̄� � R�0

such that for any i � i�, γ � �γ�, 1�, � � �0, ���, ε � Bnε���,
x � X with Y i

γ,ε�x� � Δ, where Y i
γ,ε is defined in Theorem

1, any solution3 φ��, x� to system (6) satisfies φ�k, x� � X
and

σ�φ�k, x�� � β�σ�x�, k� � δ, (12)

for all k � Z�0. �

Theorem 2 ensures a local practical stability property with
respect to σ, in the sense that given any neighborhood of the
set �x � X : σ�x� � 0�, there exists a tuple composed of
a lower bound on the discount factor γ, an upper-bound on
the norm of the tunable parameters ε and an upper-bound Δ
on the initial value of the Lyapunov function such that, for
any pair �γ, ε� satisfying this bound, any solution initialized
at x such that Y i

γ,ε�x� � Δ lies in X for all positive times
and converges to the desired neighborhood of �x � X :
σ�x� � 0�. It is possible to ensure stronger properties by
strengthening the conditions of Theorem 2, see Section IV-
B.

Theorem 2, as well as the stability results presented in the
sequel, can in principle be used to compute bounds on the
minimum allowable discount factor γ�, the maximal error
��, see (28), and Δ. However, first, it is likely that the
obtained values are subject to some conservatism because of
the used proof techniques. Second, tight bounds would also
require precise characterizations of the functions introduced
in Assumptions 2, 4 and 5, which may be difficult to
achieve. In this case, our stability results can be applied in a
qualitative way, meaning that for large enough γ and small
enough � and Δ, stability follows and the type of stability
depends on the type of functions in Assumptions 2, 4 and 5,
and not their precise expressions.

Remark 4: In the absence of errors, i.e. ε � 0, and when
γ � 1, the set �x : σ�x� � 0� is locally asymptotically
stable. This follows directly from the proof of Theorem 2.
This result is consistent with [11, Theorem 1] where σ is
the Euclidean distance, which is generalized here to a larger
class of stage costs and to more general types of attractors.
Moreover, this fact is an improvement over the general results
in [8], which ensures a practical stability property in this
case. �

B. Stronger statements

The next result ensures an asymptotic and exponential
stability properties for system (6) and the bounds γ� and
�� are independent of constant Δ, contrary to4 Theorem 2.

Corollary 1: Consider system (6) and suppose the follow-
ing holds.

(i) Assumptions 1 and 3 hold.
(ii) eĥ,i � 0 in (4) for any i � Z�0.

3We use the same notation to denote a solution to (6) and to (1), see (2),
with some slight abuse.

4See (24).
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αY :� αW
αY :� αV � αW

αY :� αW

Υ :� �s1, s2� ��
1� γ

γ

�
αV �s2� � αε�s1� � αstop�s1, s2�

�
� �α��s1, s2� � αstop�s1, s2� � �αV �s1, s2�

TABLE I
EXPRESSIONS OF THE FUNCTIONS USED IN THEOREM 1.

(iii) Assumptions 2, 4 and 5 hold with αW �s� � aW � s,
αV �s� � aV � s, αε � 0, αstop�s1, s2� � astop�s1�s2,
αε � 0, where aW , aV � 0 and astop � K, for any
s, s1, s2 � 0.

Let �γ�, ��� � �0, 1� � �0, �̄� be such that

1� γ�

γ�

�
āV � astop��

��
�
� astop��

�� � aW . (13)

There exist β � KL and Δ � 0 such that for any i � i�,
γ � �γ�, 1�, � � �0, ���, ε � Bnε

���, and x � X such that
Y i
γ,ε�z� � Δ, any solution φ��, x� to system (6) initialized at

x � X satisfies φ�k, x� � X and

σ�φ�k, x�� � β�σ�x�, k�, (14)

for all k � Z�0. In addition, when αW �s� � aW � s for any
s � 0, β � exp�KL. �

Sufficient conditions that ensure the satisfaction of the
properties required by Corollary 1 are given in the following.
Corollary 1 differs from Theorem 2 on two points. First,
property (14) is no longer practical but asymptotic (or
exponential) as σ�φ�k, x�� is guaranteed to converge to the
origin as the time tends to infinity, contrary to (12). Second,
the pair �γ�, ��� is independent of Δ, contrary to Theorem 2.
Note that condition (13) is always verified for γ� sufficiently
close to 1 and �� sufficiently small as astop � K.

To relate the conditions of Corollary 1 to those in [12,
Theorem 2], we first need to adapt one of the assump-
tions in [12, Theorem 2]. Indeed, the work in [12] does
not interpret system (1) controlled by AVI as a family of
parameterized systems as we do, but as a single system with
fixed parameters. However, if we view constant c in [12,
Assumption 2] as a parameter, it would then correspond to
�εV � with our notation. We also need to add a few extra
conditions, otherwise we do not see how to prove that
solutions initialized in a neighborhood of the origin remains
in the set X , contrary to what [12, Theorem 2] states, as
explained in the following. Once this is done, the obtained
set of conditions imply the satisfaction of the requirements
of Corollary 1. As a result, the origin of system (6) is locally
asymptotically stable.

Corollary 2: Consider system (6) and suppose the follow-
ing holds.

(i) Set X � Rnx is compact, connected and the origin is
in its interior.

(ii) For any �x, u� � W , ��x, u� � Q�x� � R�u� with Q
and R continuous and positive definite.

(iii) γ � 1 in (2).

(iv) There exists �̄ � �0, 1� such that for any εV � BnV
��̄�

�e
�V ,i�1�1, εV , x�� � �εV ���x, 0� for any x � X .

(v) For any εV � �0, �̄�, x � Rnx�X and i � Z�0,�V i
γ,εV

�x� � 0.
(vi) For any i � Z�0, εh � Rnh and x � Rnx ,

eĥ,i�1, εh, x� � 0 in (4).
(vii) There exists d � 0 such that �V 0�x� � dQ�x� for any

x � X .

Then the conditions of Corollary 1 hold with σ � Q, W � 0,
αW � αW � I, aW � 1, αV � 2dI, aV � 2d, αε � 0,
αstop�s1, s2� � astop�s1�ds2 with astop�s1� �

4s1

1�s1
for any

s1 � �0, 1� and s2 � 0, αε � 0, αW � �1 � �̄�I and aW �
1� �̄. �

The conditions of Corollary 2 correspond to those in [12,
Theorem 2] except that we have considered a parameterized
version of [12, Assumption 2] in item (iv) of Corollary
2 as explained above, and we have added items (i) and
(v). The latter are essential to prove the forward invariance
of Lyapunov level set �Bi

r as defined in [12, Theorem 2].
Indeed, the corresponding Lyapunov function needs to be
non-negative on Rnx and not only on X as written in [12],
thus justifying item (v) of Corollary 2. Moreover, for set �Bi

r

to be not only the origin, the latter needs to be in the interior
of X as stated in item (i) of Corollary 2 (and X does not
actually need to be connected).

Corollary 2 indeed leads to a local asymptotic stability
property for the origin of system (6) consistently with [12,
Theorem 2], by application of Corollary 1. As Q is positive
definite and continuous, there exist αQ,αQ � K� such
that αQ��x�� � Q�x� � αQ��x�� for any x � X , as
X is compact here, in view of5 [15, Lemma 4.3]. Hence,
(14) leads to �φ�k, x�� � β̃��x�, k� with β̃�s1, s2� ��
α�1

Q

�
β�αQ�s1�, s2�

�
� KL, which is the standard characteri-

zation of (local) asymptotic stability of the origin. Moreover,

condition (13) is, in this case, �� �
1

4d� 1
, which is less

restrictive than the corresponding condition, namely �� �

1� 2d�
�

4d2 � 4d, in [12, Theorem 2].

V. CONCLUSION

We have presented conditions under which a nonlinear
discrete-time system whose inputs are generated by AVI
satisfies stability properties. A key idea is to consider the
closed-loop system as a family of systems parameterized by

5Lemma 4.3 in [15] ensures the existence of such functions αQ,αQ in
K but these functions can be taken in K� as X is compact.
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tunable algorithmic parameters, the discount factor and the it-
eration step at which we stop running the algorithm. Stability
is defined using a generic measuring function, covering point
and set stability. Stabilizability and detectability assumptions
are made for this purpose, which are in line with conditions
imposed in previous papers in different contexts [9], [21].
The approximation errors arising in the implementation of
AVI are required to satisfy mild conditions. As a result, local
practical stability properties are guaranteed, which become
asymptotic or exponential under stronger conditions.

This work can be extended in various ways, among which
the case where the policy is time-varying as in [12]. We will
also investigate the issue of robustness, which is not trivial
in discrete-time [14].

VI. APPENDIX

Proof of Theorem 1. Let γ � �0, 1�, ε � Bnε
��̄�, i � i�,

x � X and υ � �Fγ,ε,i�x�. Hence, υ � f�x, ĥi
γ,ε�x�� for some

ĥi
γ,ε�x� defined as in (4). We first prove item (i) of Theorem

1. In view of Assumptions 2 and 5 and the definition of
Y i
γ,ε, Y i

γ,ε�x� � αV �σ�x�� � αε��ε�� � αW �σ�x��. Hence
Y i
γ,ε�x� � αY �σ�x���αε��ε�� where αY :� αV �αW � K�.

In view of SA3,�V i
γ,ε�x� � ��x, hi

γ,ε�x�� � γ �V i
γ,ε�f�x, hi

γ,ε�x���
�estop,i�γ, εV , εstop, x�,

(15)

where hi
γ,ε�x� is as in (8). We deduce that

Y i
γ,ε�x� � �V i

γ,ε�x� � W �x� � ��x, hi
γ,ε�x�� �

γ �V i
γ,ε�f�x, hi

γ,ε�x��� � estop,i�γ, εV , εstop, x� � W �x�.
According to SA1, γ �V i

γ,ε�f�x, hi
γ,ε�x��� � 0, thus

Y i
γ,ε�x� � ��x, hi

γ,ε�x�� � estop,i�γ, εV , εstop, x� � W �x�.
On the other hand, according to Assumption 2,
W �x� � αW �σ�x�� � ��x, hi

γ,ε�x��. We derive
Y i
γ,ε�x� � �estop,i�γ, εV , εstop, x��αW �σ�x��. In view of the

last inequality in (9), we have, when estop,i�γ, εV , εstop, x� �
�e

�V ,i�γ, εV , x��, Y i
γ,ε�x� � αW �σ�x�� � αε��ε��. If

estop,i�γ, εV , εstop, x� � �e
�V ,i�γ, εV , x��, in view of (3),

�V i
γ,ε�x� � ��x, hi�1

γ �x�� � γ �V i�1
γ,ε �f�x, hi�1

γ �x���
�e

�V ,i�γ, εV , x�.
(16)

By following similar lines as above, we derive that Y i
γ,ε�x� �

e
�V ,i�γ, εV , x��αW �σ�x�� � ��e

�V ,i�γ, εV , x���αW �σ�x��.
Then, in view of the last inequality in (9), we derive
Y i
γ,ε�x� � αW �σ�x�� � αε��ε��. Thus, item (i) of Theorem

1 holds with αY � αW � K�.
We now prove item (ii) of Theorem 1. We have that

Y i
γ,ε�υ� � Y i

γ,ε�x� � �V i
γ,ε�υ� �

�V i
γ,ε�x�

�W �υ� �W �x�.
(17)

In view of (15),

Y i
γ,ε�υ� � Y i

γ,ε�x� � �V i
γ,ε�υ� � ��x, hi

γ,ε�x��

�γ �V i
γ,ε�f�x, hi

γ,ε�x���
�estop,i�γ, εV , εstop, x�
�W �υ� �W �x�.

(18)

We obtain, by adding and subtracting �V i
γ,ε�f�x, hi

γ,ε�x���,

Y i
γ,ε�υ� � Y i

γ,ε�x� � �V i
γ,ε�υ� �

�V i
γ,ε�f�x, hi

γ,ε�x���
���x, hi

γ,ε�x��

��1� γ��V i
γ,ε�f�x, hi

γ,ε�x���
�estop,i�γ, εV , εstop, x�
�W �υ� �W �x�.

(19)
From Assumption 2 and by definition of υ, we have

W �υ� �W �x� � �αW �σ�x�� � ��x, ĥi
γ,ε�x��. (20)

Therefore, in view of (19),

Y i
γ,ε�υ� � Y i

γ,ε�x���αW �σ�x��

���x, ĥi
γ,ε�x�� � ��x, hi

γ,ε�x��

��1� γ��V i
γ,ε�f�x, hi

γ,ε�x���
�estop,i�γ, εV , εstop, x�

��V i
γ,ε�υ� �

�V i
γ,ε�f�x, hi

γ,ε�x���.

(21)

The rest of the proof consists in suitably upper-bounding
��x, ĥi

γ,ε�x�� � ��x, hi
γ,ε�x��, �1 � γ��V i

γ,ε�f�x, hi
γ,ε�x���,�V i

γ,ε�υ� �
�V i
γ,ε�f�x, hi

γ,ε�x��� and estop,i�γ, εV , εstop, x� to
obtain the desired result. In view of (15) and since � takes
non-negative values,

�V i
γ,ε�f�x, hi

γ,ε�x��� �
1

γ

��V i
γ,ε�x� � estop,i�γ, εV , εstop, x�

�
.

(22)
Hence, in view of Assumptions 4 and 5,

�1� γ��V i
γ,ε�f�x, hi

γ,ε�x���

�
1� γ

γ

�
αV �σ�x�� � αε��ε�� � αstop��ε�,σ�x��

�
.

(23)
Consequently, by applying Assumption 4, Y i

γ,ε�υ��Y i
γ,ε�x� �

�αW �σ�x��� �α���ε�,σ�x���
1� γ

γ

�
αV �σ�x���αε��ε���

αstop��ε�,σ�x��
�

� αstop��ε�,σ�x�� � �αV ��ε�,σ�x�� �

�αY �σ�x�� � Υ
�1� γ

γ
� �ε�,σ�x�

�
, with αY and Υ

defined as in Table I, which are indeed of class K� and
KN , respectively, in view of the properties of the involved
functions. We have proved that item (ii) of Theorem 1
holds. �

Proof of Theorem 2. Let δ � 0, i � i� and �̃ � �0, �̄� be
small enough such that the set �x � Rnx : αY �σ�x�� �
αε��̃�� is included in the interior of X , where αY is defined
in Table I and αε comes from Assumption 4. Such a constant
�̃ always exists in view of Assumptions 1 and 3.

We introduce several quantities, which are essential in
the rest of the proof. We define Δ � R�0, the biggest
positive constant such that �x � Rnx : αY �σ�x�� �
αε��̃� �Δ� � X , which exists in view of the definition of �̃
above, Assumption 1, and the fact that X is compact. We also

define δ̃ :� min

��
I�

�αY

2

��1

� αY �δ�,
1

2
αY �

1

2
δ�,Δ

�
where �αY �s� :� αY � α�1

Y � 1
2s� for any s � 0. Note that
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�
I� �αY

2

��1

is well-defined as we can assume without loss

of generality that I� �αY

2 � K�, see [8, footnote 5].
We select γ� � �0, 1� and �� � �0, �̃� such that�������������

Υ

�
1� γ�

γ�
� ��,α�1

Y �s� αε��
���

�
�

1

2
�αY �s�

�s � �δ̃,Δ�
α�1

Y �2αε��
��� � α�1

Y �2βY �4αε��
��, 0�� � 1

2δ

2αε��
�� �Υ

�
1�γ�

γ� � ��,α�1
Y � αε��

��
�
� δ̃,

(24)
with βY some KL-function defined in the following.

This is always possible as Υ is of class KN , we can
thus select a pair �γ�, ��� � �0, 1� � �0, �̄� such that

Υ
�

1�γ�

γ� � ��,α�1
Y �Δ� αε��

���
�
�

1

2
�αY �δ̃�, which en-

sures the first inequality in (24). The second and third
inequalities are satisfied by selecting �� � 0 sufficiently
small and large γ� � �0, 1� in view of the properties of the
involved functions.

Let γ � �γ�, 1�, � � �0, ���, ε � Bnε���, and x � X be6

such that Y i
γ,ε�x� � Δ, and υ � �Fγ,ε,i�x�. We first consider

the case where αY �σ�x�� � αε��ε��. As a result, in view
of item (i) of Theorem 1, Y i

γ,ε�x� � αY �σ�x�� � αε��ε�� �
2αY �σ�x��. In view of Theorem 1, the definition of �αY and
the fact that Υ � KN ,

Y i
γ,ε�υ� � Y i

γ,ε�x� � ��αY �Y
i
γ,ε�x��

�Υ
�

1�γ
γ � �ε�,α�1

Y

�
Y i
γ,ε�x� � αε��ε��

��
.

(25)
Since γ � �γ�, 1�, ε � Bnε��

�� and Υ � KN ,

Y i
γ,ε�υ� � Y i

γ,ε�x� � ��αY �Y
i
γ,ε�x��

�Υ
�

1�γ�

γ� � ��,α�1
Y

�
Y i
γ,ε�x� � αε��

��
��

.

(26)
When Y i

γ,ε�x� � �δ̃,Δ�, in view of (24) and (26),

Y i
γ,ε�υ� � Y i

γ,ε�x� � � 1
2 �αY �Y

i
γ,ε�x��. (27)

When Y i
γ,ε�x� � �0, δ̃�, in view of (24), (26), the definition

of δ̃ and since I� �αY can be assumed to be in K� without
loss of generality [8, Remark 5],

Y i
γ,ε�υ���I� �αY � �Y

i
γ,ε�x��

�Υ
�

1�γ�

γ� � ��,α�1
Y

�
Y i
γ,ε�x� � αε��

��
��

��I� �αY � �δ̃� �Υ
�

1�γ�

γ� � ��,α�1
Y �δ̃ � αε��

���
�

��I� �αY � �δ̃� �
1
2 �αY �δ̃�

�
�
I� 1

2 �αY

�
�δ̃�.

(28)
Thus, whenever Y i

γ,ε�x� � δ̃, Y i
γ,ε�υ� � δ̃.

We now consider the case where αY �σ�x�� � αε��ε��,
which implies Y i

γ,ε�x� � 2αε��ε�� according to item (i) of
Theorem 1. Consequently, in view of item (ii) of Theorem

6It is always possible to find such x in view of Assumption 3 and item
(i) of Theorem 1.

1,

Y i
γ,ε�υ� � Y i

γ,ε�x� � αY �σ�x��

�Υ
�

1�γ
γ � �ε�,σ�x�

�
� Y i

γ,ε�x� �Υ
�

1�γ
γ � �ε�,σ�x�

�
� 2αε��ε��

�Υ
�

1�γ
γ � �ε�,α�1

Y � αε��ε��
�

.

(29)

Since �ε� � �� and γ � �γ�, 1�,

Y i
γ,ε�υ� � 2αε��

��

�Υ
�

1�γ�

γ� � ��,α�1
Y � αε��

��
� (30)

We then deduce from the last inequality in (24) that

max
�
Y i
γ,ε�x�, Y

i
γ,ε�υ�

�
� δ̃. (31)

The solutions to (6) initialized at x remain in the set X
for all positive times. Indeed, since x � X and Y i

γ,ε�x� � Δ,
Y i
γ,ε�υ� � Y i

γ,ε�x� � Δ according to (27). Moreover, (28)
and (31) imply that Y i

γ,ε�υ� � δ̃ � Δ by definition of δ̃.
Hence, in both cases, Y i

γ,ε�υ� � Δ which means that υ � X
as
�
z � Rnx : Y i

γ,ε�z� � Δ
�
� �z � Rnx : αY �σ�z�� �

αε��̃� �Δ� � X in view of item (i) of Theorem 1 and the
definition of Δ. By proceeding iteratively, we deduce that
any solution to (6) initialized at x remain in the set X .

Based on the above fact, item (i) of Theorem 1, (27)
and (28), we follow the same arguments as in the proof of
Theorem 2 in [21] to conclude that there exists β̃Y � KL
such that for any k � Z�0 and any solution φ to system (6)
initialized at x,

Y i
γ,ε�φ�k, x�� � max

�
βY �Y

i
γ,ε�x�, k�, δ̃

�
. (32)

We deduce from item (i) of Theorem 1,
since �ε� � ��, αY �σ�φ�k, x��� � αε��

�� �

max
�
βY �αY �σ�x�� � αε��

��, k�, δ̃
�

. Hence, σ�φ�k, x�� �

α�1
Y

�
max

�
βY �αY �σ�x�� � αε��

��, k�, δ̃
�
� αε��

��
�

.
Using the property that α�s1�s2� � α�2s1��α�2s2� for any
α � K, s1, s2 � R�0, see [13, (6)], we derive σ�φ�k, x�� �

α�1
Y

�
max

�
βY �2αY �σ�x��, k� � βY �2αε��

��, 0�, δ̃
�

�αε��
��
�

. Thus, by using twice
the same property σ�φ�k, x�� �

α�1
Y

�
2 max

�
βY �2αY �σ�x��, k� � βY �2αε��

��, 0�, δ̃
��

�

α�1
Y �2αε��

��� � max
�
α�1

Y

�
2βY �2αY �σ�x��, k� �

2βY �2αε��
��, 0�

�
,α�1

Y �2δ̃�
�

� α�1
Y �2αε��

��� �

max
�
α�1

Y

�
4βY �2αY �σ�x��, k�

�
�

α�1
Y

�
4βY �2αε��

��, 0�
�
,α�1

Y �2δ̃�
�
� α�1

Y �2αε��
���. Since

max�s1, s2� � s1 � s2 for any s1, s2 � R�0,

σ�φ�k, x�� � α�1
Y �4βY �2αY �σ�x��, k��

�α�1
Y �4βY �2αε��

��, 0�� � α�1
Y �2δ̃�

�α�1
Y �2αε��

��� .
(33)
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By definition of δ̃ and in view of the second inequality in
(24),

σ�φ�k, x�� � α�1
Y �4βY �2αY �σ�x��, k�� � δ. (34)

This inequality ensures that (12) is satisfied with
β�s1, s2� � α�1

Y �4βY �2αY �s1�, s2�� for any s1, s2 � 0. �

Sketch of proof of Corollary 1. As in the proof of Theorem
2, let �̃ � �0, �̄� be small enough such that the set �x �
Rnx : αY �σ�x�� � αε��̃�� is included in the interior of X .
We define Δ � R�0, the biggest positive constant such that
�x � Rnx : αY �σ�x�� � αε��̃� �Δ� � X , which exists in
view of the definition of �̃ above, Assumption 1, and the fact
that X is compact.

Let i � i�, γ � �γ�, 1�, � � �0, ���, ε � Bnε���, x � X such
that Y i

γ,ε�x� � Δ and υ � �Fγ,ε,i�x�. In view of (21), (23)
and items (ii)-(iii) of Corollary 1,

Y i
γ,ε�υ� � Y i

γ,ε�x� � �aWσ�x�

� 1�γ
γ

�
āV σ�x� � astop��ε��σ�x�

�
�astop��ε��σ�x�

�
�
� aW �

1� γ

γ

�
āV � astop�2�ε��

�
�astop�2�ε��

�
σ�x�.

(35)
Since γ � �γ�, 1� and � � �0, ���, �aW � 1�γ

γ

�
āV �

astop��ε��
�
� astop��ε�� � �aW � 1�γ�

γ�

�
āV � astop��

��
�
�

astop��
�� � 0. Hence, there exists ν � 0 independent of

�γ, �� and sufficiently small such that

Y i
γ,ε�υ� � Y i

γ,ε�x� � �νσ�x�. (36)

We then apply similar arguments as in the proof of Theorem
2 to obtain the desired result.

When, in addition αW �s� � aW �s for any s � 0, we also
have that aY σ�x� � Y i

γ,ε�x� � aY σ�x� in view of item (i)
of Theorem 1 and item (iii) of Corollary 1. We then deduce
from (36) that β � exp�KL in (14), like in the proof of
Corollary 2 in [21]. �

Proof of Corollary 2. We first prove that the standing
assumptions hold. Let x � X , u be any admissible input,
εV � BnV

��̄� and i � Z�0. In view of item (iv) of Corollary
2, ��x, u� � e

�V ,i�1�1, εV , x� � ��x, u� � �εV ���x, 0� �
�1��̄�Q�x��R�u�. Recalling that Q and R take non-negative
values and �̄ � �0, 1� according to item (iv) of Corollary 2,
we derive that �V i

1,εV
�x� � 0. SA1 follows by invoking item

(v) of Corollary 2.
SA2, and item (ii) of Corollary 1, trivially hold in view

of item (vi) of Corollary 2.
In view of items (iv) and (vi) of Corollary 2, we can invoke

[12, (20),(37)], that is, for any x � X , εV � BnV
��̄� and

i � Z�0,

T �V i
1,εV

�x� � �V i
1,εV

�x� � 2�εV �V̆
i�x�

� �V i
1,εV

�x� � 2�εV �
1��εV �

V
0
�x�,

(37)

where V̆ i�x� is defined in [12, Lemma 1] and V
0
�x� �

2�V 0�x�. Therefore, in view of item (vii) of Corollary 2,

T �V i
1,εV

�x� � �V i
i,εV

�x� � 2�̄
1��̄2dQ�x�. (38)

Thus SA3 holds for x � X with estop,i�1, εV , x� �
4εV

1�εV
dQ�x� for any x � X , any i � Z�0 and there is no

parameter εstop. Also, SA3 holds is trivially verified with
estop,i�1, εV , x� � T �V i

γ,εV
�x� when x � Rnx�X . Note that

i� � 0 here and that ε reduces to εV .
We prove in the following that Assumptions 1-5 are

satisfied.
Assumption 1 is verified by taking σ � Q, as Q is

continuous according to item (ii) of Corollary 2.
In view of item (ii) of Corollary 2, Assumption 2 is verified

with W � 0, αW � αW � aW I with aW � 1 as σ � Q
and ��x, u� � ��x, 0� � Q�x� � σ�x� for any x � Rnx and
u � Rnu .

Assumption 3 is satisfied in view of items (i)-(ii) of
Corollary 2 and the definition of σ. Hence, item (i) of
Corollary 1 holds.

The first inequality in (9) is verified in view of (38) by
taking αstop��ε�,σ�x�� � 4ε

1�εdσ�x� for any x � X and
ε � BnV

��̄�, which indeed defines a KN -function. Moreover,
αstop��ε�,σ�x�� � astop��ε��σ�x� with astop�s� �

4s
1�sd for

any s � �0, 1�, which defines a class-K function as required in
item (iii) of Corollary 1. The third and fourth inequalities in
Assumption 4 and item (ii) of Corollary 1 hold as eĥ,εh,i � 0
in view of item (vi) of Corollary 2. Regarding (9b), for any
x � X , i � Z�0 and ε � BnV

��̄�, we have �e
�V ,i�1, ε, x�� �

�ε���x, 0� � Q�x� � �1 � �ε��Q�x� � Q�x� � �1 � �̄�Q�x�.
Therefore, (9b) holds with αW � aW I, aW � 1 � �̄ and
αε � 0.

Let x � X , ε � BnV
��̄� and i � 0. As �V i

1,ε�x� �

V
i
�x� according to [12, Theorem 1] and V

i
�x� � V

0
�x�

as explained after [12, (36)], �V i
1,ε�x� � V

0
�x� and since

V
0
�x� � 2dQ�x� as shown above, �V i

1,ε�x� � 2dQ�x�.
Thus, (10) is verified with αV � 2dI � K� and αε � 0:
Assumption 5 is satisfied.

We have proved that item (iii) of Corollary 1 is satisfied.
This completes the proof. �
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Résumé

Le contrôle optimal consiste à concevoir les entrées d’un système dynamique de manière à

ce qu’elles optimisent une fonction de coût donnée. Ses applications sont très variées, allant

de la planification de la trajectoire des engins spatiaux à l’augmentation de l’endurance

des drones en vol, ou encore aux convertisseurs de puissance à découpage plus performants

pour ne citer que quelques exemples. La mise en place d’un contrôle optimal remonte

au problème de la courbe de Brachistochrone. Proposé en 1696 par J. Bernoulli, le défi

consistait à trouver "la courbe tracée par un point agissant uniquement par gravité, qui

part de A et atteint B dans le temps le plus court". Résolu par plusieurs mathématiciens

de l’époque, ce problème a finalement conduit à la naissance du calcul des variations,

et enfin, au principe du maximum de Pontryagin. Il est admis que le contrôle optimal

moderne a prospéré après la formulation du principe du maximum de Pontryagin dans les

années 1950, et de nombreux outils et applications ont suivi.

Le problème du contrôle optimal est notoirement difficile en général. Seuls quelques cas

importants, comme lorsque le système est linéaire et que le coût est quadratique, existent

des solutions simples et élégantes. Il est très difficile, voire impossible, de construire

explicitement une séquence optimale d’entrées en général lorsque le système est non

linéaire et le coût de la scène n’est pas quadratique. C’est le cas de nombreux problèmes,

comme ceux de la littérature d’apprentissage par renforcement. Une approche puissante

pour surmonter ces difficultés, c’est de recourir à la programmation dynamique, voir

l’intelligence artificielle.

L’intelligence artificielle est riche en algorithmes de commande optimale. Ces al-

gorithmes s’appuient sur le principe d’optimalité de Bellman, qui est au centre de la
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programmation dynamique. Comme décrit par R.E. Bellman, "Une politique optimale a

la propriété que quels que soient l’état initial et la décision initiale, les décisions restantes

doivent constituer une politique optimale au regard de l’état résultant de la première

décision". Au lieu d’optimiser une séquence infinie d’entrées, le principe de Bellman réduit

le problème du contrôle optimal à un problème de décision d’une seul entrée. En contre

partie, la fonction de coût optimale dois être connu. C’est donc ici où plusieurs algorithmes

ont été développé pour approcher la fonction de coût optimale. Par moyens d’un facteur de

“décompte” ou “oublie”, il est possible d’obtenir des bornes d’erreur entre le coût optimal,

le desiré, est celui obtenu par le calcul numérique. Ces méthodes sont applicables à de

larges classes de systèmes non-linéaires en temps discret et ont fait leurs preuves dans de

nombreuses applications. Leur exploitation en automatique s’avère donc très prometteuse.

Une question fondamentale reste néanmoins à élucider pour cela: celle de la stabilité. En

effet, ces travaux se concentrent sur l’optimalité et ignorent dans la plupart des cas la

stabilité du système commandé, qui est au coeur de l’automatique. La stabilité fournit

des garanties analytiques sur le comportement des solutions de systèmes contrôlés au

fil du temps, qu’elles convergent vers un point ou un ensemble souhaité, et que si elles

sont initialement proche à un attracteur, elles le resteront pour tous les temps futurs.

La stabilité assure également une robustesse nominale aux perturbations non modélisées,

bien qu’une attention particulière soit nécessaire pour garantir cela pour les systèmes non

linéaires en temps discret.

Certains auteurs ont étudié la stabilité dans ce contexte, mais souffrent de certaines ou

de multiples limitations, comme 1) la connaissance d’un contrôleur initial de stabilisation

globale qui peut être difficile à déterminer ; 2) la stabilité d’un point est étudiée, alors que

le système en boucle fermée peut avoir un type d’attracteurs plus général ; 3) nous voulons

considérer des coûts d’étape plus généraux, et pas nécessairement quadratiques, ni des

fonctions définies positives de l’état et de l’entrée ; 4) ces résultats ne tiennent pas compte
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d’un facteur d’actualisation ; 5) et sont sujets à un certain conservatisme car ils fournissent

une stabilité asymptotique alors que nous savons que seule une stabilité pratique peut être

assurée en général ; 6) reposent sur des hypothèses fortes sur les erreurs d’approximation.

Il est donc nécessaire de disposer d’outils génériques pour analyser la stabilité des systèmes

non linéaires à temps discret contrôlés par algorithmes de programmation dynamique.

L’objectif de ma thèse est d’étudier la stabilité de systèmes non-linéaires commandés par

ces algorithmes. L’enjeu est important car cela permettra de créer un nouveau pont entre

l’intelligence artificielle et l’automatique. La stabilité nous informe sur le comportement

du système en fonction du temps et garantit sa robustesse en présence de perturbations

ou d’incertitudes de modèle. Les algorithmes en intelligence artificielle se concentrent

sur l’optimalité de la commande et n’exploitent pas les propriétés de la dynamique du

système. La stabilité est non seulement désirable pour les raisons auparavant, mais aussi

pour la possibilité de l’exploitée pour améliorer ces algorithmes de intelligence artificielle.

Mes travaux de recherche se concentrent sur les techniques de commande issues de la

programmation dynamique (approchée) lorsque le modèle du système est connu. J’identifie

pour cela des conditions générales grâce auxquelles il est possible de garantir la stabilité

du système en boucle fermée. En contrepartie, une fois la stabilité établie, nous pouvons

l’exploiter pour améliorer drastiquement les garanties de stabilité de la littérature.

Mes travaux se sont concentrés autour de deux axes. Le premier concerne l’approche

par itération sur les valeurs, qui est l’un des piliers de la programmation dynamique

approchée et est au coeur de nombre d’algorithmes d’apprentissage par renforcement

[SB17]. La fonction de coût considéré est décompté, c’est-à-dire que la fonction à minimiser

est pondéré par un ‘facteur d’oubli’ ou ‘de décompte’ qui décroît avec le temps. Ce type

de fonctions est souvent considéré en programmation dynamique [B12], en apprentissage

par renforcement [BBDSE10], et en planification optimiste [LV06] par exemple, et offre

de nombreux avantages pour la synthèse et l’analyse d’optimalité. En contrepartie, le

151



facteur d’oubli est source de difficultés lorsqu’on s’intéresse à la stabilité. A l’évidence, des

travaux récents [PBND14, PBND16] démontrent les difficultés techniques de la présence

du facteur d’oubli, et que celui-ci doit être choisi suffisamment grand (ergo, un oubli

négligeable), mais ces résultats ne sont pas adaptés au cas de l’algorithme d’itération

sur les valeurs. Aux apparences, le facteur d’oublie pose un dilemme entre la garantie

d’une convergence (rapide) de la stabilité et la garantie de sous optimalité des algorithmes

d’intelligence artificielle. Une analyse plus fine et plus proche de l’algorithme est requise.

En réalité, les fonctions de coût à horizon infini décompté sont approchées par des fonctions

de coût à horizon fini décompté. Avec les mêmes hypothèses que [PBND14, PBND16], je

démontre la stabilité de contrôle optimal à coût d’horizon fini décompté quand le facteur

d’oubli et l’horizon fini sont suffisamment grands. Ces hypothèses sont différentes de celles

considérées en programmation dynamique [B12], mais néanmoins suffisantes pour des

garanties d’approximation.

De plus, mes résultats se distinguent de ceux existant en programmation dynamique en

deux point: ils (i) généralisent au cas non-décompté (sans facteur d’oubli); (ii) s’appliquent

à des coûts plus usuels pour des automaticiens. Une (bonne) surprise de cette généralisation

est que ces estimations ont moins de conservatismes pour les garanties de stabilité de con-

trôle optimal à coût non-décompté quand comparées à des travaux précédents [GMTT05],

sous certaines conditions et vérifiées dans plusieurs exemples. En suite, j’étends l’analyse

au cadre plus général de valeur itération approchée, quand la fonction de coût fini décompté

est elle aussi approchée: la stabilité est garantie quand l’approximation est suffisamment

bonne. J’applique enfin mes résultats a une simulation de pendule inverse avec commande

calculée par valeur itération approchée; celle-ci corrobore mes résultats analytiques. Ces

travaux ont été publiés dans [CDC2018]. La version journal est en cours d’évaluation

[TAC20XX].

Dans un deuxième temps, je me suis intéressé à l’algorithme de planification optimiste
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[LV06], car lui aussi approche la fonction de coût d’horizon infini par un problème

d’horizon fini. Cet algorithme de planification optimiste est très puissant pour les systèmes

dont l’espace d’entrées est fini, à l’instar des systèmes commutés pour lesquels la loi de

commutation est le signal de contrôle. En exploitant la forme du système, l’algorithme

calcule exactement la fonction de coût à horizon fini en utilisaient intelligemment le budget

de calcul disponible. Cependant, ils souffrent des mêmes restrictions que l’étude antérieure:

les garanties d’optimalité ne se généralisent pas au cas non-décompté et considèrent des

fonctions de coût non-usuelles pour des automaticiens. Je propose donc un algorithme,

dénommé OPmin décliné en deux version, qui ne souffre pas de ces restrictions. En

s’appuyant sur les hypothèses suffisantes pour la stabilité, je démontre des garanties

d’optimalité, stabilité et de performance pour deux stratégies de contrôle optimal: soit

par un budget de calcul restreint mais suffisamment large; soit par une condition d’arrêt

de l’algorithme conçu par l’utilisateur. OPmin constitue l’une des premières solutions au

contrôle (sous-)optimal, stabilisant des systèmes non-linéaires en temps discrets. OPmin est

appliqué dans un cas d’étude pour unification optimale de plusieurs lois de commandes, et

aussi dans quelques exemples par simulations. Ces travaux seront présentés en [CDC2019],

une version journal est en cours préparation.

Avec du recul, j’ai pu interpréter de manière concise et intuitive mes résultats précédents

en exploitant la notion de ce que j’appelle le "regret". Ici, la notion de regret est liée aux

conséquences (coût) des actions "regrettables". Le regret d’une action à un état est défini

comme le coût total excédentaire qui résulte de cet apport sous-optimal (ou non). En

d’autres termes, les intrants regrettables peuvent avoir un coût supplémentaire "immédiat",

un coût "futur" (à faire), ou un mélange des deux. Lorsque le regret d’une action est

suffisamment inférieur au coût immédiat, il en résulte de multiples conséquences positives:

convergence des coûts, stabilité, garantie des coûts en boucle fermée, qu’il s’agisse du coût

moyen, du coût de passage ou du coût de fonctionnement.

153



J’ai également participé à une étude sur l’analyse de stabilité de systèmes contrôlé par

valeur itération approchée, soumis a une conference [CDC20YY]

Cette thèse est encadrée par Jamal Daafouz et Romain Postoyan tous deux membres du

département ‘Contrôle - Identification - Diagnostic’ du CRAN (UMR 7039), et les travaux
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