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Abstract
Deposition of particles on a wall plays a significant role in fluid-solid processes such as inclu-
sions recovery from liquid steel in ladle furnace, that controls inclusion cleanliness upstream
from solidification. The aim of this work is to study the turbulent deposition and capture of
particles on a wall, in a situation where turbulence in the boundary layer originates both from
wall shear and from agitation in the external flow. In a ladle furnace, such an agitation would
result from bubble injection.
A framework for simulations at mesoscopic scale in which particles are represented as points but
the turbulence is fully resolved has been developped using an in-house solver, where a Lattice
Boltzmann Method (LBM) solves flow dynamics and linear isotropic forcing generates artificial
turbulence. Lagrangian Particle Tracking (LPT) is used to achieve one way coupling between
particle motions and turbulent flow. These numerical methods were applied to Direct Numerical
simulation (DNS) of a fully developed turbulent boundary layer in which particles smaller than
the Kolmogorov length scale are introduced. The deposition mechanisms in aerosol conditions
have been analyzed and quantified into a statistical law for deposition velocity in terms of Stokes
number, and validated against data from the literature.
Such simulations have provided a better understanding of deposition and capture mechanisms,
depending on the turbulent flow in a wall boundary layer and on particle physical properties.
Also, preliminary simulations in hydrosol conditions that match actual ladle operation have
shown that the framework developed in this work can be applied to investigate inclusion be-
haviour in secondary steelmaking although statistical analysis in this work focused on aerosols.

Résumé
Le dépôt de particules sur une paroi joue un rôle significatif dans les procédés polyphasiques
fluide-solides, tels que la séparation inclusionnaire dans les poches d’acier liquide en métallurgie
secondaire qui permettent de contrôler la propreté du métal avant solidification. L’objectif de ce
travail est d’étudier le dépôt turbulent et la capture de particules sur une paroi, dans des situations
où la turbulence au sein de la couche limite est produite à la fois par la contrainte pariétale et par
les forces d’agitation du bain liquide loin de cette paroi.
Les simulations sont mises en œuvre à l’échelle mésoscopique, en considérant des particules
ponctuelles mais avec une turbulence complètement résolue. Un code de simulation maison a
été développé, utilisant une méthode de Boltzmann sur réseau pour résoudre la dynamique de
l’écoulement et en appliquant un forçage linéaire isotrope pour générer artificiellement la turbu-
lence loin de la paroi. Le suivi lagrangien de particules permet enfin d’établir un couplage faible
entre le mouvement des particules et l’écoulement turbulent. Ces techniques numériques ont été
appliquées à la simulation directe d’une couche limite turbulente dans laquelle les particules de
taille plus petite que l’échelle de Kolmogorov sont introduites. Les mécanismes de dépôt pour
des aérosols ont été analysés et une loi statistique de vitesse de dépôt en fonction du nombre de
Stokes a été extraite et comparée à la littérature.
L’ensemble de ces simulations permet une meilleure compréhension des mécanismes de dépôt
et de capture, en fonction de la turbulence du fluide au sein de la couche limite et des proprié-
tés des particules. De plus, les résultats préliminaires obtenus pour des particules hydrosols,
qui correspondent à des conditions qui prévalent pour des inclusions dans les poches d’acier
liquide, ont montré que l’outil numérique peut être appliqué à l’étude quantitative de la capture
inclusionnaire aux parois des réacteurs métallurgiques.
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Nomenclature

Symbols Definition Units

Operators

·̄ mean value –

〈 · 〉V volume average –

∇2 Laplacian operator –

[ · ] lattice unit ([lu] for length, [tu] for time) –

Indices

0 control value (turbulence forcing parameter) –

f fluid property expressed in physical units –

LBM LBM quantity, flow property expressed in lattice units –

PS flow property expressed in pseudo-spectral units –

phys quantity expressed in physical units –

Exponents

+ dimensionless quantity (relative to corresponding tur-
bulence chacateristic scale)

–

′ turbulent fluctuation –

Latin

A turbulence linear forcing coefficient s−1

Ap cross sectional area of particle m2

~ci lattice velocity associated to direction i m s−1 or [lu]/[tu]

3



4 NOMENCLATURE

cs lattice speed of sound m s−1 or [lu]/[tu]

C any flow property varying with space and time –

CM added mass coefficient –

CO total oxygen content –

Cp concentration of particles # m−3

C∗p dimensionless concentration of particles –

C̄p0 mean concentration of particles over the entire domain m−3

CSL lift coefficient –

dp particle diameter m

DB Brownian diffusivity m2 s−1

DT turbulent diffusivity m2 s−1

D diffusion coefficient in calculation of turbulence statis-
tics

m2 s−1

e displacement in origin of velocity profile due to wall
roughness

m

E density of kinetic energy m3 s−2

~f volumic forces acting on the fluid N

Fi source term in lattice Bolzmann equation N

~Fp forces acting on particle N

~FB buoyancy force N

~FD drag force N

~FA added mass force N

~FP pressure gradient resulting force N

~FL lift force N

~g gravity acceleration m s−2

h roughness height m

Hphys length of an edge of the simulated domain m



5

J diffusion flux of particles m−2 s−1

k turbulent kinetic energy m2 s−2

KO kinetic constant min−1

L integral length scale in turbulent flow m

LD length scale of dissipation range m

LE length scale of inertial range m

mi weight associated to direction i of the lattice –

m mass kg

mp mass of particle kg

~n unit normal vector –

Ni lattice Boltmann distribution associated to lattice direc-
tion i

–

Ni
eq lattice Boltzmann distribution at equilibrium –

Nx, Ny, Nz number of fluid nodes in streamwise, spanwise and
wall normal directions

–

Np number of particles –

Nwall number of particles deposited on the wall –

p pressure Pa

[P ] projection matrix –

q second space derivative of strain rate m−2 s−2

Q second invariant of velocity gradient tensor s−2

Re Reynolds Number –

ReT friction Reynolds number –

Reθ Reynolds number based on momentum thickness –

Reh Reynolds number based on channel flow height –

ReL Reynolds number associated with larger eddies –

Reforce forcing Reynolds number –



6 NOMENCLATURE

Reλ Taylor’s Reynolds number –

Res shear Reynolds number –

Rep particle Reynolds number –

Su velocity derivative skewness –

Sij strain rate tensor –

Sxy surface area where particles are deposited m2

Sc Schmidt number –

t time s

tp particle time (appears as ∆tp, particle motion integra-
tion time step)

s

tsam sampling period s

t∗ characteristic time calculated based on friction velocity s

T shear stress Pa

Tw wall shear stress Pa

u velocity m s−1

uT friction velocity m s−1

ud deposition velocity m s−1

ui instantaneous velocity m s−1

uL integral velocity scale in turbulent flow m s−1

uη Kolmogorov velocity scale in turbulent flow m s−1

urms RMS of fluctuation velocity m s−1

~up particle velocity m s−1

Vi volume of bin i m3

VT total volume of the simulation domain m3

wp wall normal particle velocity m s−1

x, ~x position m



7

~xp particle location m

z distance from the wall m

zc distance of capture m

Greek

α force coefficient applied to particle acceleration N m−1 s2

β force coefficient applied to particle velocity N m−1 s

γ force contribution independent from particle motion N

∆ discrete step –

δν viscous length / wall unit m

δ the boundary layer thickness m

ε turbulent dissipation rate m2 s−3

η Kolmogorov length scale m

κ wave vector m−1

κ Von Karman constant –

λ Taylor microscale m

λz spacing between turbulent structures at the wall m

Λ solution vector in LBM –

Λ− pre-collision solution vector in LBM –

Λ+ post-collision solution vector in LBM –

µ dynamic viscosity of fluid Pa s

ν kinematic viscosity of fluid m2 s−1

~ω vorticity s−1

Ωi collision operator contribution along lattice direction i –

ΩE&S
i collision operator defined by Eggels and Somers [1] –

ΩBGK
i collision operator defined by Bhatnagar et al. [2] –

Ωij rotation rate tensor s−1



8 NOMENCLATURE

~Ω rotation vector s−1

φi eigen vectors –

ρ density kg m−3

ρp particle density kg m−3

σh standard deviation of roughness m

τ integral time scale in turbulent flow, eddy turnover time s

¯̄τ viscous stress tensor Pa

τη Kolmogorov time scale in turbulent flow s

τp particle response time s

τp
+ Stokes number (dimensionless particle response time) –

τBGK relaxation in BGK collision operator –

(ϕp)wall flux density of particles m−2 s−1



Résumé en français

Étude numérique du dépôt de particules
dans une couche limite avec un forçage

turbulent dans la zone externe

Introduction

La propreté inclusionnaire demeure un enjeu majeur des opérations de traitement du métal
liquide, afin de garantir des propriétés mécaniques élevées des alliages métalliques élaborés.
Par exemple, dans un acier bas carbone, 1 kg d’acier contient de 107 à 109 inclusions, dis-
tribuées en taille selon une loi log-normale, comme le montre la figure 1a. Malgré cette im-
portante densité numérale d’inclusions, la fraction massique demeure très faible (de l’ordre
de 10−5), c’est-à-dire 10 ppm d’inclusions non-métalliques dans les aciers liquides. Comme
on peut le voir dans la figure 1b, une taille classique d’inclusion se trouve entre 1 et 20 µm,
et seules très rares particules ont une taille supérieure à 100 µm.

Figure 1 a : Distribution en taille
dans un acier bas carbone en poche
et au répartiteur.

Figure 1 b : Micrographie d’une
inclusion Cax-Al2O3y dans un acier
calmé à l’aluminium.

Parmi les mécanismes qui influent sur la propreté inclusionnaire, le dépôt de particules
sur une paroi joue un rôle significatif dans les poches d’acier liquide en métallurgie secon-
daire, qui permettent d’éliminer des particules du métal avant solidification. La paroi dans
le cas des poches de traitement est soit l’interface avec la couche de laitier ou la surface des
parois réfractaires du réacteur, comme le montre schématiquement la figure 2. L’objectif de

9



10 RÉSUMÉ EN FRANÇAIS

ce travail est d’étudier le dépôt turbulent et la capture de particules sur une paroi, dans des
situations où la turbulence au sein de la couche limite est produite à la fois par la contrainte
pariétale et par les forces d’agitation du bain liquide loin de cette paroi (induites par le fort
bullage d’argon dans la poche).

Figure 2 : Schéma du comportement d’une inclusion dans le panache de bulles et à proxi-
mité de la couche de laitier et de la paroi réfractaire du réacteur

Méthodologie

Les simulations sont mises en œuvre à l’échelle mésoscopique, en considérant des particules
ponctuelles mais avec une turbulence complètement résolue. Un code de simulation maison
a été développé, utilisant une méthode de Boltzmann sur réseau pour résoudre la dynamique
de l’écoulement et en appliquant un forçage linéaire isotrope pour générer artificiellement
la turbulence loin de la paroi. Le suivi lagrangien de particules permet enfin d’établir un
couplage faible entre le mouvement des particules et l’écoulement turbulent. Ces techniques
numériques ont été appliquées à la simulation directe d’une couche limite turbulente dans
laquelle les particules de taille plus petite que l’échelle de Kolmogorov sont introduites.

Une démarche par étape a été suivie tout au long de ce travail de doctorat, comme le
montre la figure 3. Après avoir mis au point un forçage linéaire isotrope pour générer la
turbulence (1ère étape), la simulation directe de la turbulence près d’une paroi a été mise
en place (2ème étape). Deux régions sont sélectionnées, la région haute (voir figure 3) où
la turbulence est générée artificiellement, et la région basse où se positionne la paroi et où
la turbulence est produite par la contrainte pariétale. Puis dans une 3ème étape, des parti-
cules fluides (traceurs) sont introduites dans le domaine pour vérifier le bon fonctionnement
du suivi lagrangien. Enfin dans une 4ème étape, des particules (aérosols et hydrosols) sont
introduites pour analyser les mécanismes de transport des particules vers la paroi, les accu-
mulations de particules en proche paroi ainsi que les dépôts à la paroi.
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Figure 3 : Méthodologie suivie pendant la thèse.

Résultats

Le travail réalisé a permis dans un premier temps de simuler l’écoulement turbulent en
proche paroi (illustrée sur la figure 4), dans des conditions représentatives des procédés
d’élaboration métallurgique.

Figure 4 : Illustration schématique et résultat de simulation d’une couche limite turbulente.

Les résultats en termes de vitesses moyennes et de RMS des vitesses fluctuantes sont
en bon accord avec ceux obtenus notamment par Moser [1] à proximité de la paroi, pour
z+ < 100. Des structures turbulentes ont été mises en évidence à proximité de la paroi, qui
apparaissent, le long de chemins dans la direction de l’écoulement principal, sous la forme
de tourbillons enroulés dans la direction perpendiculaire. Ces structures connues sous le
vocable de ‘streak’ et de ‘horseshoe’, dont un exemple est reporté sur la figure 5, sont bien
caractéristiques des écoulements turbulents en canal.



12 RÉSUMÉ EN FRANÇAIS

Figure 5 : Iso contours du second invariant du tenseur de gradient de vitesse, Q+ = 0, 028.

Les simulations de dépôts turbulents d’aérosols ont permis de calculer la vitesse de
dépôt en fonction du nombre de Stokes. La courbe obtenue (figure 6) est en bon accord
avec les résultats de la littérature, qu’ils soient numériques ou expérimentaux. On observe
bien une augmentation forte du flux déposé avec le nombre de Stokes pour des valeurs de
τ+
p allant de 0,1 à 20, puis une stabilisation pour des valeurs supérieures.

Figure 6 : Vitesse de dépôt d’aérosols en fonction du nombre de Stokes dans un système de
coordonnées adimensionnées. Comparaison avec la littérature.

L’accumulation de particules a été clairement mise en évidence à proximité de la paroi
(z+ < 3), comme souligné par d’autres auteurs [2,3], et le pic de concentration augmente
lorsque l’inertie des particules diminue. Ce comportement s’explique par l’amortissement
de la vitesse normale à la paroi des particules ainsi que des fluctuations de vitesses lorsque
l’inertie des particules est faible (par exemple τ+

p = 0,2). Enfin, les zones préférentielles
de dépôt reflètent les régions principales d’accumulation, et correspondent aux chemins
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(‘streaks’) observés dans la direction de l’écoulement où la vitesse est réduite. Des simula-
tions ont été engagées pour des hydrosols, en considérant l’ensemble des forces agissant sur
les inclusions, force de portance, masse ajoutée et gradient de pression. Les résultats pré-
liminaires obtenus correspondent à des conditions qui prévalent pour des inclusions dans
les poches d’acier liquide. Ces travaux doivent cependant être poursuivis pour fournir des
données quantitatives fiables.
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This thesis work has been supported and funded by the Labex DAMAS (LABoratory
of EXcellence Design of Alloy Metals for low-mAss Structures) in the work Package WP3
called Process Design. The control of metal cleanliness represents a major challenge for al-
loy producers, because it affects product quality. Lowering the weight of finished parts, con-
tinuously improving the mechanical properties and increasing the recycling of used metal,
make the metal cleanliness an unavoidable issue. Since the removal of inclusions in sec-
ondary steel making is an important concern, this research work focusses on the capture of
the inclusions by turbulent deposition.

1.1 Steel treatment in ladle

1.1.1 Importance of steel cleanliness

Whatever the economic ups and downs and contrary to popular belief the world market of
metallic materials keeps growing since the beginning of the 21st century. This is particularly
the case of the steel industry with a doubling of the world production from 2000 to 2017,
the crude steel production reaching 1.7 Bt in 2017 [3]. Another common belief concerns
the position of the EU. The EU is the second largest producer of steel in the world after
China. Its output is over 160 Mt of steel per year, with 500 production sites and with 1.8
million direct and indirect jobs [4]. With the aim of maintaining its competitiveness and its
position, EU faces many challenges of which the cleanliness of steels since the need and
value of cleaner steels has been increasing for the last decades.

The scope of the definition of Clean Steel generally relates to steels with a low con-
centration of solute elements (mainly oxygen, phosphorus, sulfur, nitrogen, hydrogen) and
of non-metallic inclusions (NMI). The definition associates also controlled levels of the
residual elements such as copper, lead, zinc, nickel, since concentration above a certain
level might lead to a drop of steel properties. But the required purity levels vary with the
steel grade and its end use, and finally the cleanliness standard desired by the customer is
continuously changing (improving) as a function of time and technological improvements.
The steel cleanliness is nowadays an important challenge for the competitiveness between
the steelmaking companies and more precisely for the steel producers in Europe. The con-
centration of dissolved elements can have significant effects on the properties of final steel
products. Hence these impurities form inter-granular segregations during solidification and
thermal treatment processes which result in formation of precipitates and potential cracks.
In amounts exceeding 100 ppm Sulfur and phosphorous tend to cause brittleness. The level
of dissolved oxygen in liquid steel must be lowered because oxygen reacts with carbon
during solidification and forms carbon monoxide and fatal blow holes in the cast.

With the aim of reducing oxygen content, deoxidation process is performed leading to
precipitation of oxide or/and sulfide inclusions. Hence prior to deoxidation oxygen levels
can range from 200 to 800 ppm oxygen whereas the total oxygen content after inclusion
removal falls down to a few tens of ppm. However NMI have great effect on steel properties
such as strength, plasticity, toughness, fatigue and the control of the population of this
second phase is a key to metal cleanliness. Zhang and Thomas [5] give a complete review
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on the control of steel cleanliness and more recently ZHANG et al. [6] brings fundamentals
concerning NMI. They demonstrate that most of NMI has a detrimental influence on the
mechanical properties. Oxide and nitride inclusions are brittle and hard particles which
will induce stress concentration during rolling and could turn into cracks during fatigue
cycles. Furthermore the ductility of large sulfide inclusions can lead to form very long
inclusions in the rolling process giving anisotropic properties of steel. These negative effects
not only depend of the chemical nature of the inclusions but on the morphology, size and
amount. Zhang and Thomas [5] report that sometimes a catastrophic defect is due to a single
large inclusion in a whole steel heat. Clean steel depends upon not only the control of the
inclusion content and type but also upon the elimination of inclusions larger than the critical
size harmful to the product (20 µm for tire cord or wire applications for instance).

Industrially a refining treatment has always been applied before casting, one of its pur-
poses being the control of the metal cleanliness and more specifically the inclusion cleanli-
ness. After the metal solidifies the characteristics of inclusions can be determined by either
destructive or non-destructive methods, but the inclusion cleanliness can hardly be achieved
by the mechanical or thermal treatments of the metal in solid state [7]. In other words when
the metal is solidified it is too late to modify chemistry and inclusion cleanliness.

1.1.2 Control of inclusions in the ladle furnace

The ladle furnace (LF) is a key process to achieve metal cleanliness. The most common
ladle treatment steps include deoxidation of the steel, optionally desulfurization of the steel,
alloying the steel, adjusting the steel temperature for shipment to the tundish and contin-
uous casting process, possibly inclusion modification, and inclusion removal, as shown in
Figure 1.1.

Figure 1.1 – Main steps in the ladle furnace

The type of deoxidation differs from one steel product to another and plays of course an
important role in the type of the inclusions. When deoxidant is added to the liquid steel, the
dissolved oxygen in the steel reacts with the deoxidant addition to form an oxide, following
the chemical reaction:

xM + yO = MxOy (inclusion) (1.1)

For most of the structural steel products, the steel is deoxidized with silicon and man-
ganese (Mn − Si killed). For sheet, plate and special bar, the steel is deoxidized with
aluminum (Al killed). Some aluminum killed steels are also treated with calcium to modify
the alumina inclusions and sulfur containing inclusions to improve castability and mechan-
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ical properties of the product [8]. Depending of the chemical nature of the NMI and of the
operating temperature, the inclusions can be fully solid, fully liquid or a mixture of solid
and liquid.

Figure 1.2 shows the schematic diagram of a gas stirred ladle where the steel in liquid
state is treated before continuous casting. The ladle is positioned into a sealed vessel making
possible a vacuum degassing treatment (a residual pressure of 1 mbar can be maintained
by the pumping device located at the side). An injection of argon through one or more
porous plugs usually located at the bottom of the ladle provides both mixing of the liquid
metal to achieve thermal and chemical homogeneity and the entrapment of the inclusions
by the bubbles known as the flotation mechanism. At the top of the steel bath a molten slag
layer covers the liquid making a protection against a possible reoxidation by the gaseous
atmosphere. The industrial vessel typically contains 100 t of liquid steel and the argon gas
which is fed through the bottom has a blowing rate between 50 Nliter/min to 200 Nliter/min,
these values denote the low and high rates of stirring. As it can be seen in Figure 1.2,
calcium may be added using a cored wire technology [8].

1.1.3 Origins of inclusions and properties

All the NMI formed during the steel treatment consists of different compounds whose prop-
erties are very much different than the parent steel alloy. Zhang and Thomas [5] identified
4 different sources of NMI:

1. Deoxidation products formed due to the chemical reaction between introduced deox-
idants and dissolved oxygen. This is much the most important source of NMI. For
example in a low carbon aluminum killed steel, the alumina (Al2O3) inclusions form
the majority of the inclusion population.

2. Slag entrainment, which mainly occurs during high gas stirring or during transfer of
liquid steel to tundish.

Figure 1.2 – Schematics of a ladle refining facility with degassing [7]
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3. Steel reoxidation products, which usually occurs when the gas stirring is above a
critical value; the slag layer is then broken leading to a slag open eye [9].

4. Big and irregular exogenous inclusions from wear of ceramic lining and of refractory
walls.

Because most of the inclusions are the product of the deoxidation process we focus our
attention to the modification of these inclusions following three stages:

1. Nucleation: In this stage nuclei of new phase is formed because of the supersatura-
tion of the liquid steel with deoxidant additive and O and/or because of bath cooling.
Nucleation of oxides can occur by homogeneous nucleation, particularly when the
level of supersaturation of the dissolved additive and oxygen is high, or more often it
can occur by heterogeneous nucleation on small inclusions formed earlier during the
steel making process.

2. Growth: Growth of inclusions carries on (by mass transfer from liquid to solid) un-
til the supersaturation cease to exist i.e. until the chemical equilibrium is reached.
Because the inclusion growth is a relatively slow process a certain amount of non-
equilibrium supersaturation might prevail. Dendritic morphology of alumina inclu-
sion in a high oxygen environment is shown as an example in Figure 1.3(a).

3. Agglomeration: Collisions between solid or liquid primary inclusions can occur by
Brownian motion (for particle size lower than 0.1 µm), turbulent motion or differen-
tial Stokes velocity. Because the wettability of the NMI is very weak in the liquid
steel, most of the collision lead to aggregation and then to restructuring and agglom-
eration. Indeed Guthrie [10] have estimated contact angle for most of the solid inclu-
sion (alumina, spinel, lime, silica . . . ) in liquid steel with values comprised between
110◦ and 145◦. For solid primary inclusions the agglomeration process forms large
aggregates. For liquid inclusions coalescence mechanism occurs leading to globular
larger particles as seen in Figure 1.3(b) for the very classic calcium-aluminate inclu-
sion. These successive mechanisms and events have been emphasized using confocal
scanning laser microscope [11].

In typical low carbon aluminum-killed steel, 1 kg of metal contains 107 to 109 inclusions
[5] with a log-normal particle size distribution as shown in Figure 1.4. Although this huge
density number of inclusions the mass fraction remains very small around 10−5 i.e. 10
ppm of total NMI in the liquid steel. As we can notice in Figure 1.4 typical inclusion
size in a ladle is between 1 to 20 µm and only very few inclusion have a size larger than
100 µm. Furthermore, Figure 1.4 outlines the efficiency of the ladle process to remove large
size inclusions since the particle size distribution in the tundish (before casting) reveals
a drop of the number of large inclusions. However the important increase of small size
inclusions in tundish can be readily explained by precipitation of inclusions (in particular
sulfide inclusions) due to the temperature decrease. As a consequence of this opposite trend
the total mass content of NMI is roughly conserved (23 ppm in that example).
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Figure 1.3 – (a) dendritic inclusion of alumina and (b) Ca−Mg aluminate inclusions found
in an Al-killed steel treated with Ca (adapted from [5] and [12])

Figure 1.4 – Size distribution of alumina inclusions in ladle and tundish [5]

1.1.4 Inclusion removal in the ladle furnace

Removal of inclusions from molten steel is one of the major objectives in the secondary
steel making, especially in the gas stirred ladle. As explained in section 1.1.2, the argon
injection at the bottom of the ladle provides both turbulent mixing of the liquid bath and
the entrapment of the inclusions by the bubbles known as the flotation mechanism. This
turbulence flow is the driving force for particle collision and aggregation whereas physical
separation mainly depends on the particle size. This is why aggregation has to be promoted
at first, so that bigger aggregates become easier to separate.

The physical separation can be divided into three mechanisms as shown on the schematic
of Figure 1.5:

• The collision and attachment of inclusion to the bubble surface. The attached
inclusion is then transported by the bubble rising to the slag interface where the in-
clusion is finally released and trapped.
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Figure 1.5 – Schematic of the inclusion behavior in the ladle furnace

• Because of the lower density of NMI compared to steel (roughly the half of the
value) the inclusions tend to float to the surface of the steel bath.

• The turbulent flow promotes the entrapment of the inclusions at the surface of
the refractory walls or of the slag layer. This thesis work addresses this issue.

CFD simulations of industrial gas stirred ladle allows for more insightful analysis of the
turbulent flows as the example proposed by Bellot et al. [13] and reported in Figure 1.6.
In these simulations, a RANS approach is applied within a standard k − ε turbulent model
for the liquid steel phase. This simulation is applied to an industrial 60 t steel ladle with
a relatively high stirring intensity corresponding to 63 Nl/min of argon for each of the two
plugs. The liquid steel velocity and argon plume region on a plane passing through the
porous plugs of the ladle are shown in Figure 1.6(a). We can observe the shapes of the two
bubble plumes rising from the two porous plugs (the isosurface of gas volume fraction equal
to 1% is drawn). The turbulence, mainly prevailing in these regions, is characterized by a
turbulent shear rate in the range 30− 500 s−1 but can reach value around 1000 s−1 for very
high stirring rate. The liquid metal flow is associated with two recirculation zones in each
half of the plane of symmetry.

The molten steel is sucked by the bubbles rising from the porous plug to the slag layer
which transports the inclusions toward the surface. In the bubble plume the aggregation and
the attachment of inclusions to the bubbles are enhanced by the relatively high turbulence
conditions.

Two examples of RMS of the fluctuating velocity are drawn in Figure 1.7. In this RANS
simulation, in order to reduce the computing time, a wall function was applied as a boundary
condition at the wall surface (y+ is equal to 20 at the first cell node). Turbulence intensity
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4/5 height

half height

Figure 1.6 – Predicted turbulent flow by CFD (a): velocity of the liquid steel along with the
argon plumes (isosurface of the 1% gas volume fraction) (b): Dissipation of the turbulent
kinetic energy ε (m2 s−3)

Figure 1.7 – Calculated RMS of the fluctuation velocity versus the distance to the wall [13].

increases strongly close to the wall in the boundary layer. The production of turbulence in
the plume region leads to a continuous increase of the turbulence kinetic energy, which is
more noticeable for the profile near the bath surface (in continuous black line) where the
plume is widely developed rather than at half-height of the ladle (doted blue line). Otherwise
the calculated shear stress Tw is respectively 0.5 and 0.4 Pa near the surface and at half-
height.

Nearby the surface, as shown schematically in Figure 1.8, the inclusions are dragged
along the surface of the slag layer and then along the ladle wall. During this transport in the
turbulent boundary layer, deposition and capture of the non-metallic-inclusions may occur
because of the low wetting of the particles by the liquid steel and of their high physico-
chemical affinity with the slag and refractory walls.

Finally deoxidation of the steel bath is achieved thanks to the removal of NMI and is
usually represented by a first order linear ODE, given in Equation 1.2:

dCO
dt

= −KOCO (1.2)
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Figure 1.8 – Schematic of the inclusion behavior in the bubble plume and near the slag and
wall surface.

where CO represents the total oxygen content and KO is a kinetic constant (min−1).

Figure 1.9 compares this kinetic constant KO obtained by the numerical coupling be-
tween CFD and population balance method (PBM) with industrial data reported by Zhang
and Thomas [5].

Figure 1.9 – Effect of stirring power on deoxidation rate according to Zhang and Thomas
[5] and Bellot et al. [14]

1.2 Deposition of aerosols and hydrosols

Deposition of particles on solid walls have been largely studied for aerosols [15–18] but
the literature for hydrosols is much poorer [19]. These two systems differentiate from each
other based on the particle to fluid density ratio. Aerosols generally have large density ratio,
about 103 while hydrosols has a ratio in the order of unity. Aerosols are tiny solid or liq-
uid particles suspended in gas which are produced by volcanic eruptions, forest fires, fossil
energy combustion etc. While hydrosol type particles can be observed, among other pro-
cesses, in water treatment processes and in metallurgical processes such as solid inclusions
in liquid metals.
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1.2.1 Aerosol deposition

Following many authors [15, 20–22], we can identify different driving mechanisms leading
to transport and collection of aerosol particles on solid wall which are mainly: (1) settling,
(2) inertial impaction or inertial deposition, (3) direct interception, (4) diffusional deposi-
tion, (5) electrostatic deposition, (6) thermal deposition. Settling (1) usually indicates the
prominent role played by the gravitational force. The concept of inertial impaction (2) lies
on the fact that the heavier particles collide with the wall due to inertia whereas the smaller
inertial particles follow the gas stream. In direct interception mechanism (3), the particle
trajectory following the gas stream lines is closed to within the radius of the particle from
the wall. In diffusional deposition (4), smaller sized particles (dp < 0.3 µm) experience ran-
dom molecular or Brownian motion thus leading to collection. All these four mechanisms
apply to particle deposition in turbulent flow [17] as we will see later and are illustrated
in Figure 1.10. Electrostatic deposition (5) deals with the mutual attraction between the
particles possessing one kind of charge and the deposition wall with an opposite polar-
ity. Thermophoresis (6) is a crossed diffusion mechanism i.e. a steep temperature gradient
leads to mass diffusion so-called Soret effect. Since the thermophoretic diffusion coefficient
is often very small, only a very steep temperature gradient near the wall gives rise to per-
ceptible effect [23]. Mehel et al. [24] studied a combined effect of both thermophoresis and
turbulent phenomena. They found that turbulent dispersion and thermophoresis mechanism
prevail for particle size range, (τp+ < 2) and for a particular temperature gradient, these two
mechanisms leading to wall deposition can be considered as correlated for nanoparticles.

As seen from most of experiments and numerical studies, deposition is quantified by the
so-called deposition velocity expressed as a function of the particulate Stokes number. The
deposition velocity ud (m s−1) is defined as the ratio between the flux density of particles
(ϕp)wall (m−2s−1) that are deposited on the wall to the mean or bulk concentration of
particles in the fluid flow C̄p (m−3).

ud = (ϕp)wall
C̄p

(1.3)

The particulate Stokes number (τp) denotes the inertia of the particle and gives the time

(𝟏) (𝟐)

(𝟒)(𝟑)

Figure 1.10 – Mechanisms involved in deposition of aerosols by (1) sedimentation, (2)
inertial impaction, (3) interception and (4) Brownian diffusion
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scale at which terminal slip velocity between the fluid and particles is reached. This Stokes
number depends on the square of the radius of the particle. For aerosols the relaxation is
given by :

τp =
d2
pρp

18ρfνf
(1.4)

where ρp and ρf are the particle and fluid density and νf denotes the fluid kinematic vis-
cosity.

Deposition velocity and particulate Stokes number are made dimensionless by using the
friction velocity (uT) (also known as the shear-stress velocity) and obtained as :

uT =
√

Tw
ρf

(1.5)

where Tw is the wall shear stress. Then, we have : ud+ = ud/uT and τp+ = τpu
2
T/νf .

Hence correlations and deposition curves are built with these two dimensionless variables.

Experimental investigation

Many authors (Friedlander and Johnstone [25], Liu and Agarwal [26], Wells and Cham-
berlain [20]) had performed experimental studies and measured the deposition velocity for
aerosols where three deposition regimes were identified with respect to dimensionless par-
ticulate Stokes number (τ+

p ). When the particles are small mainly in the sub micrometer
range where τ+

p < 0.2 the deposition velocity (u+
d ) decreases as (τ+

p ) increases as shown in
the Figure 1.11.This regime corresponds to the Brownian regime where particles are trans-
ported by Brownian diffusion. The expression for deposition velocity is given by Wells and
Chamberlain [20]:

ud
uT

= 0.2 Sc−2/3Re−1/8 (1.6)

where Sc is the Schmidt number defined as a ratio between kinematic viscosity of the fluid
phase to the Brownian diffusion of particles.

Wood [27] carried out analytical studies for aerosol which have been considered as
a reference work in this field. Three deposition regimes were identified with respect to
dimensionless particulate Stokes number (τ+

p ) as shown in Figure 1.11.

Hence moving on to larger particle sizes (dp > 1 µm) where 0.2 ≤ τ+
p ≤ 20, inertial

effects arise and there is a significant increase of deposition velocity. This regime is called
the turbulent dispersion regime where a correlation is proposed by Wood [27]:

ud
uT

= 4.5 10−4 τ+2
p (1.7)

For τ+
p ≥ 20 the deposition velocity remains nearly constant. The regime is called the

inertia moderated regime where the value of the deposition velocity obtained by Wood [27]
is :

ud
uT

= 0.13 (1.8)

Based on the earliest experiments, a deposition model was proposed by Friedlander
and Johnstone [25] which was called free-flight theory where particles are transported by
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Brownian diffusion Turbulent dispersion Particle inertia

τ𝑝
+ < 0.2 0.2 < τ𝑝

+ < 20

𝑢𝑑
+ = 4.5 × 10−4τ𝑝

+2

Figure 1.11 – Plot showing different deposition regimes when compared to dimensionless
particulate Stokes number (τ+

p )[27].

the turbulent eddies. These particles come close to the wall within one stop distance and
have enough inertia to travel through the viscous sublayer and finally deposit. Rashidi
et al. [28] performed experiments where particles were introduced in an open turbulent
channel flow and the significance of sweep and ejection phenomena in the deposition and
re entrainment of particles was observed. They highlighted the accumulation of particles
close to the wall and also noticed that particles with radii less than 0.5 wall units, when
arriving close to the wall without depositing, are barely lifted up by near wall ejection.
Rashidi et al. [28] explained these phenomena with the schematic Figure 1.12(a), drawing
low speed streaks created between pairs of longitudinal counter rotating vortices. Since
the particles are introduced in the flow, these low-speed streaks lead to the accumulation of
particles. Depending on the particle inertia, few are lifted up with the help of the inclined
vortex-loops present in the near wall region and are finally ejected out in the bulk flow. If
the particle density is much greater than the fluid, they come back to the near wall region.
This process of bursting gets repeated thus leading to the transport of particles in the flow
direction. Cleaver and Yates [29] introduced the principle of down-sweep flow as shown in
Figure 1.12(b). When a particle is entrapped in the down-sweep it will continue following
the down-sweep with small interruption. The particles present between the turbulent bursts
as shown in Figure 1.12(b) will have the chance to be captured by the wall and others in the
influence of the bursts will be swept away from the wall in the outer regions.

Numerical simulation

Basically two numerical methods are involved in simulation of particle deposition (i)
Eulerian and (ii) Lagrangian. The Eulerian simulation is usually devoted to the calculation
of the continuous turbulent gas flow applying either Large Eddy Simulation (LES) or more
often Direct Numerical Simulation (DNS) techniques, whereas Lagrangian Particle Track-
ing (LPT) is used to calculate trajectories of a large number of particles with a one way
coupling. Statistical analysis is then performed to produce RMS of fluctuating velocities
(gas and particles) and mean deposition rate. The one way coupling assumes that the dis-
crete phase do not modify locally or globally the turbulent flow. In the DNS simulation,
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Turbulent burst

Turbulent
Down sweep

Turbulent
Ejection

Deposition wall

Region of interest

Figure 1.12 – Plot of (a) Particle transport phenomenon close to the wall (Rashidi et al.
[28]) and (b) Idealised flow including the sublayer (main flow is normal to the figure) (in
accordance with Cleaver and Yates [29])

particle size is supposed to be smaller than the Kolmogorov length scale (dp < η) and
dilute condition is considered as well.

In the literature for particle deposition in a fully developed wall turbulent flow, authors
[30–32] used Direct Numerical Simulation (DNS) where pseudo spectral technique is used
to solve the Navier-Stokes equation. Yao et al. [33] used Large Eddy Simulation (LES)
with dynamic Smagorinsky model while Soldati and Marchioli [34] used both DNS and
complementary LES method to solve the Navier-Stokes equation.

McLaughlin [30] performed a DNS simulation of a fully developed channel flow with
Lagrangian particle tracking where he illustrated that the particles tend to collect in the
viscous sublayer region. However the simulation cost in the 80s were so high that the sim-
ulation time interval was too short to guarantee reliable results. Brooke et al. [31] worked
with the idea of free flight mechanism of Friedlander and Johnstone [25] where DNS was
performed in a channel flow to study the deposition. They evaluated the probability density
function of the wall normal particle velocities near to the wall and found that only a small
fraction of particles experience free flight mechanism and finally deposit, thus resulting in
significant accumulation of particles close to the wall. Later on in a next work, Brooke et al.
[22] divided the particle flux into three contributions : (a) flux by free-flight, (b) diffusive
flux and (c) turbophoretic flux. Reeks [21] defined diffusive flux as the particle flux because
of the gradients in particle concentration and turbophoretic flux as the particle flux due to
the turbulent intensity gradients. Guha [17] had observed that in the turbulent boundary
layer, flux of very small particles can be evaluated by integrating Fick’s law of diffusion,

J = −(DB +DT ) dCp/dz (1.9)

Here DB is the Brownian diffusivity, DT is the turbulent diffusivity and this parameter
varies with position, dCp/dz is the particle density gradient.

Turbophoresis is the process in which particles move from regions of higher turbulence
to lower ones. If there is a sudden decrease in turbulence intensity, the particles are unem-
bedded from the turbulent eddies and execute free flight transport. Particles can later on
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abandon free flight and again become entrained in the turbulent eddies. Brooke et al. [22]
with the computing performance available in the 90s, try to analyze the respective contri-
bution of free flight and diffusion mechanisms on the deposition. They noted that when
particles appear very near the wall the deposition distance becomes very small along with
the chance of having large enough momentum to carry the particles to deposit. Thus the
final conclusion made by Brooke et al. [22] was that these trapped particles, which, even-
tually manage to deposit, need to move away from the wall into a region with high enough
velocity fluctuations to bring the particles back to the wall.

Since the early 2000′s, Soldati and co-workers provided a significant work on DNS
simulation of point particle deposition. They investigated the strong coherent sweep and
ejection events responsible for particle transport (see Figure 1.13). They also reveal the
effect of the small streamwise vortices thus leading to particle accumulation close to the
wall where low-speed streaks are formed. Hence Figure 1.14 gives the variation of parti-
cle concentration along the wall normal direction when the statistically stationary state is
reached and for two different inertial aerosols (τp+ = 5 and 15). The authors [35] clearly
emphasized the high accumulation of particles very close to the wall. They also highlighted
the preferential locations where particles tend to deposit. Particle deposition patterns cal-
culated by Narayanan et al. [35] (see Figure 1.15) reflect the particle accumulation in the
streamwise oriented streaks.

Complementary to this work, Soldati and Marchioli [34] provided in 2009 a deep nu-
merical investigation of particle deposition in a wall turbulence channel flow. A pictorial
view of particle behavior is given in Figure 1.16 where a snapshot of particle locations and
flow field are represented in a cross-sectional window (y − z plane, x is the streamwise
direction).

Figure 1.13 – Particle-laden turbulent gas flow in a channel: schematics of the simulation
domain and near-wall turbulent coherent structures. Strong causal relationship links low-
speed streaks to ejections generated by quasi-streamwise vortices, which also generate in-
sweeps of high streamwise momentum fluid to the wall in the high velocity regions. (Soldati
and Marchioli [34])
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Figure 1.14 – Average concentration profile along the wall normal direction. (Narayanan
et al. [35])

Figure 1.15 – Accumulation of particles pattern for (a) τp+ = 5 and (b) τp+ = 15
(Narayanan et al. [35]), x is the streamwise direction.

Low-speed streak

𝑧+

𝑦+

QSV QSV

0

Strong accumulation of particles / low streamwise velocity component

Figure 1.16 – Cross section and front view of particle location and streamwise velocity (a)
color isocontour of the streamwise velocity component (Soldati and Marchioli [34]), (b)
schematic interpretation of figure (a)

Blue particles have wall-normal velocity directed away from the wall while purple par-
ticles move towards the wall. We clearly observe from the simulation that maximum ac-
cumulation of particles occurs between the two counter-clockwise and clockwise Quasi
Streamwise Vortices (QSV) at low z+ (z+ < 5), corresponding to a low-speed streak.

Soldati and Marchioli [34] proposed then a detailed view of the particle transfer mech-
anism (Figure 1.17). Segregation of packages of particles is the first stage of deposition
where the in-sweep flow bring particles towards the wall. This causes an increase in con-
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centration and accumulation of particles close to the wall especially between QSV. Tur-
bophoresis is the main reason behind the drift of particles towards the accumulation region,
which is located into the viscous sublayer. Particles in this accumulation region may either
deposit at the wall or ejected by out-sweep flow.

Yao et al. [33] combined Large Eddy Simulation with Lagrangian Particle Tracking us-
ing one way coupling in a square duct and found that preferential deposition of particles oc-
curs by the secondary flow pattern which typically exists in the square ducts. Particle depo-
sition along the streamwise direction was mostly dominated by the drag force. However the
lift force has an effect nearby the wall only when the particles are larger i.e. dp > 500 µm.
Pirozzoli et al. [36] stated that at high friction Reynolds numbers (ReT ≥ 500), there is
a strong accumulation of particles close to the wall, when the range of particulate Stokes
number is τp+ = 10 − 100. The deposition rate for a given Stokes number increases with
friction Reynolds number (ReT). The authors here show that the streaks are responsible
for particle segregation in the near wall region, significantly affected by turbophoresis, as
already described by Soldati and Marchioli [34]. Very recently Lu and Zhang [37] studied
particle deposition behavior in an air flow duct using Reynolds stress model with discrete
particle model. They found that the deposition velocity increases with the increase in parti-
cle diameters and bulk air flow.

Otherwise Fan and Ahmadi [38] in the 90s built a much simpler analytical sublayer
model to study aerosol turbulent deposition based on the approach of Cleaver and Yates [29].
They studied the motion and deposition of aerosol particles in the near-wall stationary co-
herent structures which means the authors assumed that the streamwise vortex has a longer
duration time than the characteristic turnaround and particle transport times. Figure 1.18(a)
represents the fluid velocity vectors in the cross stream plane where the arrangement of
flow includes two streamwise vortices rotating in opposite directions. At the centerline i.e.
y+ = 0, the sweep structures are located while at the two ends i.e. y+ = −50, 50, ejection
events exist. Figure 1.18(b) represents the schematic model of the deposition model along
with the rough wall surface proposed by Fan and Ahmadi [38]. The symbol h here de-

Wall 
distance

Solid wall

Deposition by 
impaction

Deposition by 
diffusion

Deposition region
[𝒛+ ~𝑶(𝒅𝒑

+)]

Near-wall 
accumulation region 
[Turbophoretic peak 

of particle 
concentration]

Segregation region
[Buffer region]

Inward 
particle flux

Outward 
particle flux

In
-s

w
e

e
p

s

Ej
e

ct
io

n
s

Figure 1.17 – Near-wall driving mechanisms, responsible for particle concentration buildup
in the near-wall accumulation region(Soldati and Marchioli [34]).
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notes the height of roughness and σh denotes the standard deviation of roughness. In their
work, they assumed that when the particle reaches a distance of one standard deviation of
roughness, the particle is assumed to be captured, i.e.:

zc = h + σh − e + dp/2 (1.10)

Here zc is the distance of capture. σh is estimated based on the roughness height h
as given by Browne [39] σh = 0.17k. e represents the displacement in origin of velocity
profile which according to Browne [39] for small roughness is given by e = 0.53h. The
model of Fan and Ahmadi [38] is describe in the last part of aerosol deposition because of
its use by Dupuy et al. [19] for hydrosol deposition in the next section 1.2.2.
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Figure 1.18 – (a)Plot of Velocity vector field describe by the sublayer model (Fan and Ah-
madi [15]) and (b) Schematics of deposition model (Fan and Ahmadi [38])

1.2.2 Hydrosol deposition

Recently Dupuy et al. [19] used the approach of Fan and Ahmadi [15, 38] and used it to
study the turbulent deposition of hydrosols. Hydrosol differentiate from aerosol based on
the particle-fluid density ratio and also additional forces like added mass, pressure gradient
and lift forces plays an important role. These forces henceforth cannot be considered as
negligible compared to the particle inertia and the pseudo-steady drag. The true relaxation
time of a hydrosol particle including added mass is given by the expression [40] :

τp =
d2
p(ρp + 0.5ρf )

18µf
(1.11)

When the particles travel close to the wall and the distance of separation between par-
ticles and wall is less than the order of particle diameter, the drag force applied on the
particles diverges from Stokes law and due to the hydrodynamic interactions, also known
as lubrication effects [19]. This effect may seriously alter the hydrosol deposition since the
dynamic viscosity of gases are several magnitude lower than that of liquids. The final con-
tact between such hydrosol particle and wall occurs due to physico-chemical interactions
which consists of attractive Van der Waals and repulsive electrostatic double layer interac-
tions respectively [19]. Dupuy et al. [19] proposed different deposition regimes to exist as
a function of particulate Stokes number for a channel and pipe flows. For sub-micrometer
range particles (τp+ < 10−3), particles deposit by Brownian diffusion where inertial and
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gravitational forces are negligible. The final conclusions emphasized by Dupuy et al. [19]
are as follows (a) the effect of inertial forces on the deposition is negligible, (b) lift force
can have a significant effect for dp+ > 1, (c) For non-buoyant particles, direct interception
results in deposition and the deposition velocity relates to the particle diameter by the power
of 1.7, (d) For buoyant particles sedimentation is the major criteria for deposition and the
hydrodynamic interactions have a major effect on the deposition velocity.

1.3 Methodology followed in this study

The main goal of this thesis is to investigate turbulent deposition of inclusions on the wall
and free slag surface of the ladle furnace. The study on deposition can be achieved by
determining the capture mechanism of particles and model it through deposition velocity.
The objectives can be fulfilled by following the procedures described below in the schematic
Figure 1.19.

1st step

•Generating turbulence only

•Developing DNS for the metallic flow

•Generating isotropic forced turbulence

•Reaching statistically stationary turbulence

2nd step

➢Flow simulation close to the wall

•Computational box below turbulence zone

•Vortices transported from turbulence production zone to computational zone

•Studying the wall boundary layer

3rd step

➢Introducing passive tracers

• Introducing inertial particles in the domain

•Studying the concentration of these inertial particles

•Studying the deposition velocity 

4th step

➢Introducing inertial particles

• Introducing inertial particles in the domain

•Studying the concentration of these inertial particles

•Studying the deposition velocity 

Figure 1.19 – Schematic showing the numerical methodology followed in the thesis

1st step: Since the deposition flux occurs in a wall bounded turbulence flow, the first aim
is to set up Direct Numerical Simulation (DNS) of a turbulent liquid metal flow.
The concept of linear isotropic forcing method is used which provides artificial
homogeneous energy to the calculated flow. This forcing can be achieved by
reaching statistically stationary turbulence.

2nd step: After accomplishing DNS of isotropic homogeneous turbulence, it is applied for
flow simulation near the wall. Two regions are selected in which the top region is
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used to generate turbulence while in the bottom region wall boundary layer or law
of wall is studied. Vortices generated in the top region diffuse and are transported
to the wall boundary region. Mean fluid flow is modeled thanks to a mean shear
stress applied at the interface between the two regions.

3rd step: After attaining fully developed wall bounded turbulence, passive tracers acting as
fluid parcels are introduced into the computational domain. This step is performed
to check whether the tracers flow along the streamlines of the fluid flow and also
to study the mean tracer concentration throughout the domain.

4th step: Finally inertial point particles are introduced to depict the deposition velocity at
the wall. Our study is focused on aerosol particle deposition with the aim of com-
paring numerical results with literature data. Finally a parametric study is done
to observe the deposition velocity changes with the particle inertia. Transport and
accumulation of aerosols are investigated using the concentration, velocity and
force profiles.

1.3.1 Manuscript organization

This section is the final part of the Introduction where a descriptive outline is provided of
the three main chapters of the thesis manuscript.

The second chapter deals with the creation of artificial isotropic homogeneous turbu-
lence. This production of turbulence will be used to generate wall bounded turbulence in
a limited computational time. First section provides a background on turbulent fluid flow
where there are subsections characterizing turbulence, energy cascade, turbulence energy
spectrum, isotropic homogeneous turbulence and ergodicity. These subsections describe
about such topics more vividly before carrying on with other sections later in this chapter,
thus giving a proper understanding on the aspects of turbulence phenomenon. In the follow-
ing section of this second chapter Direct Numerical Simulation (DNS) by using the lattice
Boltzmann Method (LBM) is described into details. The FLUA code recently developed at
Institute Jean Lamour is the principal numerical tool adapted to perform the numerical sim-
ulation in this thesis. In the same section we investigate the linear isotropic forcing method
which provides an extra force or energy to the Navier-Stokes equation thus generating ar-
tificial turbulence. Then we reveal the operating parameters for the simulations along with
the scaling concept between the LBM units and physical units. Last section illustrates the
final results obtained and thus validating the generation of isotropic artificial turbulence.

The third chapter uses the concept of generation of this turbulence and is applied to the
wall boundary layer where wall bounded turbulence is studied. A particular attention is
paid to the law of wall profile along with turbulent structures close to the wall. Comparison
with literature data obtained by DNS of turbulence in a channel flow is also presented and
discussed. This chapter is important to provide the required turbulent flow scenario to study
particle deposition flux.

The aim of last chapter is to evaluate the turbulent deposition rate in case of aerosols.
In this chapter, validation is provided thanks to the simulation of deposition of aerosols
where the literature is particularly rich compared to hydrosols. A thorough investigation of



34 CHAPTER 1. INTRODUCTION

transport and accumulation of aerosol particles for different Stokes number near the wall
is then presented. Finally as a question of time availability, the simulation of hydrosols in
fluid conditions prevailing in liquid steel ladle is only initiated. Preliminary results have
been reported for hydrosols.
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After a description of turbulence and its underlying physics, the objective of this chapter
is to show how lattice Boltzmann method (LBM) has been used to solve direct numerical
simulation (DNS) of forced linear isotropic turbulence. It provides a description of the
linear forcing method that has been used to generate homogeneous isotropic turbulence and
its implementation in the LBM. After that, it presents the simulation parameters used to
initiate the simulation and the conversion between LBM units to physical space. Finally, it
shows the results that have been obtained along with proper validation and comparison with
results from the literature.

2.1 Introduction to turbulence

The section starts with an historical overview of how turbulence was visualized and studied
across several centuries. A proper definition of turbulence is given in section 2.1.2 based
on Reynolds decomposition. Section 2.1.3 describes the cascade of energy and breaking
of larger eddies into smaller ones and shows energy transfer from larger scales to smaller
ones at which energy is dissipated. Then, the three hypothesis stated by Kolmogorov are
presented in section 2.1.4. Section 2.1.5 details the linear forcing technique to generate ar-
tificial turbulence and how it was developed in the last few decades in physical and Fourier
space. Then, the linear forcing method, that we use in physical space, is described in sec-
tion 2.1.6.

2.1.1 Historical overview

Leonardo da Vinci, in the 14th century, is often considered to be the first one who observed
turbulence as a physical phenomenon, but no quantitative or theoretical advances could be
found until a mathematical formulation was given. The Navier-Stokes equations are a set
of partial differential equations that describe the flow of incompressible fluids. They are a
generalization of the equation devised by Swiss mathematician Leonhard Euler in the 18th
century to describe the flow of incompressible and frictionless fluids. In 1821, French engi-
neer Claude-Louis Navier introduced a term called viscosity (friction), which dealt with the
more realistic and vastly more difficult problem of viscous fluids. Throughout the middle of
the 19th century, British physicist and mathematician Sir George Gabriel Stokes improved
on this work, though complete solutions were obtained only for the case of simple two-
dimensional flows. The complex vortices and turbulence that occur in three-dimensional
fluid flows as velocity increases, have proven intractable to any but approximate numerical
analysis methods.

After that, it is not before the late 19th century that substantial progress was made on
this matter, starting with Boussinesq [41]. He proposed a first modeling of turbulence in the
form of an apparent viscosity, based on the assumption that the mean strain rates and the
turbulent stresses can be related through a linear relation. This hypothesis still constitutes a
basic foundation for many turbulent models. In 1894, Reynolds [42] experimentally studied
turbulence and identified a single dimensionless parameter, known as the Reynolds number,
to be the sole physical parameter to turbulence transition of an incompressible flow in a
pipe. Reynolds also introduced the decomposition of a turbulent flow into a mean and a
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fluctuating component (hence known as Reynolds decomposition). At the same period,
Poincaré [43] was working on nonlinear dynamic systems from a mathematical perspective
and demonstrated that chaotic behavior can arise from complex deterministic systems, due
to their sensitive dependence on initial conditions.

In the 20th century, Lorenz [44], an American mathematician and meteorologist char-
acterized turbulence as a nonlinear system exhibiting chaotic behavior. In the year 1925,
Prandtl [45] introduced the “mixing length theory” that completes Boussinesq approach by
giving an estimation of the apparent turbulent viscosity of momentum transfer by turbulence
in a Newtonian incompressible flow, thus allowing a statistical approach to turbulence. Al-
though this approach was not rich enough to provide turbulent flow predictions, it proved
to apply quite well to some simple flow configurations. Then Taylor [46] developed mathe-
matical statistical correlations to analyse turbulence, particularly through Fourier transforms
and power spectra. He proposed statistical means to describe isotropic homogeneous tur-
bulence [46] and to account for its chaotic nature. Performing experiments inside a wind
tunnel, he showed that turbulent flows can be viewed as locally isotropic and homogeneous.
Kolmogorov [47], a Russian statistician derived important results for the theory of turbu-
lence. In 1941, he developed a theory (sometimes referred to as “K41”), which was based on
the theory given by Richardson [48] that in a turbulent flow, there are vortices of all possible
scales and energy is transferred from the larger vortices to smaller ones. The hypotheses
proposed by Kolmogorov were widely used and accepted.

In the early 1960’s, experimental procedures had greatly improved but the ultimate
breakthrough that would drastically change the study of turbulence was the introduction
of computing. Lorenz [44] was the first to publish research results using computers, which
changed how turbulence was investigated. He developed a highly simplified weather model
on the basis of the Rayleigh-Benard experiment. This model demonstrated that even only
three ordinary nonlinear differential equations can cause aperiodic chaotic behavior and that
thus, long-term weather forecasts are impossible on principle. At the same time, new ex-
perimental studies focused on more specific configurations such as isotropic homogeneous
turbulence, wall boundary layers, turbulence transition in channel and pipe flows etc, while
mathematical knowledge on Navier-Stokes equations improved. Ruelle and Takens [49] re-
vealed that these equations have chaotic solutions due to sensitivity to initial conditions due
to strange attractors. Their paper provided the transition chain that a flow will experience
when it starts from a steady state and evolves towards a turbulent chaotic state through a
periodic and a quasi-periodic link. This transition chain was later observed in many experi-
ments during the 1970’s and 1980’s [50–53].

The 1970’s and the 1980’s see significant progress in computational capabilities and
simulations start to be run on large supercomputers. Deardorff [54] was the first to perform
Large Eddy Simulation (LES) which was later followed by the Direct Numerical Simu-
lations (DNS) by Orszag and Patterson Jr [55]. Also Reynolds-averaged Navier-Stokes
modeling approach was used firstly by Launder and Spalding [56]. Out of this numerical
techniques, DNS was often not possible because of its requirement of high computational
power which was lacking at that time. But in the 1990’s and 2000’s, computational effi-
ciency improvements made DNS and LES suitable to simulate more and more turbulent
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flows.

2.1.2 Generalities about turbulence

Turbulent flows are common in many engineering problems as well as in our day to day
life. For example, small particles and droplets transported by smoke from chimneys or in
clouds reveal structures in their carrying flow. Similarly, the interfaces in mutliphase flows
such as water flowing out of a faucet and surfaces of rivers show many small scale patterns
(see Figure 2.1) that illustrate the complexity of such turbulent flows.

Turbulence can be interpreted as a population of numerous eddies of different length
and time scales. Such eddies can thus be defined by their characteristic diameter and their
velocity. The combination of eddies of multiple scales is the cause of the apparently random
velocity fluctuations arising from the chaotic nature of turbulence. Following Reynolds de-
composition, the mean and fluctuating components of the instantaneous velocity (ui) in a
turbulent flow are usually considered separately. In terms of statistics, the mean velocity
(ū) is defined as an ensemble average velocity, that is the velocity average over various
realizations of the same experiment. However, it is usually calculated as a volume (for ho-
mogeneous turbulence) or time average (for statistically steady flows) by assuming ergod-
icity of turbulence. Consequently, the fluctuation velocity (u′) is defined as the difference
between instantaneous velocity and mean velocity, as shown in Figure 2.2, so that Reynolds

(a) (b)

(c) (d)

Figure 2.1 – Turbulence phenomenon observed in (a) river flow, (b) smoke from chimney,
(c) clouds and (d) water flow from tap.
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Figure 2.2 – Decomposition in mean and fluctuation velocity components of a turbulent
flow, thick blacked arrowed line: mean velocity; blue thick curly line: fluctuation velocity.

decomposition can be expressed as:

ui = ū+ u′ (2.1)

When the turbulence time scales are much shorter than the transient evolution of a given
physical problem (or in a statistically steady flow), scale separation makes it possible to
estimate the mean velocity from an average over a finite period of time (t− τ/2 to t+ τ/2),
with a duration (τ ) that is larger than the longest time scale over all eddies.

ū(~x) =
∫ t+τ/2

t−τ/2
ui(~x, t) dt (2.2)

u′(~x, t) = ui(~x, t)− ū(~x) (2.3)

2.1.3 Energy cascade

Richardson [48] was the one to describe turbulence as a superposition of eddies of various
sizes. He wrote “Big whirls have little whirls which feed on their velocity, and little whirls
have lesser whirls, and so on to viscosity in the molecular sense”. The largest eddy size
is called the integral length scale (L) which, following Kolmogorov’s theory [47], can be
expressed as a function of turbulence properties (per unit of mass) such as the kinetic energy
(k) and the energy dissipation rate (ε). Eddies of this size have a characteristic velocity (u)
and an associated time scale (τ ) that can also be evaluated from analytical relations:

L = k
3
2

ε

u =
√

2
3 k

τ = L/u =
√

3
2
k

ε

(2.4)

Consequently, the integral velocity can be calculated from the root-mean-square (RMS) of
the fluctuation velocity:

u =
(
u′2
)1/2

where the overline .̄ means averaging. (2.5)

In isotropic turbulence, it does not matter which component of the fluctuation velocity is
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Figure 2.3 – A self similar cascade of eddies in a turbulent flow [57]

used in the calculation of u which is why kinetic energy is simple defined as k = 1
23u2 to

account for contribution of the three dimensions. The magnitude of the fluctuation velocity
can be estimated from the kinetic energy that is carried by the larger eddies. The Reynolds
number associated with these larger eddies is called turbulent Reynolds number, it is given
by:

ReL = (k1/2L)/ν = k2ε/ν (2.6)

Due to the unstable nature of the larger eddies, they stretch and finally break into smaller
eddies, which in turn can stretch and break into smaller eddies, and this process is repeated
over all eddy scales, transporting energy from larger scales to smaller structures as pictured
in Figure 2.3. This transfer of energy to smaller eddies continues until eddies reach a size
small enough for viscous dissipation to be able to dissipate their energy. Basically the rate
of dissipation (per unit of mass) can be evaluated from the energy transferred from the
largest eddies to all smaller scales. Since these eddies carry a kinetic energy (per unit of
mass) of u2 and their associated time scale is L/u, henceforth transfer rate of energy scales
as ε = u2/τ = u3/L. On the other hand, smallest eddies are governed by the turbulent
dissipation rate (ε), that is the rate of energy that is transferred from larger scales, and fluid
ability to dissipate energy (per unit of mass), that is its kinematic viscosity (ν). Hence their
characteristic length, velocity and time scales can be constructed as combinations of ε and
ν:

η =
(
ν3/ε

)1/4

uη =
(
ε ν
)1/4

τη =
(
ν/ε

)1/2

(2.7)

The ratio between the small and large scales can be evaluated from the expression of
the integral scales (2.4) and equations (2.7), and expressed as functions of the turbulent
Reynolds number:

η/L ∼ ReL−3/4

uη/u ∼ ReL−1/4

τη/τ ∼ ReL−1/2

(2.8)

2.1.4 Kolmogorov hypotheses

Kolmogorov [47], in 1941, stated three hypotheses based on the observation that velocity,
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time and length scales decrease all together. The first hypothesis deals with local isotropy
of small scale motions:

1. For homogeneous isotropic turbulence the kinetic energy of eddies is the same every-
where;

2. Directional biases of large scales are lost as energy is transferred to smaller eddies;

3. At sufficiently high Reynolds number, small scale motions are thus statistically isotropic;

4. Local isotropy means isotropy of small scales regardless of the anisotropy of large
scales.

Komogorov’s first similarity hypothesis states that during energy cascade the informa-
tion about geometry of eddies also gets lost along with the directional information. At
sufficiently high Reynolds number, (L/η large enough), see (2.8), statistics of small scale
motions are similar and independent on the mean flow and boundary conditions. Small
scales only depend on energy received from larger scales (approximately equal to dissipa-
tion rate) and viscous dissipation.

Komogorov’s second similarity hypothesis states that at sufficiently high Reynolds num-
ber, the statistics of intermediate scales, have a universal form that is determined by the
dissipation rate. Smaller eddies have shorter time scales, hence they instantly adapt to fluc-
tuations dictated by larger scales and maintain dynamic equilibrium in the energy transfer
rate from larger to smaller eddies. It means that all eddies that are smaller than a given
critical eddy size (LE) and larger than the dissipation micro-scale form a so-called univer-
sal equilibrium range. Within this range, intermediate scales still have a relatively large
Reynolds number, hence viscous dissipation remains negligible over a wide range of scales.
This introduces a new length scale (LD) that divides the universal equilibrium range into
two regions:

inertial subrange in which viscous dissipation is negligible and

dissipation range where energy transfer towards smaller scales decreases while
viscous dissipation becomes more and more significant, until no smaller eddies are
formed.

As shown in Figure 2.4, scales ranging between LE and LD constitute the inertial subrange,
while scales smaller than LD down to the Kolmogorov micro-scale (η) from equation (2.7)
constitute the dissipation range.

2.1.5 Developments of linear forcing schemes

The earliest numerical methods for forcing turbulence was the band-limited methods [58],
where kinetic energy in the flow was maintained constant by freezing the amplitude of the
velocity in all Fourier modes comprised in a given range of wave numbers (i.e. “wave num-
ber band”). This method requires some knowledge in advance about the desired kinetic
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Figure 2.4 – Energy cascading in turbulent flows

energy in such modes, and furthermore excludes any effects of small length scales motion
on the dynamics of the large length scales. In 2003, Lundgren [59] proposed an alternative
to the band-limited methods of forcing turbulence, using a source term in the Navier-Stokes
equation in the form of a volume force that is proportional to the local instantaneous ve-
locity. Apart from its simplicity, the profound advantage of linear forcing is the possibility
to apply this method in both physical and Fourier space. Problems that do not admit fully
periodic boundary conditions, for instance simulating interactions of turbulence with com-
bustion in which conditions upstream and downstream of the flame are inherently different,
are often simulated using numerical codes formulated in physical space, such as with a finite
volume method. Rosales and Meneveau [60] have shown that the application of linear forc-
ing in both physical and spectral space yields practically equivalent results, reflecting the
profound equivalence of the method in both spaces. Thus, the linear-forcing method opens
wide opportunities for application in both physical and spectral space. In this direction,
Lundgren [59] showed that linear forcing produces statistics at scales between the integral
scale and the inertial range that share the same features as experimental data.

In Fourier space, this linear forcing takes the form of an external force added to the
Navier-Stokes equation distributed over of wave numbers (κ) in the three-dimensions cov-
ering the shell |κ| = κf or the sphere 0 < |κ| ≤ κf (excluding the origin) to force isotropic
homogeneous turbulence. Theses forces provide energy to the smallest wave numbers (that
is the larger scales of the fluid flow) that cascades to smaller scales, until it reaches viscous
dissipation. Numerous methods have been proposed to determine the forcing scheme. The
most commonly used method [61–64] is given by the expression f̂(κ, t) = Aû(κ, t), where
u is the velocity field, .̂ is the Fourier transform, and the coefficient A is kept constant.
Ghosal et al. [65] calculated the source term as f̂(κ, t) = û(κ, t) ε/(N |û(κ, t)|2) (where N
defines the wave number shell) which enforces that the injected energy is constant and con-
trolled by the imposed dissipation rate (ε). Carati et al. [66] used this expression but only
forced a small subset of wave numbers chosen inside the shell. Another way to control en-
ergy injection is by maintaining constant kinetic energy in the smallest wave numbers. This
is the approach proposed by Sullivan et al. [67] who multiplied û(κ, t) by a coefficient that
was determined from the change in energy at each time step of the numerical simulation.
Seror et al. [68] maintained a constant kinetic energy in the forcing method by injecting
again the lost energy during each time step in the range of wave numbers 1 ≤ κ ≤ 5. The
objective was to insert the dissipated energy back to the larger scales. Wang et al. [69] kept
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the energy constant in each of the first two shells with wave numbers 0.5 < κ ≤ 1.5 and
1.5 < κ ≤ 2.5 while ensuring that the energy ratio between these two shells was consistent
with the Kolmogorov scaling law (κ−5/3).

The above mentioned methods undoubtedly solve the Navier-Stokes equations in Fourier
space. Doing so, they require knowledge of Fourier-transformed velocities, quantities that
are not readily available in codes formulated in physical space. Thus, there is interest in
developing forcing schemes that do not depend upon Fourier space representations.

This section will basically deal with the numerical approach used to generate homoge-
neous isotropic turbulence. Section 2.1.6 will detail how to generate turbulence by using
the approach mentioned in the literature [59]. Mainly in this case turbulence is produced in
physical space rather than Fourier space because of its easier application. In section 2.2, the
lattice-Boltzmann method used for simulating fluid flow is described, in which the mathe-
matical expression of the linear forcing is given.

2.1.6 Linear forcing scheme in physical space

Lundgren [59] showed that a forcing function that is directly proportional to velocity makes
sense from a physical perspective and provided results accurately producing homogeneous
turbulence. He stated that the fluctuation part of the velocity (u′) in shear flow turbulence
satisfies the following expression:

∂u′

∂t
+ u · ∇u′ + u′ · ∇u+ u′ · ∇u′ −∇ · u′u′ = ∇p′/ρ+ ν∇2u′ (2.9)

where the prime symbols denote turbulent fluctuations as defined in equation (2.1). The
vector symbol (~. ) is omitted in this equation to avoid cluttered notations (with .′ and .̄),
but velocities ū, u′ and ui all have three components. The third term on the left hand side
in equation (2.9), u′ · ∇u is the energy production term. As in isotropic homogeneous
turbulence there exists no mean flow gradient, this equation can be simplified as:

∂u′

∂t
+ u′.∇u′ = −1

ρ
∇p+ ν∇2u′ + g (2.10)

where the driving force parameter per unit mass can be given the form a linear forcing:

g = Au′ (2.11)

Projecting equation (2.10) on u′ and averaging it yields the turbulent energy equation
given by Lundgren [59]:

1
2
∂〈u′ · u′〉

∂t
= −ε+A〈u′ · u′〉 (2.12)

in which the dissipation rate (ε) is expressed as:

ε = −ν〈u′ · ∇2u′〉 (2.13)

In statistically stationary state, the time derivative of average quantities is zero, in which
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case equation (2.12) gives a value for parameter A in established turbulence:

A = ε

3u2
rms

(2.14)

where ε represents the dissipation rate and urms stands for the root-mean-square (RMS) of
the fluctuation velocity (the prime is omitted since only the RMS of the fluctuating compo-
nent is ever used in this work). Parameter A can thus be prescribed a value, and keeping it
constant is equivalent to prescribing the eddy turn over time scale, that is τ ≈ 0.612A−1

from the relations in equation (2.4). An alternate process can also be used where the parame-
terA is recalculated at each time step by calculating the values of u2

rms from the simulation,
which means imposing a constant energy injection rate (ε0).

In homogeneous turbulence, u2
rms can be calculated at each instant from a volume av-

erage:

〈u2
rms〉V = 1

V

∫∫∫
V

u′ · u′

3 d3V (2.15)

where u′ still denotes the fluctuation velocity that can be calculated as the difference be-
tween instantaneous velocity (ui) and the mean velocity (ū). The division by 3 is due to
the summation over the three components in the dot product, while by convention the char-
acteristic fluctuation velocity (u′) is considered per component since it makes it easier to
characterize non-isotropic turbulence, even though this is not needed here and it leads to
the non-intuitive convention that the scalar value u′2 is one third of u′ · u′. Instantaneous
velocity (ui) is evaluated directly from the simulation while, in homogeneous turbulence,
mean velocity (ū) can also be calculated with a volume average:

〈ū〉V = 1
V

∫∫∫
V

ui d3V (2.16)

Eventually, the Navier-Stokes derived equation to be numerically solved is summarized
in Lundgren [59]:

∂ui
∂t

+ ui · ∇ui = −1
ρ
∇p+ ν∇2ui +

(
ε0

3u2
rms

)
u′ (2.17)

In his work, Lundgren [59] does not distinguish between ui and u′ in expression (2.17)
since his flow has a zero mean velocity. In this chapter, simulations similar to his are
conducted. However, later in our research, linear forcing will be applied to flows with non-
zero mean velocity profiles which is why the different velocity components must be clearly
identified.

2.2 Lattice Boltzmann method

Fluid dynamics are ruled by the Navier-Stokes equations for mass and momentum. These
equations are most commonly numerically resolved using finite volume methods, in which
they are discretized and integrated over elementary volumes. However, lattice Boltzmann



2.2. LATTICE BOLTZMANN METHOD 45

methods (LBM) do not directly discretize the Navier-Stokes equations, but instead resolve
them indirectly by solving a Boltzmann like problem in each node of a lattice, leveraging
the fact that the global behavior of particles ruled by Boltzmann equation can yield Navier-
Stokes solutions when they are seen as a continuum, provided that proper collision dynamics
is used in the Boltzmann equation. The mathematical proof of this, called Chapman-Enskog
expansion, was independently published by the two eponymous researchers Chapman [70],
Enskog [71].

In the late 1980’s, lattice gas automata started being developed to simulate gas behavior
at molecular scale (for small scale dynamics or rarefied conditions). In such methods, gas
particles were moving between the nodes of a lattice and collision between particles was
calculated at node positions [72]. However, due to limitations mainly in their noisy na-
ture and their introduction of spurious terms in the Navier-Stokes equations, such methods
do not apply well to general fluid flow simulations. Therefore discrete gas particles were
replaced by density distribution functions that make smoother representations of particle
populations in each lattice node. These were introduced to nullify the noise and to capture
better collision statistics, which gave birth to the lattice Boltzmann methods. Since the fluid
dynamics in the macroscopic world are the outcome of the average microscopic particle
behaviors, then details in physics of individual particles have no impact on the macroscopic
physics [73].

From this approach, lattice Boltzmann methods have been developed that combine the
main advantages of being second order accurate schemes while having nice properties for
numerical resolution: their numerical scopes are local with minimal interactions of the
neighbor cells and they are explicit in time, which makes them particularly suited for paral-
lel computing platforms. In multiphase and complex flows, due to the presence of moving
and/or deformable interfaces, conventional CFD faces challenges relative to its needs of a
good mesh on which to discretized and solve Navier-Stokes equations. However, the inter-
faces that separate phases can also be seen as specific interactions among the constitutive
elements of the phases at microscopic scale, which are often more easily expressed in a
Boltzmann form. Therefore, in LBM, the kinetics of particles sometimes provide an easier
and consistent way to account for interfaces by adjusting the collision operator accordingly.

The LBM that has been used in this work is the one described in Eggels and Somers
[1]. It has been implemented in an in-house code to numerically resolve fluid flows. As
for any LBM, this method relies on the discretization of Boltzmann’s equation (2.18) over
a finite set of velocities (~ci) corresponding to the links between the nodes of a lattice (with
i ∈ [1, 18] in Eggels and Somers [1]), as illustrated in Figure 2.5. Distribution Ni(~x, t)
corresponds to the density of mass at position ~x and at time t that is moving at velocity ~ci.

∂Ni

∂t
+ ~ci · ~∇Ni = Ωi(N1, . . . , N18) + Fi(~f) (2.18)

The variables describing the fluid flow are obtained by calculating the moments of the
distributions (Ni) from the discretized Boltzmann’s equation.

ρ =
∑
i

Ni, ρ~u =
∑
i

~ciNi (2.19)
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Figure 2.5 – D3Q18 velocity model in LBM

The Boltzmann equation being discretized over a lattice defining a finite set of positions
in space (~x) and a finite set of velocities (~ci), the lattice definition yields a time step so
that distributions (Ni) move by one node in their associated direction during such a time
step. This step is called “streaming” and results from time integration of equation (2.18), it
accounts for the convective term in Boltzmann’s equation. The diffusive and source terms
can, for their part, be applied locally in each node before the streaming step, in a so-called
“collision” step.

collision: Ñi(~x, t) = Ni(~x, t) +
(
Ωi(~x, t) + Fi(~x, t)

)
∆t

streaming: Ni(~x+ ~ci ∆t, t+ ∆t) = Ñi(~x, t)
(2.20)

Equation (2.20) shows that Boltzmann’s equation is thus solved with an explicit scheme.
Starting from the initial time, the flow dynamics at each time step are solved in two sub
steps : (a) streaming step that streams the density distribution functions from each node to
its neighbors, following the lattice discrete set of velocities, illustrated in Figure 2.6, and
(b) collision step that redistributes the mass densities among the velocity directions in each
lattice node.

External volume forces (~f ) can be added through the source term denoted Fi in equa-
tion (2.18). In Eggels and Somers [1], the source term (F ) and the collision operator (Ω)
are merged and calculated together during the collision step. From equation (2.19), mass
and momentum can be calculated through the zeroth and first moments of the density dis-
tributions, which yields constraints on the collision operator to satisfy conservation laws of
mass and momentum.

ΩE&S
i (N1, . . . , N18, ~f) = Ωi(N1, . . . , N18) + Fi(~f)∑

i

ΩE&S
i = 0,

∑
i

~ci ΩE&S
i = ~f (2.21)
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Figure 2.6 – Illustration of the streaming process between LB nodes

Eggels and Somers [1]’s collision operator (ΩE&S) depends in a nonlinear way on all com-
ponents of the density distributions (Ni). In the case of forced isotropic turbulence, the
source term ~f(~x, t) is computed via the linear forcing method.

Here, a D3Q18 lattice-Boltzmann method is implemented. The lattice comes with its
unit for space and for time. The unit for space is given by the distance between nodes along
primary directions (∆x), so that the cube in Figure 2.5 has a side of 2 ∆x. The time unit
is given by the velocity discretization so that distributions move by one node during one
time step during streaming, that is ∆t = ‖~c1‖/∆x (since ~c1 corresponds to the x direction).
In the following, LBM quantities will then be non-dimensionalized using these two scales
(∆x and ∆t), so that, for example ∆t from equation (2.20) will be equal to unity (∆t = 1).
Velocities will be scaled by ∆x/∆t.

In lattice units, the discrete sets of velocities used in the D3Q18 lattice shown in Fig-
ure 2.5, can be expressed as:

~ci =


(±1, 0, 0), (0,±1, 0), (0, 0,±1), for i = 1, . . . , 6 Group I

(±1,±1, 0), (0,±1,±1), (±1, 0,±1), for i = 7, . . . , 18 Group II

(2.22)

Eggels and Somers [1]’s method is based on the premise that equation (2.18) is equiva-
lent to Navier-Stokes equations if the collision operator relaxes towards the following equi-
librium distribution (N eq

i ):

N
eq
i = mi ρ

24

{
1 + 2~ci · ~u+ 3

[
~ci~ci : ~u~u− 1

2tr(~u~u)
]

− 6ν
[
(~ci · ~∇)(~ci · ~u)− 1

2
~∇ · ~u

]
+O(u3, u∇u)

}
(2.23)

where O(u3, u∇u) denotes higher order terms that do not exist in Navier-Stokes equation
and that must thus be kept small. This is achieved by ensuring that the velocity (~u) is small
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compared to the speed of sound in the given lattice which is here cs =
√

1
2 .

‖~u‖ � cs (2.24)

Equation (2.24) adds a criterion in the form of a numerical Mach number to ensure that
propagation of information in the lattice does not limit the convection and diffusion terms
in equation (2.18). This is the counterpart of using a fully explicit solver as detailed in
equation (2.20) that imposes limitations on the simulation time step.

Equation (2.23) can be obtained as a discrete form of the Maxwellian equilibrium distri-
bution from the kinetic theory of gases. The weight factors (mi) derive from the definition
of the D3Q18 lattice and the projection of the Maxwell distribution over the discrete set of
velocities in the LBM:

mi =


1/12, i = 1, . . . , 6 Group I

1/24, i = 7, . . . , 18 Group II

(2.25)

The foundations of LBM were laid by Bhatnagar et al. [2], who defined their collision
operator (ΩBGK) as a relaxation towards the equilibrium distribution using a single relax-
ation time (τBGK) that is related to the kinematic viscosity of the fluid (ν):

ΩBGK
i = 1

τBGK (N eq
i −Ni) with ν = c2

s(τ −∆t/2) (2.26)

Later developments of the LBM, such as the Multiple-Relaxation-Time (MRT) scheme [74]
do a projection of the distributions in a different basis of eigenvectors than the lattice veloc-
ities (~ci), so that various projections can be relaxed with different relaxation times, hence
the name of such methods. Relaxing different moments of the distributions with different
times makes it possible to significantly damp the high order terms from equation (2.23) and
improves the quality of the resolution of the NS equations by the LBM. More specifically,
it makes such methods more robust over a wider range of numerical Mach numbers and
of viscosity values. Although prior to D’Humières et al. [74], Eggels and Somers [1]’s
operator is a kind of MRT, in which physical moments from the Boltzmann distributions
(mass, momentum and energy) and unphysical moments (high order terms) are relaxed sep-
arately. The collision operator (ΩE&S) applies to a so-called solution vector (Λ) defined
with moments of multiple orders of the distributions (Ni).

Ni(~x+ ~ci, t+ 1) = [P ]−1
i (1 +

[
ΩE&S]) Λ−︷ ︸︸ ︷

[P ] Ni(~x, t)︸ ︷︷ ︸
Λ+

(2.27)

Reusing the notations from equation (2.20), pre- and post-collision solution vectors (respec-
tively Λ− and Λ+) can be expressed as:

Λ−(~x, t) = [P ]Ni(~x, t)
Λ+(~x, t) = [P ]Ñi(~x, t)

(2.28)
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where matrix [P ] is the projection matrix from the velocity basis (~ci) to a new basis of
eigenvectors (φi) defined as:

φi =



1

cix

ciy

ciz

2c2
ix + c2

iy + c2
iz − 2

cixciy

2c2
iy + c2

ix + c2
iz − 2

cixciz

ciyciz

2c2
iz + c2

ix + c2
iy − 2

cix(3c2
iy − 1)

ciy(3c2
ix − 1)

3cix(2c2
iz + c2

iy − 1)

3ciy(2c2
iz + c2

ix − 1)

ciz(3c2
ix + 3c2

iy − 2)

3ciz(c2
iy − c2

ix)

3(c2
ix − c2

iy)2 − 2

(c2
ix − c2

iy)(1− 2c2
iz)



(2.29)
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so that the solution vectors (Λ±) have the following 18 components:

Λ± =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

ρ

ρ~u± 1
2
~f

ρ~u~u+ ρ
±1− 6ν

6ν

(
∇~u+

(
∇~u
)T
)

O(u3, u∇u)

O(u4, u2∇u)

(2.30)

Consistently with equation (2.21), external volume forces (~f ) are directly implemented
during the collision step as an additional term in moments of order 1, corresponding to
momentum components.

2.3 Simulation conditions and setup

Direct numerical simulations of homogeneous isotropic turbulence were performed with the
LBM solver described in section 2.2 in which the linear forcing described in section 2.1.5
was used as local volume force. The computational domain is a three dimensional cubic box
with periodic boundary conditions along all three directions. In the simulations, the LBM
code is used to compute incompressible flow solutions. Similarly to the previous section,
all values in this section are expressed in lattice units (1 [lu] = 1 ∆x and 1 [tu] = 1 ∆t),
unless explicitly stated otherwise.

The largest eddies, referred to as integral length scale, carry most of the energy. The
smallest eddies, referred to as Kolmogorov length scale, are scaled by the energy dissipation
rate and fluid viscosity. In a statistically steady turbulent flow, the energy dissipated at
smaller scales equals the energy supplied by larger scales. The eddies are also constrained
by the size of the simulation box.

Consistently with equation (2.17), the control parameter implemented in the simulation
code is the energy injection rate ε0 which is kept constant throughout the simulation. The
simulation conditions are characterized by three parameters:

integral length scale L, assumed to be 20% of the domain size [60], that gives
a length scale to the simulations;

fluctuation velocity u′, which, when combined with L0, gives a time scale for
the simulations;

Kolmogorov length scale η, which determines the smallest scales in the simu-
lation and consequently determines the turbulent Reynolds number.
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Rosales and Meneveau [60] determined that the implementation of linear forcing scheme
leads to the production of turbulent velocity field that asymptotically reaches a unique statis-
tically steady solution. The integral length scale (L0) when this state is reached is approxi-
mately 20% of the domain size (that is the length of an edge of the cube). When statistically
steady turbulent flow is achieved, the fluctuation velocity u′0, the mean turbulent kinetic
energy k0 and the mean rate of dissipation ε0 are expressed as:

u′0 = 3AL0, k0 = 27
2 A2 L2

0, ε0 = 27L2
0A

3 (2.31)

where A is the forcing coefficient defined in (2.14).

The value of ε0 has been calculated as ε0 = u′0
3/L0 [75] where u′0 represents the target

fluctuation velocity (see Table 2.1), chosen small enough so that the simulations obey the
incompressibility restriction from (2.24).

The forcing parameter A is calculated from its relation to ε0 and L0 in equation (2.31).
The resulting forcing Reynolds number (Reforce) was varied in several simulation cases
summarized in Table 2.1 to investigate the influence of the Kolmogorov length scale. Moin
and Mahesh [76] established that for a well resolved direct numerical simulation, the Kol-
mogorov length scale should obey the criterion:

η > 0.318 [lu] (2.32)

Given η, the value of kinematic viscosity ν is set by Kolmogorv’s theory from equa-
tion (2.7) which is used as an input value in the simulations. Knowing the parameters u′0,
L0 and ν, a forcing Reynolds number is obtained that characterizes the conditions of a
simulation.

Reforce = u′0 L0
ν

(2.33)

2.3.0.0.1 Scaling parameters

Simulations parameters are given in lattice units but, in order to have a proper under-
standing of what is happening in the physical world, it is possible to convert from lattice

Table 2.1 – Simulation parameters of forced isotropic turbulence (in lattice units)

Case N3 ν ε0 u′0 Reforce L0 η

a 1283 7.4× 10−4 4× 10−6 0.05 8513 25.2 0.1

b 1283 6.3× 10−3 4× 10−6 0.05 1000 25.2 0.5

c 1283 1.6× 10−2 4× 10−6 0.05 394 25.2 1

d 1283 4× 10−2 4× 10−6 0.05 158 25.2 2
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units to physical ones. The following relations provide conversions for length and time.

∆xphys = Hphys

N
, ∆tphys =

∆x2
phys

νphys
νLBM (2.34)

where Hphys is the corresponding length of an edge of simulation box in physical units,
N is the number of lattice nodes along that direction. νphys and νLBM are the value of the
kinematic viscosity of the fluid respectively in physical units and in lattice units. Then
∆xphys is the distance in physical units between two lattice nodes, ∆tphys is the duration of
simulation time step (streaming plus collision) in physical units.

Knowing these values it is possible to convert velocity, kinetic energy, dissipation rate
etc. in physical space, for example:

uphys = u∆xphys/∆tphys (2.35)

In later physical interpretations, the value for the physical kinematic viscosity will be that
of steel νphys = 7.86× 10−6m2s−1 and the simulation domain size (Hphys) will be 0.01 m.
Also, as long as only kinematics are studied, all LB quantities are proportional to ρ so there
is no lattice scale for mass. By conventions, the simulations will use ρLBM = 8 and steel is
ρphys = 7000 kg ·m−3. This yields a mass unit, that will be necessary for conversions:

∆mphys = ρphys

ρLBM

(
∆xphys

)3 (2.36)

2.4 Analysis of the turbulence produced by linear forcing

In this chapter discussions and conclusions are drawn from the results of isotropic turbu-
lence generated by linear forcing. Section 2.4.1 depicts the confirmation of the statistically
steady state of the turbulence by viewing the evolution over time of different parameters.
Turbulence energy spectrum is analyzed in section 2.4.2 which gives a valid conclusion of
the cascading of different scales with the energy dissipation. Eventually, in section 2.4.3, a
validation is presented by comparing our results to those of Valiño et al. [77].

2.4.1 Evolution over time of characteristic parameters

2.4.1.1 Kinetic energy and dissipation rate in the forced turbulent flow

In the figures presented in this section, time has been non-dimensionalized relative to the
characteristic time τ0 = u′20 /ε0. This characteristic time is about half of the eddy turnover
time (τ) defined in equation (2.4):

τ0 =
(2

3

) 3
2
τ ≈ 0.54 τ (2.37)

All simulations were initialized with no turbulence, but with a sum of sinusoidal pro-
files for each velocity component. The magnitude of the initial velocity is the same as the
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expected fluctuation velocity (u′0). Linear forcing and flow solver would then compute the
evolution from this initial state to a statistically steady turbulent state.

The mean velocity remains almost zero in all cases as shown in Figure 2.7:

‖〈~ui〉V ‖ < 2% u′0 (2.38)

Figure 2.8 shows the contour map of the velocity magnitude and the streamlines of the
velocity fields in the x-z plane. From these figures a clear representation of the isotropic
vortices can be observed which is the main objective of performing the simulations.

What all curves from Figures 2.9 and 2.10 show is that steady state is reached in about
t = 20 τ0. The plotted dissipation rate (ε) and kinetic energy (k) have been calculated from
the simulated velocity fields:

〈ε〉V = 2 ν 〈SijSij〉V (2.39)

〈εcd〉V = −ν 〈~u′ ·∆2~u′〉
V

(2.40)
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Figure 2.7 – Time evolution of Mean velocity along three directions for LBM simulation
where η = 0.1 [lu], here t = tLBM/τ0
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Figure 2.8 – (a) Velocity magnitude map and (b) streamlines of velocity fields in x-z direc-
tion for η = 1 [lu]
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〈k〉V =
〈1

2
~u′ · ~u′

〉V
(2.41)

where 〈.〉V denotes spatial volume average over the whole simulation domain and ~u′ is
calculated as the difference between the instantaneous velocity and the mean velocity, also
calculated as a volume average.

~u′ = ~ui − 〈~ui〉V (2.42)

Since dissipation rate and turbulence kinetic energy are calculated as volume averages,
their instantaneous values can be evaluated at any time in the simulation.

Figure 2.9 shows the evolution of energy dissipation rate over time. The horizontal red
line represents the controlled dissipation rate (ε0 = 4 · 10−6) in the linear forcing, and
the other lines are calculated dissipation rates from the simulations. The two sub-graphs
show the results of the two different ways to calculate the energy dissipation rate. Numer-
ical evaluation of dissipation rate according to equation (2.39) makes use of the strain rate
tensor (Sij) that is calculated from the Boltzmann distributions during the collision step in
the LBM [75]. The second expression, equation (2.40), represents the dissipation rate cal-
culated based on the formulation given by Rosales and Meneveau [60] where the second
order space derivatives of the velocity field are evaluated using centered finite-difference
scheme. Figure 2.9 shows that both calculations yield different values, but both values (for
η ≥ 0.5 [lu]) are in good agreement with the control value, meaning that the linear forcing
accurately imposes the dissipation rate with which it is parameterized. Moreover, one cal-
culation method seems to overestimate and the other to underestimate the dissipation rate,
which is consistent with the expectation that the effective dissipation rate lays in between
and is very close to the control value from the linear forcing. However, the blue curve for
η = 0.1 [lu], that is a Kolmogorov length scale ten times smaller than a lattice spacing, gives
inaccurate results. It is an illustration of the criterion from equation (2.32) meaning that in
such simulations space discretization is not fine enough to represent the smallest eddies.
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Figure 2.9 – Time evolution of the dissipation rates calculated as (a) 〈εcd〉V =
−ν 〈u′∆2u′〉V and (b) 〈ε〉V = 2 ν 〈SijSij〉V for different Kolmogorov length scales:
(a) η = 0.1[lu], (b) η = 0.5[lu] , (c) η = 1[lu] and (d) η = 2[lu], here t = tLBM/τ0
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To extract more quantitative information from the simulations, Table 2.2 shows the
mean values of the fluctuation velocity (u′) and the integral length scale (L), time aver-
aged over a period of 80 τ after t ≥ 20 τ , that is their mean values in statistically steady
state.

The energy dissipation which is evaluated based on finite-difference scheme is inher-
ently prone to numerical errors due to discretization. The dissipation rate calculated from
the strain rate tensor in the LBM, in equation (2.39), is in relatively good agreement with the
control value, judging by the relative errors which is about 10 % or less when η ≥ 0.5 [lu].
The decrease of the percentage of error when the Kolmogorov length scale increases may
solely be due to a better estimation of ε from equations (2.39) and (2.40) that does not corre-
spond to an actual relation between the effectively imposed dissipation rate and the fineness
of the mesh.

Figure 2.10 shows the evolution over time of the volume averaged calculated turbulent
kinetic energy, from equation (2.41), and integral length scale. The integral length scale
is evaluated at each instant based on the expression L = u′3/ε. Among these curves, the
blue lines η = 0.1 [lu] reflect inaccurate results, for the same reasons discussed before and
in equation (2.32). All other curves match the control values for turbulence kinetic energy
(k0 = 3.4×10−3) and integral length scale (L0 = 25.2) very well. The integral length scale
(L) occupies approximately 20% of the domain size, when statistically stationary turbulence
is reached. Evaluating the various turbulence parameters from the simulation (Table 2.2) it
can be seen that the fluctuating velocity (u′) also reaches the desired control value, i.e.
u′0 = 0.05, as mentioned in Table 2.1 for all Kolmogorov length scales but η = 0.1 [lu].
This depicts that the flow field generated, matches physically sound turbulent behavior.

Also to validate homogeneity and isotropy, RMS fluctuation velocities calculated with
time averages have been performed. To this end, first the mean velocity is calculated from
an average over time, and then the “mean” step in the RMS also averages with time. Such
calculations yield average values independently calculated in every position. Due to ergod-
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Figure 2.10 – Time evolution of (a) turbulence kinetic energy k and (b) integral length scale
L for different Kolmogorov length scales: (a) η = 0.1[lu], (b) η = 0.5[lu] , (c) η = 1[lu]
and (d) η = 2[lu], here t = tLBM/τ0
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Table 2.2 – Simulation results of turbulence parameters(in lattice units)

Case u′ u′0 Reλ L L0

a 0.053 0.05 193.03 48.35 25.2

b 0.0479 0.05 56.41 25.35 25.2

c 0.0476 0.05 34.95 25.07 25.2

d 0.0482 0.05 22.76 26.86 25.2

icity of turbulence, time and volume average are supposed to give the same results. So the
time averaged values can be used to validate that the forced turbulence is homogeneous and
isotropic as is is supposed to be.

Time averages are calculated in the following way:

〈. 〉t = 1
n

n−1∑
i=0

. (t0 + i∆t) (2.43)

where t0 has been chosen large enough so that steady state is reached. 200 snapshots are
evaluated every 1000 time steps, (∆tTS = 1000) time steps, covering a total range of
200× 1000 time steps, corresponding to 150τ0.

Profiles of the time based RMS of the three components of the fluctuation velocity are
plotted in in Figure 2.11. Their profiles are fairly flat and the magnitude of all components
are similar, which confirms that the forced turbulence does not vary with position (homo-
geneity) and has no preferential direction (isotropy).

Also, plotting profiles of time averaged turbulent kinetic energy along several lines in
the domain, as observed in Figure 2.12, shows that the calculated value achieves the desired
controlled value (k0) in every location.
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Figure 2.11 – Plot of (a) urms, (b) vrms and (c) wrms along the z-direction (zLBM ) for
η = 0.5[lu] at x-location, xLBM = 63 and y-locations yLBM = 20, 60, 120.
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Figure 2.12 – Plot of turbulence kinetic energy along the z-direction (zLBM ) for η = 0.5[lu]
at x-location, xLBM = 63 and y-locations yLBM = 20, 60, 120, and controlled value k0 =
0.0034.

2.4.1.2 Characterisation of fluctuations: velocity derivative skewness

After the properties of the forced flow regarding energy have been validated, another prop-
erty of the flow regarding local hydrodynamics is studied to get better validation on the
properties of the forced velocity field. Velocity derivative skewness gives a definite repre-
sentation of the velocity gradients thus providing information on the local structures in the
flow.

Velocity derivative skewness is used to characterize velocity derivatives: ∂u′x/∂x, where
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u′x is the x component of velocity fluctuations. There is a general link between the skew-
ness, cascade of energy between scales and vortex stretching [78]. Skewness is defined as
the third moment of fluctuation velocity gradient normalized by variance [79]. The expres-
sion for velocity derivative skewness along the x direction is given by:

Sux =

〈(
∂u′

x
∂x

)3
〉V

〈(
∂u′

x
∂x

)2
〉V 3/2 (2.44)

The expected value of this skewness in homogeneous turbulence lies between -0.4 and
-0.5 [80]. Figure 2.13 illustrates the time evolution of velocity derivative skewness for
different Kolmogorov length scales. Again, this parameter reaches values in very good
agreement with known turbulence properties except for η = 0.1 [lu].

The time averaged values once statistically steady regime is achieved are included in
Table 2.3. These confirm that the local hydrodynamics of the turbulence produced by lin-
ear forcing match the expected turbulent behavior when the criterion in equation (2.32) is
satisfied.
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Figure 2.13 – Time evolution of velocity derivative skewness for different Kolmogorov
length scales: (a) η = 0.1[lu], (b) η = 0.5[lu] and (c) η = 1[lu], along three directions, here
t = tLBM/τ0.
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Table 2.3 – Extracted global parameters from simulation results and relative errors.

Case η ε/ε0 Error (%) εcd/ε0 Error (%) Su

a 0.1 0.73 26.7 0.37 62.6 −0.14

b 0.5 1.1 10.7 0.79 21.3 −0.44

c 1 1.09 9.4 0.85 14.7 −0.48

d 2 1.07 6.7 0.9 9.9 −0.49

2.4.2 Distribution of energy in the flow

As turbulence spreads over a range of eddy sizes, it is frequently studied through the Fourier
transform of the velocity fields. In Fourier space, the components of velocity for wave
vector ~κ is given by:

~u′(~κ) = 1
(2π)3

∫∫∫
~u′(~r) e−i ~κ·~r d3r (2.45)

The kinetic energy (per unit mass) associated to the turbulent motions with this wave
vector is denoted by E and is given by:

E(~κ) = 1
2
~u′(~κ) · ~u′(~κ) (2.46)

In isotropic turbulence, there is no need to distinguish the contributions of each direction
separately, so the contributions of all wave vectors of the same norm are considered all
together, and another energy distribution is extracted as function of a scalar wave number,
which is much easier to plot.

E(κ) =
∫∫
‖~κ‖=κ

E(~κ) d2κ (2.47)

Thus by plotting E(κ) against κ, we can present an energy spectrum of the turbulent
fluctuations, as shown in Figure 2.14.

The energy spectra confirm that increasing the Kolmogorov length scale makes the vis-
cous dissipation occur at smaller wave numbers, that correspond to bigger eddy sizes. The
spectra reveal that as turbulent Reynolds number increases the slope of the spectrum curves
at low wave number tends to the −5/3 slope predicted by Kolmogorov’s theory in the in-
ertial subrange. Also as Reynolds number decreases, the viscous dissipation range tends to
spread over all the simulated scales.

When the Kolmogorov length scale is smaller than the minimal value 0.318 [lu], the
fluid motion at the smallest scales are not accurately resolved, as can be observed from
the spurious behavior of the vorticity maps in the turbulent flow field as shown in Fig-
ure 2.15(a). Although the simulation reaches a stable solution, the flow field as observed
in Figure 2.15(a) illustrates that the smallest eddies formed are physically unrealistic be-
cause the smallest Kolmogorov length scale formed during the simulation is 0.1 [lu], which
is much smaller than 0.318 [lu].
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Figure 2.14 – (a) Turbulent Energy spectrum, (b) Scaled Turbulent spectrum for η = 0.1[lu],
η = 0.5[lu] ,η = 1[lu] and η = 2[lu] , where Eκη = ε
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Figure 2.15 – Cross-sections of simulated flow field for different Kolmogorov length scales:
(a) η = 0.1[lu], (b) η = 0.5[lu] and (c) η = 1[lu]. The color scales indicate the vorticity
component (ωy) normal to the plotted section.

As confirmed in the scaled turbulent spectrum (Figure 2.14(b)), simulations parameters
must be chosen properly to develop an inertial energy subrange. The generation of inertial
subrange improves with the increase of the ratio between the domain size to the Kolmogorov
length scale.

2.4.3 Comparison with literature on linear forcing

As another validation step, a full comparison has been done between the simulations per-
formed by using our implementation of linear forcing in our in-house code, and published
results from the code developed by Valiño et al. [77] in pseudo-spectral (PS) space. Spectral
forcing has proved a very useful tool to perform DNS in periodic domains, as previously
discussed in section 2.1.5, where the direct application of the forcing in Fourier space yields
very good computational performance. The conversion form simulations done in LBM units
to values comparable with pseudo-spectral (PS) data with respect to space (`), time (t) and
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Table 2.4 – Simulation parameters

ε0PS ε0LBM νPS νLBM L0PS L0LBM ηPS ηLBM

2.18 1.25× 10−5 0.025 0.025 1.26 25.6 0.05 1.05

mass (m) are done in the following way:

`LBM = `PS
N

2π (2.48)

tLBM = tPS
N

2π (2.49)

mLBM = mPS

(
N

2π

)3
(2.50)

Here N denotes the size of the simulation domain as mentioned in section 2.3. As
previously described, a constant dissipation rate is imposed in our linear forcing through the
control parameter ε0 from equation (2.17). The calculated value of dissipation rate at each
simulation time step evolves towards this imposed value when reaching statistically steady
state. The dissipation rate given by Valiño et al. [77] has been converted to LBM units
using equation (2.34) and the kinematic viscosity has been taken the same for both LBM
and PS units. Since the simulation is performed in pseudo-spectral space, the computational
domain chosen in the simulation is cubical, with side 2π, and periodic boundary conditions
are applied in all directions.

In the LBM, the first and last nodes serve as ghost nodes for the periodic conditions, so
in order to simulate 1283 nodes cubic box, the simulated domain size is Nx ×Ny ×Nz =
130 × 130 × 130. Comparisons have thus been made with PS simulations on similar 1283

grids and the N value used in conversions is 128. The simulations conditions for our LBM
and the PS simulation from Valiño et al. [77] are summarized in Table 2.4. The conversions
between energy dissipation rates comes from the relation:

εLBM = εPS

(
ηPS

ηLBM

)4
(2.51)

Comparisons between the parameters like dissipation rate, kinetic energy, integral length
scale and Reynolds number have been conducted between the LBM and PS simulations.
Time has been non-dimensionalized by the same characteristic time as before (τ0 = u′20 /ε0),
and the initial condition in LBM simulations contain non-zero initial velocities so that lin-
ear forcing develops turbulence. Contrary to the initial condition, the flow thus evolves into
a fully three dimensional flow that covers all length scales above Kolmogorov length and
below the higher bound imposed by the size of the domain.

The values of the dissipation rate from LBM simulations (εLBM) are shown in Fig-
ure 2.16 and compared to the result from PS simulations (εPS). The same relative error is
observed as in Figure 2.9 and is most probably explained by imprecisions in the calcula-
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tion of dissipation rate from simulated data. The relative error between PS solution and the
dissipation rate calculated using deformation rate from the LBM is 8%, while calculation
using finite differences gives 15% error.

Since Reynolds number is dimensionless, its values remain the same in both PS and
LBM units. The expression of Taylor’s Reynolds number is given by Valiño et al. [77]:

Reλ = u′ λ

ν
(2.52)

λ =
(15 ν
ε0

)1/2
u′ (2.53)

Here ε and u′ (fluctuation velocity) are evaluated at each instant from the simulations. These
parameters are calculated based on volume average.

Reλ is evaluated using the control dissipation rate and the instantaneous value of fluc-
tuation velocity (u′) from which Taylor midscale (λ) is inferred. Taylor microscale is a
characteristic length of turbulence that reflects the scale up to which viscosity significantly
influences turbulent eddies and their dynamics. The Reynolds number calculated in this way
fluctuates in the simulations due to the stochastic nature of turbulence. From Figure 2.17, it
can be observed that Taylor’s Reynolds numbers from LBM varies around a constant value
that is in very good agreement with PS simulations. For the evolution of integral length
scale (L), it is observed that it oscillates around a stationary value that is approximately
20% of the domain size. Here, the integral length scale (L) is calculated from fluctuation
velocity (u′) and dissipation rate (ε) at each time step as such:

L = u′3

ε
(2.54)

Figure 2.17 shows that L also reaches a constant mean value since the dissipation rate
and the fluctuation velocity reach constant mean values. These oscillations around central
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Figure 2.16 – Evolution with respect to time of (a) turbulent dissipation rate (〈εcd〉V and
〈ε〉V ) and (b) turbulent kinetic energy (k).
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values have also been observed by Rosales and Meneveau [60]. The trends in the plots
depict that, as initial conditions are not turbulent, characteristic turbulence parameters start
with a zero value and increase until they attain the statistically steady state as turbulence
develops due to linear forcing. It can thus be concluded that, regardless of the numerical
procedure and type of forcing, the results obtained from our LBM are consistent with the
literature.
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Figure 2.17 – Evolution with time of (a) Taylor’s Reynolds number (Re) and (b) integral
length scale (L).

2.5 Conclusion on the method to create forced turbulence

This chapter clearly illustrated that the physical linear forcing scheme used for the produc-
tion of homogeneous turbulence conditions could be combined with the lattice-Boltzmann
scheme. The evaluated turbulent properties like the turbulent dissipation rate and the kinetic
energy, achieve statistically stationary state, thus a proper turbulence flow field is obtained.
Also the integral length scale reaches 20% of the domain size thus allowing a ratio between
large and small scales that is large enough to represent the inertial subrange of the tur-
bulence energy spectrum. Such spectra showed an accurate cascade of energy from larger
scales to smaller scales that matches Kolmogorov’s−5/3 slope. Unrealistic physical behav-
ior were observed only when the flow was knowingly under-resolved (Kolmogorov length
scale η < 0.318 [lu]).

Also the section concerning validating our method by comparing our results with the
ones from Valiño et al. [77] proved satisfactory and the turbulent properties seem to be in
very good agreement with the literature results. It can thus be concluded that the linear
forcing method used was satisfactory and that it can be further applied in the next chapter
when fully developed DNS wall-bounded turbulence is simulated.
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Wall bounded turbulence has been a major challenge for a long period of time. Large
amount of energy is dissipated very close to the wall due to high values of local shears.
Kim et al. [81] performed direct numerical simulations (DNS) of wall bounded turbulence
and provided significant knowledge about the flow dynamics in such conditions and their
mutliple scales. In parallel, many other studies in the past few decades have dealt with wall
bounded turbulence with an experimental approach. Initially, authors like Robinson [82]
or Nakagawa et al. [83] analysed only the viscous sub-layer in the vicinity of the wall, at
relatively low Reynolds numbers. Österlund [84] was the first to perform experiments with
much higher Reynolds number in the range of 2500 < Reθ < 27000.

With the drastic improvements in computational power over the years, DNS of wall
bounded turbulence has become more and more common, and numerical studies have in-
vestigated the dynamics in the turbulent region outside of the viscous sub-layer their inter-
actions with the region close to the wall. Smits et al. [85] contributed statistical information
on turbulence at higher Reynolds number. Hoyas and Jiménez [86] performed DNS in chan-
nel flow at Reh = 90000 (ReT = 2003) and compared the results with those of Kim et al.
[81] for ReT = 180. Schlatter and Örlü [87] performed DNS of a turbulent boundary layer
covering an extended range of Reynolds numbers (Reθ = 500–4300). Their simulations all
comprised the same physical flow conditions, but differed on the applied numerical method,
resolution of grid, inflow generation method, boundary conditions and dimensions of sim-
ulation domain. Their results clearly showed that DNS is more accurate and reliable than
corresponding experiments. The DNS helps in cases, when the boundary conditions can
be denoted unambigiously as for instance in turbulent channel flow. They also showed that
simulation with a longer domain in the streamwise direction provide more reliable results
and predict different turbulent parameters more accurately.

– Reh defines the Reynolds number of a channel flow, based on channel half width
(h) and mean flow velocity along the center line (Uc), that is Reh = (Uc h)/ν;

– ReT represents the Reynolds number based on friction velocity (uT) and channel
half width (h), that is ReT = (uT h)/ν, where friction velocity is derived from
the mean wall shear stress (Tw) and the fluid density (ρ) so that Tw = ρ u2

T;

– Reθ is the Reynolds number based on the momentum thickness[88], defined as
Reθ = (Uc θ)/ν.

The multiple definitions for Reynolds numbers reflect the presence of multiple length and
time scales that coexist in a wall bounded turbulent flow.

3.1 Mean flow and length scales

The inhomogeneous and anisotropic nature of turbulence is one of the most important char-
acteristic features of wall-bounded turbulent flows. The wall shear stress and the molecular
viscosity define a characteristic length scale that is usually considered to express distances
to the wall in universal dimensionless way. This characteristic length, known as the “viscous
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length”, sometimes also called wall unit, is given by the expression:

δν = ν

uT
(3.1)

where ν and uT are the kinematic viscosity and the friction velocity respectively. The
friction velocity (uT) is expressed as uT =

√
Tw/ρ. The dimensionless distance from the

wall, scaled with viscous length is given by:

z+ = z

δν
= uTz

ν
(3.2)

The idea behind modelling boundary layers is to look for self-similar solutions along
the streamwise direction (x) for the statistically steady flow properties, such as mean veloc-
ity. Such a self-similar solution could then be written in the following form, scaled by the
friction velocity and the viscous length:

dū
dz = uT

z
φ

(
z

δν
, . . .

)
(3.3)

where φ is a non-dimensional function, and the ellipsis is scaled with characteristic length
scales of the flow far from the wall (such half channel width in a channel flow). Prandtl [45]
in the year 1925 stated that, at high Reynolds number, the mean velocity profile close to the
wall is completely determined by local viscous scales, thus:

dū
dz = uT

z
φ

(
z

δν

)
(3.4)

Taking z+ from equation (3.2) and defining u+ as the dimensionless mean velocity, this
yields:

u+ = ū

uT
(3.5)

Equation (3.4) can then be written as:

du+

dz+ = 1
z+ φ(z+) (3.6)

Away from the wall, turbulence becomes prevalent compared to viscous dissipation
which results in the disappearing of the dependency of equation (3.4) on viscosity, so that φ
attains a constant value in the region of the flow close enough to the wall (in a thin sublayer
dominated by viscous dissipation) to be scaled by its distance to the wall. This constant is
noted as 1/κ so that equation (3.6) becomes:

du+

dz+ = 1
κ z+ (3.7)

So, very close to the wall, there is a thin sublayer where dissipation occurs through
viscous shear, in which, since the shear stress does not vary much with distance to the
wall, velocity increases linearly with distance from the wall. Outside of this sublayer, but
remaining in a region still scaled by the distance to the wall, the velocity profile can be
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obtained by integrating equation (3.7):

u+ = 1
κ

ln z+ +B (3.8)

κ is called the Von-Karman constant [88] and its value is about 0.4. For a given flow, B is
a constant value that is approximately 5.5 but it has been observed to vary depending on the
flow geometry, pressure gradient, etc [89].

Figure 3.1 plots the mean velocity profile in wall bounded turbulence in a dimensionless
form. Equation u+ = z+, depicts the viscous sublayer that holds for z+ ≤ 5. Above the
viscous sublayer lies the buffer layer between 5 ≤ z+ ≤ 30. This is the region where
wall induced turbulence reaches its maximum intensity. Further away from the wall, the
flow evolves from wall bounded turbulence to free stream conditions where the influence
of the wall condition becomes negligible. This is where equation (3.8) is applicable. This
layer starts around z+ ≈ 30 and ends when the outer flow scales become prevalent, which
varies with the flow geometry. In a channel flow at higher Reynolds number, the upper
limit is usually reached around 150 < z+ < 200, as illustrated in Figure 3.1 [86]. The
characteristic length scales are quite larger in the outer layers, where scaling is done based
on the flow geometry. Townsend [90] provided a hypothesis that scales far away from the
wall are independent on viscosity and wall roughness for high Reynolds number.

3.2 Elementary coherent structures

Although turbulent flows have complex and chaotic dynamics, they can be qualitatively de-
scribed as combinations of elementary components, known as coherent structures, shaping
the distribution of eddies and vortices. Coherent structures exist at all scales, so that very

𝒛/𝜹

𝑧+
𝑧+

𝑧+

(Inertial sublayer)

Inner (or near-wall) region Outer region

𝑧+

Figure 3.1 – Dimensionless mean velocity profile in a turbulent channel at ReT = 20000
[86]
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large swirling structures characterize larger scales of the flow and break down into numer-
ous elementary structures with coherent properties of their own.

Numerous observations have been published about the motion of coherent structures in
wall bounded turbulent flows and such researches have proved helpful to represent complex
turbulence as superimpositions of coordinated fundamental motions [91–95]. Early corre-
lation data was found by measuring jets and turbulent wakes, particularly by Roshko [92].
The hydrogen bubble technique by Hama [96] to observe flow structures received wide
spread attention and many researchers followed up including Kline et al. [91] who provided
tentative explanations for the formation of low speed streaks due to vortex stretching and to
large scale fluctuations acting on the flow close to a smooth wall because of stronger mean
strain.

Previously, flow visualization methods using dyes had been used to study coherent struc-
tures in turbulent flows, but they could hardly be used to observe regions inside boundary
layers. Moreover, fast smudging of colored regions hindered distinguishing complex dy-
namics in the flow. Concentration and fronts sharpness decreased with time due to dye dif-
fusion. For this reason smoke type visualization techniques and hydrogen bubbles yielded
clearer observations. In earlier days, experimental measurements approach were not suf-
ficient to deal with complex turbulent flows, but recently, breakthrough has been made to
observe coherent structures and their organization through simulation [97–99].

With improved understanding of coherent structures, it is now possible to discover and
recognize many coherent structures in previous flow-visualization pictures collected of var-
ious turbulent flows taken decades ago. Computer simulations are now being the dominant
tool for understanding and visualizing coherent flow structures. The ability to compute the
necessary time-dependent Navier-Stokes equations produces graphic presentations with a
greater level of details, allows visualization in several planes at once, and pushes the limits
on sizes and speeds that could be measured in laboratory experiments [100].

3.2.1 Streaks, bursts, sweeps and ejections

Streaks are flow structures elongated along a streamwise direction. The are materialized
by parallel bands stacked in the spanwise direction alternating higher and lower velocity.
They are formed by eddies rotating around the streamwise direction, that carry low mean
velocity fluid from the vicinity of the wall to the boundary layer and conversely, higher
mean velocity fluid towards the wall. Because of the prevalent velocity component in the
streamwise direction, shear induced swirling structures at the wall tend to elongate along
that directions and form counterrotating eddies. Between two counterrotating eddies, at a
given distance from the wall, the flow is thus slower when wall normal velocity moves away
from the wall, and faster when wall normal velocity is towards the wall. Motion driving fluid
away from the wall is called “ejection”, while its counterpart driving fluid towards the wall
is called “sweep”.

Figure 3.2 shows streaks in a water flow which are displayed by air bubbles created
by electrolysis at a distance from the wall z+ = 5[101]. The scaling of such a distance
was already detailed in equation (3.2). It corresponds to the location between the viscous
sublayer and the buffer region.
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Figure 3.2 – Streaks at low speed where the flow is from top to bottom [101]

The streaky flow motion in wall bounded turbulence has been studied extensively dur-
ing the last few decades [81, 101, 102]. These streaky structures have a characteristic span-
wise spacing of λz+ ' 100 and mean streamwise length of λx+ ' 1000, as illustrated in
Figure 3.3. The low velocity streaks flow with a phase speed of cs+ ' 10. Since they cor-
respond to regions with a wall normal velocity oriented away from the wall, they are lifted
from the wall. By getting further away from the wall, they become less stable and start
oscillating, until their oscillations becomes too large and breaks the coherent structures,
resulting in violent ejection of the fluid in the outward direction. The turbulence energy
regeneration cycle includes formation of streaks, transient growth of streaks and eventually,
breakdown of streaks when the perturbations become large [103].

Oscillations start to occur in part of the buffer region closer to the wall (8 ≤ z+ ≤
12) and grow stronger until breakage of these structures by the end of the buffer region
(10 ≤ z+ ≤ 30). During ejection, when they break, the fluid velocity in the stream wise
direction is slower than average (u′ < 0) but the wall normal velocity is relatively high
(w′ > 0), thus leading to positive Reynolds shear stress near the wall (σRe = −ρu′w′ >
0). The opposite phenomenon happens for the high velocity streaks that experience higher

(a) (b)

Figure 3.3 – Structures of streaks in wall-bounded turbulence (a) tracing of particle near the
wall [81]; (b) measurement by PIV in outer region [104]
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streamwise velocity that average (u′ > 0) and wall normal velocity oriented towards the
wall (w′ < 0), so that finally they also result in positive Reynolds shear stress (u′w′ < 0).
The order of magnitude of Reynolds stresses of both high and low velocity streaks is similar
but their prevalence changes as distance increases from the wall which drives sweeping
motion in the turbulent boundary layer.

3.2.2 Horseshoe and hairpin vortices

Horseshoe vortices are flow structures that arise from two mechanism. The first is transition
from laminar to turbulent boundary layer that takes the form of a succession of instabili-
ties, called Tollmien-Schlichting instabilities, that develop as waves in the boundary layer.
The second mechanism is induced by turbulence that destabilizes the viscous flow in the
boundary layer. Regardless of origin, horseshoe vortices appear when the linear flow profile
destabilizes and starts rolling in the shear plane. Strong viscous diffusion is necessary to
balance the rotational component of the shear at the wall, and the linear velocity profile
is only stable very close to the wall. Many researchers during the 1950s and 1960s had
performed analytical studies on this type of vortices. Theodorsen [105] gave descriptions
of these vortical structures formed in the turbulent boundary layer. Their model described
typical horseshoe vortices developing in the direction outward from the wall with heads
inclined downstream at an angle of 45◦. Also the dimensions in spanwise direction were
proportional to the distance of the vortices from the wall.

As shown in Figure 3.4, while growing away from the wall, these eddies destabilize and
their vorticity center line bends giving the structure its horseshoe shape. It also results in
different parts of the eddies being located in different places and thus being transported by
the flow at different speeds, structures away from the wall moving faster. This elongates
the horseshoe structures along the streamwise direction until they form the so-called streaks
that were discussed in the previous section. This is why, while playing a prevalent role in
shaping turbulence, horseshoes have a very short lifetime and are hardly visible in a fully
developed boundary layer, where the wall is covered by their elongated results that are the
streaks.

Figure 3.4 – Formation of a horseshoe vortical structure [106]
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Figure 3.5 shows an elongated horseshoe vortical structure and its corresponding low
velocity streak. The vorticity center line of the eddy is represented in orange and the streak
is represented by the blue isosurface of low velocity. The bent blue arrows show the vorticity
orientation, and the small red arrows the resulting wall normal motion (ejection at the streak
and sweep outside of the horseshoe).

This momentum loss induced by the streak produces an elongated shear layer between
the wall and the above part of the boundary layer. This shear destabilizes in a similar way
as horseshoe structures at the wall and evolves into spanwise rings of vorticity, formed one
by one thus producing several so-called hairpins close to the inviscid region. Helmholtz
vorticity conservation keeps satisfied during this process so counterrotating eddies are also
formed, but not shown in Figure 3.5. At the sides of the vortex legs, high speed zones are
formed by sweeps bringing momentum from the inviscid region to the near wall region.
This transfer of momentum and energy towards the wall produces high velocities in thin
layers, that mean also an increase of the shear in such layers close to the wall. This is how
energy is transferred from the large size vortices to small size vortices through multiple
level sweeps, and dissipated at the wall.

Flow visualization by injecting smoke in the boundary layer [108] makes it possible to
observe eddy structures such as hairpins. Figure 3.6 shows smoke visualization of a tur-
bulent boundary layer in which the smoke fills the thin streaks in the lower part of buffer
region close to the wall. Further away from the wall, the outer region is filled with intermit-
tent smoke that is carried there by the ejection mechanism. Such intermittent smoke draws
the outline of eddies, such as hairpins, formed between the buffer region and the inviscid re-
gion. The acronym “LSM” on the figure stands for “large scale motions” also called bulges,
and corresponds to structures with a streamwise length of 2 to 3 δ and spanwise width of 1
to 1.5 δ [109, 110]. Here δ represents the boundary layer thickness. Smaller scales present
in the large scale motion were depicted as “typical eddies” by Falco [111], and appear as
“hairpins” on the figure by Adrian [112].

The highly coherent nature of these smaller eddies and their motion with regard to the
fluid motion reveal the significant momentum transfer by Reynolds stress. It was also ob-

Figure 3.5 – Transfers of momentum in a horseshoe/streak turbulent structure [107].
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𝒛

Figure 3.6 – Turbulence boundary layer visualization using smoke [112]

served that it is strongly dependent on Reynolds number. On the other hand, large scale
motions are much less coherent. There is a big difference in size between the bulges and
burst in sublayer and this difference increases with Reynolds number. There is also a dif-
ference in frequency: there are approximately twice as many bulges compared to sublayer
bursts [111]. Lu and Willmarth [113] discussed the measurements of spatial scale and con-
vection of the bursting structures. They demonstrated that nearly 40% of the Reynolds shear
stress at distance z/δ = 0.823 was carried by small scale motions of size approximately
δ/10 at Re = 4230 which generates huge intermittent contributions with a characteristic
wavelength λ+

x ' 10δ in the streamwise direction [114].

The vorticity transport equation can be derived by calculating the rotational of the
Navier-Stokes equation. Under the assumptions that the velocity gradient along wall normal
direction (∂ū/∂z) is larger than other velocity derivatives, it yields a simple model for the
vortex stretching with the following value:

ωxωz
∂ū

∂z
(3.9)

Equation (3.9) indicates that maximal vortex stretching will be obtained when the vor-
ticity vector is oriented with an angle of 45◦ in the x-z plane, maximizing the product
ωxωz . Head and Bandyopadhyay [115] deducted that the orientation of the horseshoe vor-
tices should be at that angle. Their research revealed the presence of the horseshoe vortices
and quantified the extension of these in the boundary layer thickness, inclined at a constant
angle with the wall. Figure 3.7 comes from their experiments that coupled hot wire mea-
surements to evaluate the statistical nature of turbulence and smoke visualization performed
by filling the entire boundary layer with smoke and then brightening it by a powerful plane
of light.

Figure 3.7 shows a picture with a plane of light oriented longitudinally. It clearly re-
veals that at the aforementioned angle, large amount of smoke is present at relatively large
Reynolds number at the edge of the layer. This further led the way to not only utilize the
transverse light plane but to move this plane to an angle of 45◦ downstream and also 135◦

upstream to the wall surface. As represented in Figure 3.8, when the light plane is placed at
45◦ upstream, the vortex structure approaches the wall and similarly when the light plane is
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Figure 3.7 – Structure of boundary layer at Reθ = 7500 when flow is moving from left to
right [115].

Figure 3.8 – Features of vortex structure when passed through light plane at angle (a) 45◦
upstream and (b) 45◦ downstream [115].

fixed at 45◦ downstream, hairpin or horseshoe type vortices appears for a short time. From
this study it was concluded that hairpin vortices are the major constituents in a turbulent
boundary layer at all Reynolds numbers.

The main objective of this chapter is to create fully developed 3D DNS wall bounded
turbulence. From this literature review, several flow structures in a turbulent boundary layers
have been identified and their characteristic scales estimated, which give information on
how to setup simulations in order to capture them numerically.

3.3 Simulation setup

In the last few decades, lattice Boltzmann methods have emerged as an effective numeri-
cal technique of CFD. Although they introduce numerical compressibility due to their ex-
plicit scheme, they were first proposed to solve incompressible Navier-Stokes equations,
imposing constrains on the time step (through a numerical Mach number, see section 2.2 in
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Chapter 2).
Incompressible Navier-Stokes equations can be derived from moments of the Boltz-

mann equation, through Chapman-Enskog expansion [70] if density fluctuations remain
negligible compared to the mean density value. Unfortunately it can be hard to control since
density fluctuations are the way by which pressure is solved in LBM so it is impossible to
maintain constant density practically without disturbing the flow solver.

This is why, after describing the simulation setup and parameters for the DNS of wall
bounded turbulence, specific details are given on how spurious compressibility effects have
been handled in the simulations (in section 3.3.3).

3.3.1 Flow geometry and simulation parameters

After having generated artificial turbulence in a fully periodic domain in Chapter 2, we
now want to use the same method to generate turbulence as a boundary condition in a wall
bounded flow.

3.3.1.1 Setup of a turbulent boundary layer

The simulation domain used for this work is divided into two regions. The top region is
used for generating the artificial turbulence while the bottom region is used to study the wall
bounded turbulent flow as described in Figure 3.9. The flow is periodic in the streamwise
(x-direction) and the spanwise (y-direction) directions. The simulation domain which is
used should be large enough to capture the larger scales of turbulence and also the coherent
structures formed near the wall. Here, the driving of the flow is due to the constant shear
stress imposed at the interface between the two regions. The artificial turbulence generates
turbulent fluctuations produced in the top box which are then transported to the bottom box
in the wall boundary layer. It is done to mimic the physical phenomenon occurring in the
liquid metal ladle where turbulence is produced by the bubbles resulting from the injection
of inert gas at the bottom of the ladle. Along the wall normal direction (z-direction) the
bottommost z-plane is considered as no slip boundary condition while, at the topmost z-
plane, a specific, so called “pseudo-periodic”, boundary condition has been implemented.

Finally, the boundary conditions are as summarized in Figure 3.9:

– wall (bounce-back) at the bottommost plane;

– periodicity in streamwise and spanwise directions;

– pseudo-periodic at the other side of forcing region (detailed in section 3.3.1.2);

– imposed shear stress between the homogeneous forced turbulence region and the
wall bounded region.

To initiate the turbulence, so as to let the flow develop towards wall-bounded turbulence,
one eddy with random orientation and magnitude was initially introduced per subdomain in
the turbulence generation region. The boundary layer region was initialised by generating a
logarithmic-law profile for the streamwise component of the velocity, and other components
set to zero. This corresponds to the targeted velocity profile but with no fluctuation. Those
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Domain 1 Domain 2

(𝒔𝒕𝒓𝒆𝒂𝒎𝒘𝒊𝒔𝒆)

(𝒘𝒂𝒍𝒍 − 𝒏𝒐𝒓𝒎𝒂𝒍)

Figure 3.9 – Simulation setup with a turbulence forcing region and a wall bounded region,
and application of constant stress at their interface.

log-law profile would be the result, when the simulation advances in time, from turbulence
produced at the wall and in the forcing region.

Simulations were run long enough for turbulence to develop and reach statistically
steady state. Also, to accelerate their evolution towards the targeted flow properties, when
restarting simulations from no yet developed ones, the average (ū) and fluctuation (u′) ve-
locities were rescaled to their targeted values. This numerical trick was not used anymore
once steady state was reached since once the logarithmic profile is achieved it remains the
same as time goes on. Steady state was run long enough so that the result velocity profile
would not be a reflection of the initially forced one.

Simulations at higher Reynolds numbers were run first, and used as initial conditions
for lower Reynolds flows, so that lower Reynolds simulations start from developed turbulent
conditions and reach steady state faster.

3.3.1.2 Periodic and pseudo-periodic boundary conditions

Periodic boundary condition and inter-subdomain communication are implemented in the
same way. They correspond to an exact transfer of the properties of the flow (both in values
and directions) from the last node of one subdomain to the first node of another subdomain.
As shown in Figure 3.10(a), values and directions stored in A will be exactly the same in
A′. Since the LBM is explicit, information just needs to be transferred between time steps.

On the other hand, a pseudo-periodic boundary condition is applied in the topmost
boundary in the wall-normal direction, to help maintaining conservation of mass and mo-
mentum within the domain. Contrary to periodic conditions, the transfer of mass and mo-
mentum is done through surfaces that have the orientation in both subdomains, as shown
in Figure 3.10(b) where communications are represented by the black arrows. The values
stored inAwill be similar asA′ but their components along the normal direction are flipped.

When flow parameters like z-velocity, z-mean velocity and z-force are transferred be-
tween subdomains, the values are the same but with an opposite sign so that the fluid flow
from one subdomain enters the other thus conserving mass and momentum. In terms of
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A A’

Domain 1 Domain 2

Domain 1 Domain 2

A

A’

(a)periodic boundary condition (b) pseudo-periodic boundary condition

Velocity from Domain 1 to Domain 2

Velocity from Domain 2 to Domain 1

Figure 3.10 – Implementation of (a) periodic and (b) pseudo-periodic boundary conditions,
red and green arrows represent velocity vectors in some nodes and how they are communi-
cated to the image node.

LBM distributions (Ni), the value associated to a velocity (ci) is transferred as the value
associated to the symmetric vector in relation to the boundary plane:

N(~ci, ~x)→ N(~c ′i , ~x ′), ~c ′i = ~ci − 2(~ci · ~n)~n (3.10)

where ~n is the unit normal vector to the boundary plane.

3.3.2 Domain decomposition and parallel resolution of the flow

In order to capture the broad spectrum of length scales in a wall boundary layer, from the
smallest eddies that require a fine mesh to much larger scales that allow coherent structures
to develop in a way that is not constrained by numerical issues, the number of necessary
mesh cells (or lattice nodes) to resolve the whole problem can be very big, and thus require
much more computation power than a single computation unit can provide. The computa-
tion load of wall bounded turbulence DNS must thus be distributed among many processors,
each resolving a sub-part of the whole problem, sharing a common infrastructure that al-
lows processors to communicate data between each others and to synchronize each others
at given check-points in the resolution algorithms. Such an infrastructure is provided by
a computation cluster, where many computation units are grouped in high bandwidth net-
work. The simulations presented in this work were at first run on the Obelix cluster, owned
by the Institut Jean Lamour, and later on Explor, the cluster of the Université de Lorraine
[116].

To run over multiple processors, the simulation software that was used executes several
parts of the algorithms in the different solvers at the same time, on different processors.

Parallelization of the code is done at two main levels. The first level is achieved between
processors that have access to the same shared memory (RAM), using OpenMP directives
[117]. After initialization of the problem to be simulated, the process forks into multiple
execution threads and each execute only a part of the iterations in each loop. When calcu-
lations between the threads require results from calculations in another thread, all threads
wait for each other and restart altogether when all the necessary calculations are finished.
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Since all threads share the same memory, there is no need to make them communicate data
explicitly (beside purging values cached by processors executing each thread).

However, the number of processors that share the same memory in the clusters where
the simulations were run is still too low to run the DNS in a reasonable time. This is why
a second level of parallelization is achieved using message passing, with the standardized
so-called Message Passing Interface (MPI). The MPI implementation that was mostly used
in this work is OpenMPI [118]. Such a parallelization is achieved by launching several
processes at once, and providing communication channels between them — the latter part
being the role of OpenMPI. Then all processes execute the same algorithms in parallel
but work on different input data. The input data is set up so that each process resolves
the physics of a smaller part of the whole problem. This was done by decomposing the
total simulation domain in multiple subdomains and running a different process for each
subdomain. Since all involved processes only see the data in their memory, the data they
need to exchange is sent as messages (carried over the network by the MPI implementation)
between them. An example of such data that must be exchanged are boundaries between
subdomains, where the flow properties calculated in one process are boundary conditions
for the flow computed in another process. The parallel performance of the parallelized
code utilizing MPI can be evaluated by taking the ratio of the communication time to the
computational time. The main criterion for maximizing the parallel performance lies in
minimizing the time required for passing the messages between two processors.

In the end, simulations run in several processes that communicate through MPI, and
each process forks into several execution threads that run on processors with shared memory
access. Two types of simulation domain is used for performing wall bounded turbulence,
smaller and larger domain as mentioned in Sections 3.4 and 3.5. For the smaller domain
the total number of cores used is 32, where each subdomain is run on 16 cores. The com-
putational time taken for the whole simulation to execute is nearly 72 hours. For the larger
domain, the total number of cores is increases to 384 where each subdomain is launch on
32 cores and the total computational time is around 12 days.

3.3.3 Incompressibility of the flow and damping of pressure waves

Complex interactions between pressure waves produced by turbulence becomes a major
factor in the production of spurious compressibility effects, especially in the case of linear
forcing that tends to amplify such waves. He and Luo [119] provided a condition for com-
pressibility effects to appear based on the comparison between the characteristic time of
macroscopic changes in the flow and the time it takes the pressure waves to travel through
the simulation domain (max(Ldomain)/cs, where cs =

√
1/2, (see section 2.2 in Chapter 2).

By ensuring that the macroscopic time is much greater than pressure wave propagation time,
the propagation of pressure waves or density fluctuations can be considered as instantaneous
in the flow field, hence making the temporal variation of pressure driven term negligible and
reducing the magnitude of pressure and density variations. The criterion becomes all the
more difficult to satisfy when the simulation domain gets bigger. Although developments
to account for compressibility in a physical way with LBM have been discussed in the lit-
erature [120, 121], physical compressibility effects are non-existent in liquid metal flow in
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a ladle. However, here, the macroscopic time is the integral time scale of turbulence, and,
in order not to constrain the flow structures, a big simulation will be necessary, hence the
criterion given by He and Luo [119] will not be satisfied. So, in our simulations, efforts
were spent to reduce, even eliminate, the compressibility effects.

A pressure correction is applied on a layer that is 10 nodes thick along the wall-normal
direction, situated in the middle of the turbulence production region in order to damp the
pressure waves. It basically rescales the Boltzmann distributions (N ) to relax density (de-
fined as ρ =

∑
j Nj) towards a value that corresponds the reference pressure. In Eggels and

Somers [1] LBM, pressure is governed by the following equation of state:

p = 1
2

(
ρ
(
1− u2

i

2
)
− ρ0

)
(3.11)

So, to damp pressure waves, between two LBM time steps, the distributions are rescaled to:

N corrected
j = (1−A) Nj +A

ρ0(
1− u2

i

2

) Nj∑
j

Nj

(3.12)

where ρ0 is the reference density (that is the one corresponding to p = 0 when u = 0, it is
arbitrarily set to ρ0 = 8 in simulations, following a recommendation by Eggels and Somers
[1]), and A represents the relaxation coefficient, the value of which was chosen equal to or
higher than the inverse eddy turnover time defined in Chapter 2.

3.3.4 Calculation of turbulence properties

Turbulence properties are not only useful for post-processing, they must also be evaluated
from within the simulations, since they are used in the linear forcing calculation. In fully
periodic simulations, turbulence was homogeneous, so statistics could be obtained from
volume averages. Now, turbulence is not homogeneous, even in the forcing where it is
close to homogeneous but not exactly because of its interaction with the boundary layer.
Our tests with volume average calculations have shown that these tend to increase the un-
avoidable inhomogeneity of turbulence in the forcing region so, since they do not apply to
non-homogeneous fields, volume averages are not suitable for the wall bounded configura-
tion.

The fundamental averaging possibilities for the calculation of turbulence properties are
the ensemble, volume and time average. In an isotropic homogeneous turbulence, due to the
ergodic behavior, all these averages give the same result. Ensemble average is not doable
in a single simulation, it would require running many instances of the same simulation
with slightly different initial conditions. The computation requirements of such a solution
make it impractical in DNS of turbulence. Unfortunately, random variables of interest in
wall bounded flows are not statistically homogeneous, therefore time averaging is the only
available solution:

C̄(~x, t) = 1
T

∫ t+T
2

t−T2
C(~x, t′) dt′ (3.13)



80 CHAPTER 3. SIMULATION OF THE TURBULENT FLOW...

where C(x, t) denotes any parameter varying in space and time. Provided that T is longer
than the integral time scale of turbulence (T � τ ), this should yield usable average values
(C̄(~x)). However, such an expression cannot be implemented in the simulation, its evalua-
tion at a given time (t) requires data from future times i.e. between t and t+T/2. Moreover,
it requires storing all past calculated times between t− T/2 and t, which represents a huge
amount of data. The time average in the simulations is defined in as a weighted average:

C̄(~x, t) =

∫ t
0
C(~x, t′) exp

(
− t− t

′

T

)
dt′∫ t

0
exp

(
− t− t

′

T

)
dt′

(3.14)

Such an expression is much easier to implement in discrete form between two LBM time
steps:

C̄(n)(~x) = (1−A) C̄(n−1)(~x) +AC(~x, t) (3.15)

For wall-bounded turbulence simulation, in the calculation of velocity statistics, volume
average from equations (2.39), (2.40), (2.41) in Chapter 2 is replaced by the time average
operator from equation (3.15).

In equation (3.15), A is a coefficient that is scaled accordingly to the inverse eddy
turnover time (τ ). To get valid time averaged values for the turbulence, A should be taken
lower than τ−1, however since this time average is always late in time (it can only use the
information from already calculated time steps), this would result in a pulsated flow due
to the response time between the linear forcing imposed that way and the corresponding
adjustment of average values. Values of A have thus been chosen larger than the value of
inverse eddy turnover time, which yields statistically steady behaviour at the cost of slight
variations of the calculated mean velocity with time, resulting in underestimating the mag-
nitude of fluctuation velocities.

In the turbulence forcing region, the mean and fluctuation velocities are supposed to be
statistically homogeneous. In order to improve the estimation of their values in spite of the
too high value ofA in equation (3.15), the calculation of mean velocity is smoothed in space
and thus includes some kind of partial space average too. This partial volume averaging is
introduced in the form of a diffusion equation. Henceforth the equation for mean velocity
calculation becomes:

ū(n) = ū
(n)
∗ +D∇2 ū

(n)
∗ with ū

(n)
∗ = (1−A) ū(n−1) +Aui (3.16)

Here ū(n)
∗ is calculated based on the old mean velocity stored for the last time step. Diffusion

coefficient D is only introduced in the forcing region, where the mean velocity is supposed
to be constant. In the boundary layer, it is set to D = 0, but since there is no forcing there,
a lower value for A can be used without destabilizing the statistically steady state. Second
order centered finite-difference scheme is used to calculate the Laplacian operator (∇2).

After evaluating the mean velocity, other parameters like fluctuation velocity, turbulent
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dissipation rate and kinetic energy are evaluated using time averaging:

u′ = ui − ū(n) (3.17)

ū′
(n) = (1−A) ū′(n−1)+Au′ (3.18)

ε̄(n) = (1−A) ε̄(n−1) +A (u′∇2u′) (3.19)

k̄(n) = (1−A) k̄(n−1) +A
u′2

2 (3.20)

3.4 Simulations performed for smaller domain

The first set of simulations was performed with a smaller domain that was less prone de-
velopping spurious pressure waves (see section 3.3.3) in which everything but the pressure
correction was implemented in order to simulate wall bounded turbulence. Another advan-
tage of a smaller domain is that simulation can be run in a much shorter computation time,
with the obvious counterpart that boundary conditions (especially imposed periodicities)
may impact the physics of the simulated flow.

Noting δ the boundary layer thickness (that is the size of the non-forced bottom box), the
simulation domain size was taken as 2δ×δ×2δ along the streamwise (x), spanwise (y) and
wall normal (z) directions respectively. Using Message Passing Interface (MPI) domain
decomposition (see section 3.3.2), the streamwise direction was divided equally into two
δ × δ × 2δ subdomains. The total number of LBM fluid nodes was Nx × Ny × Nz =
160 × 80 × 160. LBM nodes were distributed equally among the two subdomains, so that
each of these contained Nx ×Ny ×Nz = 80× 80× 160 nodes.

For this simulation, conversions between LBM parameters and physical parameters has
been applied to air, as it will be the main application in Chapter 4 and the conversion is
stated in Table 3.1. In the LBM simulation, a constant energy dissipation rate (ε0LBM )
is imposed in the turbulence forcing region. Now, drive the flow, a constant shear stress
(T0LBM ) is applied in the form of local force along the streamwise direction at the plane
interface between the two regions (forced and non-forced turbulence). The value for the
time averaging coefficient (A) was taken as 10A0LBM where A0 is the inverse of the eddy
turnover time from the turbulence forcing, that is A0LBM = (ε0LBM/27L2

0LBM )1/3. The
Kolmogorov length scale was set to ηLBM ≈ 0.32.

Table 3.1 – LBM and physical parameters for wall bounded turbulence simulation in the
smaller domain.

ε0LBM ε0 phys ν0LBM νf T0LBM Tw

– m2 s−3 – m2 s−1 – Pa

5× 10−7 280 1.75× 10−3 1.5× 10−5 3.3× 10−3 2.2
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Figure 3.11 shows snapshots of the pressure and velocity fields after turbulence has fully
developed. It presents the values of pressure and velocity magnitude in a plane normal to
the spanwise direction, at the center of the domain. Since the streamwise component (x)
of the velocity is the prevalent one, its magnitude also shows the boundary layer behaviour,
with low velocities and lower turbulence at the wall, as opposed to higher velocity with
stronger turbulence in the region away from the wall, where linear forcing is imposed and
shear stress drives the flow.

Figure 3.12 depicts the evolution of the mean velocity along the wall normal direction,
when fully developed turbulence is achieved. The calculated velocity profile (in blue) ex-
hibits three expected features:

– in the vicinity of the wall, it matches a linear profile corresponding to the viscous
sublayer (in red);

– in the forcing region (on the right hand side), it has a constant value, so that this
region is not sheared and linear forcing can be applied to produce homogeneous
isotropic turbulence;

– between the wall and the outer region, it matches the well-know logarithmic law
of walls for a turbulent boundary layer (in green) [88].

The comparison between simulations and the law of wall, as seen in Figure 3.12, shows
that the inertial sublayer is captured for distances from the wall 30 ≤ z+ ≤ 70. Over 70,
the increase in the mean velocity before attaining constant velocity profile in the turbulence
production region can be explained by the fact that the forced turbulence is isotropic, and
thus corresponds to turbulence far from the wall. By imposing its isotropy, it also imposes
the transition from the inertial sublayer to the external region. The increase of velocity
at the end of the inertial sublayer is a well observed trend from both experimental and
numerical studies [122, 123]. Moreover, the turbulence intensity in the forcing region is
greater that the one that would have developed in the flow due to the turbulence production
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Figure 3.11 – Color maps in spanwise normal plane of (a) pressure and (b) velocity magni-
tude for ε0 phys = 280 m2s−3, Tw = 2.2 Pa and νf = 1.5× 10−5 m2s−1.
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Figure 3.12 – Mean velocity profiles for the DNS simulation (blue) and compari-
son with traditional law of wall, u+ = z+ represents viscous sublayer(red line),
u+ = 2.44 ln y+ + 5.5 represents log-law turbulent profile.

at the wall. The simulated boundary layer presented here accounts for other sources of
turbulence production. In a liquid metal ladle, that would be agitation provided by the
bubbly flow far from the wall.

3.5 Simulations performed for larger domain

Although providing encouraging results, the DNS simulation performed previously in sec-
tion 3.4 have run with a domain size that is too close to the expected size of the turbulent
structures at the wall described in section 3.2.1. It means that periodicity imposed by the
simulation boundary conditions probably constrains the turbulence properties at the wall.
Even though the mean velocity profiles match fully developed turbulence at a wall, smaller
structures may play a significant role in particle deposition, and must thus be captured prop-
erly. Average behaviour is not enough. This is why, simulations have been performed on
a larger domain, in which pressure wave damping was applied according to the method
described in section 3.3.3.

The larger simulation domain is sized as 6δ×2δ×2δ along the streamwise (x), spanwise
(y) and wall normal (z) directions respectively (δ is the boundary layer thickness, that is the
height of the bottom box with no linear forcing). It corresponds to a total number of LBM
nodes ofNx×Ny×Nz = 720×240×240 and in wall unitsNx

+×Ny
+×Nz

+ = 2520×
840× 840 respectively. The simulation domain used is smaller in streamwise direction but
larger in spanwise direction as compared to the simulation domain used by Bespalko et al.
[124], who had a total number of LBM nodes ofNx×Ny×Nz = 1080×90×182. Moreover
the domain we choose and the domain used by Bespalko et al. [124] is considerably smaller
in the spanwise direction than the simulation of Moser et al. [125], who used dimensions
of 4πδ × 4/3πδ × 2δ. A smaller simulation domain was applied in this work to reduce the
computational cost of the simulation. This was chosen for our simulation because Jiménez
and Moin [126] found the minimum dimensions for a channel flow are πδ × 0.3πδ × 2δ in
streamwise, spanwise and wall normal directions, where he used 300 − 600 and 80 − 160
wall units along streamwise and spanwise directions. It can be concluded that the simulation
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domain in our simulation is much larger than what was used by Jiménez and Moin [126].
The simulations ran in parallel with Message Passing Interface (MPI) by using domain

decomposition: the streamwise (x) direction was divided equally into six parts of length
Nx = 120 nodes, and the spanwise (y) direction was divided in two. Thus the entire simu-
lation domain was divided into 12 subdomains as shown in Figure 3.13 and each subdomain
is executed in one computational node consisting of 32 processors in EXPLOR supercom-
puter. Finally, each subdomain has the same number of fluid nodes Nx × Ny × Nz =
120× 120× 240. This corresponds to a grid resolution of ∆x+ = ∆y+ = ∆z+ ≈ 3.5.

Each individual subdomain is also divided into two regions, where in the top region
artificial turbulence is generated while in the bottom region, turbulent boundary layer is
simulated. A constant shear stress value is imposed at the interface between the two regions
which drives the flow. The pseudo-periodic boundary condition is applied in the topmost
boundary condition in order to help keeping mass and momentum conserved within the
domain. The transfer of mass and momentum is done between subdomains, as shown in
Figure 3.14 where communications are represented by green arrows. As an example, mass
and momentum that goes out through the top boundary condition in subdomain 2 is injected
back in subdomain 5, and reciprocally from 5 to 2. Such a pseudo-periodic boundary con-
dition preserves the periodicity over the 6 subdomains long period in the x-direction while
ensuring that mass and momentum are not lost or gained through boundary conditions, but
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Figure 3.13 – Schematics of a simulation domain parallelized by domain decomposition.
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Figure 3.14 – Schematics showing how mass and momentum is transfer between states for
pseudo-periodic boundary condition.
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rather controlled by the imposed shear stress and linear forcing.
In this larger domain, simulations corresponding to various flow conditions have been

run, to validate the simulations by comparing them to results from the literature. Also the
friction Reynolds number (ReT ) used for the various flow conditions cases as mentioned in
Sections 3.5.1,3.5.2,3.5.3 is taken to be around 180.

3.5.1 Simulations performed for larger domain without artificial turbulence

These simulations were performed for wall bounded turbulence without any forced turbu-
lence away from the wall, in order to be comparable with channel flow simulations from
the literature [125]. Turbulence develops only from wall shear, The simulation domain used
in our simulations is the one described in section 3.5 and the flow is driven by a constant
shear stress imposed in the plane centered in the wall-normal direction of the domain (that
would be the interface with the forced region if there was forced turbulence) as mentioned
in Table 3.2.

Such simulations take a rather long time to reach statistically stationary state since tur-
bulence is slowly generated by the wall shear. Figure 3.15 shows the plot of dimensionless
mean velocity and RMS of fluctuation velocity against time for the last 60τ0 (or 32τ ) of the
DNS simulation, where τ is the eddy turnover time. From the plot it can be observed that
when time starts from 120τ0 till the end, both the properties tends to attain stationary value

Table 3.2 – LBM and physical parameters for wall bounded turbulence without artificial
forcing simulation at constant density all over the domain.

ν0LBM νf T0LBM Tw

– m2s−1 – Pa

5× 10−4 1.5× 10−5 5× 10−5 3
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Figure 3.15 – Dimensionless Mean velocity and RMS of fluctuation velocity according to
time (physical units).



86 CHAPTER 3. SIMULATION OF THE TURBULENT FLOW...

thus achieving statistically stationary state.
The results are shown in Figure 3.16 which presents the plot of the mean velocity and

fluctuation velocity profiles side by side. Both are compared with the DNS results of Moser
et al. [125] and show very good agreement both in the viscous sublayer and in the log-law
regions. This is an important observation since Moser et al. [125] simulated a channel flow
that was driven by a pressure gradient, while our simulations are driven by shear stress. Our
shear driven simulations have been modelled so in order to represent flow conditions at the
wall of a ladle in which bubbles, far from the wall, promote turbulence and drive the flow
due to their rise. It is noteworthy to observe that the wall bounded turbulence in shear driven
and in pressure driven conditions have the same profile. It is not completely surprising
though, since turbulence in both cases is generated by wall shear. The pressure gradient in
a channel flow results in high shear stress at the wall. The shear stress in a pressure driven
channel flow decreases linearly with the distance to the wall, but inside the boundary layer
its variation is not significant enough to make a big difference with an imposed constant
shear stress. It may explain the slight difference in the fluctuation velocity profiles though.
Velocity fluctuations carry the shear stress in a turbulent flow (in the Reynolds stress tensor
[88]), and the profile computed by Moser et al. [125] decreases a tiny bit steeper along
the wall normal direction compared to ours. This may correspond to the decrease in shear
stress along the wall direction in their simulations as opposed to our constant shear stress
that yields a slightly flatter profile. The profiles are not different enough to support any
strong conclusion about that.

Figure 3.17 shows the map and vectors of the dimensionless streamwise instantaneous
velocity in the viscous sublayer region (in the plane z+ = 4). The white lines between
the squares show the domain decomposition used for parallelisation. From these figures,
observation can be made that streamwise streaks of various sizes form close to the wall. The
color map from blue to red represents the value of the streamwise component of velocity.
Sub-figure (a) only shows the color map, and sub-figure (b) shows the velocity vectors.
While such vectors are colored based on their x-component, their direction and magnitude
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Figure 3.16 – Profiles from this work’s DNS (line) and comparison with Moser et al. [125]
(points) for (a) mean velocity and (b) RMS of fluctuation velocity.
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Figure 3.17 – Instantaneous velocity field in the plane z+ = 4 from DNS without turbulence
forcing as (a) color map of its streamwise component and (b) vector field.

gives more information on the actual flow and streak structures. It is clear from Figure 3.17
that the streak sizes in both spanwise and streamwise directions are small enough compared
to the domain size so that the imposed periodicity of the simulation will not impact their
properties. Also, these streak patterns are consistent with the structures observed in previous
DNS simulations of turbulent channel flow [127].

Figure 3.18 draws the isocontours of the second invariant of the symmetric part of the
gradient of the strain rate (q), which makes visible the formation of low and high intensity
streaks. The expression for strain of this scalar value is given by:

q = ∂2u
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(3.21)

The discontinuities in Figure 3.18 are due to nodes where space derivatives are not
calculated during the post-processing in Paraview, that is across subdomains. Such blank
lines thus illustrate the domain decomposition used for parallelizing the computation.

Figure 3.19 shows the second invariant of velocity gradient tensor, which illustrates
the formation of streaks in the fully developed wall bounded turbulence when there is no
forcing. The region where the isocontours are visualized consists of strong vorticity. Close
to the wall, streamwise vortices and horseshoe patterns can be observed stretching in the
streamwise direction in the way described in section 3.2.2. Second invariant of velocity
gradient tensor (Q) is defined by the expression:

Q = −1
2∇~u :∇~u = 1

4
(
~Ω · ~Ω− 2S : S) (3.22)

where the velocity gradient is decomposed in its rotational (Ω) and symmetrical (S) parts:
∇~u = S + Ω. S and Ω respectively denote the strain rate and rotation rate tensors. In
equation (3.22), ~Ω is the dual vector the rotation tensor Ω. The strain rate and rotation rate
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Figure 3.18 – Isocontour of q from equation (3.21) colored by instantaneous streamwise
velocity component in the viscous sublayer region with no turbulence forcing: (a) 3D view
and (b) top view, q+ = 0.00085.
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Figure 3.20 was plotted using the Line Integral Convolution (LIC) plugin for Paraview
visualization software1. The color scale (from blue to red) shows the streamwise velocity
component, while the shading (light and dark streaks) represents streamlines of the pro-
jected velocity field in the plane normal to the streamwise direction (y-z). That is, the
horizontal width of these figures is the spanwise direction (y) and their height is the wall
normal direction (z), with the wall at bottom made visible by the blue low velocity region,
and the end of the boundary layer at the top. The shading done by the LIC plugin draws lines

1https://www.paraview.org/Wiki/ParaView/Line_Integral_Convolution

https://www.paraview.org/Wiki/ParaView/Line_Integral_Convolution
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Figure 3.19 – Isocontour of second invariant of velocity gradient tensor, Q+ = 0.028 (a)
with no turbulence forcing and (b) for open channel flow from Yamamoto et al. [128].

that are tangent to the 2D velocity field (y and z components) but the gray value does not
hold any specific meaning. The LIC was calculated in each subdomain separately, which is
why some appear darker than others, but there is no discontinuity at the interface between
subdomains, contrary to what LIC lighting misleadingly suggests.

All in all Figure 3.20 gives information on both the streamwise velocity (through color)
and the other velocity components (through streamlines) which gives an idea of the full
3D velocity profiles in different planes at various locations along the streamwise direction.
Smaller eddies at the wall, swirling around the streamwise direction, due to geometrical
constraints imposed by the wall can clearly be seen. They correspond to the streaks dis-
cussed in section 3.2.1. The eddies clearly scale with the distance to the wall. Both the
smallest and the biggest eddies at a given wall distance increase in size when the distance
increases. Also, many eddies are easy to distinguish because their swirling axis is normal to
the y-z planes, so they appear as sets concentric closed curves. This is because of the wall
impact on turbulent structures. At the wall, shear creates eddies swirling around a spanwise
oriented axis that structure as streaks in the streamwise direction when they elongate. In the
end, many rotating structures close to the wall have their axis either along the spanwise or
the streamwise direction, and this anisotropy remains when they develop in regions farther
from the wall. A quite different behaviour can be expected when isotropic turbulence is
forced from the outer region of the boundary layer.
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Figure 3.20 – Streamwise velocity maps (ui+) in various cross-sections at (a) x+ = 195.5,
(b) x+ = 580.2, (c) x+ = 964.9, (d) x+ = 1349.7, (e) x+ = 1734.45 and (f) x+ = 2112.7
when no turbulence forcing is applied.

3.5.2 Simulations performed for larger domain with artificial turbulence at
turbulent intensity 20%

Section 3.5.1 revealed that results of DNS wall bounded turbulence with turbulence forced
in the external region are compared well with the literature results for a channel flow. Now, a
similar is considered in which turbulence forcing is added. Since in a metallurgical reactor
turbulence generated by the bubbles in the core of the ladle diffuses towards the walls,
turbulence is generated in the top box of the simulation domain to mimic such conditions.
Diffusion and convection by large eddies transport the generated turbulence to the bottom
box where the wall boundary layer is studied.

In such simulations, turbulence has two origins: (a) shear induced turbulence at the
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Table 3.3 – LBM and physical parameters for wall bounded turbulence with artificial forcing
at turbulent intensity of 20%.

ε0LBM ε0 phys ν0LBM νf T0LBM Tw

– m2s−3 – m2s−1 – Pa

5× 10−8 590 5× 10−4 1.5× 10−5 5× 10−5 3

wall and (b) artificial isotropic turbulence due to linear forcing in the top box. Hence, the
results obtained for the profile plots and velocity maps are different from those obtained
in channel flow (see section 3.5.1). The simulation domain was the same as mentioned
in section 3.5 and a constant shear stress was applied. The control parameter (ε0) for the
energy dissipation rate in the forcing region was set as reported in Table 3.3.

The turbulence intensity (Iturb) is defined as the ratio between the RMS of the fluctuation
velocity (u′) to the mean velocity outside of the boundary layer (ū∞):

Iturb = u′RMS

ū∞
(3.24)

Figure 3.21 presents the evolution of the mean velocity and the RMS of fluctuation
velocity with distance from the wall. The mean velocity profile appears to be in perfectly
good agreement with the viscous sublayer profile (u+ = z+) and the turbulent log-law
profile (u+ = 2.44 ln z+ + 5.5). The mean velocity perfectly coincides with the log law
profile from z+ = 30 to z+ = 150, which are commonly observed values for inertial
sublayer [88], meaning that in this simulation the transition from inertial sublayer to external
flow is not due to the isotropic forced turbulence, but rather corresponds to the natural
transition between the two regions (see the discussion of Figure 3.12 in section 3.4). The
increase of velocity at the end of the inertial region is still there, as expected, but is less
pronounced than in the more confined domain.

The curves for fluctuation velocities presented in Figure 3.21 need to be explained. In-
deed, they show a strange behaviour at interface between the boundary layer and the forced
region. To understand this behaviour, one must go back to the way average calculations are
done from equations (3.15) and (3.18). To avoid pulsating flow induced by linear forcing,
the time averages in the forcing region are calculated over limited period of time. This was
discussed in section 3.3.4 and one of the consequences of such calculations is that the RMS
of the fluctuation velocities are underestimated during the simulation, which means that the
turbulence production in the top box is actually greater that the one set through the control
parameter of linear forcing. Outside of the forcing region, there is no need to limit the av-
eraging period, so a much longer one was used in the bottom box, ensuring that turbulence
properties in the region of interest are calculated properly. This is why there seems to be
a jump in fluctuation velocity at the interface between the two boxes. In the region close
to the wall, it is calculated accurately but it is underestimated in the forcing region. The



92 CHAPTER 3. SIMULATION OF THE TURBULENT FLOW...

amount of underestimation can even be read from Figure 3.21, where it corresponds to the
magnitude of the steep jump at the interface. The actual curve with no discrepancy due to
the averaging method would be continuous throughout the whole domain as shown by the
green curve in Figure 3.21(b). The RMS of fluctuation velocity evaluated by taking the vol-
ume average over the whole turbulence production region is larger than the one calculated
by the time average in the turbulence forcing scheme (which matches the control value). A
corrected curve is obtained by adding the difference between volume based calculation and
the control value to the RMS profile in the forcing region. Such a corrected profile appears
to be smooth, which confirms that time and volume average yield similar values as long as
the averaging period is long enough.

In the end, it means that the turbulence generated in the top box is stronger than the
one set through the controlled energy dissipation rate (ε0). In this simulations targeted at
20% intensity, it results in an actual intensity around 23.247%. This value is calculated
from equation (3.24), using volume averages in the forcing region for both calculations
of the mean velocity and the RMS of the fluctuations. Beside that, homogeneous isotropic
turbulence is created in the forcing region and travels in the wall boundary layer as expected.
As indicated by the profile of fluctuation velocity, after a steep increase close to the wall, it
attains a plateau in the boundary layer and later increases again till it reaches the turbulence
production region where it is constant.

Now, such a combined wall shear induced and forced turbulence can be compared to
turbulence in channel flow. Figure 3.22 represents the comparison of our DNS with that
of Moser et al. [125] that was already used as a comparison case in section 3.5.1 (for
z+ < 100). The mean velocity profiles perfectly match. That is, turbulent flow with fairly
different properties end up showing the same mean flow, which is a strong warning that
mean flow must not be considered alone for validation. The fluctuation velocity profiles
obviously differ significantly away from the wall. While fluctuations decrease with the dis-
tance to the wall in the channel flow case, they reach a plateau in our forced turbulence.
However, they match surprisingly well for z+ ≤ 20, which means that turbulence in the
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Figure 3.22 – Profiles at turbulent intensity ' 20% from this work’s DNS (line) and com-
parison with Moser et al. [125] (points) for (a) mean velocity and (b) RMS of fluctuation
velocity.

sublayer is very similar in both cases. This is explained by the role of the wall in this region
that prevails over the difference in the far field between the two simulations, and this means
that the smaller turbulent structures at the wall have a very low sensitivity to turbulence in
the external region.

Figure 3.23 presents a color map of the streamwise component of the velocity in the
plane z+ = 4 as well as velocity vectors in the same plane, in the viscous sublayer. Streaks
form similarly to what has been observed in the literature on channel flows [81, 98] and
in our simulations without forced turbulence. This is confirmed by the isocontour from
Figure 3.24 that looks very similar to the one in channel flow from Figure 3.18. Also the
second invariant of velocity gradient shown in Figure 3.25 looks very much comparable to
the one in Figure 3.19 with the same visualization of streaks and horseshoe structures close
to the wall.

Figure 3.26 shows small eddies at the wall, swirling around the streamwise direction
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Figure 3.23 – Instantaneous velocity field in the plane z+ = 4 from DNS with turbulence
intensity ' 20% as (a) color map of its streamwise component and (b) vector field.
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Figure 3.24 – Isocontour of q from equation (3.21) colored by instantaneous streamwise
velocity component in the viscous sublayer region at turbulent intensity ' 20%: (a) 3D
view and (b) top view, q+ = 0.00085.
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Figure 3.25 – Isocontour of second invariant of velocity gradient tensor, Q+ = 0.028 at
turbulent intensity ' 20%.



3.5. SIMULATIONS PERFORMED FOR LARGER DOMAIN 95

which is the signature of streaks discussed in section 3.2.1 and already seen in Figure 3.20.
Farther from the wall, eddy sizes spread over a wider range of sizes. Some bigger eddies
can be seen while some as small as in the wall region still exist. This is because turbulence
properties reach a plateau right from the buffer region, so there is no turbulence decrease
with the distance to the wall, and the smallest scales responsible for energy dissipation
remains the same. Moreover, right after the buffer sublayer, the turbulence seems much
more isotropic than in Figure 3.20, so that the swirling axis of eddies is not as easy so see
in the y-z planes.
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Figure 3.26 – Streamwise velocity maps (ui+) in various cross-sections at (a) x+ = 195.5,
(b) x+ = 580.2, (c) x+ = 964.9, (d) x+ = 1349.7, (e) x+ = 1734.45 and (f) x+ = 2112.7
at turbulent intensity ' 20%.
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3.5.3 Simulations performed for larger domain with artificial turbulence at
turbulent intensity 10%

After discussing the wall bounded flow with no forced turbulence and with a forced tur-
bulence intensity ' 20%, in this section simulations were performed by decreasing the
turbulent intensity to ' 10%. To do that the control value of the dissipation rate was re-
duced. The simulation domain used was the same as mentioned in section 3.5 and constant
shear stress was applied as reported in Table 3.4.

Figure 3.27 shows the mean and fluctuating velocity profiles along the wall normal
direction. Since it followed the law of wall for both 0 and ' 20% turbulence intensity, it
is unsurprising that mean velocity follows again a linear profile in the viscous sublayer and
the log-law in the inertial layer. The fluctuation velocity profile does decrease after it is
maximum in the buffer sublayer, but it reaches a lower plateau value farther from the wall,
before it increases again to reach the forced turbulence properties in the top box, with the
same discontinuity as observed in Figure 3.21, that arises due to a change in the way time
averages are done between the two regions. The same correction as in Figure 3.21 shows
that linear forcing works but our implementation generates a little more turbulence than
what is provided as control parameters. In this case, the actual turbulent intensity is around
13.314%.

In accordance with the previous comments, Figure 3.28 shows that mean velocity per-
fectly coincides with the profile from Moser et al. [125]. In the same figure, the fluctuation
velocity profile resembles much more the profile with no forced turbulence (see Figure 3.16)
than the profile with ' 20% turbulence intensity (see Figure 3.22). This means that even
though there is extra turbulence injected in the forcing region, it is injected far enough from
the wall that is dissipates before it reaches the wall, so that at the wall, the only seen turbu-
lence is the wall-induced one.

Figure 3.29 represents the velocity in the plane z+ = 4 as color map of its streamwise
component and as vectors, revealing the existence of streaks.

Also, Figures 3.30 and 3.31 present the 3D structure of such streaks. Figure 3.32 shows
the streamwise component of the velocity and streamlines of the projected velocity in dif-
ferent sections (y-z planes). It is interesting to compare these with their counterparts for
the no forced turbulence case and the strong forced turbulence case (figures 3.20 and 3.26).
The turbulence coming from the top region here contains smaller eddies than when no tur-

Table 3.4 – LBM and physical parameters for wall bounded turbulence with artificial forcing
at turbulent intensity of 10%.

ε0LBM ε0 phys ν0LBM νf T0LBM Tw

– m2s−3 – m2s−1 – Pa

2× 10−8 280 5× 10−4 1.5× 10−5 5× 10−5 3
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Figure 3.27 – Velocity profiles along the wall-normal direction from simulation performed
at ' 10% turbulent intensity.

0

5

10

15

20

25

30

100 101 102

u+

z+

DNS	simulation		
Moser[1999]		

0

0.5

1

1.5

2

2.5

3

3.5

4

0 20 40 60 80 100

u+ r
m
s		

z+

DNS	simulation		
Moser[1999]		

(a) (b)

Figure 3.28 – Profiles at turbulent intensity ' 10% from this work’s DNS (line) and com-
parison with Moser et al. [125] (points) for (a) mean velocity and (b) RMS of fluctuation
velocity.

bulence is injected, but the smallest eddies are still bigger than the ones produced at the
wall, contrary to the strongly forced turbulence case. Although the eddies are not as small,
the overall orientation of eddies varies from one plane to another in a similar way as it does
for the strongly forced turbulence case. This means, that although the injected turbulence
dissipates before it reaches the wall, it interacts with the turbulent structures generated at
the wall when they develop further away and makes them evolve into a more isotropic flow
than in a channel flow.
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Figure 3.29 – Instantaneous velocity field in the plane z+ = 4 from DNS with turbulence
intensity ' 10% as (a) color map of its streamwise component and (b) vector field.
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Figure 3.30 – Isocontour of q from equation (3.21) colored by instantaneous streamwise
velocity component in the viscous sublayer region at turbulent intensity ' 10%: (a) 3D
view and (b) top view, q+ = 0.00085.
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Figure 3.31 – Isocontour of second invariant of velocity gradient tensor, Q+ = 0.028 at
turbulent intesity ' 10%.
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Figure 3.32 – Streamwise velocity maps (ui+) in various cross-sections at (a) x+ = 195.5,
(b) x+ = 580.2, (c) x+ = 964.9, (d) x+ = 1349.7, (e) x+ = 1734.45 and (f) x+ = 2112.7
at turbulent intensity ' 10%.
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3.6 Conclusion on simulations of a turbulent boundary layer

This chapter mainly dealt with the generation of fully developed three-dimensional wall
bounded turbulence where simulations were performed both for larger domain and smaller
domain. For the smaller domain it was seen that the turbulence log-law profile mimicked
the law of wall plot from the literature. Before attaining constant velocity in turbulence
region there is an increase in the mean velocity which occurs due to the fact that the forced
turbulence is isotropic, and thus corresponds to turbulence far from the wall. Simulations
were performed for larger domain where three cases were considered: no forcing, forcing
with ' 20% turbulence intensity and forcing with ' 10% turbulence intensity. For the first
case, that is with no forcing, the results of streamwise mean and fluctuation velocities were
compared with Moser et al. [125], and good agreement of the curves were visualized. Also
isocontours of second variant of velocity gradient tensor was drawn to observe all the low
and high speed streaks formed in the viscous sublayer region. Then, after proper validation
with the literature, simulations were run for two turbulent intensities. Good agreement was
observed for the velocities close to the wall. But far from the wall at the interface there is a
jump in the fluctuation velocity which is due to a longer time averaging taken to calculate
the turbulent properties properly close to the wall. Also the maps for streamwise velocity
at different x+ locations show the eddies swirling around the streamwise and spanwise
directions. Close to the wall the eddies are anisotropic and when we move towards the
forcing region, the vortices are isotropic.
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As discussed in the previous chapter, the simulation of a fully developed turbulent flow
has been achieved and compared to the well-known law of wall and the turbulent structures
generated near the wall such as streaks have been observed. The main objective of the
thesis is to evaluate the deposition rate of particles on a wall in a fully developed turbulent
flow. Consequently in this chapter, the deposition and capture mechanism of inertial point
particles in the fully developed turbulent boundary layer is modelled and then simulated.
In the first part of this chapter we detail the Lagrangian tracking technique for the particle
dynamics as well as the expressions of the forces acting on particles and statistical post-
processing. Then we present the simulation of tracer particles whose instantaneous velocity
is the same as the fluid to check validity of the method. The second part of the chapter
deals with introduction of aerosol particles in the DNS of the fully developed turbulent
flow where validation by comparison with the abundant literature is performed. A thorough
investigation of transport and accumulation of aerosol particles for different Stokes number
near the wall is then presented. Finally, as a consequence of time constrains, the simulation
of hydrosols in liquid conditions mimicking the conditions of liquid steel in a ladle is only
initiated. Preliminary results have been reported in Appendix A.

4.1 Equation of motion and implementation in the simulation

The movement of inertial particles in a fluid flow is expressed by solving the Lagrangian
Particle Tracking (LPT) ordinary differential equation. Calculation is done in translational
frame and thereby position and velocity of the particles are evaluated at each instant. The
turbulent flow calculated by the lattice Boltzmann method is not supposed to be modified
by the disperse particles. As a consequence the coupling between the continuous turbulent
flow and the particle transport is assumed to be weak, so a one-way coupling exists where
fluid induced forces on the particles. Basically the LPT is achieved by solving the Newton’s
equation of motion, where several forces are taken into account to achieve relevant coupling:

mp
d~up
dt =

∑
i

~Fpi (4.1)

The left hand side of equation (4.1) represents the inertia of the particles. The right hand
side of the expression represents the external forces acting on the particles thus leading to
their motion [19]:

mp
d~up
dt = ~FB + ~FD + ~FA + ~FP + ~FL (4.2)

The forces ~FB , ~FD, ~FA, ~FP and ~FL are the buoyancy force, drag force, added mass or vir-
tual force, pressure gradient force and lift force respectively. Here the expressions of these
forces are that used by Dupuy et al. [19]. The drag force is expressed for particle Reynolds
number lower than 0.1 and a Faxen correction can be added to take into account the inhomo-
geneity of the flow. Finally the Basset history force is not included in equation (4.2) since
it is neglected. All the forces mentioned in equation (4.2) are implemented using a semi-
implicit approach where force contributions are linearised functions of particle velocity and
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acceleration:
mp

d~up
dt = α

d~up
dt + β~up + ~γ (4.3)

In equation (4.3), α and β are coefficients that sum contributions from the forces that
can be expressed as proportional to acceleration and velocity [129]. These coefficients are
functions of particle/fluid properties and flow conditions. Here the ~γ coefficient represents
all the forces that are not related to the movement of particles i.e. in the forces described
in the later part of the chapter: ~γ comprises of all the expressions related to fluid velocity.
These three coefficients must be identified from the mathematical expression of each force
as it will be derived thereafter. The evaluation of particle velocity at each time step is
obtained from equation (4.3) thus producing the following linear equation:

mp
~up(t)− ~up(t−∆tp)

∆tp
= α

~up(t)− ~up(t−∆tp)
∆tp

+ β~up(t) + ~γ (4.4)

The solution for ~up(t) is then given by:

~up(t) =
(mp − α

∆tp
)~up(t−∆tp) + ~γ

mp − α
∆tp

− β
(4.5)

Here the new values of parameters like α, β and ~γ are estimated based on the values of
the previous time step. In particular, the value of ~γ is calculated at older particle location
~xp(t−∆tp). Hence the updated particle position from velocity can be calculated as:

~xp(t) = ~xp(t−∆tp) + ~up(t)∆tp + 1
2
~up(t)− ~up(t−∆tp)

∆tp
(∆tp)2 (4.6)

Since the time step is constant is our numerical scheme, this expression boils down to:

~xp(t) = ~xp(t−∆tp) +
((

1 + 1
2
)
~up(t)−

1
2~up(t−∆tp)

)
∆tp (4.7)

To calculate fluid velocity at the particle location (x, y, z), trilinear interpolation scheme
is used. This interpolation technique is the process of linearly interpolating within a 3D
lattice cube, where the fluid velocities are known at the vertices of the cube. Consider a unit
cube with lower/left/base vertex at the origin as shown in Figure 4.1. The velocity values
at each vertex are represented as ~Vf,000, ~Vf,100, ~Vf,010, . . . , ~Vf,111. Suppose a particle is
located inside the cube at position (x, y, z), the fluid velocity seen by the particle is denoted
by ~Vf,xyz .

~Vf,xyz = ~Vf,000(1− x)(1− y)(1− z) + ~Vf,100x(1− y)(1− z)+
~Vf,010(1− x)y(1− z) + ~Vf,001(1− x)(1− y)z+

~Vf,101x(1− y)z + ~Vf,011(1− x)yz+
~Vf,110xy(1− z) + ~Vf,111xyz

(4.8)

However, as discussed later in this chapter, while plotting the Faxen correction by tri-
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Figure 4.1 – Lattice cube in LBM with corresponding vertices with a particle inside the
cube.

linear interpolation, cubic spline interpolation has also been used which uses more fluid
vertices in the LBM cube to give higher precision interpolated values of fluid properties and
yields much smoother curves.

The particle time step ∆tp can be chosen different from the LBM time step, in particular
∆tp < ∆tLBM can be applied to compensate for the explicit resolution of particle motion,
but we have observed that it has no impact on our simulation results since the LBM time
step is also constrained by an explicit solver. So, in the following, ∆tp = ∆tLBM = 1 [tu].

4.2 Boundary conditions

The entire simulation domain is divided into two subdomains for the required MPI commu-
nication. Similarly to MPI usage for communicating fluid properties in the streamwise and
spanwise directions, particles are also communicated along the streamwise and spanwise
directions (Figure 4.2(a)). Also, for particles along the wall normal direction, when a parti-
cle reaches the last fluid node of one domain (Domain 1) it is reintroduced back to the other
domain (Domain 2) but with negative wall normal particle velocity. This is summarized in
Figure 4.2(b) where communications are represented by the black arrows. The values stored
in A will be similar as A′ but their components along the normal direction are flipped. This
is similar to the type of boundary condition also used for fluid as described in section 3.3.

At the wall, the values of fluid properties in the boundary node has been set so that
interpolation yields a controlled value at the wall. For velocity, its value in the wall nodes
is set as the opposite of the first range fluid nodes, so the wall (halfway between the nodes)
has a zero velocity. Values that have no known value at the wall are extrapolated from the
fields inside the fluid, using second order extrapolation.
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A A’

Domain 1 Domain 2

Domain 1 Domain 2
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A’

(a)periodic boundary condition (b) pseudo-periodic boundary condition

Velocity from Domain 1 to Domain 2

Velocity from Domain 2 to Domain 1

Particles

Figure 4.2 – Particle communication for (a) periodic and (b) pseudo-periodic boundary
conditions.

4.3 Calculation of statistical data

With the aim of providing statistical data on the particle dynamics, the entire domain has
been divided into small bins, indexed i along the wall-normal direction. All bins are the
same size. Most curves shown later have been plotted with a bin size of 0.4 wall units.
The mean number of particles N̄pi is calculated by doing a time averaging of the number
of particles present in each bin over a sampling time (tsam) and is later saved at each bin.
Here tsam is the time period taken when the particles tend to reach a steady deposition rate.

N̄pi =
∑
tsam

Npi(t)
tsam

(4.9)

The mean concentration is derived by dividing the particle number by the corresponding
volume of each bin.

C̄pi = N̄pi

Vi
(4.10)

The dimensionless mean concentration, C̄∗pi is finally obtained by normalizing the con-
centration in each bin by the mean concentration of particles over the entire domain, C̄p0:

C̄∗pi = C̄pi

C̄p0
(4.11)

where the mean concentration of particles over the entire domain (C̄p0) is calculated by
dividing the total number of particles (N̄p) initially introduced in the whole domain, by the
volume of the simulation domain (VT ):

C̄p0 =
∑
N̄p

VT
(4.12)

To investigate particle transport towards the wall, dimensionless mean drift velocity
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(w̄+
p ) and RMS of wall normal fluctuating velocity (w′+p,rms) have been calculated. They

are calculated by considering the z component of drift velocity and the fluctuating velocity
of each particle and then by taking their average (or RMS) over the total number of particles
(Npi) present in each bin. Hence, each individual bin has its own average velocities for each
time step. Then time averaging of these velocities is done over a sampling time (tsam) for
each bin. Finally the velocities are made dimensionless by dividing with the fluid friction
velocity (uT).

w̄+
pi =

∑
tsam

(
∑
pwp(t)

tsamNpi(t)uT
), w′

+
pi,rms =

∑
tsam

(
∑
p(wp(t)− w̄p)
tsamNpi(t)uT

) (4.13)

4.4 Forces acting on particles

4.4.1 Drag force

Drag force, ~FD is considered to be the prime force in fluid-particle interaction. It results
from the difference of velocity between particles and the fluid parcel at their location. By
definition, the drag accounts for the force contribution that is collinear with the drift velocity.
It integrates the fluid stresses applied to the surface of the particle and as such it has two
components, the friction and pressure drag. In its general form, drag is expressed according
to a drag coefficient (CD), the value of which is based on analytical development at low
Reynolds number and empirical correlations derived from performed experiments or direct
numerical simulations for higher Reynolds numbers.

CD = ||~FD||
ρf
2 (~uf − ~up)2Ap

(4.14)

Ap is the cross sectional area which for spherical particles equals Ap = π
4 dp2. The final

expression of the drag force is thus given by:

~FD = 3
4
ρf
ρp

mp

dp
CD(~uf − ~up)|~uf − ~up| (4.15)

The drag coefficient CD is obtained as a function of particulate Reynolds number (Rep)
which is defined as the ratio between inertial force to friction force in the flow at the particle
surface, and is hence based on drift velocity:

Rep = ρfdp|~uf − ~up|
µf

(4.16)

For small particulate Reynolds number (Rep < 0.1) viscous effects prevail with no
wake. Thus the drag coefficient can be derived analytically from Stokes flow:

CD = 24
Rep

(4.17)

Because of their very small size, aerosols and inclusions remain in the Stokes condition
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and the expression of CD at higher Reynolds number does not concern the present work.
The drag force used is thus given by:

~FD = 3πµfdp (~uf − ~up) (4.18)

The drag contribution to coefficient α in equation (4.4) will then be zero since the ex-
pression of drag force is not proportional to the acceleration of particles. Drag will however
contribute to coefficients β and ~γ because the drag expression is related to particle velocity
~up and to fluid velocity ~uf . Therefore we identify:

α = 0 (4.19)

β = −3πµfdp (4.20)

~γ = 3πµfdp ~uf (4.21)

Inserting the three coefficients in equation (4.3) the following expression for drag force is
well obtained:

mp
d~up
dt = 3πµfdp (~uf − ~up) (4.22)

The expression of the drag force acting on a sphere translating in a non-uniform flow field,
which is particularly the situation near the wall, can be extended to account for it considering
the flow in Stokes condition. A so-called “Faxen correction” [130] is then added to Stokes
drag force, and the coefficient ~γ will have an added parameter:

~γ = 3πµfdp ~uf + π

8 µf dp
3 ~∇2 ~uf (4.23)

Henceforth the final drag force expression with the Faxen correction is given as:

mp
d~up
dt = 3πµfdp (~uf − ~up)︸ ︷︷ ︸

Stokes Drag

+ π

8 µf dp
3 ~∇2 ~uf︸ ︷︷ ︸

Faxen correction

(4.24)

Notice that the ratio between the Faxen correction and Stokes drag is given by:

Faxen
Drag

= 1
24

d2
p
~∇2~uf

(~uf − ~up)
(4.25)

When the diameter of the particle decreases, the value of the Faxen correction decreases
resulting in a decrease of this ratio.

4.4.2 Pressure gradient and buoyancy forces

The pressure gradient force is a volumetric force that accounts for the difference in the
pressure across the fluid seen by the particle. The local stress tensor in the flow is related to
fluid acceleration through Navier-Stokes equation. Thus the pressure gradient and the diver-
gence of viscous stresses can be estimated from local fluid acceleration and volume forces
acting on the fluid. Calculating fluid acceleration as material derivative of fluid velocity and
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considering gravity as the only volume force, it yields:

− ~∇p+ ~∇ · ¯̄τ = ρf (D~uf
Dt − ~g) (4.26)

For particles smaller than all flow scales, the divergence of the stress tensor can be assumed
to be constant at the particle scale. The resulting force acting on particle surface can thus
be calculated as:

~FP = mp

ρp
(−~∇p+ ~∇ · ¯̄τ) (4.27)

Hence the overall pressure gradient force becomes:

~FP = mp
ρf
ρp

D~uf
Dt −mp

ρf
ρp
~g (4.28)

where the second term (i.e. mpρf g/ρp) is Archimedes force. This force is significant for
solid particles in a liquid phase where ρp/ρf ∼ 1, but it is negligible for solids in gas flows
where ρp/ρf � 1. Usually, Archimedes force is combined with the weight (of particle) to
give the well known buoyancy force:

~FB = mp
ρf
ρp

(ρp
ρf
− 1) ~g (4.29)

Hence the combination of the dynamic pressure gradient and buoyancy force is expressed
as:

~FP + ~FB = mp
ρf
ρp

D~uf
Dt +mp

ρf
ρp

(ρp
ρf
− 1) ~g (4.30)

In equation (4.30), D~uf/Dt represents the local acceleration in the flow, it is calculated
as the material derivative fluid velocity at the centre of the particle, which can be expressed
as:

D~uf
Dt = ∂~uf

∂t
+ (∇~uf ) · ~uf (4.31)

which requires interpolating both the velocity of the fluid and its gradient at particle loca-
tion.

Similarly to drag, to implement the expression for pressure gradient force in the code,
only the coefficient ~γ is taken into consideration since there are no terms in equation (4.28)
deriving from particle velocity or acceleration, hence α and β are null.

α = 0 (4.32)

β = 0 (4.33)

~γ = mpρf
ρp

D~uf
Dt + mpρf

ρp
(ρp
ρf
− 1)~g (4.34)

Since we restrict our investigation to non-buoyant particles, the gravity term is omitted in
the LPT simulation, so:

~γ = mpρf
ρp

D~uf
Dt (4.35)
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Hence the overall pressure gradient used for the simulation becomes:

~FP = mp
ρf
ρp

D~uf
Dt (4.36)

4.4.3 Added mass force

Added mass force also known as virtual mass force is the inertia added to the particle when
it as accelerating or decelerating due to some amount of fluid from the system surrounding
it that is set in motion with the particle. For clarity, this force is modelled as some volume of
fluid moving with the object, although in reality all the fluid will be accelerated to various
degrees. Also, analytical expressions for added mass force can be obtained for low particu-
late Reynolds number, but, for higher particulate Reynolds numbers, empirical coefficients
have been defined from experimental investigations. Odar and Hamilton [131] performed
experiments and provided the expression for added mass force which is given by:

~FA = CM ρf
mp

ρp
(D~uf

Dt −
d~up
dt ) (4.37)

It has been found that the coefficient CM is equal or very close to 1
2 in all flow conditions

[132, 133]. Duf/Dt is the material derivative of fluid acceleration calculated at the centre
of the particle. As observed in equation (4.37), the coefficients which should be defined are
α and ~γ related to particle acceleration and extra force, they are identified as:

α = −ρf CM
mp

ρp
(4.38)

β = 0 (4.39)

~γ = ρf CM
mp

ρp

D~uf
Dt (4.40)

Inserting the three coefficients in equation (4.3), added mass is finally implemented as:

~FA = 1
2 ρf

mp

ρp
(D~uf

Dt −
d~up
dt ) (4.41)

4.4.4 Slip-Shear lift force

The shear lift originates from differential velocity magnitude at each side of a particle that
slides in a shear flow. The drift velocity added to the shear yield different velocities, that
in turn yield non-symmetrical distributions of pressure and viscous stresses at the particle
surface. Since it is induced by the shear of the flow at a larger scale than the particle, it is
fundamentally different from aerodynamic lift force. Saffman [134] derived an expression
for the slip shear lift force in a 3D flow, that is:

~FSL = ρf
2 Ap CSL dp ((~uf − ~up)× ~ωf ) (4.42)
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that is expressed as a function of vorticity in the flow ~ωf = ~rot(~uf ) = ~∇ × ~uf and cross
section area of the particle Ap = π

4 dp
2.

Sommerfeld [133] provides an empirical correlation for the coefficient CSL:

CSL = 4.1126
Re0.5

S

(1− 0.3314 (0.5 Res
Rep

)0.5) exp(−0.1 Rep)

+ 0.3314 (0.5 Res
Rep

)0.5 , Rep ≤ 40

= 0.15238 , Rep ≥ 40

(4.43)

It depends on the previously defined particulate Reynolds number as well as on a shear
based Reynolds number defined as:

Res = ρfdp
2|~ωf |
µf

(4.44)

The coefficients that need to be taken into account are β and ~γ which are evaluated as:

α = 0 (4.45)

β = 0 (4.46)

~γ = ρf
2
π

4 dp
2 CSL dp ((~uf − ~up)× ~ωf ) (4.47)

Inserting the three coefficients in equation (4.3) the following expression for lift force
is obtained:

~FSL = ρf
2
π

4 dp
2 CSL dp ((~uf − ~up)× ~ωf ) (4.48)

4.5 Introducing tracers

The test case that is performed is quite simple as when tracers are included as particles,
the inertial effects are excluded and the velocity of the tracer is equal to the instantaneous
velocity of the fluid at the particle location. The three parameters α, β and ~γ must be chosen
appropriately in order to achieve ~up = ~uf . It is readily obtained with:

α = mp (4.49)

β = 3πµfdp (4.50)

~γ = −3πµfdp~uf (4.51)

that makes Newton’s equation of motion (4.3) become:

mp
d~up
dt = mp

d~up
dt + 3πµdp~up + (−3πµdp~uf ) (4.52)

that boils down to:
~up = ~uf (4.53)

The simulation domain used to study tracers was small, that is it had LBM nodes as:
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Figure 4.3 – Schematics of initial tracers distribution in the domain.

Nx × Ny × Nz = 160 × 80 × 160. The fluid flow simulation corresponding to this case
is illustrated in section 3.4 in Chapter 3, and the physical properties and flow conditions
are reported in Table 4.1. Figure 4.3 schematically represents the tracers and how they are
placed equidistantly along the three directions initially. As it can be seen, the concentration
is not initially homogeneous since volume near the bottom and top walls are free of particles.

Figure 4.4 is plotted for the concentration, which is time averaged over the sampling
time t+sam, which is taken to be 200 τ+, where

τ+ = τ/t∗ (4.54)

Here, integral time scale is calculated based on the ratio between the size of the largest eddy
(which is 20% of domain size) to the characteristic velocity (uL) of this eddy in the flow.

τ = L/uL (4.55)

uL can be calculated from the root-mean-square (RMS) of the fluctuation velocity:

uL =
(
u′2
)1/2

(4.56)

In equation (4.54), t∗ represents the characteristic time of the turbulent flow given by:

t∗ = νf/u
2
T (4.57)

Simulation results highlight that no fluid parcel crosses the bottom wall meaning that
there is no deposition, which means the particle deposition rate is therefore null:

(ϕp)wall = 0 (4.58)

The particle concentration is perfectly homogeneous throughout the domain when the
turbulence is fully developed. This can be proved by visualizing the plot of dimensionless
concentration with respect to the wall distance as shown in Figure 4.4. It is illustrated clearly
that the ratio of the concentration obtained from the simulation to the mean concentration
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Table 4.1 – Physical properties and turbulent flow conditions used for tracer simulation

Fluid properties

ρf (kg m−3) 1.225

µf (kg m−1 s−1) 1.8× 10−5

ηf (µm) 40

Tw (Pa) 2.2

ε (m2 s−3) 280 ?

uT (m s−1) 1.2 ?

? dependent parameters

Domain size and numerical conditions

Lx × Ly × Lz (mm3) 20× 10× 20

Nx ×Ny ×Nz 160× 80× 160

∆tp(LBM) ([tu]) 1

Total sampling time (t+sam) 200 τ+

Number of bins 160

Particle conditions

dp (µm) 38

Initial number of particles 400000

is equal to unity thus attaining equal homogeneous concentration in all the domain.

4.6 Aerosol deposition

The main objective of the simulation for deposition of aerosols is to compare the simulation
results against the abundant literature on this topic. The only forces taken into account in
such simulations are the inertia and the drag force which prevail in aerosol conditions [135,
136]. Other forces remain negligible because of the high density ratio. This assumption
will be evaluated and confirmed at the end of this chapter. Also, Faxen correction is not
included in the drag force and it will also be discussed in the latter part of this chapter.
Here, simulations were performed in the regime of moderate inertia (0.1 ≤ τp

+ ≤ 40) and
a correlation was extracted for the dimensionless deposition velocity versus Stokes number.
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Figure 4.4 – Schematics of tracers distribution in the domain.

4.6.1 Domain geometry and simulation conditions

The simulation domain used to study aerosol deposition is the same as the one used for
tracers, it has LBM nodes as: Nx × Ny × Nz = 160 × 80 × 160 = 20 × 10 × 20 mm3.
The rationale for using this small domain rather than the larger domain studied in Chapter 3
is to obtain the simulation results in a faster computational time. The domain under study
is divided into two regions: the top part consists in the turbulence production region while
the bottom part is the boundary layer region which was studied vividly in chapter 3. As
shown schematically in Figure 4.5, the aerosol point particles are initially introduced in the
turbulence production region, then particles are transported towards the wall by turbulent
eddies before finally depositing. The simulation conditions are reported in Table 4.2. When
particles deposit, they are reintroduced at a random position in the turbulence production
region, so that the total number of particles and the corresponding concentration are constant
during simulations.

Pseudo-periodic

Shear stress
(constant)

Turbulence forcing
region

Boundary layer
region

𝒙

𝒛

Figure 4.5 – Schematics of initial aerosol distribution in the domain.
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The physical properties of the fluid phase, reported in Table 4.2 are that of air since
most of experimental and numerical investigations are performed with air in the literature
[25, 26, 137, 138]. The diameters of the aerosol particles are chosen in the range from 1 to
40 microns. These values are smaller than the Kolmogorov length scale, in order to satisfy
the condition of point inertial particles. They are also larger than sub-micrometer because
Brownian diffusion is not considered in our investigation. These set of simulations are
performed for aerosol particles and compared with the literature on this topic. The density
ratio between the solid and gas phases is kept constant (ρp/ρf = 965), which is the order
of magnitude usually observed for aerosols (≈ 103) while the diameter of the particles is
changed for each simulation (from 2 to 38 µm) thus changing the Stokes number between

Table 4.2 – Physical properties and turbulent flow conditions used for aerosol simulation.

Fluid properties

ρf (kg m−3) 1.225

µf (kg m−1 s−1) 1.8× 10−5

ηf (µm) 40

Tw (Pa) 2.2

ε (m2 s−3) 280 ?

uT (m s−1) 1.2 ?

? dependent parameters

Domain size and numerical conditions

Lx × Ly × Lz (mm3) 20× 10× 20

Nx ×Ny ×Nz 160× 80× 160

∆tp(LBM) ([tu]) 1

Total sampling time (t+sam) 300 τ+

Number of bins 640

Particle conditions

dp (µm) 2− 38

ρp (kg m−3) 1182

Initial number of particles 400000
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0.1 and 40. The expression of the Stokes number (τp+) is given by:

τp
+ = ρpdp

2

18µf t∗
(4.59)

The Stokes number (τp+) for the present simulations is taken to be larger than or equal
to 0.1, so that particle transport remains in the turbulent dispersion and moderate inertia
regimes [27].

The parameters like concentration, mean drift velocity and RMS of fluctuation velocity
are evaluated by time averaging over a sampling time (t+sam), which, in these simulations,
is taken to be 300τ+, where τ+ = τ/t∗, as detailed in equations (4.54), (4.55) and (4.57).
Also the time step for the resolution of the motion of particles in the simulation (∆tp) is
taken to be equal to the time step of the flow i.e. ∆tp = ∆tLBM .

4.6.2 Particle capture condition at wall

Particles are assumed to be captured when there is a direct contact with the wall, in other
words when the separation distance (zc) between point particles and the wall is lower than
or equal to particle radius:

zc ≤
dp
2 (4.60)

In the present study, we considered a perfectly smooth wall without any roughness and
we did not take into account attractive Van der Waals forces acting at very short range dis-
tance (10 to 100 nm) between the wall and the particles. As a consequence, the lubrication
effect is not introduced in the modeling because the deposition rate would then vanish when
the roughness height tends to zero [19].

Here no rebound and re-entrainment effects are considered which means that when a
particle touches the wall, it is considered as deposited, and it is again reintroduced back
to the turbulence production region so as to maintain constant concentration of particles
throughout the simulation. It is compulsory to attain constant concentration of particles so
as to evaluate the deposition flux which depends on mean concentration. The deposition
velocity (ud) is defined as the ratio between the mean flux density of particles that are
deposited on wall (ϕ̄p)wall) to the mean concentration of particles in the bulk fluid flow
(C̄p0):

ud = (ϕ̄p)wall
C̄p0

(4.61)

where
(ϕ̄p)wall =

∑
tsam

Np,wall

Sxytsam
(4.62)

HereNp,wall represents the total number of particles deposited on the wall over the area Sxy
over a period of sampling time tsam and Sxy denotes the surface area which is expressed by
Sxy = Lx × Ly.
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4.6.3 Aerosol particle deposition rate

Figure 4.6 shows the dimensionless plot between deposition velocity and particulate Stokes
number for τp+ > 0.1 which corresponds to turbulent dispersion and moderate inertia
regime. The black colored squared markers denote our simulation results, covering the
same range as the experimental and numerical values obtained by different authors [20, 26,
27, 139, 140] and a very good agreement is observed. As already well established, the de-
position velocity (ud+) increases with the Stokes number in turbulent dispersion conditions
until it reaches a regime dominated by particle inertia where it levels off. The reason behind
the constant deposition velocity is that when particle inertia gets bigger than some critical
value, the effect of smaller scales of turbulence (shorter in time) are only perceived by the
particles on average over a period scaled by particle response time, so that their contribu-
tion to turbulent transport it capped. In other words, when particle inertia is big enough to
smooth the effects of smaller turbulence scales, the effect of such scales on particle motion
becomes negligible. The value of constant deposition velocity (ud+ = 0.14) extracted from
our simulations agrees very well with the values in the literature.

For a deeper investigation of the deposition mechanism, we have distinguished the trans-
port of relatively high inertia aerosols (τp+ = 25 and 6 corresponding to dp = 14.3 and
29.2 µm respectively) from lower inertia aerosols (τp+ = 0.4 and 0.2 corresponding to
dp = 3.7 and 2.6 µm respectively).
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Figure 4.6 – Dimensionless plot of deposition velocity vs. Stokes number. Comparison
between our simulation results with literature data.
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Figure 4.7 – Dimensionless mean particle concentration plotted in (a) logscale and (b) carte-
sian scales, for high Stokes numbers (τp+ = 25 and 6).

4.6.3.1 High inertia aerosols (τp+ = 25 and 6)

Figure 4.7(a) plots the evolution of the mean concentration of higher inertia particles (τp+ =
25 and 6) along the wall normal direction. It clearly emphasizes a relatively constant con-
centration far from the wall and a high concentration close to the wall, corresponding to the
accumulation region observed by many authors [34, 35]. Outside the accumulation region,
the relatively high turbulence, produced either by the wall friction or by artificial forcing,
eases particle transport.

This trend of accumulation of particles close to the wall was observed and discussed by
several authors in the literature [17, 19, 32, 141, 142], and Stokes number is considered as
a prime parameter which plays a strong role in accumulation. With the insight provided by
Soldati’s team [35], the accumulation of aerosols is the result of the near wall flux balance
between the following contributions: (i) turbophoresis phenomenon which transports par-
ticles from the bulk turbulent flow towards accumulation region, (ii) free flight mechanism
which passes the particles through the accumulation region and (iii) depositional diffusional
flux which eliminates particles from the accumulation region by deposition because of the
weak (but sufficient) turbulent fluctuations in this region. From Figure 4.7(a), which is plot-
ted in semi-log scale, it can be seen that the concentration profile for τp+ = 6 is much
higher than that of τp+ = 25 close to wall in the viscous sublayer region. It can be readily
explained by the importance of the free-flight mechanism since particles with lower inertia
less likely to execute a free-flight through whole accumulation region and thus depend more
on diffusion flux to deposit at the wall as illustrated in Figure 4.8. Figure 4.8 compares the
RMS of the particle wall-normal velocity (w′+p,rms) close to the wall in the accumulation
region. Turbulence induced particle velocity fluctuations are damped by inertia leading to
a more efficient flux of diffusion for lower inertia particles. Since turbulence is low in the
near wall region, fluctuations are not much damped, even by higher inertia particles, so that
fluctuation damping does not compensate for the higher deposition rate of higher inertia
particles driven by free flight mechanism.

An other way to point out the particle drift velocity and the deposition rate is provided
in Figure 4.9, plotting the profiles of particle wall normal velocity along the wall-normal
axis. In this figure, the different regions of the boundary layer are also indicated, based
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on the results presented in Chapter 2, such as in Figure 3.12. The particle velocity profiles
from Figure 4.9 indicate negative values since the particles are travelling towards the wall
from the top of the domain before finally depositing on the wall. Moreover, the average
wall-normal particle velocity is higher for τp+ = 25, thus leading to higher deposition rate.
Same trends are qualitatively obtained for the open channel flow problem [35].
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Figure 4.10 – Dimensionless mean concentration of particles as a function of the distance
to the wall (a) for all the bins, (b) leaving one node (4 bins) close to the wall for low Stokes
numbers (τp+ = 0.4 and 0.2).

4.6.4 Low inertia aerosols (τp+ = 0.4 and 0.2)

The dynamic behavior of low inertia particles (τp+ < 1) is much more pronounced as
seen in Figure 4.10, revealing a very high accumulation of aerosols near the wall. Low
inertia prevents particles from crossing the low turbulence region from free flight transport.
Figures 4.10(a) and (b) are plotted with two different scales, and Figure 4.10(b) ignores
the first 4 bins closest to the wall. This is done because for lower inertia particles the
concentration of particles in that single fluid node (which consists of 4 bins) closest to the
wall is so high that it is difficult to observe concentration profile on the remaining nodes.
Figure 4.10 clearly reveals the trend of concentration profile and it can be seen that from
the wall to the forcing region, the concentration first decreases and then slowly increases
before reaching the mean concentration value (i.e. unity for dimensionless concentration).
As a huge number of particles accumulate in the 4 bins closest to the wall, the value of the
concentration is below unity in most of the bins.

The profiles of the mean wall normal velocity (Figure 4.11) have the same trend that
those obtained for the higher inertia particles (see Figure 4.9), i.e. negative values indicate
the particle transport toward the wall. However, because of the low inertia, the velocity
magnitude is five times lower. It can also be seen that the drift velocity for τp+ = 0.4 has a
slightly more negative value than τp+ = 0.2 which shows that the higher inertia, the higher
the drift velocity.

4.6.5 Dynamics of aerosols

Figure 4.12 compares the profile of wall-normal particle fluctuation velocity (w′+p ) with
the fluid fluctuation velocity. We first notice, as discussed earlier in Chapter 3, that the
profiles are relatively flat (for z+ > 30) in contrast with that obtained in wall-bounded
turbulence. This is readily explained by the turbulence forcing smoothing the turbulence
intensity in a large part of the simulation domain. Otherwise Figure 4.12 shows that the
particle turbulent fluctuations are lower than that of the fluid, and the difference logically
increases with particle inertia. Hence as Stokes number increases, particles are not able to
follow all fluid fluctuations: this effect is referred as inertial filtering [35]. For instance the
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fluctuation velocity profile for τp+ = 25 is lower than the one for τp+ = 0.2, while this latter
profile is close to the local fluctuation velocity of the fluid. Fluctuations of particle velocity
in the wall-normal direction reveal a qualitatively good agreement with the numerical results
performed by Narayanan et al. [35] for an open channel flow and reported in Figure 4.13.

For a better description of the dynamics of individual aerosol particles near the wall,
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Figure 4.12 – Fluctuating particle wall normal velocity along the wall normal direction for
Stokes number (τp+ = 0.2; 0.4; 6; 25).
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Figure 4.13 – Particle-phase turbulence intensity in wall-normal direction from Narayanan
et al. [35].

Figure 4.14 reports the wall normal velocity evolution with time and the trajectory of a
single particle which finally deposits, for each Stokes numbers from the same set as in Fig-
ure 4.12. It can be observed that as Stokes number decreases, residence time of aerosols
in the boundary layer strongly increases. For low inertia particles (τp+ = 0.2; 0.4), the
wall-normal velocity remains very small during a long period of time corresponding to its
stagnation in the accumulation region (z+ ≤ 3). It explains why the concentration of parti-
cles in the accumulation region is much higher for low inertia particles than for high inertia.
In other words, the trajectories show how inertial particles do not linger very close to the
wall and are directly transported and deposited following the free flight mechanism, while
lower inertia particles remain for a longer time close to the wall before finally depositing.
Furthermore, the trajectories of particles (τp+ ≤ 6) illustrate the particle boundary condi-
tions applied at y = 0 and y = Ly; that is particles reaching y = Ly are reintroduced back
at y = 0 (x and z positions being obviously conserved).

Values of the instantaneous particulate Reynolds number have been retrieved from the
simulation. Such a dimensionless number is defined as:

Rep = ρf dp || ~up − ~uf ||
µf

(4.63)

The value of particulate Reynolds number* range between 0 and 0.03 and confirm the rel-
evance of the Stokes flow regime around the particles, especially important for drag coeffi-
cient calculation.

Due to turbulent flow structures at the wall, particles form deposition pattern on the wall
that can be observed by recording the location where particles deposit. Particles deposition
pattern at the wall over a certain period of time is shown in Figure 4.15, for Stokes number
τp

+ = 25 and τp
+ = 6 and it can be observed that particles preferentially deposit as

streamwise oriented streaks. Figures 4.15(a) and (b) are obtained by calculating particle
deposition over a sampling time period of 5τ+. The particles present in the streamwise
streaks, tends to remain for a longer time because of the very small streamwise velocity
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Figure 4.14 – Examples of trajectory and wall-normal velocity of aerosols for four different
Stokes numbers (τp+ = 0.2; 0.4; 6; 25).

close to the wall. Thereby, as Narayanan et al. [35] clearly stated before, these deposition
patterns reflect the distribution of particles in the accumulation zone.

As observed in the Figures 4.15, three streaks can be observed for the given domain size.
Comparing the deposition pattern between Figure 4.15(a) and 4.15(b), it can be observed
that greater inertia results in higher density of the deposition pattern on the wall, thus leading
to higher deposition rate. Also, particles tend to deposit in the region of low speed streaks.

Figure 4.16 represents the plot of the three components of drag force along wall normal
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Figure 4.16 – Evolution of streamwise, spanwise and wall normal components of drag force
along wall normal direction for (a) τp+ = 0.2; (b) τp+ = 25

direction in the boundary layer. For τp+ = 0.2, the wall normal drag force (Fz in red) has
a negative value while moving towards the wall till z+ = 65 which means that particles
are pushed towards the wall. This is due to the transportation by turbulence structures from
the turbulent production region through the boundary layer. Closer to the wall, the force
becomes positive, corresponding to a friction force which slows down the z component
of the particle velocity as already shown previously (Figure 4.11). In this second region,
particles are influenced by eddies which are taking them away from the wall. The force
reaches a maximum positive value at z+ = 45 before finally decreasing as particles move
towards the wall and then becoming zero because fluid and particle z velocities reach zero
values. Also lower inertia particles remain for a longer time close to the wall before finally
depositing since the turbulent transport influences the motion of particles in a way that
makes them accumulate in the near wall region.

Moving on to higher inertia τp+ = 25, the wall normal drag force (Fz) always remains
positive in the boundary layer. The wall normal velocity of aerosols has a much larger
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Figure 4.17 – Evolution of streamwise, spanwise and wall normal components of Faxen
correction force along wall normal direction for (a) τp+ = 0.2; (b) τp+ = 25

negative value than the z fluid component thus making the drag force positive. The trend of
the wall-normal drag force (red curve) as seen in Figure 4.16(b) reveals a minimum of Fz
around z+ = 70.

All the simulations in this chapter have been performed without the additional Faxen
correction with the aim of easing comparison with the literature data (where the Faxen
correction was ommited). However, we have calculated this Faxen correction based on the
fluid flow, and its profiles are presented in Figure 4.17. It obviously confirms that due to the
much smaller values of Faxen correction as compared to the drag force, it will not play a
significant role in the deposition and capture mechanisms of aerosols.



4.6. AEROSOL DEPOSITION 125

4.6.6 Simulation of hydrosols

To perform numerical simulation for determining the deposition mechanism of hydrosols
was the main objective of the thesis but there were some difficulties to perform it. The
main goal was to perform simulations in the larger domain as mentioned in section 3.5 in
chapter 3 as we were able to observe more streaks and get better guaranties that such flow
structures are not too constrained by the periodicity of the simulation domain. But due to
the lack of computational time, it was rather difficult to study the deposition rate in the
larger domain. Henceforth smaller domain was used for the initial investigation of hydrosol
deposition. Only a first set of simulations have been performed and reported in Appendix A,
being preliminary information.





Conclusions and perspectives

The major challenge in metallurgical processes is driven by weight reduction and conse-
quently improvement of mechanical properties which depends on proper inclusion cleanli-
ness. The inclusion population is controlled during ladle furnace processes upstream from
solidification. A way to recover inclusions from the liquid bath is through their capture at
the ladle walls and at the slag interface. Henceforth the main objective of the thesis was to
develop numerical modelling to investigate turbulent deposition and capture of particles on
the wall of the ladle furnace. The study of deposition and capture mechanisms must lead to
the prediction of the deposition velocity.

A 3D numerical tool was developed to study the mesoscopic behavior of particle dynam-
ics in a fully developed turbulent flow. The aforementioned mesoscopic scale simulations
are performed using in-house software based on a Lattice Boltzmann Method (LBM) to
solve the flow dynamics, in which a linear isotropic forcing generates artificial turbulence.
Lagrangian particle tracking of inclusions is used to achieve the one way coupling between
inclusion motion and the transient flow field.

The aim of the first step of this work was to generate DNS of turbulence through linear
isotropic forcing. The simulation results have clearly shown that the physical linear forcing
scheme used for the production of homogeneous turbulence conditions can be combined
with the lattice-Boltzmann scheme in the software. The evaluated turbulent properties such
as the turbulent dissipation rate and the kinetic energy achieve statistically stationary state.
Also the integral length scale reaches 20% of the domain size thus allowing a ratio between
large and small scales that is large enough to represent the inertial subrange of the turbulence
energy spectrum. Such spectra showed an accurate cascade of energy from larger scales to
smaller scales that matches Kolmogorov’s −5/3 slope. Unrealistic physical behavior were
only observed when the flow was knowingly under-resolved. Also our simulations were
validated with the work performed by Valiño et al. [143], by comparing turbulent properties
of the flow.

After DNS of isotropic turbulence, the second step was to produce fully developed
3D DNS of wall bounded turbulence. The originality of these simulations stems from the
two different sources of turbulence combining in the boundary layer, the first is due to the
diffusion of the isotropic turbulence maintained in the outer layer and the second generated
by the wall shear stress. Simulations were performed both for smaller domain and larger
domain which differ by their number of fluid nodes, that is (Nx × Ny × Nz = 160 ×
80× 160) LBM nodes and (Nx ×Ny ×Nz = 720× 240× 240) LBM nodes respectively.
Simulation performed for smaller domain emphasized that the turbulence log-law profile

127
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was in good agreement with the one from the literature [88, 125]. Furthermore simulations
were performed for larger domain where three cases were considered: no forcing, forcing
with ' 20% and ' 10% turbulence intensity.

The results obtained for no forcing turbulence for streamwise mean and fluctuation ve-
locities were compared with the plots of [125], and good agreement of the results were
visualized. Also isocontours of second invariant of velocity gradient tensor revealed the
low and high speed streaks formed in the viscous sublayer region. The streamwise velocity
color map for different streamwise locations showed that the wall shear generates eddies
which swirls around the streamwise and spanwise directions and the isotropy of the eddies
is obtained in regions far from the wall.

Concerning the two simulations with turbulence forcing, the plots for mean velocity
and RMS of fluctuation velocity were in good agreement with those obtained by Moser
et al. [125] close to the wall (till z+ = 100). We noticed a non-physical steep jump at the
interface for RMS of fluctuation velocity because a longer time averaging was used in the
boundary layer region compared to turbulence forcing. This leads to proper calculation of
turbulence properties close to the wall. The streamwise velocity maps and vectors along
with isocontour maps show that streaks are formed in the same way as described in the
literature on channel flows. Similarly, the streamwise velocity maps at different streamwise
locations show eddies swirling around the streamwise and spanwise directions, thus proving
the formation of streaks and other horseshoe-like structures.

The third step of this study has consisted in evaluating particle deposition rate for par-
ticles in a turbulent flow. As a question of time availability the main part of this work
was devoted to aerosols, but the simulation of hydrosols (i.e. inclusions in liquid metal for
representative flow conditions prevailing in a ladle furnace) have been initiated. Firstly,
the dynamic behaviour of tracers is studied, and we obviously found that the tracer con-
centration is perfectly homogeneous throughout the domain when the turbulence is fully
developed and that the tracer deposition rate is null. Next the simulation of aerosol deposi-
tion allowed us to calculate the deposition velocity as a function of the Stokes number. The
deposition velocity increases with inertia till it levels off.

We clearly observed an accumulation of particles close to the wall (z+ < 3) as stated
by many authors [34, 35], and the peak of particle concentration increases when the particle
inertia decreases. This is readily explained by the wall-normal velocity and RMS fluctua-
tion velocity damping when the inertia of particles is small (such as τ+

p = 0.4 or 0.2),
thus leading to the capture of aerosols by turbulence scales close to the wall. Finally, the
deposition patterns highlighted streak shapes and confirmed that higher the inertia, higher
the deposition rate.

The drag forces plot for higher inertia revealed positive values along the wall-normal
distance to the wall, meaning that the particles continuously slow down when approaching
the wall. But for lower inertia particles, the drag force has a negative value at some distance
from the wall (z+ > 70), thus accelerating particles towards the wall. Closer to the wall
(z+ < 70), low inertia particles decelerate because of positive values of the drag.

Some future perspectives that would valuably complete this work are listed as follows:

1. One of the objective of the PhD was to study the deposition mechanism of hydrosol
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which are representative of inclusions in a metallurgical reactor. As observed in Ap-
pendix A, preliminary results were obtained for hydrosols where the effect of forces
like drag, added mass, pressure gradient and lift close to the wall was studied. These
simulations were performed for the smaller domain due to lack of time availability.
From the first results obtained, only very little information could be extracted regard-
ing the effect of various forces and finally obtaining the deposition rate. In the future,
simulations can be performed in the same smaller domain in hydrosol conditions, by
taking cases which relates to different particle-fluid density ratio and particle diam-
eters as can be seen for inclusions in a liquid metal bath. A more vivid study can
be done so as to extract more important and effective results concerning the effect
of the forces leading to the deposition. As we have seen for aerosol deposition, wall
bounded streaks play an important role, same can be expected for hydrosol deposi-
tion. Finally the deposition velocity can be evaluated by taking the ratio of the flux
of particles depositing on the wall to the bulk concentration of particles as done for
aerosols.

2. After getting a general idea about the effect of forces and deposition rate in a smaller
domain, eventually larger domain can be simulated which provides better representa-
tion of wall bounded streaks as compared to smaller domain. A 3D DNS of the wall
bounded turbulence in a larger domain has already been generated during the PhD
and necessary validations have been performed with comparison to the correspond-
ing literature. So, future prospects lie on introducing hydrosols in the larger domain
and carry on the simulations. Various density ratios and particle diameters can be
considered and finally the relative effect of each force close to the wall can be studied
along with the deposition rate. Due to the better visualization of the wall bounded
streaks close to the wall, deposition patterns could thus be accurately studied. Hence-
forth deposition mechanism can be analyzed and quantified into a statistical law for
deposition velocity in terms of particle and flow properties such as Stokes number
and particle-fluid density ratio.

3. The above mentioned perspectives can only be helpful in studying deposition mech-
anism for inclusions smaller than the smallest turbulent length scale present in the
liquid metal bath. But in a liquid metal bath there can be inclusions larger than the
smallest turbulent scales present in the vicinity of walls. In such conditions, mod-
elling particles as mass points and weak coupling with the liquid phase will not cap-
ture accurate particle dynamics. Particles will then need be fully resolved and fully
coupled with the liquid flow. To do that, Immersed Boundary Method (IBM) can
be used which is already implemented in the in-house code FLUA. Future investi-
gations dealing with such resolved particles would first require proper parallelization
and MPI communication between periodic and pseudo-periodic boundary conditions,
which is not yet fully implemented in this code. The statistical law for the deposition
rate could thus be evaluated, which would help in quantifying deposition mechanisms
of inclusions on ladle walls.

4. After obtaining the deposition velocity expression, preferably for both point and re-
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solved particles, the longer term objective of such research it to provide statistical
deposition models for macroscopic simulations such as the ones used in process scale
simulations, where inclusion behavior is coupled with CFD through population bal-
ance equation. Feeding such simulations with deposition models accurately parame-
terized with local turbulence properties and particle properties would greatly improve
the reliability and accuracy of process scale models. The results of deposition kinet-
ics obtained from larger scale models is necessary to improve the control of inclusion
recovery and consequently inclusion cleanliness in industrial processes.
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In Chapter 4, section 4.6, results have been provided for aerosol particles depositing on a
wall in a turbulent boundary layer and thereby compared and validated against the literature
about aerosols. This appendix now covers simulations that have been initiated for hydrosol
particles in fully developed wall bounded turbulence. First results include the effect of dif-
ferent forces acting on inclusion-like particles as presented in details in Chapter 4. The
final goal of such studies would be to derive deposition velocity and also particle concen-
tration close to the wall to quantify inclusion deposition and capture. However, simulations
performed for hydrosol in this PhD work are quite recent, so discussion and analysis are
unfortunately limited. Some focus is given to the impact on interpolation schemes on the

Table A.1 – Physical properties and turbulent flow conditions used for hydrosol simulation

Fluid properties

ρf (kg m−3) 7000

µf (kg m−1 s−1) 5.5× 10−3

ηf (µm) 40

Tw (Pa) 2.2

ε (m2 s−3) 0.2 ?

uT (m s−1) 0.0177 ?

? dependent parameters

Domain size and numerical conditions

Lx × Ly × Lz (mm3) 20× 10× 20

Nx ×Ny ×Nz 160× 80× 160

∆tp(LBM) ([tu]) 1

Total sampling time (t+sam) 100 τ+

Number of bins 1600

Particle conditions

ρp/ρf 0.5

dp (µm) 4.4

dp
+ 0.1

τp
+ 0.005

Initial number of particles 400000
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results by comparing two interpolation schemes: trilinear and cubic spline.

A.1 Simulation parameters and geometry

The important physical and numerical parameters are listed in Table A.1. The simulation
domain that was used for hydrosol simulations is taken to be the smaller domain introduced
in Chapter 3 which has a number of LBM fluid nodes ofNx×Ny×Ny = 160×80×160.
This is the same domain that was also taken for aerosol deposition as described in sec-
tion 4.6. Similar to aerosol simulation, the domain is divided into two subdomains where
the particles are initially introduced equidistantly from each other along the three direc-
tions in the turbulence production region. Boundary conditions are kept periodic for both
fluid and particles along the streamwise and spanwise directions. Along the wall normal
direction, opposite to the wall boundary condition itself, the same pseudo-periodic bound-
ary condition is applied as mentioned in sections 4.5 and 4.6 in Chapter 4. This ensures a
constant total number of particles that helps keeping constant the concentration profile of
inclusions in the simulation domain throughout the simulation duration.

Moving from aerosol simulation corresponding to gas for the fluid phase to hydrosol
simulation representing liquid steel, physical parameters such as density and viscosity change.
Hence flow conditions to simulate hydrosol deposition also change. The imposed shear
stress in the simulation happens to be the same for both gas and liquid steel simulations,
but now due to the change in kinematic viscosity, the physical duration of a simulation time
step is very different between both cases. This results in a different shear stress parameter
in LBM units. Figure A.1 shows the evolution of the RMS of fluctuating velocity along
the wall normal direction and it clearly shows that there is an increase in the fluctuating
velocity close to the wall as observed in the literature. Then the velocity decreases before
attaining a plateau and then increasing again before reaching the turbulence production re-
gion, where it is fairly constant as imposed by the linear forcing scheme. This same kind of
profile was also observed in DNS of gas flow. In Figure A.1(b), the same plot is provided in
physical units and it can be seen that the range of the obtained values are comparable with
the values obtained by RANS simulations that were plotted in Figure 1.7. The plot of the
dimensionless mean velocity profile provided in Figure A.2(a) once again shows that the
logarithmic law of wall profile can be observed in our simulations, which is a signature of
wall bounded turbulence that proves that the boundary layer behaviour is properly captured
in the simulation.

Physical properties such as density and kinematic viscosity are taken as those of liquid
steel to mimic physical conditions in a metallurgical reactor. Since hydrosols are modelled
as inertial point particles, their size is taken to be smaller than the Kolmogorov length scale.
The simulation is restricted to 4.4 µm diameter inclusions with a density of 3500 kg m−3.
The forces that are applied on particles are the drag along with Faxen correction, added
mass, pressure gradient and the slip-shear lift forces.
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A.2 Simulation results for deposition of hydrosol particles

A key objective of such simulations is to quantify the role played in deposition by the
different forces close to the wall like the drag with Faxen correction, added mass, pressure
gradient and shear lift forces. First, a trilinear interpolation scheme was used, as described
in section 4.1 from Chapter 4.

Figure A.3 represents the preliminary results of the contribution of the forces along the
wall normal direction. It shows clear oscillation patterns in force profiles, especially for
the added mass force, in Figure A.3(c). We observed that such oscillations were caused by
inaccurate computation of the fluid acceleration term in the added-mass force and that such
inaccuracy was due to the low order interpolation scheme. This interpolation scheme is the
one that is used for estimating at the particle location the fluid properties that are calculated
at fluid nodes (such as partial time derivative of velocity and velocity gradient). Conse-
quently, cubic spline interpolation was used in a second batch of simulations to plot the
forces. This issue did not exist in aerosol simulations were particle dynamics do not depend
explicitly on local fluid acceleration. Obviously, moving from an interpolation function
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over two fluid nodes to 4 has severe impact on simulation performance, making hydrosol
simulations require longer computation times. It can be clearly observed from Figure A.4(c)
that the added mass force is much smoother and that the clearly visible oscillations from
Figure A.3(c) have disappeared. However, the remaining random noise on the curves of the
drag and pressure gradient forces is mainly due to the too short of sampling time needed to
perform time average for obtaining statistical profiles.

With cubic interpolation, the trends highlighted by the drag force plot from Figure A.4(a)
are very similar to the evolution of the drag forces along the wall normal direction described
in Figure 4.16(a) for aerosol conditions, even the force magnitude is comparable between
these two very different particle-fluid systems. The wall normal drag force is negative while
moving towards the wall which means that particles are pushed and accelerated towards the
wall by turbulence transport. Close to the wall, the force becomes positive as particles are
slowed down by friction with the liquid phase.

Less expectedly, other forces like shear-lift, added mass and pressure gradient, obtained
from the DNS are nearly four, six and five orders of magnitude lower than the drag force,
which means that drag force is the prevailing force driving the motion of particles, just as
observed for aerosols. For the added mass and pressure gradient forces, close to the wall
a sudden positive peak can be seen, which, in cases when such forces are non-negligible,
would require special care to keep sufficient interpolation order at the boundary condition.
Nonetheless, deposition can be noticed as the simulation proceeds thus confirming capture
of hydrosol particles.
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Abstract
Deposition of particles on a wall plays a significant role in fluid-solid processes such as inclu-
sions recovery from liquid steel in ladle furnace, that controls inclusion cleanliness upstream
from solidification. The aim of this work is to study the turbulent deposition and capture of
particles on a wall, in a situation where turbulence in the boundary layer originates both from
wall shear and from agitation in the external flow. In a ladle furnace, such an agitation would
result from bubble injection.
A framework for simulations at mesoscopic scale in which particles are represented as points but
the turbulence is fully resolved has been developped using an in-house solver, where a Lattice
Boltzmann Method (LBM) solves flow dynamics and linear isotropic forcing generates artificial
turbulence. Lagrangian Particle Tracking (LPT) is used to achieve one way coupling between
particle motions and turbulent flow. These numerical methods were applied to Direct Numerical
simulation (DNS) of a fully developed turbulent boundary layer in which particles smaller than
the Kolmogorov length scale are introduced. The deposition mechanisms in aerosol conditions
have been analyzed and quantified into a statistical law for deposition velocity in terms of Stokes
number, and validated against data from the literature.
Such simulations have provided a better understanding of deposition and capture mechanisms,
depending on the turbulent flow in a wall boundary layer and on particle physical properties.
Also, preliminary simulations in hydrosol conditions that match actual ladle operation have
shown that the framework developed in this work can be applied to investigate inclusion be-
haviour in secondary steelmaking although statistical analysis in this work focused on aerosols.

Résumé
Le dépôt de particules sur une paroi joue un rôle significatif dans les procédés polyphasiques
fluide-solides, tels que la séparation inclusionnaire dans les poches d’acier liquide en métallurgie
secondaire qui permettent de contrôler la propreté du métal avant solidification. L’objectif de ce
travail est d’étudier le dépôt turbulent et la capture de particules sur une paroi, dans des situations
où la turbulence au sein de la couche limite est produite à la fois par la contrainte pariétale et par
les forces d’agitation du bain liquide loin de cette paroi.
Les simulations sont mises en œuvre à l’échelle mésoscopique, en considérant des particules
ponctuelles mais avec une turbulence complètement résolue. Un code de simulation maison a
été développé, utilisant une méthode de Boltzmann sur réseau pour résoudre la dynamique de
l’écoulement et en appliquant un forçage linéaire isotrope pour générer artificiellement la turbu-
lence loin de la paroi. Le suivi lagrangien de particules permet enfin d’établir un couplage faible
entre le mouvement des particules et l’écoulement turbulent. Ces techniques numériques ont été
appliquées à la simulation directe d’une couche limite turbulente dans laquelle les particules de
taille plus petite que l’échelle de Kolmogorov sont introduites. Les mécanismes de dépôt pour
des aérosols ont été analysés et une loi statistique de vitesse de dépôt en fonction du nombre de
Stokes a été extraite et comparée à la littérature.
L’ensemble de ces simulations permet une meilleure compréhension des mécanismes de dépôt
et de capture, en fonction de la turbulence du fluide au sein de la couche limite et des proprié-
tés des particules. De plus, les résultats préliminaires obtenus pour des particules hydrosols,
qui correspondent à des conditions qui prévalent pour des inclusions dans les poches d’acier
liquide, ont montré que l’outil numérique peut être appliqué à l’étude quantitative de la capture
inclusionnaire aux parois des réacteurs métallurgiques.
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