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Université de Lorraine : GREEN
Ecole Doctorale : Informatique Automatique Electrotechnique Electronique Mathématiques
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Resumé en français

L'industrie automobile a considérablement évolué tout au long de son histoire, suivant les
transformations technologiques ainsi que les politiques économiques et �scales. Le tournant ma-
jeur de ces dernières années dans le secteur de la technologie du transport est lié à l'augmentation
de la part de l'électrique dans la motorisation, tendance motivée par par la diminution de la con-
sommation de carburant qui résulte de l'électri�cation des véhicules. Cette volonté de réduire la
consommation de carburant fossile chez les constructeurs automombiles trouve son origine dans
plusieurs facteurs, notamment l'impact d'un produit présenté comme plus écologique auprès des
consommateurs, la chute du prix des batteries, ainsi que la nécessité de se conformer aux quotas
d'émissions de gazs à e�et de serre imposés par la législation européenne.

Di�érents degrés d'électri�cation de véhicule automobile existent. Le plus bas, le Stop-
Start, est une solution hybride aujourd'hui équipée sur la plupart des véhicules neufs et dont
l'action du moteur électrique se limite au redémarrage du moteur thermique. Le mild-hybrid, ou
hybridation douce, est une évolution du système Stop-Start où la chaîne de traction électrique
est active et apporte du couple au moteur thermique à chaque appel de puissance du véhicule,
lors du démarrage ou d'une accélération. La technologie full-hybrid est la technologie hybride
dont le degré d'éléctri�cation est le plus élevé, avec une chaîne de traction capable d'assurer
seule la motorisation du véhicule en alternance avec le moteur thermique. En parallèle des
technologies hybrides, les véhicules tout électriques se sont également largement développés,
atteignants la barre du million de véhicules tout électriques neufs vendus dans le monde en 2018.
Le scénario d'évolution du nombre de véhicules électriques dans le monde développé par l'Agence
Internationale de l'Energie et basé sur les politiques mondiales actuelles en matière de transition
énergétique prévoie même de dépasser les 100 millions de véhicules tout électriques ou full-hybrid
d'ici l'horizon 2030.

Dans ce contexte d'électri�cation de l'automobile, le besoin d'optimiser les coûts de produc-
tion chez les constructeurs automobiles reste grand, le secteur étant extrêmement concurrentiel.
Une des solutions à la disposition des fabricants pour réduire les coûts de production d'un véhicule
et de chercher à s'a�ranchir de certains éléments d'un système. En suivant cette logique, pour
Valeo et son système mild-hybrid i-StARS, composé d'une machine synchrone à rotor bobiné à
gri�es et doté d'un stator double, la suppression des capteurs de courant permet de réduire les
coûts liés à la fabrication du système de manière non négligeable. En e�et, sur cette chaîne de
traction destinée à être alimentée par une batterie de 12V, les courants statoriques de la machine
sont élevés, avec des pics pouvant aller à 300A. Avec ses deux stators, un minimum de 4 capteurs
de courant pour fort ampérage sont nécessaires.

L'alimentation de la machine en boucle ouverte permet d'éviter l'utilisation de capteurs de
courant, mais le système n'est dans ce cas pas contrôlé et est sujet à des pics de courants
risquant d'endommager le système. A�n de garantir le contrôle vectoriel de la machine, per-
mettant de contrôler le couple mécanique en optimisant le vecteur tension de commande, tout
en s'a�ranchissant des capteurs de courant statorique, il est necessaire de mettre au point une
stratégie de commande sans capteur de courant de la machine. C'est cette problématique qui a
fait l'objet de l'étude présentée dans cette thèse.
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Vue éclatée du système i-StARS

Le projet LowCO2Motion+ dans lequel s'inscrivent ces travaux a été inité par de l'entreprise
Valeo. Le but de ce projet mené en partenariat avec de nombreux acteurs industriels et labo-
ratoire, dont le GREEN, est d'augmenter le niveau d'électri�cation du système i-StARS d'une
application Stop-Start vers une application mild-hybrid, permettant ainsi de proposer rapide-
ment un produit mild-hybrid aux constructeurs automobiles sans changer l'architecture hybride
existante. Comme annoncé plus tôt, le rôle de l'étude con�ée au GREEN qui a fait l'objet de
cette thèse est de proposer une stratégie de commande sans capteur de courant d'une machine
synchrone à rotor bobiné a�n d'éviter l'utilisation de capteur de courant dans le système �nal
commercialisé et ainsi réduire le coût de production de l'i-StARS.

Dans la littérature scienti�que, la commande sans capteur mécanique est bien connue et
souvent référencée simplement par l'appelation "commande sans capteur". C'est la stratégie de
commande sans capteur la plus répandue, dû au fait que les capteurs de position mécanique
sont encombrants et leur intégration sur la machine est relativement longue à cause du réglage
nécessaire de décalage de l'angle électrique du stator par rapport au rotor. Plusieurs solu-
tions de commande sans capteur existent, notamment basée sur l'estimation de la force contre
électromotrice de la machine. Si les méthodes développées pour la commande sans capteur
mécanique ne peuvent pas être appliquées directement dans le cadre de la commande sans cap-
teur de courant, elles ont néanmoins été une source d'inspiration, en particulier celle basée sur
l'utilisation d'estimateur non linéaire pour estimer la variable d'état de la vitesse de la machine.
Des solutions de commande sans capteur de courant existent également dans la littérature mais
dans des cas particuliers. En e�et, les solutions proposées suppriment les capteurs de courant
au niveau du stator mais utilisent un capteur de courant au niveau du bus DC de l'onduleur.
La connaissance du courant du bus DC de l'onduleur ainsi que de l'état des interrupteurs de
l'onduleur permet de reconstruire les courants dans le stator de la machine. Cette solution
présente néanmoins des inconvéniants majeurs qui la rend inadaptée à l'application décrite par
le projet LowCO2Motion+. En e�et, les gradiants de courant du bus DC étant très grands dû
aux commutations des semi-conducteurs, le capteur de courant DC doit être précis et avoir une
large bande passante a�n de mesurer les variations du courant DC. L'ajout d'un tel capteur an-
nule donc le béné�ce sur le coût de production qu'occasionne la suppression des capteurs DC. En
outre, un capteur à e�et Hall sur un bus barre d'onduleur est encombrant, ce qui est indésirable
dans le cadre d'une application embarquée.

Il a donc été choisi de mettre au point une solution de commande sans capteur de courant

iv



qui ne nécessite pas de modi�er le matériel existant. Le système i-StARS étudié est composé
d'une batterie 12V, d'un �ltre d'entrée composé d'un condensateur de 6mF, d'un onduleur 2x3
bras de MOSFETs et de la machine synchrone à rotor bobiné i-StARS. Le schéma du système
est présenté ci-dessous.

Les mesures disponibles sur le système sont constituées du courant de batterie, de la tension
d'entrée de l'onduleur, du courant d'excitation ainsi que de la position et la vitesse mécanique
du rotor. Le système i-StARS étant un produit industriel, il n'était pas possible de travailler di-
rectement dessus, l'onduleur étant di�cilement accessible car imbriqué sur la carcasse du moteur.
Un banc d'essai présentant les mêmes caractéristiques que le système i-StARS a donc été mis au
point au laboratoire. Sur le banc développé, la machine d'étude est la même MSRB que celle
de l'i-StARS. Une autre MSRB fournie par Valéo a été utilisée comme machine de charge. Les
MOSFETs de l'onduleur élaboré ont été choisis de manière à obtenir les même comportements
que ceux utilisés sur le système i-StARS.

S'a�ranchir de la mesure des courants statorique n'est pas sans poser plusieurs probléma-
tiques. En e�et le couple moteur est lié aux courants dans le stator, et le contrôle optimal du
couple passe par une bonne connaissance des courants. Si les courants ne sont pas mesurés, il
doivent donc être estimés en se basant sur un modèle du système. Cependant, un modèle ne
peut représenter �dèlement la complexité d'un système réel, notamment lors des phasess transi-
toires de la machine où des phénomènes subtransitoires peuvent avoir lieu. De plus, l'usure des
di�érents composants de la machine et de l'onduleur due aux contraintes mécaniques (tempéra-
tures, poussières ou humidité) et éléctriques (pics de courrants, forts gradiants de tension) peut
changer les valeurs de ces composants. Il a donc été décidé de dresser, dans un premier temps
de cette étude, un modèle du système à la fois simple et su�samment précis pour être utile à
l'estimation des courants statoriques.

Ainsi, un modèle électrique classique de machine synchrone a été élaboré, sans tenir compte
du phénomène de damping dans les phases transitoires ni des phases sub-transitoires, qui alour-
dissent la synthèse du modèle sans apporter de précisions signi�catives. En revanche il a été
décidé d'ajouter au modèle une cartographie de paramètres de la machine en régime permanent,
ceux-ci étant sujets aux variations des points de fonctionnement de la machine. Une étude de
sensibilité a donc été e�ectuée a�n de déterminer quels paramètres électriques de la machine sont
les plus sensibles. Le paramètre M correspondant à la mutuelle entre le rotor et le stator étant
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Photo du banc moteur avec au centre la machine i-StARS

le plus sensible, c'est sur ce paramètre uniquement que la cartographie s'est concentrée. A�n
d'inclure les erreurs de modèle pouvant survenir sur les autres paramètres, un paramètre µM a
été introduit sur l'équation du courant statorique d'axe q.

A l'aide d'un observateur, le paramètre introduit µM a donc été cartographié en fonction
de plusieurs points de fonctionnement en régime permanent. Ces points de fonctionnements ont
été dé�nis en fonction de trois variables : la vitesse mécanique, le courant d'excitation et la
charge mécanique de la machine. Lors de cette étape, la présence de capteurs de courants est
nécessaire, car la mesure du courant d'axe q est utilisée dans la syntaxe de l'observateur du
paramètre introduit µM . Le schéma électrique représentant l'étape de cartographie de µM est
donné ci-après.

A�n de cartographier µM sur l'ensemble des points de fonctionnements en régime permanent
de la MSRB, un procédé algorithmique a été élaboré. Dans un premier temps, les trois variables
de point de fonctionnement sont initialisées à leur valeurs minimales. Le courant d'excitation
est ensuite incrémenté d'une valeur dé�nie selon les besoins en précision de la cartographie, dans
notre étude un incrément de 2A a été sélectionné. Quand le régime permanent est atteint, la
valeur de µM est enregistrée. Lorsque que le courant d'excitation maximal a été atteint, il est
réinitialisé à sa valeur initiale et la vitesse de la machine est incrémentée. Le courant d'excitation
est alors de nouveau balayé. Lorsque que la vitesse atteint sa valeur maximale, elle est également
réinitialisée et la charge mécanique est incrémentée. Le procédé est alors recommencé jusqu'à ce
que la valeur de charge maximale soit atteinte.

La cartographie de µM telle qu'elle a été réalisée à l'issue du procédé algorithmique est
utilisable en l'état. Néanmoins, en fonction des incréments utilisés dans la cartographie, un
phénomène de frontière de case risque d'apparaitre et de dégrader la précision de la valeur de
µM . A�n d'éviter ce phénomène indésirable, l'extrapolation des données de µM en fonction de
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la vitesse a été réalisée. L'extrapolation en fonction de la vitesse plutôt que la charge ou le
courant d'excitation a été privilégiée car dans le système étudié, c'est la vitesse qui varie le plus
fréquemment. La cartographie �nale se présente donc sous la forme de fonctions de µM par
rapport à la vitesse de la machine, réparties en sections de courant d'excitation de charge de la
machine, comme explicité sur la �gure suivante.

Seul, le modèle de la machine agrémenté de la cartographie du paramètre µM ne peut su�re
à la reconstruction des courants, dû au fait que de nombreux phénomènes ne sont pas pris en
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Schéma bloc du contrôle sans capteur de courant en utilisant un observateur.

compte. Pour cette raison, l'utilisation d'un observateur d'état a été étudiée a�n d'estimer les
courants statoriques à partir des mesures accessibles sur la machine. Ainsi, comme montré sur la
�gure ci-dessus, la commande en boucle fermée des courants statoriques se fait par l'intermédiaire
d'un observateur d'état, les courants n'étant pas directement accessibles.

L'observabilité du système en utilisant les courants statoriques en sortie et les mesures de
courants d'excitation et de vitesse en entrée est garantie par une démonstration basée sur les
dérivées de Lie du système d'équations d'état. Plusieurs synthèses d'observateurs d'état ont alors
été testés. Dans un premier temps, le �ltre de Kalman étendu (EKF) a été testé. L'EKF est un
observateur d'état bien connu des automaticiens et largement utilisé pour le �ltrage de mesures
et l'observation de variables d'état de systèmes non linéaires. Le principe de fonctionnement
du �ltre peut se décomposer en deux étapes : une première étape de prédiction, où le modèle
d'état est utilisé pour calculer les courants à l'itération suivante, et une deuxième étape de mise
à jour, où une prédiction d'erreur est calculée et sert à ajuster la prédiction des courants faite
en première étape. Les résultats de simulation sans erreur sur les paramètres dans le modèle
montre que les courants sont estimés avec précision.

Un autre estimateur d'état, dérivé d'un estimateur mis au point au laboratoire du GREEN
pour l'estimation de paramètre mais modi�é pour estimer des variables d'état dans cette thèse, a
été réalisé et testé. Cet estimateur proposé est basé sur la convergence de fonctions de Lyapunov.
L'avantage de cet estimateur est que la convergence exponentielle de l'estimation est garantie sur
l'ensemble de la plage de fonctionnement de la machine. Sans ajout d'erreur de paramètres dans
le modèle de l'estimateur, les performances de cet estimateur en simulation sont comparables
au résultats d'estimation donné par l'EKF. En revanche, en présence d'erreurs de paramètre,
l'EKF et l'estimateur proposé convergent vers des valeurs di�érentes des courants statoriques
réels. Pour réduire la sensibilité de l'estimation des courants vis à vis des erreurs paramétriques,
la dé�nition de l'estimateur proposé a été légerement modi�é. En plus d'estimer les variables
d'état correspondant aux courants statoriques de la machine, deux paramètres sont introduits
dans les équations d'états et estimés, un paramètre appelé ∆Γ sur l'équation de la vitesse pour
absorber les erreurs de nature mécanique et un paramètre appelé Ip sur l'équation de la tension
DC pour absorber les erreurs de nature électrique. L'observateur proposé étendu estime donc à la
fois les courants statoriques et ces deux paramètres introduits. Si les résultats de simulations en
présence d'erreurs sur les paramètres électriques ne montrent pas d'amélioration par rapport aux
estimateurs précédents, les résultats de cet estimateur en présence d'erreurs sur les paramètres
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mécaniques sont précis et les estimations convergent vers les valeurs attendues. Au regard des
résultats de simulation, cet estimateur a été privilégié lors des essais sur le banc expérimental.

Une autre stratégie d'estimation a été élaborée lors de ces travaux. Cette stratégie bap-
tisée contrôle sans capteur de courant avec observateur proposé étendu (CSC-EO) propose de
réaliser en parallèle l'observation des courants statoriques avec l'observateur proposé étendu et la
génération du vecteur de tension de contrôle. Cette stratégie permet d'accélérer la dynamique de
contrôle sans être limité par la dynamique de l'observateur. Les résultats de simulation montrent
de bonnes performances dynamiques mais cette stratégie reste sensible aux erreurs de paramètres
électriques.

Sur le banc expérimental, l'observateur proposé étendu a été intégré et couplé à la cartogra-
phie de µM décrite précédemment a�n de béné�cier des améliorations de précisions apportées
par les deux études. Ainsi la cartographie a été intégrée à l'observateur, et les changements du
point de fonctionnement de la machine modi�e la valeur du µM dans le modèle de l'observateur.
Le schéma de contrôle utilisé sur le banc est présenté sur la �gure suivante.
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Les premiers résultats expérimentaux de l'estimation des courants ont été obtenus lors d'un
fonctionnement hors-ligne, lorsque l'estimation se fait en dehors de la boucle de contrôle (les
courants mesurés sont contrôlés lors des tests dits hors-ligne). Comme le montrent les �gures
suivantes, les résultats en régime permanents présentent une bonne pécision avec des erreurs
totales de moins de 10%.

Les résultats obtenus lors de régimes transitoires montrent que les points de fonctionnement
en régime permanents au départ et la convergence du régime transitoire sont bien estimés. En
revanche, plus les courants réels évoluent rapidement, plus l'erreur d'estimation sur les courants
est grande. L'ajout de rampe sur les références de courant permet de réduire signi�cativement
les erreurs d'estimation comme les montre la �gure ci-après.

En réalisant un test d'échelon de charge ou d'échelon de courant d'excitation, l'évolution
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Observation des courants statoriques en régime permanent pour trois points de charge
di�érents.

du µM cartographié permet d'obtenir une estimation qui reste précise lorsque le point de fonc-
tionnement change, ce qui rend l'estimation robuste vis à vis des changements de points de

x



Observation des courants en régimes transitoires avec trois rampes de valeurs di�érentes sur les
références de courants (haut : 1000A.s−1, milieu : 100A.s−1 et bas : 10A.s−1.

fonctionnement.

Des tests en ligne, c'est-à-dire que cette fois les courants estimés sont injectés dans la boucle

xi



de contrôle ce qui correspond à une commande sans capteur de courant, ont ensuite été réalisés.
Les résultats lors des régimes permanents testés donnent les mêmes résultats que lors des tests
hors-ligne, avec une erreur totale maximale de 10% entre les courants estimés et les courants
réels dans la machine. Les résultats en régime transitoire en revanche sont sujets à de forts
pics de courant dans la machine. Cette di�érence entre la précision de l'estimation en régime
permanent et en régime transitoire s'explique notamment par le fait que la cartographie de µM a
été réalisée sur des régimes permanents de la machine i-StARS. Ces erreurs d'estimation ne sont
néanmoins pas problématique d'un point de vue énergétique. En e�et, un test comparatif entre
l'énergie consommée lorsque la machine est contrôlée avec capteur et sans capteur montre que
la sur-consommation énergétique avec le contrôle sans capteur de courant est très faible, même
lors des régimes transitoires.

xii
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Introduction

In its history, the automotive industry has incredibly evolved, following the latest trends
and economical policies. Nowadays one of the most signi�cant shift in the automotive area, as
well as all the means of transportation that rely on fossil fuels, is the increase of the share of
electri�cation on vehicles' powertrain. This upward trend is motivated by the reduction of fuel
consumption of the vehicles. This leads to a more environmental friendly product by decreasing
the greenhouse emissions, bringing not only to a positive impact on potential consumers but also
enabling automotive manufacturers to reach the CO2 emission quotas.

Di�erent degrees of electri�cation have been developed in the last decade. The most fre-
quently found on vehicles is the Stop-Start solution. This is the lowest type of hybridization,
the electric actuator activates only for the restarting of the fuel engine, which is stopped every
time the vehicles is stationary. Mild-hybrid solution includes this feature and extends the role of
the electric powertrain by activating it each time the vehicle needs a power boost, for example
during accelerations phases or to pass a steep slope. Full hybrid solutions constitute the highest
degree of electric hybridization and the electric powertrain can be used alone to drive the vehicle,
allowing to completely turn o� the main engine.

This thesis is included in the LowCO2Motion+ project, a european project involving several
companies and led by Valeo. The aim of LowCO2Motion+ is to develop and extend the use of
mild hybrid solutions for the automotive industry by improving the starter alternators structures
and control strategies. The viability of this large project arises from european legislation, which
has constantly lowered the CO2 emissions quotas on the one hand, and hardened the penalties
when those quotas are overstepped. In order to be able to meet these quotas, one possible tech-
nical solution for car manufacturers is to increase the use of electric actuators in the powertrain
and reduce the part of the combustion engine that emits the unwanted greenhouse gases (GHG).
In addition, the positive impact of a reduction of GHG emissions on customers is also a moti-
vating factor which encourages manufacturers to use more electric cars and advertise on it. The
technical solutions proposed by Valeo within the LowCO2Motion+ project aspire to meet the
needs of car manufacturers and help them to reach the european quotas in a short time frame.

To do so, developing mild hybrid solutions have been Valeo �rst choice. As it has been stated
before, mild hybridization is an upgraded technology compared to Stop-Start hybridization,
which means the part of the electric powertrain in a driving cycle is more important. The
technical solution proposed within the LowCO2Motion+ project has been to develop a starter
alternator adapted to the mild hybrid functioning, the "i-StARS" (integrated Starter Alternator
Reversible System). The topology chosen for the i-StARS machine is a doubly-fed claw pole
wired rotor synchronous machine (WRSM). WRSM are sometimes also called electrically excited
synchronous machine (EESM) in the scienti�c and technical literature. In order to optimize
this kind of machine for mild hybrid application, a �rst study has been realized in the GREEN
laboratory to enhance the �nite elements modeling of a claw pole WRSM within Dr. Devornique's
thesis work.

Competition between automotive suppliers being tough, reducing the overall costs of the
products is an important issue for Valeo. The optimization of the machine topology allowed by



the �nite element modeling of the machine is a good asset to limit the production costs, but an
optimization on the electronic part of the system has also been considered. Therefore, among
the possibilities to reduce the manufacturing costs linked to the electronic part of the system,
the removal of the current sensors for the control of the WRSM is one of the most appealing.
Indeed, on a doubly-fed machine, at least 4 current sensors are required to control the electric
powertrain. As it will be detailed in chapter one, the system operates under low voltage (12
V) and the currents in the stator are high (up to 150 A) and the current sensors capable of
measuring such large currents are rather expensive. Thus, the bene�ts of removing those sensors
on the manufacturing costs are clear.

The work that will be presented in this thesis aims to realize a current sensorless control of the
WRSM, which means to control the machine without using the stator currents feedbacks. Usually
manufacturers prefer to remove the mechanical sensor because of its cost and the constraints
linked to its assembly on the motor. In that sense, scienti�c literature on current sensorless
control is scarce, leaving a large choice in the strategies to achieve the expectations. The main
issue induced by current sensorless control is, as its name suggests, the lack of the stator currents
measurements. Indeed the stator currents measures are essential for the control of the machine:
they carry a lot of information useful for a feedback control or for the diagnosis of a machine.
In addition, the model of the WRSM, as it will be demonstrated later, is di�cult to know
with precision, and the parameters of the passive components in the system may vary with the
saturation, the temperature or the wear of the system. The control of the machine without the
current sensors is not the only constraint imposed: as a matter of fact, the battery current draws
during the transient phases of the machine need to be limited to guarantee a satisfying e�ciency
of the system.

The strategy of sensorless control that has been chosen to answer those issues and that will
be detailed in this thesis, relies on the use of a state observer to estimate the stator currents using
the available measures, and the injection of these estimated currents in a closed loop controller.
This con�guration has been favored mainly because of the fact that it is easy to implement on
an existing control loop. Indeed, this solution enables to only add the current estimator in the
control loop and use the existing measures to retrieve the phase currents.

To present the work that has been done on the current sensorless control, this thesis has
been divided in four chapters, each one focusing on a di�erent aspect of the study. The �rst
chapter will present with more details the context of this study. To do so, mild hybrid technology
will be explained with more details, and examples of existing systems will be given. A general
overview of the machine control in the automotive industry will be conducted before focusing
on sensorless control: an overview on the di�erent existing techniques will be given for any kind
of sensorless control (mechanical sensorless and special con�gurations of current sensorless).
Finally speci�cations on the system the study is based on will be given, and the related issues
that oriented the study will be listed.

The second chapter will be dedicated to the modeling of the system, consisting in a claw-pole
WRSM, an inverter, an input �lter and a 12V battery. First a modeling based on �nite elements
analysis (FEA) based on the work of Geo�rey Devornique will be brie�y introduced. Then an
electric approach of the modeling will be presented more speci�cally for a WRSM. The machine of
the test bench developed in the laboratory will be experimentally identi�ed in order to access the
di�erent parameters of the system. A study of sensitivity of the state model towards parameter
errors will then be conducted, showing that the mutual inductance between the rotor and the
stator of the machine can be problematic when errors on the identi�cation of this parameter
occurs. An online identi�cation of an introduced parameter will then be conducted in order to
realize a map of this parameter and reduce the developed model sensitivity towards parametric



errors.
The third chapter will be focused on the strategies of current sensorless control. As stated

before, the choice has been made to use state observers to retrieve the stator currents of the
machine. Descriptions of the state observers used, such as the Extended Kalman Filter (EKF)
or another proposed state observer will be presented. These state observers will be tested and
compared in simulations with and without model errors. Other strategies of current sensorless
control that could be investigated in future work will also be evoked.

Finally the fourth and last chapter of this thesis will present the experimental results of the
current sensorless control using a state observer designed in the third chapter connected with
the map of parameter realized in chapter 2. First, the estimation will be performed o�-loop: this
means the controlled currents are the real ones and the estimated currents are only displayed
to study their experimental behavior. Then a true current sensorless control will be shown, the
estimation being performed in-loop. As it will be shown, the estimation results are very positive
in steady-state, the estimations and the real currents showing few errors. The transient phases
however are still subject to errors. A comparison between a control with and without the current
sensors has also been conducted. This comparison will be based on the energy consumed by
the di�erent techniques on a characteristic load pro�le. This will allow to quantify the loss of
e�ciency induced by current sensorless control.
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Chapter 1 : General presentation of hybrid electric vehicles technologies and sensorless control

Introduction

The last three decades have been a major watershed for the automotive industry. Technology
improvements are partly responsible for the constant mutation of what can be considered as one
of the most competitive sector of the industry in the world, but another decisive factor is the
governmental policies at the national or even international scale. In the past years, international
NGOs recommendations for environmental actions have brought about the creation of COP,
leading to the rati�cation of agreements on the reduction of greenhouse gas (GHG) emissions.
The evolution of environmental taxes within the EU is presented in the 2016 eurostat report [1]
and summarized in �gure 1.1, showing that since 2009 the taxes on transportation have not ceased
to increase. The decisions rati�ed in a COP are then meant to be applied by di�erent authorities
at the scale of a state or an association of states such as the European Union. Consequently to
COP agreements, the EU have voted laws providing the creation of taxes on the emissions of
GHG for the industries within european countries.

These taxes on GHG had a wide impact on the automotive industries. Since most of the
vehicles running today are still powered by internal combustion engines (ICE), the transporta-
tion industry is responsible for an estimated 25% to 30% of the global greenhouse e�ect gas
emission according to the International Energy Agency in its last Global EV Outlook [2] and
[3]. Combined with the impact of environmental considerations on the consumers, these fac-
tors steered the automotive manufacturers towards the increase of the electri�cation of vehicles'
motorization. Figure 1.2 illustrates this will to reduce CO2 emissions of vehicles for di�erent
regions of the world, displaying the evolution of the CO2 emissions prior to 2015, and the aimed
evolution up to 2025 regarding the New European Driving Cycle (NEDC). NEDC was designed
to reproduce the average driving conditions on the european roads, and most of the GHG and
other particulates emissions of a vehicle were measured with the NEDC standard in Europe.
It has however very recently been replaced by the Worldwide Harmonized Light Vehicles Test
Procedure (WLTP). The two driving cycles are presented on �gure 1.3. Battery Electric Vehicles
(BEVs), also sometimes called full electric vehicles, bene�t from a very positive impact on the
consumers with regard to the eco-friendly factor, but su�ers from the lack of infrastructure for
battery recharging and the low autonomy compared to gas driven vehicles. In order to match
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Figure 1.2. Evolution and expected evolution of the CO2 emissions normalized to the NEDC
cycle for a set of countries [4].

the EU gas emission quotas and the consumers needs, hybrid solutions have tend to emerge in
the past few years.

The term "hybrid" in an automotive context is used when there is more than one type of
motorization. Most of the time, the powertrain in a vehicles features a combustion engine (ICE)
or an electric machine [6], and that is the hybridization of those two types of motors we will
focus on for the rest of the study. Di�erent levels of hybridization exist. The lowest is the
"Stop-Start": the electric motor activates and apply torque to ICE only for the start of the main

Figure 1.3. NEDC driving cycle (top) and WLTP's worldwide harmonized light-duty vehicles
test cycles (WLTC) class 3b driving cycle (bottom) [5].
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engine. The most advanced hybrid technologies are called full hybrid, where the motorization
of the vehicle switches between the fuel driven powertrain and the electric powertrain. Plug-
in Hybrid vehicles (PHEV), Extended Range Electric Vehicles (EREV) are examples of full
hybrids and their functioning will be described later. An intermediate hybridization exists and
is usually referred to using the term "mild-hybrid". These solutions propose to assist the main
powertrain with an electric powertrain during transient phases of the vehicle, such as accelerations
of the vehicle or anytime a peak of power is needed. This kind of hybridization is the one that
constitutes the framework of this study. In addition with the di�erent levels of hybridization,
hybrid strategies decline in di�erent architectures according to the type of connection between
the ICE and the electric machine [6]. On the top of that, a large choice of di�erent electric
machines can be used in an HEV and a comparative study has been performed in [6]. This leads
to a very large panel of hybridization solutions and a rigorous study is required when designing
a HEV to combine the di�erent elements of an electric powertrain to optimize the whole system.

The �rm Valeo proposes a wide range of products related to automotive manufacturing. In
this context, Valeo also manufactures and sells hybrid related products to the automotive main
�rms with a will to make their hybrid solutions adaptable to all light vehicles through their
program Hybrid4all [7]. Among other products, Valeo has developed a mild-hybrid system to
be supplied by a 12V-battery, called the i-StARS, within the LowCO2Motion+ project. This
system is composed of an AC motor, a doubly fed Wound Rotor Synchronous Machine (WRSM),
supplied by two 3-leg inverters and connected to the 12V battery when mounted on a vehicle.
A full and detailed description of this system, constituting the electric powertrain, is made in
chapter 2. More recently Valeo also oriented their research on 48V-battery supplied mild-hybrid
systems.

Because of the very competitive nature of the automotive industry, Valeo puts constant e�orts
in the reduction of manufacturing costs. This traduces in optimization studies in order to cut
on the costs in every step of the manufacturing of a product, from the design to the industrial
production. For the i-StARS system, Valeo set the objective to propose good performances for a
reduced cost. With that aim in mind, Valeo proposed to remove the current sensors on the phases
of the i-StARS machine. In order to keep good performances, the study realized within the frame
of this thesis proposes to use state observers to retrieve the non measured phase currents. The
goal is to use vector based controllers with the observed phases currents as feedback, instead of
the measures of the currents.

This chapter will �rst give details about the context of this study. A presentation of the
di�erent types of thermal/electrical hybridization will be realized, before focusing on the mild-
hybrid solution and more speci�cally the LowCO2Motion+ project, that set the frames of the
work realized. In a second part, the existing solutions for the control of mild-hybrid electric pow-
ertrain will be introduced, more speci�cally the classic vector based controllers and the six-step
controller. In a last section, an overview of the di�erent existing solution of non measured vari-
ables observation will be proposed, especially those developed for mechanical sensorless control,
and a current sensorless control realized in a speci�c con�guration.

1.1 Context of the study

As stated in introduction, the need for Valeo to remain competitive in the automotive industry
led the �rm to optimize every possible costs on a product. Valeo started to propose hybrid
solutions in 2004 with Stop-Start systems, and extended their hybrid solution product range to
mild-hybrid in 2010. In a process of manufacturing costs reduction, Valeo proposed two studies
in link with each other to the GREEN laboratory within the framework of the LowCO2Motion+
project: one focusing on the architecture optimization of the WRSM and one (resulting in this
thesis) aiming to remove the current sensors of the stator of the WRSM. In this section, the
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Figure 1.4. Evolution of the part of hybrid vehicles registered in France from 2010 to 2018
[8].

general context of the study developed in this thesis will be detailed by giving an overview of the
di�erent level of ICE/electric hybridization for automotive applications before developing the
mild-hybrid strategy. More speci�cally, the LowCO2Motion+ project will be presented in order
to grasp the motivations that resulted in the proposition of this study.

1.1.a Presentation of electri�cation solutions for automotive application

Electri�cation of vehicles is a trend that has been continuously growing in the automotive
industry since the last three decades. Historically the �rst electric vehicles where developed
in the 1830's, in parallel with the ICEs and expended continuously to reach a selling peak in
the beginning of the 1900's, capturing up to 28% of the US market [9]. The EV market then
dramatically depleted in the �rst half of the 20th century due to the sharp decrease of the oil
prices and an aggressive commercial strategy performed by the US oil industry and the ICE
vehicles manufacturers. A renewed interest in the EV technology occurred in the mid 1970's due
to the OPEC oil embargo that lead to a large oil price increase, but the �rst hybrid car that has
been widely commercialized and that truly experienced a great popularity is the Toyota Prius,
released in 1997. The part of hybrid vehicles among the worldwide car �eet has increased with
regularity since then.

Figure 1.4 shows the evolution of the number of registered cars featuring hybrid technology
from 2009 to 2018 in France, showing that HEV have experienced a regular growth since 2010.
The worldwide sales of full electric cars have also been constantly increasing since 2010, as it
can be seen from the graph on �gure 1.5. This trend re�ects both the continuous decrease of
the EV prices and the growth of environmental considerations from the consumers and their will
to reduce their greenhouse gas e�ect emissions, electricity being usually pictured as a "green"
energy. In �gure 1.6, the graph presents the predicted evolution of the worldwide number of
EV on the road from 2017 to 2030 according to two di�erent scenarios. The �rst scenario, the
"New Policies Scenario" takes into account the existing policies and measures that governments
around the world and the future ones that have been o�cially announced. The second scenario
"EV30@30 Scenario" is based on the projections if the di�erent countries in the world follow
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[10].

the recommendations made by the Paris Agreements in 2016. Both of the trend forecasts a
signi�cant growth of the EV market, all technologies included, reaching by 2030 more than 120
million vehicles for the "New Policies Scenario" and up to 220 million vehicles for the "EV30@30
Scenario", making vehicle electri�cation unmissable in the automotive industry.

There is however a large amount of di�erent hybridization. A comprehensive study of the
di�erent hybrid strategies is presented in [6]. This study presents the di�erent architectures of
HEV, it also introduces di�erent electric machine topologies' strong and weak points for a hybrid
application. As it will also be presented, the levels of hybridization, which correspond to the
power rate of the electric powertrain compared to the ICE powertrain, can di�er.

Full electric vehicles or Battery Electric Vehicles (BEV) do not belong to the hybrid category
since they only have one electric powertrain. They constitute nonetheless the highest level of
electri�cation in a vehicle. Figure 1.5 shows that the sales of electric vehicles has known a

Figure 1.6. Global EV stock by scenario [2]. PLDV: Passenger light duty vehicle; LCV: light
commercial vehicle; BEV: Battery Electric Vehicle; PHEV: Plug-in Hybrid Electric Vehicle.
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1.1 : Context of the study

considerable growth between 2010 and 2018, the number of new registrations being multiplied
by a hundred and exceeding the million in 2018. Most of the recently designed BEVs are supplied
by Lithium-ion and lithium polymer batteries since they have a high energy density compared
to their weight, but other technologies are common, especially lead-acid, NiCd and nickel-metal
hybrid batteries [11].

One of the main deadlock with full electric vehicles for customers is that the prices of those
cars increase with the kilometer range. To be more precise, the price increases with the energy
storage capacity of the battery pack, and the distance that can be traveled depends directly on
the energy storage capacity of the battery pack for a given weight. In 2016, the Nissan Leaf could
travel 250 km with a battery pack of 30 kWh while the Tesla S P100D has an operating range of
600 km for a 100 kWh battery pack [12]. According to Bloomberg New Energy Finance in [13],
the average part of the price of the battery pack in the total price of a BEV reached 48% in 2016.
However the latest trends seem to suggest that the Li-ions battery price per kWh is decreasing.
Indeed from �gure 1.7, the average cost of a battery in 2010 was $1000/kWh and it dropped at
$300/kWh in 2016. A more precise estimation on the future costs of Li-ions batteries applied to
EV applications is shown on �gure 1.8 and detailed in [14]. The estimations based on economic
models predict the battery costs to continue its decrease to reach less than a $100/kWh, allowing
the electric vehicles of all nature to absorb the price gap with the ICE powered vehicles.

In spite of this decrease of the battery cost per kWh, the spread of the BEV is held back
by scarce charging stations in most of the world regions. Based on International Energy Agency
�gures, Forbes magazine [15] claims that there are great disparities between the countries: France
for example has an average of 1.5 charging stations per 100 km on its territory, while it raises to
19.3 charging stations per 100 km in the Netherlands, and even though the United States have
seen the number of EV sold increase sharply in the past few years, there are still only an average
of 0.9 charging stations per 100 km in this country. To sum up, one of the main levee to increase
the EV industry is the development of charging stations amount and e�ciency. The time needed
for a full battery charge also need to be reduced to be appealing for customers.

In parallel of BEVs, hybrid vehicles also feature an electric powertrain but it is mounted in
association with an ICE. The advantage of hybrid vehicles compared to BEVs is that they do
not need to have their battery packs electrically recharged in a charging station, except for the
Plug-in Hybrid Electric Vehicles (PHEVs). Indeed the charging of the car battery is performed

Figure 1.7. Evolution of the Li-ions battery pack cost/kWh from 2010 to 2016 and the
expected tendency until 2030 (dot line) (BNEF = Bloomeberg New Energy Finance) [13].
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Chapter 1 : General presentation of hybrid electric vehicles technologies and sensorless control

Figure 1.8. Evolution of the Li-ions battery pack cost/kWh for EV application after 2017
according to three models: high predicting the highest price drop, moderate and low predicting
the lowest price drop [14].

when the electric powertrain is not in a motor mode but in a generator mode.
The lowest level of ICE/electric hybridization is the Stop-Start hybridization. Valeo started

developing and commercializing its Start-Stop technology solution in 2004. This hybrid system is
designed to completely stop the combustion engine each time the speed of the vehicle is null, and
restart it with the electric motor (called "starter-alternator" by Valeo) when the driver press the
accelerator pedal. This solution is e�cient to reduce the CO2 emissions for city trips for example,
or any journey where the vehicle stops often. For its Stop-Start system with the i-StARS starter-
alternator, Valeo claims a reduction of fuel consumption of 6% based on the WLTP pro�le (see
�gure 1.3, and up to 15% on a dense urban tra�c drive. This kind of hybridization has been �rst
developed in the early 80s, but it has been used widely only since the end of the 2000s, boosted
by EU regulations on CO2 emissions (see �gure 1.1).

On the other extremity of the hybridization spectrum lies the full hybridization. This is the
kind of hybridization that is the most well known to consumers. This solution is available in many
forms, but the principle is the same: the vehicle alternates phases where the combustion engine
drives the car and recharges the battery pack through the electric machine (in alternator mode)
with phases where the combustion engines is stopped and the vehicle is driven by the electric
powertrain. Among full hybrid cars, the most famous example is the Toyota Prius, which were
very successful: more than 1.2 million of units have been sold worldwide between 2003 and 2009.
The battery pack being charged during ICE cycles, those cars do not need to be plugged on a
charging station, which is a strong asset for the customers in regions where charging stations are
scarce.

More recently, a new trend of hybrid has emerged on the market, the Plug-in Hybrid Elec-
tric Vehicle (PHEV). This hybrid technology gives an even more increased role to the electric
powertrain. The principle of PHEV is to drive the vehicle with the electric powertrain only, and
charging the battery through an external source (charging station). The combustion engine's
role in PHEV is either to serve as a backup solution if the battery is empty to power the wheels,
according to the architecture. In Extended Range Electric vehicles (EREV), the principle is
almost the same than PHEV, but the combustion engine is undersized and only used to charge
the battery pack, it cannot be used to drive the vehicle.

Between stop-start hybridization and full hybrid technologies lies the mild-hybrid solutions.
This type of hybridization will be described with more details in the next paragraph, since it is
the application of the LowCO2Motion+ project led by Valeo.

12
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Figure 1.9. Four di�erent possible coupling between the ICE and the electric powertrain [6].

All the di�erent level of hybridization presented above can be designed di�erently according to
how the electric powertrain is connected to the ICE. Figure 1.9 from [6] illustrates the four main
existing architectures. Series hybrid architectures use the electric motor only for the traction.
The ICE is connected to a generator to produce electric energy then used for traction or to
recharge the batteries. This architecture allows the ICE to be operating at all time at its
optimal operating point, since it is disconnected from the wheels, resulting in an increased
overall e�ciency of the ICE powertrain.

In parallel hybrid architectures, the only connection between the ICE and the electric pow-
ertrain is through a mechanical coupler. The HEV can be driven by each one of the powertrain
alone or together, depending on the strategy and the level of hybridization of the vehicle. This is
the most commonly found architecture in HEV nowadays due to the facts that it can be applied
to all level of hybridization and it needs only one electric motor for traction power and battery
charging through the ICE or regenerative braking, where two are needed in the series HEVs [16].

The series-parallel hybrid, as its name suggests, is the combination of the series hybrid and
the parallel hybrid. The power from the ICE to the wheels can either be mechanical (when
connected directly to the transmission) or electrical (when connected to the generator to supply
the electric powertrain). This architecture combines the advantages of both the series and parallel
architecture, it is however usually more di�cult to design. The well known Toyota Prius features
a series-parallel architecture. The complex hybrid architecture is similar to the series-parallel,
except that the electric power �ow between the ICE and the electric motor is bidirectional,
meaning that torque can be supplied by the electric machine to the mechanical coupler. This
architecture is more rare due to its complexity. Table 1.1 sums up the di�erent architectures
characteristics and the usual associated type of HEV.

1.1.b Details on Mild-hybrid systems

A lot of hybrid solutions exist and are currently commercialized and mounted on vehicles.
A level of hybridization exists between full hybrid and Stop-Start solutions presented in the
previous section, subsequently called "mild-hybrid" solutions.
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Architecture
E�ciency

[6] Complexity
Size of

components Type of HEV
Series 1 1 4 Full HEV, PHEV

Parallel 2 2 3
Stop-start, mild,
full HEV

Series-
Parallel 3 3 2 Full HEV, PHEV
Complex 4 4 2 Full HEV, PHEV

Table 1.1. HEV architectures characteristics. '1' = low, '2' = average, '3' = high and '4' =
very high.

"Mild-hybrid" is generic term used for the category of hybrid vehicles that are always driven
by the combustion engine (unlike full hybrids) but where the electric powertrain is more often
used than only for the start of the vehicle in Stop-Start technologies. Nevertheless the principle of
the mild-hybrid solutions developed by Valeo is an extension of the Stop-Start: use the alternator
of a vehicle and use it as a motor when required. If the Stop-Start only use the starter-alternator
during the ignition of the combustion engine, mild-hybrid applications extend the role of the
starter-alternator to other phases of the functioning of a vehicle.

Indeed, mild-hybrid technology proposes to increase the number of conditions where the
starter-alternator is used as a motor to any phases where a torque draw is required. To illustrate
this with an example applied to a personal vehicle, in a mild-hybrid application the electric
powertrain would be activated any time the driver needs a torque boost: the start of the com-
bustion engine, a sudden acceleration or to pass a steep road. To sum up, the role of the electric
powertrain in mild-hybrid applications is to reduce the peaks of fuel consumption of the main
engine during the phases when torque boosts are needed by providing the torque needed to the
main engine.

The purpose of this technology is to extend the reduction of CO2 emissions from 6% (for the
Stop-Start technology) up to 12% on the NEDC cycle [17]. This is a very attractive achievement
for the automotive companies in the context of increased taxes on GHG emissions described
in the beginning of this chapter. In addition, the mild-hybrid solution proposed by Valeo is
convenient and requires few modi�cations from the Stop-Start hybridization: the machine is
the same (the i-StARS), the voltage used to feed the inverter is 12V which is the usual battery
voltage in a vehicle and the connection between the ICE and the electric powertrains is made
through a belt as it is represented on �gure 1.10. On this �gure, the transmission belt performing
the connection between the ICE and the electric powertrain can be seen, as well as the battery
pack.

However a new trend has emerged about mild-hybrid technology: the 48V mild-hybrid. The
principle is the same, it is still a mild hybridization, but the electric powertrain is supplied with
a DC voltage of 48V instead of the usual 12V. The 12V battery is not replaced and it is still used
for the on-board network and a 48V battery linked to the powertrain is added on the vehicle,
and connected to the 12V grid through a DC/DC boost converter. This is a conveniant solution
since it can be easily be mounted on an existing vehicle without modifying all the on-board
network. 48V mild-hybrid is appealing for an automotive supplier such as Valeo, because it
allows increasing the power the machine can deliver for the same current values in the machine
and consequently it allows to increase the role of the electric powertrain and increase the fuel
consumption reduction to 12-15% for light cars [18].

Table 1.2 sums up and compares the di�erent level of hybridization presented in this chapter.
The Hybridization Factor (HF) de�ned in [19] used in the table is described by the following

14



1.1 : Context of the study

Battery pack

i-Stars

Transmission belt

ICE – main engine

Figure 1.10. Valeo's mild-hybrid powertrain representation: battery pack (top right) and
WRSM connected to the ICE with a transmission belt (source: Valeo).

equation:

HF =
PEM

PEM + PICE
(1.1)

With PEM the maximum power of the electric machine and PICE the maximum power of the
ICE, the maximum total traction power of the vehicle being de�ned by Pvehicle = PEM + PICE .
Note also that the GHG emissions depend on a lot of variables. If the production of electricity
is taken in account, the GHG emissions linked to the production of electricity will depend on
the technology on which relies the electric production: nuclear plants, coal or renewable energy
won't have the same impact on GHG emissions. This topic is well described in [20].

Now that the concept of "mild-hybrid" has been clari�ed, the next paragraph will focus on the
description of the overall mild-hybrid project initiated by Valeo in which the current sensorless
study presented in this thesis belongs.

1.1.c The LowCO2Motion+ project

As stated before, the i-StARS starter-alternator was originally designed for Stop-Start appli-
cation but was later redesigned to reach mild-hybrid performances within the LowCO2Motion+
project. This large project, initiated by Valeo, gathered several actors of the automotive and
power electronic industry and research laboratories. It was �nanced by french government
through the "Banque Publique d'Investissement" (BPI) and the "Agence de l'Innovation In-
dustrielle" (AII). The main goal of this project was to propose an appealing mild-hybrid solution
for the automotive manufacturers with an already existing system, the i-StARS, which can be
seen on the exploded view of �gure 1.11.

The advantages of reusing an existing system are obvious for Valeo. There is indeed no need
to start a design from scratch: the machine already exists and is already produced industrially.
This saves a lot of time and design costs to Valeo. In addition, Valeo can easily propose the
solution to automotive manufacturers that already use the i-StARS, since the upgrade to the
mild-hybrid performance does not require to change the electric powertrain design and size.
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Type of
electri�ed
vehicles

Level of
electri�cation
(Hybridization
Factor HF)* [19]

Ability of
charging from
external source

GHG emissions
reduction

compared to ICE
[20]

Stop-Start <10% no 1
Mild-hybrid 10-30% no 2
Full hybrid >30% yes 3

BEV 100% yes 4

Table 1.2. Level of electri�cation comparison. '1' = low, '2' = average, '3' = high and '4' =
very high.

This allowed Valeo to rapidly develop its mild-hybrid technology with the i-StARS. In parallel
di�erent studies have been conducted by Valeo or ordered to other �rms and research laboratories
in order to stay competitive. Among those studies, the "i-StARS Evolutions" (a part of the
LowCO2Motion+ project) main challenges were to optimize the i-StARS system for mild-hybrid
application by reducing the Electromagnetic compatibility (EMC) constraints, the bulk of the
system, the voltage drop at the start of the machine and the costs of production. It also aimed
to extend the mild-hybrid range of the system. The �rms and research laboratories in links
with the i-StARS evolution project are Eolane for the electronic micro-assembly of the control
unit, the GREEN laboratory worked on the control laws and the architecture optimization of
the i-StARS, TEMPO laboratory worked on the thermal modeling of the system and IFPEN
studied the pulse width modulation (PWM) signal generation for the controller.

1.2 Existing control solutions for mild-hybrid

As it has been seen in the previous section, the control laws and the modulation solution have
been subjects to studies and researches within the LowCO2Motion+ project in order to improve

i-StARS stator
Claw pole 

wounded rotor
Power electronic 

device
Graphite brush 

Figure 1.11. Exploded view of the i-StARS system (source: Valeo).
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Figure 1.12. Switching pattern and line voltages of the six-step controller [21].

and extend the existing system. Control strategies using PWM have been investigated for the
project since it is a very commonly used modulation strategy for machine control but other types
of signal generation techniques exist for machine control, such as the six-step controller or the
Space Vector PWM (SVPWM). In this section the PWM principle will be explained and the
six-step controller technique will be brie�y introduced as well, since it could also be used for
HEV application.

A valuable description of the six-step controller is made in [21]. This is an easy solution for
machine control that is appealing for automotive application such as Start-Stop technology or
mild-hybrid vehicles mainly because it is easy to implement and it does not require an expensive
micro-controller unit, since, for a stator, only six switches are performed during a whole cycle.

The six-step controller is usually used for AC machines that have a well known steady state
functioning, and that usually operates at this steady state, since this is an open-loop control
strategy. In a cycle of six-step control strategy, the switches of the inverter are open one half of
a cycle and closed the other half.

For a six-step control strategy, the three phases of the inverter are controlled with a phase
shift of 120◦. The command pattern is shown on 1.12. As it can be seen on this timing diagram,
the switching states of the three inverter legs are shifted by 120◦, leading to the line voltage
displayed on �gure 1.12.

This control strategy's main asset, besides its simplicity, is the low switching frequency.
Indeed, with this kind of controller, there are only six commutations per cycle for the whole
inverter, allowing to avoid the inherent switching losses of the components to be too high (see
the paragraph associated to �gure 1.15 on switching losses). However, as it will be shown in
the next paragraph, the waveform of the currents presents a higher total harmonic distortion
leading to increased copper and iron losses as well as torque ripples [22], [23]. This leads to the
necessity to use over-sized power electronic devices and a passive �lter in input of the inverter.
In addition, only the frequency of the output voltage can be controlled, its amplitude depending
only on the value of the input DC voltage. Another drawback is that this solution does not allow
the vector control of the torque (described in the next section 1.3).
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Figure 1.13. Simpli�ed diagram of PWM signal generation with Ts the sample time. Top
graph: blue line corresponds to the analog modulation signal, red line corresponds to the sampled
modulation signal and black line corresponds to the carrier).

When a higher switching frequency can be used, the pulse width modulation (PWM) is
preferred to the six-step controller, because it allows modifying both the frequency and the
amplitude of the output voltage of the inverter [24]. This type of signal generation is widely used
in the control of electric machines applied to transport. The principle of PWM will be brie�y
explained in this paragraph, since it is commonly used for electric vehicles in the automotive
industry.

The principle of PWM is the discretization of a reference signal through the switching of
the inverter's semi-conductors. For the classic intersective method, the reference voltage signal
is compared to a modulation waveform (usually a sawtooth or a triangle waveform). When the
reference signal has a higher value than the modulation waveform, the associated inverter leg's
top switch is set in the high state and the bottom switch in the low state and vice versa when
the reference signal has a lower value than the modulation waveform. Figure 1.13 illustrates the
principle of the PWM described above.

This kind of switching signal generation is perfectly adapted to electric machines control.
Indeed, when an inductive load is connected to the output of the inverter, the currents in the
phases' inductances subjected to a voltage step due to a semi-conductor's switch evolve as a
�rst order waveform. In light of this fact, the higher the switching frequency compared to the
reference signal's frequency, the smallest the rise or fall time of a phase current's �rst order
response. Consequently a high switching frequency increases the quality of the output current
regarding its THD. Figure 1.14 compares the current outputs of an inverter with a given RL-load
and signal reference for two di�erent switching frequencies. It is obvious from this �gure that
the higher the switching frequency the lower the current ripple, enhancing the THD and thus
decreasing the power losses.

However, a high switching frequency will lead to excessive switching losses. Those losses occur
during each switching sequence of a semi-conductor. When a MOSFET switches o�, the voltage
between the drain and the source drops, and the current rises before it reaches 0V as it is shown
on �gure 1.15. This �gure illustrates the evolution of the collector voltage VCE and current IC ,
the gate voltage VGE and the relative power loss p of an IGBT, whose behavior is similar to
a power MOSFET, during the switch on and o�. As it can be seen on this �gure, during the
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Figure 1.14. Comparison of the current output (in red) in a RL-load for two di�erent switching
frequencies.

switching sequences the power p(t) = VCE(t).IC(t) is non null, leading to an energy dissipation
E(t) =

∫
p(t).dt. This means that the higher the switching frequency, the higher the switching

losses in the system. This can be avoided using snubbers on each semi-conductor but this extends
the switching period and makes the system bulkier [25]. The power associated to switching losses
then dissipates as heat through the heat sink. Thus the higher the switching frequency, the
bulkier the design of the heat sink and the heavier the whole inverter. To summarize, a proper
optimization needs to be carried out when designing an inverter with PWM, with a switching
frequency not too high to avoid excessive switching losses, but not too low in order to keep a
satisfying THD on the output current. Usually, the ratio between the switching frequency and
the reference signal frequency should be at least 20 for an acceptable output current ripple [26].

Another common modulation technique used for machine control is the Space-Vector Pulse
Width Modulation (SVPWM). SVPWM is similar to PWM except the reference signal is com-
puted with a speci�c algorithm that determines which commutation vectors (corresponding to
the top switches states) to apply and for how much time. This allows to choose the commutation
pattern, as long as the times computed from the algorithm are respected, and thus reduce the
number of switching during a cycle, reducing the switching losses. In addition, this modulation
technique allows a better use of the DC voltage. For further information on the SVPWM, a
general presentation is realized in [26] and comprehensive studies can be found in [27] and [28].
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Figure 1.15. Simpli�ed switch on and switch o� of an IGBT and related energy losses [29].

1.3 Vector control

In general, the torque of an electric machine is controlled. It depends on two state variables,
the dq-axis currents id and iq according to the following equation 1.2 of the torque Tem for a
WRSM [24]:

Tem = p. ((M.ie + (Ld − Lq).id)) .iq (1.2)

With p the number of pair of poles of the machine, M the mutual inductance between the
rotor and the stator, Ld and Lq respectively the d and q axis inductances of the stator and ie
the excitation current. This equation will be detailed and demonstrated in the case of a WRSM
in chapter 2, section 2.2.b.

The role of the vector control is to control the torque of the machine through the state
currents in an optimal way according to a chosen criteria. In general, the bulkiness of the stator
of a machine makes it sensitive to critical temperatures, hence the criteria chosen is usually the
minimization of the Joule heating for a given torque. This optimization problem is also called
"Maximum Torque Per Ampere" (MTPA) control [30]. Since the Joule heating is proportional
to the total RMS current, this means minimizing the value i2d + i2q for a given torque. This leads
to the coupled control of id and iq. For a non-salient pole machine, the d axis current is usually
controlled to 0A, since Ld = Lq thus regarding to equation 1.2 id does not participate to the
torque and Tem = p.M.ie.iq. The torque of the machine is then proportional to iq only.

1.3.a Principle of vector control

The vector control consists then in controlling two variables id and iq by acting on the dq-axis
voltages vd and vq through the inverter with a signal generation technique such as the PWM
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Figure 1.16. Block diagram of the vector control of a WRSM.

presented in the previous section. With the help of feedback loops, it is possible to obtain the
voltages needed to maintain the dq axis currents in the neighborhood of the reference values
�xed by the user idref and iqref . Let's note that the control is made on the mean values of id
and iq on a switching period, and the output voltages are mean values as well, representing a
duty cycle for the semiconductors.

As a control signal generation solution, PWM can be used with any controller. PI controller
are widely used in the industry, since it is a simple and robust controller. However, other
control strategies seem to have useful characteristics for a sensorless application. This is the
case of the �atness-based controller, that will be presented in the next paragraph. Sliding mode
controller is a robust nonlinear controller can also be used for machine control since it shows good
dynamic performances [31]. More recently, passivity based controllers (PBC) have been studied
for machine control application, especially for EV and HEV applications since it is robust and
presents a good behavior towards disturbances rejection [32], [33].

Figure 1.16 shows a block diagram representing the vector control strategy applied to a
WRSM. The Concordia/Park transformation is detailed in chapter 2 section 2.

1.3.b Flatness-based controller

The �atness-based controller (FBC) is a controller based on a mathematical property, the
di�erential �atness of a system. It was �rst mathematically described by Fliess and al. in [34].
The main advantage of this control strategy is that it is possible to de�ne a precise trajectory for
the controlled state variables. The only yet restrictive condition is that the considered system of
equation needs to be "di�erentially �at". A precise de�nition of "di�erential �atness" has been
given in [34] and [35], and detailed for electric machine control in [36], [37] and [38].

By de�nition, a state system x, with x ∈ Rn, de�ned by ẋ = f(x, u), u ∈ Rm the input vector,
is considered �at if there is a �at output y ∈ Rm that can be written y = g(x, u, u̇, ü, ..., u(q))
and if x and u can be written as function of solely the �at output y and its derivatives, such
as x = h1(y, ẏ, ..., y(r)) and u = h2(y, ẏ, ..., y(r+1)), where the functions g, h1 and h2 are regular
functions. The mathematical proof showing that the state system describing the WRSM is
di�erentially �at is presented in appendix, with the �at outputs being the machine speed Ω and
the excitation current of the rotor ie.

As stated before, the main advantage of this controller is the fact that the �at output vector
trajectory can be con�gured according to the user's needs. By de�nition, the trajectories chosen
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for the state variables of the �at vector y have to be di�erentiable at least to the r+1 order. Due
to this constraint, the trajectories usually used are polynomial since those functions are in�nitely
di�erentiable and can be easily tuned. In the con�guration described in appendix, a particular
trajectory can be applied to the mechanical speed and the rotor current, allowing to reach a
particular speed with a selected dynamic and to generate a magnetic �ux in the rotor more or
less according to the operating cycle of the WRSM. For example when the machine starts, the
rotor current is increased in order to increase the mechanical torque that can be delivered by the
WRSM, and the �nal speed can be reached within a speci�c time frame.

This kind of controller can be of great use for an automotive application such as mild-hybrid,
where the machine has to be started at any operating point of the vehicle. In addition of the fact
that the dynamic of the speed evolution can be tuned, a total control of the speed trajectory is
a great asset when the electric powertrain is coupled to the main powertrain. This would allow
to reduce the mechanical constraints on the coupling belt. Other applications could bene�t from
this kind of controller such as actuators for aircraft technology, as described in [36], [37] and [38].

Selected control strategies that are used or could be useful for automotive applications have
been presented and discussed in this section. The six-step controller, since it is a simple and ro-
bust solution, is often used when the switching frequency is a constraint and when the powertrain
operates most of the time at steady state. However for applications where transient phases are
the majority, a vector control strategy associated with PWM signal generation is more suitable
[26], [21]. For speci�c applications where the speed or the excitation current's trajectories have
to be rigorously controlled, a �atness-based controller could be privileged although the control
laws are more complex. For the mild-hybrid powertrain studied in this thesis, a vector controller
at least is necessary since the powertrain is mainly performing transient phases. The main ob-
jective of the work presented in this thesis being to control a mild-hybrid electric powertrain
without any current sensor on the stator of the machine, the following section will be focused on
sensorless control strategies existing in the scienti�c literature and that could be useful for our
application.

1.4 Observation of non measured variables

This section's role is to propose a selected study of existing sensorless control solutions. The
most described sensorless solution is the mechanical sensorless control, usually only referred in
the literature as solely "sensorless control". If mechanical sensorless control cannot speci�cally
be applied to the electric powertrain studied, the techniques used to control the machine without
some speci�c sensors are interesting to investigate since the approach is the same for current
sensorless control.

In the second paragraph, an existing current sensorless control in a particular system con�g-
uration will be presented. This solution is interesting to remove current sensors on the stator of
the machine but requires another current sensor with a large bandwidth on the DC bus of the
inverter.

To conclude with this section and this �rst chapter, Valeo's mild-hybrid powertrain will be
presented in details in order to fully understand which sensors are removed and which are still
available on the powertrain.

1.4.a Mechanical sensorless control solutions

Mechanical sensorless control solutions, usually simply referred as "sensorless control" since
it is the most widespread sensorless control of electric machines, have been subject to numerous
studies in the past three decades. The removal of the mechanical sensor on a rotor of a machine is
indeed extremely appealing for manufacturers: it allows to reduce the manufacturing costs linked
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to the purchase of mechanical sensors, to reduce the manufacturing time linked to the tuning of
the o�set mechanical angle between the rotor and the stator and to decrease the bulk and weight
of a system. In addition, the reliability of the whole system is increased when a sensorless control
is added to a system, making it resistant to sensor failures. This kind of sensorless control is thus
particularly suitable for embedded solutions and more speci�cally for the automotive industry,
where manufacturing costs and the size of the system are critical issues.

Several solutions of sensorless control exist, with di�erent approaches, but most of them
are based on the reconstruction of the mechanical state variable, the rotor speed and angular
position. In the PhD work realized in [39] the author shows more explicitly this trend in his
state of the art studies: mechanical sensorless control relies either on a synchronous machine's
back EMF measures estimations to obtain the missing mechanical state variable or on direct
estimation of the speed. The �rst solution will be brie�y introduced in this paragraph but the
back EMF cannot be used in the same conditions for state currents reconstruction. Direct speed
estimation solutions will also be presented in this paragraph, since they are more likely to be
reused for other state variables such as stator currents.

Back EMF estimation for speed reconstruction have been widely studied and used for me-
chanical sensorless control. Studies such as in [40], [41], [42] or [43] have been focused on this
particular subject. The back EMF of a synchronous machine indeed carries information on its
speed state variable. The principle of back EMF based sensorless current relies on the use of an
extra mechanical angle ϕ, representing the o�set angle between the real rotor angle Θ and the
estimated one ν, as it is sketched on �gure 1.17.

In δγ frame, only the mechanical angle ν is known and corresponds to the angle shift between
the αβ-axis and the estimated rotor angle represented by the δγ-axis. Due to this lack of
knowledge of the real rotor position, the dq-axis cannot be known, thus all the variables that
usually are written in the dq-axis are, in sensorless applications, written in the δγ-axis. In
addition ,the state vector of the system contains the classic state variables (in the δγ frame)

ν 

Figure 1.17. Mechanical reference frame showing the angle shifts between αβ-axis, dq-axis
and δγ-axis.
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Figure 1.18. Bloc diagram showing the principle of back EMF based sensorless control.

which are the rotor speed Ω, the stator currents iδ and iγ , with an extra variable representing

the mechanical angle shift ϕ
p , giving a state vector X =

[
ϕ
p Ω iδ iγ

]T
, a command vector

U =
[
Ωc vδ vγ

]T with Ωc the estimated mechanical speed of the rotor (linked to the electric

speed of the δγ frame) and a measured state variables vector Y =
[
iδ iγ

]T . The proof of
controllability and observability of the system under this form is demonstrated in [40] and the
observability is guaranteed for all operating point except the mechanical standstill (Ω = 0rpm).
Finally by controlling the variable ϕ to 0 modulo 2kπ it is possible to make the δγ-axis coincide
with the dq-axis. The control strategy is summarized on �gure 1.18.

The back EMF elements in the δγ frame can be written, according to [41], as:

eδ = p.Ψf .Ω.sinϕ
eγ = p.Ψf .Ω.cosϕ

(1.3)

with Ψf the magnetic �ux generated by the magnets of a PMSM and p the number of pairs
of poles in the machine. From those equations, it is possible to retrieve an estimation of the
speed Ω from eγ and to estimate the angle ν by making eδ converge to 0.

This method of sensorless control is easy to implement and robust for high speeds range, it
is however not suitable for low speeds. Indeed at low speeds the back EMF generated by the
machines are weak and di�cult to estimate. In [40], an observability study for the non-salient
pole PMSM is conducted, showing that the determinant of the observability matrix dO is given
by:

det(dO) = p.
K2
f

L2
dq

.Ω (1.4)

With p the number of pair of poles, Ψf the rotor �ux created by the magnets, Ldq the stator
inductance, Ω the mechanical speed and Kf de�ned by Kf = p.Ψf .

The determinant is null if Ω is null and at low speed the determinant can be very small,
making the system theoretically observable but in practical very subject to measurement noises.
Another study on the observability of an induction machine at low speed has been performed in
[44]. The state equations linked to the induction machine is slightly di�erent from the WRSM
but the principle is the same and the results are similar: the observability index, de�ned by
the determinant of the observability matrix, is small for low speeds and null at standstill. In
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Figure 1.19. Bloc diagram showing the principle of state observer based sensorless control.

addition, the estimation of the back EMF relying on the modeling of the machine, this method
is also sensitive to parameter errors. There are also a risk of multiple stable operating points for
a set of state variables depending on the initial angle ν chosen, which can lead the estimator to
converge towards a speed that is di�erent from the real speed of the machine.

Another method commonly used for sensorless control of electric machines are based on the
direct observation of the missing state variables. For synchronous machines applications, this
requires the use of nonlinear observers. In [40], [45] and [46], an extended Kalman �lter (EKF)
is used to observe the missing mechanical state variables ϕ and Ω. The extended Kalman �lter
is one of the most used nonlinear state observer, due to the fact that it can be applied to any
nonlinear system for state variables observation. It is also a very common tool used for noise
rejection. Details on the EKF de�nition is given in chapter 3 of this work in section 3.2.a. Other
state observers have been developed and used for mechanical sensorless applications such as the
Luenberger observer. The nonlinear observers based on the model of the machine are however
still dependent on the precision of the parameter used in the model, and parameter errors lead
to convergence errors. The control strategy using a state observer is summarized on �gure 1.19.

In order to overcome the low speed issue linked to mechanical sensorless controllers, di�erent
strategies exist, such as starting the machine in open-loop to reach high speed and switch to an
observer based control. One other interesting solution that could be useful for our application
is the pulse voltage injection. This methods consists in applying voltage in the stator before the
start of the machine, and measuring the resulting current evolution in the stator. The higher
the di

dt the smaller the inductance in this direction. This method is well described in the work of
[47] and in [48] for the low speed cases.

A di�erent method still based on the back EMF estimation of the machine has been proposed
in [49] in order to reduce the issues linked to the zero speed and the low speed range. It proposes
to combine the back EMF method presented earlier with a voltage injection technique. As it
has been stated and can be deduced from eaquation 1.3, back EMF at standstill is null, making
the classic back EMF based sensorless control impossible to use directly. The combined method
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strategy described in details in [49] is to inject a sine voltage on δ axis such as:

vδ = Ai.cos (ωi.t)
vγ = 0

(1.5)

If there is an angular error ϕ between the δγ axis and the dq axis, the voltage injected
described in equation 1.5 is written in the dq axis:

vd = Ai.cos (ωi.t) .cos(ϕ)
vq = Ai.cos (ωi.t) .sin(ϕ)

(1.6)

As it can be seen on equation 1.6, if ϕ = 0 there is no q axis voltage and thus the voltage
injection has no e�ect on the rotor speed. However if ϕ 6= 0, a torque is created in the rotor
with the injected voltage, leading to mechanical vibrations in the rotor. With a well chosen set
of parameter for the injected voltage, the rotor can be set in motion at a su�cient speed for the
back EMF to be signi�cant for classic back EMF sensorless control or for a direct observer based
method like it is described in the next paragraph.

Mechanical sensorless control strategies are interesting to study: since the spirit is similar
to current sensorless, some methods can be reused. If it is not the case for the �rst method
presented, based on the back EMF, the stategy using nonlinear observers have clearly been a
source of inspiration for current sensorless control. Some methods of current sensorless already
existed before the beginning of this work, but in di�erent system con�gurations. One of the most
usual current sensorless solution will now be presented in the next section.

1.4.b Existing current sensorless control in particular con�gurations

If a lot of studies concerning mechanical sensorless control, due to the fact that there are
undeniable advantage to remove the mechanical sensor (listed in the previous paragraph), the
literature is scarce about current sensorless control strategies. The mechanical sensors are usu-
ally expensive and di�cult to mount on a rotor while a current sensor is less expensive and
usually smaller, which allows it to be easily integrated on a system. On the top of that, the
knowledge of the current measurements are important for the closed-loop vector control of the
machine (MTPA), for safety issues (current limitations) and for machine reliability [50]. For
some industrial applications however, and more speci�cally for embedded systems where the
bulk of the powertrain, the production costs and the reliability need to be optimized, removing
the current sensors become a valuable solution. This is even more true for doubly fed machines,
where two stators are involved and thus at least 4 current sensors are required to measure the
stator currents. In Valeo's mild-hybrid application, the removal of the stator current sensors has
been justi�ed previously. The powertrain layout is particular in this application, but even if it is
uncommon, current sensorless controls have already been developed in the literature in di�erent
applications and di�erent system layouts.

The existing current sensorless control strategy developed in literature and detailed in [51],
[52], [53], [54] and [55] among others, proposes to remove the current sensors of the stator of the
machine and replace it by a single current sensor on the DC link of the inverter. This solution
might seem appealing since it proposes to decrease the number of sensors by at least one for a
one stator machine and at least three for a doubly fed machine. From that single sensor, the
authors of [51], [52], [53] and [55] propose to "reconstruct" the missing stator currents.

The principle of this current reconstruction relies on the precise measure of the inverter DC
link current and on the switches states. The bloc diagram describing the principle of current
sensorless control with the current reconstruction technique is displayed on �gure 1.20. The
denomination "current reconstruction" is not fortuitous in this case because the solution proposed
is based on the evaluation of the stator currents directly from DC link current divided in the
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Figure 1.20. Bloc diagram showing the principle of current reconstruction based current
sensorless control with DC link current measurement.

stator phases according to the semi-conductors states. Table 1.3 sums up the expected phase
currents according to the switching states. In this case, the DC current has to be precisely known
and the switching states are known since they are controlled. The phase currents can then be
directly expressed as a function of the switching states Sa, Sb, Sc ∈ {0; 1} (0 if the switch is open
and 1 if the switch is closed) and the DC link current IDC : the DC link sensor has to be sampled
at a rate high enough so that, for a given set of switch state, the DC current linked to this set can
be measured (and the associated phase current deduced from table 1.3) and the former current
from the previous set of switch state can still be considered the same. The current of the last
phase can then be retrieved with the two others considering ia + ib + ic = 0. This means that
for a switching cycle, the DC current needs to be sampled at least twice.

This current reconstruction can be enough for motor control if the DC current IDC is well
known. The reconstructed currents can be used in closed-loop for control purposes. This strategy
is developed in [53] and is based on the comparison of the DC current calculation from the
reconstructed phase currents with the measured DC current. In this method, the phase currents
are not reconstructed on the same principle than the one shown with table 1.3. They are actually

Sa Sb Sc IDC
0 0 0 0

0 0 1 ic
0 1 0 ib
0 1 1 −ia
1 0 0 ia
1 0 1 −ib
1 1 0 −ic
1 1 1 0

Table 1.3. Stator current outputs as a function of the DC link current iDC and the switches
states.
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computed from the state equations of the machine, simply written as in 1.7:vavb
vc

 = R.I3.

iaib
ic

+ L.I3.
d

dt

iaib
ic

+

eaeb
ec

 (1.7)

The abc-axis voltages are calculated with the switches states and the DC voltage. The back
EMF eabc are computed from the electric speed and position of the machine rotor, which are both
known thanks to a mechanical sensor on the rotor. Once the phase currents are calculated, the
DC current is recalculated with the phase currents and the switches states, according to table
1.3. The DC current is then given by the following equation 1.8:

IDC = ia.Sa + ib.Sb + ic.Sc (1.8)

This DC current is then compared to the measured one and a PI regulator is then used to
correct the estimation of the phase voltages vabc using corrected DC voltage. This correction of
DC voltage estimation is used to reduce the impact of the parameter errors in the state equations
1.7. Indeed, the parameters cannot be perfectly known, leading to errors on the reconstruction
of the phase currents. The whole strategy developed in Yings's work [53] is summarized through
�gure 1.21.

The main drawback of these methods using phase currents reconstruction is actually the use
of a sensor on the DC link of the inverter. Indeed, the main asset of removing sensors on the
stator of the machine is to reduce the manufacturing costs and the bulk of the system. However,
if the methods presented above allows removing the phase current sensors, they both require a
very precise DC current sensor on the DC link of the inverter, which means that they require
the use of an expensive sensor with a large bandwidth to be able to measure all the DC current
variations linked to the switches of the semiconductors. Indeed, the DC link current needs to
be sampled at least twice per switching period in order to access two phase currents (see table
1.3). In addition the moments the samples are acquired need to be calculated at the beginning of
every new switching period in order to be sure to sample at two di�erent switching states. The
noise due to the semiconductors switching are also source of error: if the current measurement
is performed while the current is oscillating because of a resonant e�ect this will distort the
measured value compared to the true steady state value. This actually nullify the bene�ts of the
current sensorless strategy on the manufacturing costs and it makes the sampling pattern more
complex. In addition, inverters' DC link are usually large copper bars in most embedded system

Figure 1.21. Bloc diagram showing the principle of current reconstruction from the state
equations of the machine with a DC link current regulation loop [53].
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layouts. A Hall e�ect type current sensor, necessary for a precise DC current measurement, would
then have to be large enough to be mounted on this copper bar, making the DC link more bulky
and oversized and reducing the bene�ts made on the bulk of the stator achieved by removing the
stator sensors. A shunt could be used instead of the hall e�ect sensor in order to lower the costs,
but this will lead to increased inductive e�ects. On the top of that, the voltage measurement on
the PCB device can be impacted by other neighbor traces due to electromagnetic interference
(EMI) issues [56].

The current sensorless strategies presented in this paragraph can be very interesting in some
particular applications, since they propose to reconstruct the missing phase currents using a DC
link current sensor and the states of the semiconductors. If the results can be very satisfying,
the use of a precise DC current sensor on the DC link of an inverter reduces the bene�ts of a
current sensorless strategy. In our particular application, the use of such a sensor would not be
suitable. A more detailed presentation of the exact system layout that will be the support of
the current sensorless control study will be presented in the next paragraph. From this layout
and the particularities of the system studied, the global current sensorless strategy that has been
chosen in this work will be introduced and explained.

1.4.c System layout for the proposed current sensorless control

This last paragraph of the �rst chapter of this work will be focused on the presentation of
the exact layout on which this work is based. As explained earlier, this work is based on a mild-
hybrid electric powertrain developed by Valeo, the i-StARS. This last section will characterize
with more precision what elements are included in this powertrain.

The considered version of i-StARS mild-hybrid powertrain is powered by a 12V battery. It
is actually the battery of the vehicle: the mild-hybrid solution developed by Valeo aiming to be
able to be mounted on as many vehicles as possible, Valeo chose to develop the �rst version of
its mild-hybrid system in 12V since it is the standard voltage battery of a vehicle.

The battery is then connected to an input �lter in order to protect it from the voltage
overshoots and from the EMI e�ects induced by the inverter. This input �lter is made of a small
inductance connected in serial from the battery and a large capacitor (6mF) in parallel. The
inductance is actually the self inductance created by the connections between the battery and
the inverter. This input �lter is then connected to a 6-legs voltage source inverter. The switches
of the inverter are MOSFETs specially designed for this application. The inverter is directly
connected to the machine, it is even mounted directly on the chassis of the machine as it will be
shown on photos of the i-StARS machine in the next chapter. Three of the legs are connected
to a �rst stator and the three others are connected to a second three phase stator. Indeed
as announced previously the i-StARS machine used is a doubly fed wound rotor synchronous

Figure 1.22. Photo of an example of a claw pole rotor.
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Figure 1.23. Schematized system layout of the mild-hybrid powertrain developed by Valeo.

machine. In that sense, there are two stators on the WRSM and they are both connected in
delta and shifted by 30◦. This angle is chosen so that the torque ripple is as small as possible
[57]. The rotor of the machine is a claw pole rotor: it is divided in two parts with interlocked
"teeth", as shown on �gure 1.22. This machine has two sources of excitation: the main excitation
is created with a DC excitation current in the wired rotor. Another minor source of excitation
is induced by the magnets inserted between the teeth of the claw pole rotor. The role of these
magnets is to reduce the saturation in the iron parts of the machine and limit the magnetic
leakages between the rotor and the stator, but the magnetic leakage �ux of the magnets impacts
the back EMF of the machine. More details about the WRSM will be given in section 2.2.b of
chapter 2.

The excitation current in the rotor is controlled and applied through a DC-DC converter.
This DC-DC converter is a simple buck converter directly connected to the battery of the system.

The whole system as it has been described is summarized on �gure 1.23. On this �gure, the
electric variables are circled in red. In addition of the elements presented on �gure 1.23, there
are sensors mounted on di�erent part of the system. In this current sensorless application, there
is obviously no current sensors on the stator of the machine, thus there is no direct access to the
current in the two stators of the machine. The only sensors available on the system presented
here are a mechanical sensor on the rotor, giving the mechanical speed and position of the rotor,
a current sensor on the rotor winding of the machine (giving ie) and a current and a voltage
sensor on the input �lter of the system (giving VDC and ibat).

A reasonable re�ection at this point would be to question the point to remove sensors on
the stators of the machine to add some other sensors on other parts of the system. Indeed the
battery current sensor is important to protect the i-StARS system from excessive current peaks.

In addition it has been shown in the previous paragraph that a sensor on the DC link of the
inverter is bulky and expensive. However the sensor added here is not on the inverter's DC link
but directly on the output of the battery. This part is not necessarily a bus bar and since there
is a capacitor between the DC current sensor and the inverter in this layout, a large bandwitdth
will not be necessary because the current reconstruction introduced earlier cannot be used in
that con�guration.

Another debatable choice regarding the adding of sensors is the use of a wired rotor instead
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of a permanent magnet rotor. The use of permanent magnets on the rotor would allow to
avoid using a DC-DC converter alongside with a current and a voltage sensor and controller of
the excitation current. However those elements are rather cheap and lightweight compared to
permanent magnets. On the top of that, magnets are made from rare materials and Valeo have
the will to avoid depending on those resources as much as possible for their products.

The system layout as it has been designed by Valeo for the mild-hybrid i-StARS powertrain
has been presented in this paragraph. The choice to remove the stator sensors and to add
sensors on the battery and the wired rotor is still relevant since those sensors are cheap and do
not excessively increase the bulk of the system.

Conclusion

This �rst chapter's role was to introduce the context within which this study of current sen-
sorless control is incorporated. A comprehensive review on the state of play of the electri�cation
boom in the automotive �eld has �rst been proposed. Indeed, due to the application of quotas on
the GHG emissions and to the increase of environmental considerations in customers choices, the
automotive manufacturers are turning increasingly towards more electric vehicles. BEVs sales
worldwide have grown sharply, but the price of the battery pack and the lack of infrastructures
for fast charging of the batteries are still an obstacle to the expansion of this technology. Hybrid
technologies as developed in parallel of BEVs. They propose to couple an electric powertrain to
the ICE of a vehicle in order to reduce its fuel consumption. Several levels of hybridization exist:
from the highest (PHEV, EREV) to the lowest (Stop-Start). Mild-hybrid technology is an inter-
mediate level: it proposes to activate the electric powertrain anytime during a driving cycle when
the vehicle needs a power boost, where the fuel consumption is the highest. In this framework,
the LowCO2Motion+ project initiated by Valeo aims to extend an existing starter-alternator,
the i-StARS, to a mild-hybrid application.

The automotive �eld being extremely competitive, the manufacturing costs always need to
be optimized. For this reason, it could be interesting for Valeo to remove the current sensors
of the stator of its i-StARS claw-pole machine to avoid their costs. An open-loop control could
be considered but a vector control allows better performances of the control. The aim of the
work realized in this thesis is then to propose a solution of current sensorless control of Valeo's
claw-pole machine.

Sensorless control solutions exist but mainly focus on the mechanical sensor removal. Most of
the existing strategies are based on the back EMF estimation of the machine to retrieve the rotor
speed and position of the rotor. Some solutions also propose to inject a voltage in the stator of
the machine in order to have more information for estimation at the start of the machine. Some
current sensorless control strategies also exist but in a particular con�guration, when the DC link
current of the inverter is measured. With this measurement and the knowledge of the switches
states, it is possible to retrieve the stator currents with a good precision. However in our layout
this measurement is not available. Indeed, removing the stator sensors to add one sensor on the
DC link shows few interest since the sensor required on the DC link needs to be precise, thus
expensive: it nulli�es the bene�ts of a current sensorless control on the cost reduction of the
system.

Finally, only the measures of the excitation current, of the DC link voltage, of the battery
current and of the mechanical speed are available. The following work of this thesis will focus
on the stator current estimation in order to perform a current sensorless control of the WRSM.
The �rst step, presented in the next chapter will be centered on the modeling of claw-pole wired
rotor synchronous machines.
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Chapter 2 : Electric modeling of the Wound Rotor Synchronous Machine

Introduction

The main objective of the work realized within this study is to control the electric powertrain
designed by Valeo without the current sensors on the stator of the machine. As it has been
stated previously, this achievement is motivated by the potentially reduced manufacturing costs
induced by the removal of the sensors.

However, removing the current sensors of a system is not without consequences. Indeed, the
motor torque is closely related to the stator currents and its control requires good information on
the stator current vector. Therefore, if these currents are not measured, they have to be estimated
using an accurate model. However, no model perfectly represents the system, especially in the
transient phases where sub-transient phenomenons di�cult to model may occur. In addition,
the wear of the di�erent components of the system (in the machine or in the inverter) due
to mechanical (temperature, dusts or humidity) and electrical constraints (current peaks, large
voltage gradients) change their expected values. The change of temperature in the system is also
responsible of modi�cations in the value of the resistors in the system (in the rotor and stator
of the machine and on the resistor of the semiconductors in the inverter) as highlighted in [58],
and the saturation of the machine induces variations of the values of the inductances.

All the phenomenon described above may induce a variation of the di�erent parameters of the
model, making it particularly di�cult to accurately estimate unmeasured variables like the stator
currents. The objective of this second chapter is to describe the system as a model, both simple
and accurate enough, to reduce the sensitivity of the current sensorless control to mechanical
and electrical constraints.

As a �rst step, the di�erent parts of the electric powertrain will be described in details. For
this work, only the WRSM and the load machine have been supplied by Valeo: the rest of the
devices of the powertrain have been designed and assembled in the laboratory in order to emulate
similar performances than the real powertrain proposed by Valeo.

An important point in the modeling of the i-StARS machine is to take into account the rotor
winding and the mutual interactions between the stator and the rotor of the machine. In order
to have a better understanding of the machine provided by Valeo, theoretical work undertook in
the thesis of Dr. Geo�rey Devornique [59] will be explained. A characterization of the WRSM
on the test bench built in the beginning of this study will then be proposed to have access to
the di�erent parameters of the machine for a nominal operating point. From these �rst tests,
a system of state equations will be proposed to �t mathematically the real functioning of the
system.

The WRSM state variables sensitivity towards errors on the parameters values in the model
chosen will then be undertaken. This characterization of the machine sensitivity towards para-
metric variations is important to know which parameters are the most prone to induce errors in
the state variables observation.

Regarding the parametric sensitivity study results, the last part of this chapter will introduce
a solution of reduced map of one sensitive parameter using an online parameter estimator. Indeed,
when a particular set of parameters is selected, it will be shown that a map of only one parameter
can compensate for other parameter variations in such a way that the model together with the
map describe the system's behavior with su�cient accuracy for the whole operational range at
steady-state with a given system of state equations. The possibility of including the temperature
in this reduced map of parameter will be discussed but a mapping covering the whole temperature
range has not been realized. Indeed, taking into account the precise temperature in the system
would be pointless in this particular case since the semiconductors and the WRSM are not
assembled in the same way it is done by Valeo on the vehicles. The temperatures in the vehicle
powertrain and on the one designed in this study are thus not comparable.
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2.1 Description of the di�erent elements of the studied electric
powertrain

2.1.a Valeo's i-StAR starter-alternator

The latest technical solutions used by Valeo for hybridization of vehicles are based on an
electric powertrain supplied by a 12V battery. In the future, Valeo is working towards the
commercialization of 24V and 48V supplied powertrain. The battery uses a Li-ions technology
with an intern resistor between 2 to 5mΩ.

The battery supplies an input �lter simply composed of an inductance and a capacitor in
parallel. From the data provided by Valeo the value of the inductance is small and corresponds
to the wiring inductance and the value of the capacitor is large, Cf = 6mF in order to protect
the battery from high voltage gradients from the inverter. The input �lter is connected to the
inverter. This con�guration is shown on the summarizing �gure 2.8 at the end of this section. On
the real powertrain designed by Valeo, the inverter is assembled directly on the WRSM chassis,
and the two parts are interlocked with each other as shown on �gure 2.1.

On this photograph, the DC positive terminal can be seen on the bottom right. The negative
terminal is connected to the chassis of the machine. The black plastic device contains the inverter
of the system. The control unit can be seen on the center right. This inverter is composed of
six legs of power MOSFETs. The HDTMOS power technology used for these MOSFETs allows
the inverter to be extremely compact. The principle of this kind of semiconductors are described
with details in [60]. In this con�guration, the inverter is cooled down by the air �ow produced

Brush

Control unit

DC + terminal

Figure 2.1. Photo of the WRSM chassis with the inverter interlocked.
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Chapter 2 : Electric modeling of the Wound Rotor Synchronous Machine

by the movement of the rotor.
The MOSFETs used are speci�c for this application. Each power MOSFET measures less

than 8mm in length and width, and its thickness is less than 0.3mm. The drain-source ON resis-
tance RDS(ON) is between 0.8 and 1.3 mΩ. In addition, the nominal drain current is ID = 500A
with a maximum peak current to 700A. These kind of power MOSFETs are specially designed
for harsh automotive environment, with a low RDS(ON) and a rugged avalanche performance.

The i-StARS is a wound rotor synchronous machine with two three-phase delta stators. The
delta con�guration is often used for automotive application, since the torque produced in that
con�guration is higher than for a star connection when the supply voltage is small. In motor
operation, the i-StARS nominal speed is 1500 rpm for a current of 130Arms (with peaks up to
300Arms. The rotor is a claw-pole wired rotor. Valeo chose to use a claw-pole rotor (as it is
usually used in automotive alternators) because it is robust and easy to produce on an industrial
scale in foundries thanks to the fact that they are composed of one solid ferromagnetic part
conversely to a laminated rotor [61]. Two teeth from each claw form a pair of pole. The i-
StARS machines have 6 pairs of pole and small magnets are placed between each teeth of a claw.
Their role is to desaturate the machine iron parts and limit the magnetic leakages. The other
reason for this choice to use a wired rotor instead of a permanent magnet synchronous machine
is motivated by several factors. First, the manufacturing costs are lower, since magnets are quite
expensive compared to copper. The magnets resources are almost exclusively located in China,
which makes it very vulnerable to price �uctuations [62], [63]. In addition, a wired rotor allows
increasing or decreasing the excitation �ux at will by controlling the excitation current, giving
another degree of freedom compared to a PMSM [64].

The excitation current injected in the wired rotor is controlled with a simple buck converter
directly supplied by the 12V battery. The connection between the buck converter and the wired
rotor is made through a collector and the brush is easily recognizable on the photograph 2.1.
The slip ring on the rotor can be seen on �gure 2.2.

When mounted on a vehicle, the electric powertrain is connected to the main powertrain with
a system of cam and mechanical belt and the load torque applied on the i-StARS may be highly

Slip ring

Stator connectors

Figure 2.2. The i-StAR machine without the inverter and the brush.
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variable. Indeed, since mild-hybrid application aims to activate the electric powertrain even
when the vehicle is moving, the mechanical load may be di�cult to characterize and depends on
the connection with the ICE.

2.1.b Comparison with the experimental test bench developed for current

sensorless control

The system made in the GREEN laboratory within the framework of the current sensorless
control is slightly di�erent from electric powertrain commercialized by Valeo. Indeed there was
no combustion engine available to connect the electric powertrain to. Moreover, the control unit
as it is done on Valeo system does not easily allow prototyping, however it is important in this
study to implement rapidly di�erent control solutions for testing. This paragraph will introduce
the test bench realized in the laboratory and will explicit the di�erences with Valeo electric
powertrain.

For our study, a battery as it is used on vehicles was not a reasonable choice to adopt. A
battery has to be recharged frequently and its voltage varies with the charge level. For this
reason, it has been decided to use a controllable power supply instead of a battery. The other
advantage of using a power supply is the possibility to impose a saturation on the output current:
this is a welcomed overall protection when testing current sensorless controllers on the WRSM.

Valeo provided for this study the WRSM, an i-StARS machine with its inverter interlocked
on the stator. The inverter in this con�guration was however di�cult to use. Indeed, the control
unit and the MOSFETs are produced industrially for the machine and the control unit was not
accessible for implementing our own control laws. For this reason, it has been decided to remove
the original electronic devices and only keep the machine. To replace it, a new inverter has been
designed and built in a way to have characteristics as close as possible to the original one. It
has been decided to order MOSFETs module with similar characteristics than the ones used by
Valeo. The most adapted module for our application was Mitsubishi Electric's FM600TU-07A
MOSFETs module [65]. This module is already in a 3-legs inverter con�guration: it contains
6 MOSFETs assembled as sketched on diagram 2.3. These modules have a maximum drain
source voltage of VDSS = 75V and a maximum drain current of ID = 300A. The drain-source
ON resistance RDS(ON) is between 0.5 and 0.75 mΩ. Two of the modules described have been
mounted on a large radiator. The radiator has been willingly over sized, since compactness and
thermal issues are not a part of our study. The control of the MOSFETs is made thanks to 6
drivers SKHI 22BH4R, 3 for each modules. These drivers are convenient since one can control the
two MOSFETs of one leg: it is a dual driver that drives interlocked top and bottom MOSFETs
of a leg. They also feature an intern and adjustable deadtime generator.

Figure 2.3. Diagram representing the connection between the MOSFETs in the FM600TU-07A
module [65].
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HF capacitorFilter  capacitor

Drivers
MOSFETs module

DC bus

Figure 2.4. Photo of the electronic devices assembled together.

The input �lter has also been included with the inverter: a large aluminum electrolytic
capacitor of 6.8 mF has been wired to the DC bus of the inverter with a bus bar. In parallel
with this large capacitor, a decoupling capacitor has been added in order to �lter high frequency
noises from the inverter. The whole device containing the MOSFETs modules, the radiator, the
driver and the input �lter capacitor can be seen on photo 2.4.

In order to load the i-StARS machine, another WRSM has been coupled on the same axis,
as shown on �gure 2.5. This load machine is a former model of Valeo alternator. The current
created in this alternator �ows through a recti�er which is linked to a DC active load. This is a
useful con�guration to easily vary the mechanical load applied to the i-StARS machine.

The i-StARS machine without its inverter interlocked lacks an important device: the brush
that connects to the rotor collectors, as it can be seen on �gure 2.2. An adapted brush has been
�xed on the stator. A Buck converter was designed and built in order to control the excitation
current as it is done on Valeo's system. Both the inverter and the Buck converter control signals
are generated with a dSpace MicroLabBox.

Sensors on the test bench have been added in order to test the sensorless control and for the
security of the system. Valeo has supplied the mechanical sensor, a voltage supplied hall e�ect
sensor that gives a sine and cosine voltage in output that gives an image of the rotor position
and speed after signal processing with a Phase-Locked Loop (PLL). The principle of a Hall e�ect
speed sensor is described in [66]. It consists in a ring magnet mounted on the rotor shaft of
the machine with Hall sensors placed around and shifted by 120◦ electric which corresponds to
120◦ divided by the number of pair of poles, as it is shown on �gure 2.6. The ring magnet is
a homogeneous piece of permanent magnet material into which a chosen number of pole have
been magnetized. In the Hall e�ect sensor used in Valeo's system, 6 pair of poles have been
magnetized so that the voltage output of the Hall e�ect sensors directly give the electric speed
and position of the rotor.

This sensor is very robust and accurate and allows having a precise measurement of the rotor
position and speed. A current clamp has been placed on the DC+ output of the power supply
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Load machine i-StARS machine

Figure 2.5. Photo i-StAR machine and the load machine coupled.

and corresponds to the battery current that is measured on Valeo's system. In the rest of this
study, this current will be refereed as the battery current ibat for simpli�cation. A voltage sensor
placed on the �lter capacitor gives a measure of the DC voltage.

The whole system built and described in this paragraph can be seen on the photograph of
�gure 2.7, where the two WRSM can be seen on the bottom left. The load alternator is on the
left and the i-StARS is on the right. The dSpace MicroLabBox is on the right of the picture. In
the background, the power supply for the inverter (bottom) and for the rotor (top) can be seen.
The electric diagram associated to this test bench is presented on �gure 2.8.

With this setup, the characteristics of the electric powertrain built (WRSM, inverter and
power supply) are similar to Valeo's powertrain. It is however not as compact, and the control is
made in a more adapted con�guration for research, with a possibility to change easily the control
laws when required.
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Figure 2.6. Diagram of the Hall e�ect based position sensor.
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Figure 2.7. Photograph of the electric powertrain built in the laboratory.
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Figure 2.8. Electric diagram of the electric powertrain built.

40



2.2 : Modeling of the machine

2.2 Modeling of the machine

Before starting any experimental measurements on the system built and described in the
previous section, a theoretical study of the functioning of the i-StARS machine has been con-
ducted in the PhD study of Geo�rey Devornique in the GREEN laboratory and within the
LowCO2Motion+ project [59]. A part of his work focused on the electromagnetic description of
the machine. If the theoretical results are not directly usable, the interpretation of the results
obtained in this study can lead to a better knowledge of the electric equations related to the
machine. The theoretical modeling will then focus on the electric model that will be used for
the characterization of the test bench machine and that will be usable for the observers designed
and presented in chapter 3.

2.2.a Electromagnetic approach

In [59], the main objective of Dr. Devornique's study was to propose an electromagnetic
modeling of a WRSM that combines robustness (or precision) of the electromagnetic �elds cal-
culated with this modeling while dividing the computation time by at least 4 with the method
developed compared to classic formulations. The purpose of this modeling improvement was to
be able to propose an optimization of the geometry of the i-StARS machine in order to improve
the performances of the WRSM. The optimization mainly focuses on the geometry of the claw-
poles of the rotor, with and without magnets between the poles. The approach used for the
modeling relies on the �nite element method with the free software Gmsh-GetDP. A 3D model
of the i-StARS machine has been meshed based on CAD �les sent by Valeo in order to obtain
a mesh geometry as close as possible to the real machine. The meshing result made in [59] is
shown on �gure 2.9. On this �gure, it is interesting to notice on the central �gure representing
the rotor, how the magnets are mounted between the claw-poles in a darker grey. The winding
is inside the rotor in red.

It is yet proven in this work that there is a periodicity of the geometry of the machine: the
stator can be divided in 6 identical parts, each one representing an angle of 60◦ of the full stator.
The stator presents indeed a rotational 6-fold symmetry. The rotor have the same symmetric
properties. It is then shown in G.Devornique's work that only 1/6th of the full machine is enough
to mesh to make calculation for the whole machine. The result of this meshing is presented on
�gure 2.10. This avoids making redundant calculation and saves a signi�cant amount of time
(tables of calculation times are given in [59]).

Figure 2.11 represents the calculation of the �ux on a double pole pitch for a given operating
point in the full meshed machine of �gure 2.9 (in dashed linestyle) and in the meshed single pole
of �gure 2.10 (in solid linestyle). The method of calculation of the �ux on the 3 phases of each

Figure 2.9. Meshing of the full i-StARS machine with Gmsh-GetDP [59].
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Figure 2.10. Meshing of 1 pole of the i-StARS rotor and stator with Gmsh-GetDP [59].

stator is detailed in [59]. From this �gure, it can be noted that the calculation results are really
close for the two di�erent kinds of meshing, which tends to validate the single pole meshing use.
Indeed the results are equivalent for a reduced computing time.

These results presented so far however only rely on a �nite element analysis (FEA) model of
the machine and needs to be validated with experimental tests on the real test bench. Indeed,
with �nite elements methods, the results strongly depend on the choice of calculation method
and on the meshing of the machine. In Dr. Devornique's work are presented comparisons
between di�erent techniques of calculation of the �ux and also between di�erent meshings and
the results can present more or less disparities. To validate a model, some experiments have
been undertaken in collaboration with Dr. Devornique on the test bench built and presented in
the previous section.

In order to validate the model of the machine presented on 2.10, it has been decided to
compare the back-EMF induced in the stator at no-load operating point, when it is driven by
the other machine on the test bench (see �gure 2.5) at 520 rpm with the results computed using
Dr. Devornique's FEA model. To do so, Valeo's former alternator has been controlled in order to
reach the reference speed. The stators of the i-StARS machine are in open circuit, only voltage
sensors have been connected to the stators. The i-StARS back-EMF measurements are done for
an excitation current in the rotor going from 0 to 8A with a step of 0.5A between each measures.

Figure 2.11. Comparison of the �ux calculations in the complete meshed machine and in the
periodic meshed machine.
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Figure 2.12. Back-EMF in the i-StARS driven at 520 rpm as a function of the excitation
current.

The same test is reproduced in the �nite element model of the machine. The results are combined
on �gure 2.12.

From �gure 2.12, it is remarkable that the results from the test bench measurements and
the ones from the simulations are very close to each other. These results will also give precious
information for the knowledge of the electric model of the machine. Indeed from the blue curve
of �gure 2.12, it is possible to deduce that between 0A and 4A of excitation current, the machine
works in a linear operational range. Above this current value, the machine can be considered
in saturated operational range. The saturation knee is between 4A and 5A. It is interesting to
notice that when the excitation current is null in the rotor, there is still a small back-EMF of
0.4Vrms induced in the machine. This is due to the e�ect of the magnets between the claw-poles
of the rotor. Their role is to restrict the �ux leakages in the rotor, but they also have a weak
contribution to the back-EMF.

2.2.b Circuit-based electric model

The information brought by the electromagnetic modeling of the machine, and more partic-
ularly the relation between the back-EMF and the excitation current will be useful to build a
model for control and observation purposes. This chapter will be focused on building a dq-model
composed of state equations representing as accurately as possible the functioning of a WRSM
fed by an inverter. For the sake of simpli�cation, the model will be developed for a single stator.

A 3-phase synchronous machine stator can be simply represented by an inductance with an
intern resistance on 3 phases a, b and c distant from each other by an angle of 2π

3 radians.
The wired rotor can be represented by an inductance with an intern resistance aligned with an
axis "dr" and in quadrature with the axis "qr", shifted by an angle θ from the a-axis. This
representation is summed up on �gure 2.13. Note that in the developed model in this chapter,
the damping e�ect in the machine are not taken into account, as well as all the parasitic e�ects
that can be involved in a physical machine (parasitic capacitors between the phases in the stator,
hysteresis phenomenons in the iron, eddy currents in the iron and other parasitic phenomenons).
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From this representation of the WRSM, the following equations can be deduced:

[Vs] = rs.[is] + [dΦs
dt ]

Vr = rr.ir + dΦr
dt

(2.1)

with [Xs] =

Xa

Xb

Xc

, Vs being the stator voltages vector, is the stator currents vector, Φs

the magnetic �uxes in the stator. rs is the matrix of the stator resistances written I3.[rs]. The
variables Vr, ir, rr and Φr are respectively the rotor voltage, the rotor current, the rotor resistance
and the rotor magnetic �ux. The machine is supposed balanced thus ra = rb = rc = Rs

The sum of the currents in the stator being null, it is possible to express the 3-phase equations
of the stator into a new two-phase frame of reference αβ. The change from the abc frame of
reference to the αβ frame is made through a change of basis with the Concordia matrix T32 such
as: [

Vα
Vβ

]
= Rs.

[
iα
iβ

]
+
d

dt

[
Φα

Φβ

]
(2.2)

where
[
Xα

Xβ

]
= T t32.

Xa

Xb

Xc

 with T32 =
√
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Now the variables linked to the stator can be described in a two-phase frame, but the system

as it is still depends on the position of the rotor. Indeed, voltages, currents and �uxes are
sine functions depending on the angle θ. To avoid this dependence, the αβ stator variables are
expressed in a rotating frame dq, linked to the rotor frame: the d-axis is the same than the
dr-axis shown on 2.13, same goes for the q-axis that is the same than the qr-axis on the �gure.
To perform this change of basis, the Park transform is used, which is a rotation matrix P (−θ)
applied to the αβ variables, giving:[

Vd
Vq

]
= Rs.

[
id
iq

]
+
d

dt

[
Φd

Φq

]
+ θ̇.P

(π
2

)
.

[
Φd

Φq

]
(2.3)

dr

qr
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θ 

Figure 2.13. Simpli�ed representation of the WRSM.
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Figure 2.14. Simpli�ed representation of the wired synchronous machine in the dq reference
frame.

with:
[
Xd

Xq

]
= P (−θ).

[
Xα

Xβ

]
(Park's transformation)

and P (θ) =

[
cos(θ) −sin(θ)
sin(θ) cos(θ)

]
(rotational matrix)

In this frame of reference, the �gure 2.13 can be drawn again with the two-phase dq axis.
The representation of the simpli�ed WRSM in the dq reference frame is shown on �gure 2.14.

The �uxes on the d and q axis can now be written:

Φd = Ld.id + Φed

Φq = Lq.iq
Φr = Le.ie + Φde

(2.4)

For the WRSM, Φed is created by the excitation current in the stator d-axis, which traduces
in equation with:

Φed = M.ie + Ψf (2.5)

With M the mutual inductance between the rotor and the stator and Ψf the �ux generated
by the inter-pole magnets through the stator windings if the WRSM features those. Indeed it
corresponds to the leakage �ux of the magnets. Its impact on the torque of the machine can
however be neglected compared to M.ie for the usual values of excitation current: from �gure
2.12, when an excitation current of 3A is applied in the rotor and by considering Ψf constant,
the part of the permanent magnets on the total back-EMF is only 6% and it decreases when ie
rises. For the rest of the study we will consider equation 2.6:

Φed = M.ie (2.6)

In the same way, Φde is the �ux created by the d-axis current of the stator in the rotor, which
gives equation 2.7:

Φde = M.id −Ψr (2.7)
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With Ψr the �ux generated by the rotor magnets through the rotor winding. This �ux is
useful to reduce the saturation of the rotor magnetic circuit. It is supposed constant. It is
important to also note that, if the stator inductances depend on the position of the rotor in the
3-phase reference frame, the dq axis inductances are constant.

From equations 2.3 to 2.7, the following system of electric state equations can be formulated:

Vd = Rs.id + dΦd
dt − ω.Φq

Vq = Rs.iq +
dΦq

dt + ω.Φd

Ve = Re.ie + dΦr
dt

(2.8)

And by injecting equations 2.4 to 2.7 in 2.8, this yields:

Vd = Rs.id + Ld.
d
dt id +M. ddt ie − ω.Lq.iq

Vq = Rs.iq + Lq.
d
dt iq + ω.(Ld.id +M.ie)

Ve = Re.ie + Le.
d
dt ie +M. ddt id

(2.9)

with ω = θ̇ the electric angular speed of the rotor. This electric speed can be linked to the
mechanical speed of the rotor Ω with the relation ω = p.Ω, p being the number of pair of poles
of the machine.

When equations 2.9 are rewritten to be interpreted as a system of state equations, it gives:

d
dt id + M

Ld
. ddt ie = 1

Ld
(Vd −Rs.id + ω.Lq.iq)

d
dt iq = 1

Lq
(Vq −Rs.iq − ω.(Ld.id +M.ie))

d
dt ie + M

Le
. ddt id = 1

Le
(Ve −Re.ie)

(2.10)

When replacing d
dt ie in the equation of id, and

d
dt id in the equation of ie, the following system

of state equations is obtained:
d
dt id = Le

Ld.Le−M2

(
Vd −Rs.id + p.Ω.Lq.iq − M

Le
(Ve −Re.ie)

)
d
dt iq = 1

Lq
(Vq −Rs.iq − p.Ω. (Ld.id +M.ie))

d
dt ie = Ld

Ld.Le−M2

(
Ve −Re.ie − M

Ld
(Vd −Rs.id + p.Ω.Lq.iq)

) (2.11)

The system of equation 2.11 represents here a simpli�ed WRSM. In that con�guration, the
saturation of the machine is not taken into account while it exists according to the tests done and
represented on �gure 2.12. The saturation can be considered by replacing the linear functions
in equations 2.8 by the actual nonlinear functions derived from a �nite element analysis. In this
case, it is preferable to choose the �uxes as the state variables. This leads to the following model:

dΦd
dt (id, iq, ie) = Vd −Rs.id + ω.Φq(id, iq, ie)
dΦq

dt (id, iq, ie) = Vq −Rs.iq − ω.Φd(id, iq, ie)
dΦr
dt (id, iq, ie) = Ve −Re.ie

(2.12)

And equation 2.12 yields to:

id = fd(Φd,Φq,Φr)
iq = fq(Φd,Φq,Φr)
ie = fe(Φd,Φq,Φr)

(2.13)

with fd, fq and fe nonlinear functions that can be determined through a FEA study of the
WRSM.

The other important phenomenon not represented in this model is the damping e�ect in the
machine. The damping e�ect phenomenon in WRSM is described in [67]. This phenomenon can
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Figure 2.15. Simpli�ed representation of the machine windings with the damping e�ect.

be modeled by one inductance in short circuit on both the d and the q-axis, as shown on �gure
2.15.

From �gure 2.15, the �uxes on the d and q axes can be written:

Φd = Ld.id +M.ie +Mkd.ikd
Φq = Lq.iq +Mkq.ikq
Φr = Le.ie +M.id +Mkr.ikd

Φkd = Lkd.ikd +Mkd.id +Mkr.ie
Φkq = Lkq.ikq +Mkq.iq

(2.14)

with Mkd the mutual inductance between the damper winding of the d axis with the d axis
of the stator, Mkr the mutual inductance between the damper winding of the d axis with the
rotor and Mkq the mutual inductance between the damper winding of the q axis with the q axis
of the stator.

This leads to the voltage equations 2.15:

Vd = Rs.id + Ld.
d
dt id +M. ddt ie +Mkd.

d
dt ikd − ω.(Lq.iq +Mkq.ikq)

Vq = Rs.iq + Lq.
d
dt iq +Mkq.

d
dt ikq + ω.(Ld.id +M.ie +Mkd.ikd)

Ve = Re.ie + Le.
d
dt ie +M. ddt id +Mkr.

d
dt ikd

0 = Rkd.ikd + Lkd.
d
dt ikd +Mkd.

d
dt id +Mkr.

d
dt ie

0 = Rkq.ikq + Lkq.
d
dt ikq +Mkq.

d
dt iq

(2.15)

As it can be seen from equations 2.15, the damper windings in the WRSM a�ect the evolution
of the dq axis currents and the excitation current during transient phases. However, as it will
be experimentally shown in the next section, the damper e�ect can be neglected and it is not
needed to theoretically describe the electric variables of the i-StARS WRSM. The electric model
chosen to describe the machine is the one given by equations 2.11. The next section will aim
to characterize experimentally the di�erent parameters of the studied WRSM used in those
equations.
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2.3 Measurements of the WRSM characteristics

The general characteristics of the WRSM have been provided by Valeo, but a knowledge
as precise as possible of the machine is required to perform current sensorless control. In this
section, measurements will be conducted on the test bench in order to fully characterize the
electric powertrain. The aim of this procedure is to establish the system of state equations that
�ts our experimental setup the best. This system of equation will be useful for the simulation
of the machine in Simulink, its control on the test bench and, as it will be detailed in the next
chapter, for the precision of current observation for current sensorless control. For the sake
of generality, the WRSM being a machine quite subject to parametric variations as it will be
shown later, the measurements and the current sensorless control tests will be conducted during
transitions between di�erent operating points. This will allow considering e�ects of the magnetic
saturation and the dampers. In order to focus on the phenomenons linked to the interactions
between the wired rotor and one stator and to avoid the magnetic interactions between the two
stators, it has been decided to only use one stator in the following tests.

2.3.a Characterization of the WRSM for a given operating point

The �rst step that has been decided to undertake is a full characterization of the machine
for one operating point. This includes a set of tests to estimate the parameters of the above
model. This operating point has been chosen in a way to be as close as possible to a nominal
operating point of a powertrain mounted on a vehicle. When the machine reaches its thermal
steady-state, measurements have been conducted in order to characterize all the parameters used
in the system of equation of 2.15. To do so, the rotor is blocked so that the speed is maintained
to 0 rpm. Doing this, the back-EMF is zero. The rotor excitation circuit is opened in order to
remove the impact of the excitation �ux on the d-axis stator current (see �gure 2.15).

With this setup, a step on the voltage Vd is applied, from 0.4V to 0.8V while Vq is �xed to
0. The evolution of the d axis current due to this step of voltage is shown on �gure 2.16.

In these con�gurations, the equations of 2.15 on the stator currents can be simply rewritten:

d
dt id = 1

Ld

(
Vd −Rs.id −Mkd.

d
dt ikd

)
d
dt iq = 1

Lq

(
Vq −Rs.iq −Mkq.

d
dt ikq

) (2.16)

Figure 2.16. Evolution of the d-axis current (blue) and the theoretical response of a �rst order
system (yellow) when a step on Vd is applied.
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2.3 : Measurements of the WRSM characteristics

Figure 2.17. Evolution of the q-axis currents (red) and the theoretical response of a �rst order
system (yellow) when a step on Vq is applied.

Equation 2.16 suggests that, if the damper windings impact are neglected, the stator d-axis
current should behave as a response of a �rst-order system to a step on the voltage Vd. From
�gure 2.16, the evolution of the current (in blue) behaves as the theoretical response of a �rst-
order system to a voltage step (in yellow), showing that the damper e�ect is negligible in the
studied machine. From the curve of id, the parameters Ld and Rs in 2.16 can be deduced. Indeed,
for a a response of a �rst-order system to a voltage step, the resistance Rs can be easily found on
any point of the curve with an Ohm's law and the time constant leads to the inductance value.

From �gure 2.16, it is possible to deduce : Rs = 0.014Ω and τd = 4.2ms. Since τd = Ld
Rs
, the

d-axis inductance can be retrieved and is equal to Ld = 58.4µH.
The same test has been run with a step on the voltage Vq while Vd is �xed to zero. With the

same logic than for the d-axis current, the q-axis current is expected to behave as a �rst order
response to a voltage step. The evolution of the current is presented on �gure 2.17.

The same procedure for q-axis parameters identi�cation than for the d-axis parameters has
been used. In normal condition this step on the q-axis voltage would make the rotor start. In
order to avoid that and keep the speed rotor null, the angle measurement from the mechanical
sensor is disconnected from the Park's transformation of the voltages and currents in the control
and replaced by a constant value. From �gure 2.17, the following parameters have been identi�ed
: Rs = 0.014Ω, τq = 2.7ms and Lq = 38µH. As expected, the stator resistance is the same for
both d and q axes. The yellow curve on �gure 2.17 is the theoretical response of a a �rst order
system to a step on Vq, showing that on this axis the damper windings can be neglected too.

The electric parameters linked to the rotor winding has also been measured. The setup of
the system is the same than for the previous tests (machine heated up, rotor blocked) but this
time the stator circuit is open to guarantee that id and iq are null. In this con�guration, the
following equation can be deduced:

d

dt
ie =

1

Le
(Ve −Re.ie) (2.17)

Note that the current ikd is not included since it has been shown from �gures 2.16 and 2.17
that the damper e�ect is negligible in the studied WRSM.

A voltage step on Ve is applied, from 2V to 5V. As for the stator currents, the expected
excitation current evolution should be similar to a response of a �rst-order system. The excitation
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Chapter 2 : Electric modeling of the Wound Rotor Synchronous Machine

Figure 2.18. Evolution of the excitation current when a step on Ve is applied.

current evolution is shown on �gure 2.18.
From �gure 2.18, by assimilating the curve described by ie to a response of a �rst-order

system, the following electric parameters linked to the rotor are obtained: Re = 0.7Ω, τe = 0.20s
and since τe = Le

Re
, Le = 0.14H.

The parameters linked to the mechanical equation of the machine and the mutual inductance
between the rotor and the stator still need to be identi�ed. To do so, a classic PI control of
the stator currents is implemented. The d-axis current is controlled to 0A (id = 0), and at a
certain time, the reference for iq is changed. The dynamics of the currents being way higher
than the mechanical dynamics of the machine, the variation of iq can be considered as a step in
the mechanical time scale. In that condition, and considering that the terms (Ld − Lq).id and
Ψf can be neglected in the torque equation since id is controlled to 0A and it has been shown
before that the impact of Ψf on the back-EMF is negligible, the equation on the speed of the
machine can be written:

d

dt
Ω =

1

J
(p.iq.M.ie − f.Ω− Γ0) (2.18)

with J the constant of mechanical inertia of the rotating components, f the friction coe�cient
of the rotor and Γ0 the load torque applied to the rotating components.

On �gure 2.19, the evolution of the rotor speed is presented. The excitation current is
controlled at ie = 4.5A and it remains constant for all this measurement. At t=0.2s, a step
on the q-axis current reference from 20 A to 31 A is performed. As the test was performed at
no-load, Γ0 = 0. Then from equations 2.11 and 2.18, this test allows estimating parameters M ,
f and J . Indeed in equation 2.11, all the parameters are known on the q-axis equation except
M . The state variables are measured, so it is possible to deduce the parameter M from this
equation with the measures of the rotor speed and the stator current. From �gure 2.19, the two
steady states operating points are:

First steady state operating point :
Vq = 2.5V
iq = 20A
Ω = 230rpm− 24.1rd.s
ie = 4.5A

Second steady state operating point :
Vq = 6.4V
iq = 31A
Ω = 700rpm− 73rd.s
ie = 4.5A
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Figure 2.19. Evolution of the rotor speed when a step on iq reference is applied.

From the q-axis equation 2.11, we have for the �rst steady state operating point:

Vq1 −Rs.iq1 − p.Ω1.M.ie = 0 (2.19)

And the second operating point:

Vq2 −Rs.iq2 − p.Ω2.M.ie = 0 (2.20)

And 2.20 minus 2.19 yields to:

M =
∆Vq −Rs.∆iq

p.∆Ω.ie
(2.21)

Equation 2.21 gives M = 2.8mH. It is interesting to notice that this value is coherent with
the one that can be deduced from �gure 2.12. The machine being driven by the load machine
with no load, the back-EMF can be written Erms = p.Ω.M.ie = 4.3V and for the excitation
current of 4.5 A, the associated M deduced is equal to 2.9mH. In addition, because of leakage
inductance, the condition M2 < Ld.Le is respected.

The �uid friction coe�cient can be found with the analysis of the low and high operating
points of �gure 2.19. From these two sets of measurements presented above and with the same
method than for the calcultation of M but this time with equation 2.18, the deduced �uid
friction coe�cient f is f = 0.017kg.m2.s−1. The �rst order response gives the time constant
τm = J

f = 0.9s which leads to the mechanical inertia J of the rotor J = 0.0153kg.m2.
As it has been stated earlier, each operating point of the machine is described by a di�erent

set of electrical and mechanical parameters. The heat of the machine is responsible for electrical
parameters modi�cations. Studies made in [68] show that the resistor of a machine can be
modi�ed by the temperature. The inductance of the phases of the stator are impacted by the
saturation level of the motor [69].

The mechanical parameters also have their values changed according to the load of the ma-
chine and the wear of the mechanical components of the WRSM. Indeed, a long time use of the
motor can lead to small defaults on the ball bearings, changing the frictions forces in the system
as shown in [70] and [71]. In addition, the heating of the mechanical parts leads to a dilatation
of the mechanical components that can induce a change in the mechanical parameters as well
[72].
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2.3.b Study on the parameter sensitivity for the observation

In order to characterize the sensitivity of the estimation of the state currents id and iq to-
wards parameter errors, a study based on tangent linearization of the electric state equations
2.11 around the estimated electric parameter has been conducted and will be presented in this
paragraph. This linearization has been theoretically formulated in [73] and applied to an inte-
grated PMSM (IPMSM) in [74]. Let's rewrite the �rst equation of 2.11 with estimated electric
parameters R̂s, L̂d, L̂q and M̂ with X̂ = X + X̃, X̂ being the estimation of a a given parameter
X, X̃ being the error of estimation of a given parameter X. This formulation will be useful in
the next chapter for the study on the nonlinear observers: errors in the parameters will be added
to characterize their impact on the current estimation. It leads to equations 2.22:

f1 = did
dt = Le

L̂d.Le−M̂2

(
Vd − R̂s.id + p.Ω.L̂q.iq − M̂

Le
(Ve −Re.ie)

)
f2 =

diq
dt = 1

L̂q

(
Vq − R̂s.iq − p.Ω.

(
L̂d.id + M̂.ie

))
f3 = dΩ

dt = 1
J

(
M̂.ie.p.iq − f.Ω− Γ0

) (2.22)

From this, the Jacobian matrix dO of the partial derivatives of f1, f2 and f3 with respect to
the vector of estimated electric parameters Xp =

[
R̂s L̂d L̂q M̂

]T
. It gives:

dO =


∂f1

∂R̂s

∂f1

∂L̂d

∂f1

∂L̂q

∂f1

∂M̂
∂f2

∂R̂s

∂f2

∂L̂d

∂f2

∂L̂q

∂f2

∂M̂
∂f3

∂R̂s

∂f3

∂L̂d

∂f3

∂L̂q

∂f3

∂M̂

 (2.23)

From equations 2.22, this leads to:

dO =


−Le

L̂d.Le−M̂2
.id dO12

Le

L̂d.Le−M̂2
.p.Ω.iq dO14

−iq
L̂q

−p.Ω.id
L̂q

dO23
−p.Ω.ie
L̂q

0
p.id.iq
J

−p.id.iq
J

p.ie.iq
J

 (2.24)

with:
dO12 = −L2

e

(L̂d.Le−M̂2)2
.
(
Vd − R̂s.id + p.Ω.L̂q.iq − M̂

Le
(Ve −Re.ie)

)
dO14 = 2.Le.M̂

(L̂d.Le−M̂2)2
.
(
Vd − R̂s.id + p.Ω.L̂q.iq − M̂

Le
(Ve −Re.ie)

)
− Ve−Re.ie

L̂d.Le−M̂2

dO23 = −1

L̂q
2 .
(
Vq − R̂s.iq − p.Ω.

(
L̂d.id + M̂.ie

))
Let's consider a steady state where id = 0, iq = Iq 6= 0 and ie = Ie 6= 0. The matrix dO in

2.24 gives:

dO =

 0 dO12
Le

L̂d.Le−M̂2
.p.Ω.Iq dO14

−Iq
L̂q

0 dO23
−p.Ω.Ie
L̂q

0 0 0
p.Ie.Iq
J

 (2.25)

with:
dO12 = −L2

e

(L̂d.Le−M̂2)2
.
(
Vd + p.Ω.L̂q.Iq − M̂

Le
(Ve −Re.Ie)

)
dO14 = 2.Le.M̂

(L̂d.Le−M̂2)2
.
(
Vd + p.Ω.L̂q.Iq − M̂

Le
(Ve −Re.Ie)

)
− Ve−Re.Ie

L̂d.Le−M̂2

dO23 = −1

L̂q
2 .
(
Vq − R̂s.Iq − p.Ω.M̂ .Ie

)
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Since X̂ = X + X̃, in steady state it leads to:

dO =


0 −L2

e

(L̂d.Le−M̂2)2
.
(
p.Ω.L̃q.Iq

)
Le

L̂d.Le−M̂2
.p.Ω.Iq

2.Le.M̂
(L̂d.Le−M̂2)2

.
(
p.Ω.L̃q.Iq

)
−Iq
L̂q

0 −1

L̂q
2 .
(
R̃s.Iq − p.Ω.M̃ .Ie

)
−p.Ω.Ie
L̂q

0 0 0
p.Ie.Iq
J


(2.26)

The matrix dO in equation 2.26 should be understood as follow: the rows correspond respec-
tively from �rst to third to the sensitivity of id, iq and Ω towards variations of the parameters
corresponding to each columns, respectively from �rst to fourth to Rs, Ld, Lq andM . For exam-
ple, if there is an error on the parameter Lq, meaning L̃q 6= 0, id is sensitive towards variations
of Ld (value of the element row 1 column 2 di�erent from 0). If L̃q = 0, the current id will not
be sensitive to variation of Ld.

As it can directly be deduced from the last formulation of dO 2.26, variations on Rs do not
a�ect the d axis current estimation when it is controlled to 0A, as well as variations on Ld do
not a�ect the q axis current. From matrix 2.26, it can also be noticed that when the parameters
are considered well known, small variations of L̂q a�ect current id and small variations of R̂s and
M̂ a�ect current iq.

Considering at a given instant all the parameters well known (X̃ = 0) for a classic operating
point (Ω = 600rpm, Ie = 6A, Iq = 35A), the matrix numerical evaluation gives:

dO =

 0 0 6.6e9 0
−9.2e5 0 0 −6e7

0 0 0 8.2e4

 (2.27)

This shows that id is particularly sensitive to variations on Lq and iq is sensitive to variations
on Rs and M .

When 50% of error are added on the parameters M̂ (M̃ = 1
2 .M), the numerical evaluation of

matrix dO for a classic operating point (Ω = 600rpm, Ie = 6A, Iq = 35A) gives:

dO = 1.106

 0 0 −298 0
−0.92 0 5829 −60

0 0 0 0.082

 (2.28)

Similarly, when 50% of error are added on the parameters R̂s, the matrix dO gives:

dO = 1.106

 0 0 735 0
−0.92 0 −51 −60

0 0 0 0.082

 (2.29)

This shows that the both id and iq are sensitive to parametric variations. However one of
main issue is located on the parameter M since it is the most subject to variations according
to the saturation of the machine and the excitation current used. In the next section, an intro-
duced parameter will be mapped in order to reduce the sensitivity of the current to parametric
variations. Let's characterize mathematically the impact of transferring all the parametric errors
within the estimated parameter M̂ . From equations 2.22, and by considering the previously
neglected Ψf in order to have a more more exhaustive formulation, we can write:

did
dt = Le

(L̂d−L̃d).Le−(M̂−M̃)2

(
Vd − (R̂s − R̃s).id + p.Ω.(L̂q − L̃q).iq − (M̂−M̃)

Le
(Ve −Re.ie)

)
diq
dt = 1

L̂q−L̃q

(
Vq − (R̂s − R̃s).iq − p.Ω.

(
(L̂d − L̃d).id + (M̂ − M̃).ie + Ψf

))
(2.30)
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At steady state, the errors can be expressed with M̂ as shown in the following equations:

Vd − R̂s.id + p.Ω.L̂q.iq − Ve−Re.ie
Le

(
M̂ − M̃ − R̃s.id.Le

Ve−Re.ie
+

p.Ω.L̃q .iq .Le

Ve−Re.ie

)
= 0

Vq − R̂s.iq − p.Ω.L̂d.id − p.Ω.ie. (M̂ − M̃ −
L̃d.id + Ψf

ie
− R̃s.iq
p.Ω.ie

)︸ ︷︷ ︸
=µM

= 0 (2.31)

As it can be noticed from the two equations at steady state 2.31, all the model errors can
be transferred to the parameter M̂ . By considering the q axis equation, a new variable µM
containing M̂ and the other parametric errors can be introduced:

µM = M̂ − M̃ −
L̃d.id + Ψf

ie
− R̃s.iq
p.Ω.ie

(2.32)

For this reason, it has been decided to use a map of the parameter µM in order to reduce
the sensitivity of the system towards parametric errors and variations. The following section will
present the mapping strategy used.

2.4 Model precision enhancement through parameter mapping

It has been shown previously that the di�erent parameters used in state equations 2.11 and
2.18 are subject to variations according to di�erent factors that cannot be controlled (tempera-
ture, wear, saturation,...). In addition, the state equations from which the system is described is
also a large simpli�cation of what physically occurs in a running WRSM. This simpli�cation is
necessary in order to be able to use them in nonlinear observers and avoid their implementation
to be too complex. The errors linked to parameter measurements may also lead to modeling lack
of precision.

On the top of that, the sensitivity study carried out in the previous section quanti�es the
impact of parameter errors on the precision of modeling of the system. The electrical parameters
Rs, Ld and Lq are sensitive but the most problematic parameter is the mutual inductance between
the rotor and stator M .

In order to reduce this sensitivity, the most natural solution is the mapping of the sensitive
parameters. Maps of parameters are widely used in the industry. In [75] for example the dq-axis
�uxes of a PMSM are mapped as a function of the dq-axes current in order to enhance the PMSM
modeling and to boost its performances. A similar mapping is performed in [76] with the aim to
improve the control performances. A solution for our application could be a measurement of the
whole set of parameters the same way it has been done in the beginning of the previous section for
di�erent operating points of the machine. This implies that a large number of operating points
need to be measured in order to map the machine satisfyingly and those operating points vary
according to the load of the system, the rotor speed, the excitation current and the temperature
of the machine. These four levers make the system long to map since it creates four degrees of
freedom for the mapping of the machine. According to the precision of the mapping required,
the size of the maps and thus the time required may increase sharply. Consequently, it may
become costly for a mass production application such as the i-StARS system developed by Valeo
according to the tolerance of the manufacturing and the precision required on the parameters.
Indeed, if the machines manufactured are not strictly the same, the whole map of parameters
will have to be carried out for every machine coming out of the production line.

A strategy for a fast parameter mapping of the system in order to avoid this consequent loss
of time and money has been implemented on the experimental test bench and will be presented
in this section. This strategy is based on bringing all parameters uncertainties and variations to
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Figure 2.20. Diagram of the mapping strategy

a single, or two, parameter(s), if possible. So, all the other parameters can be supposed constant
on the whole operating range and the only variable parameters have to adapt online in such a
way to compensate all uncertainties. This online adaptation could be realized using either an
online estimator or a map prede�ned o�ine. The online identi�cation of parameter on which the
one presented here is based is well described in the work of [74]. In this study, two parameters
of a PMSM, the stator resistance Rs and the stator inductance Ls were identi�ed online. This
means these two parameters were estimated when the machine was operating and their estimation
relied on the dq-axis currents measurement in the PMSM. This online parameter identi�cation
was used in this study for a PMSM mechanical sensorless control in order to improve the back-
EMF estimation. A similar technique was also used for the same application in [77] with the use
of a recursive least square (RLS) �lter for the parameter estimation. Another possible application
for online parameter identi�cation, described in [78], is the fault detection in electric machines.
Indeed, when a winding inter-turn short-circuit occurs in the stator of a synchronous machine,
the stator resistance and the stator inductance values vary due to fault current in the short-
circuit, as described in [79]. A fault detector based on the estimated values of the parameters
may then detect a fault in the windings of the stator. The same principle is described in [78] for
the detection of rotor fault in an induction machine.

As mentioned above, the second way to adapt the variable parameters is the use of an o�ine
prede�ned map. According to the manufacturing tolerances and the required precision on the
control, the map can be generated either on a prototype in the laboratory, or at the end of the
manufacturing process. To make the generation of the map easier and faster, we propose to apply
an online identi�cation technique. Therefore, it has been decided in this study to use an online
parameter estimator in order to accelerate the mapping of the parameter µM de�ned in equation
2.32. It has been shown from this equation that estimating µM actually means estimatingM and
other parametric errors included. The strategy of this fast mapping solution is based on the use
of the stator currents to estimate the variable µM with the same estimation technique than the
one used in [74]. For industrially manufactured WRSM, this preliminary work is only necessary
once according to the manufacturing tolerance and the required precision on the estimation of
the stator currents. A diagram summarizing the mapping strategy is shown on �gure 2.20.
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The online parameter identi�cation is de�ned as follow: the q axis current measurement will
be used for the identi�cation of the parameter µM . Let's write the state equation linked to the
q axis current when parameter error are included. From the equations 2.30 to 2.32, equation on
iq leads to:

diq
dt

=
1

Lq
.
(
Vq − R̂s.iq − p.Ω.(L̂d.id + µM .ie)

)
(2.33)

The Jacobian linked to this equation regarding the parameter µM gives:

∂i̇q
∂µM

= −p.Ω.ie
Lq

(2.34)

And the system is observable if ∂i̇q
∂µM

6= 0 and thus from 2.34 if Ω 6= 0 and ie 6= 0.
Thus, the following estimation equation for the parameter µM can be proposed:

µ̂M (t) = µ̂M (t0) +

∫ t

t0

Kq.ĩq(σ).dσ (2.35)

with µ̂M (t) the estimated value of µM , µ̂M (t0) the estimated value of µM at the initialization
of the estimation, ĩq de�ned as ĩq = îq − iq the error between the estimated îq and the measured
iq given by the following equation:

d

dt
îq =

1

L̂q

(
Vq − R̂s.îq − p.Ω.

(
L̂d.id + µ̂M .ie

))
(2.36)

A convergence analysis needs to be conducted in order to mathematically prove that the
equation 2.35 is converging and what value should be assigned to the gain Kq.

To do so, let's consider the steady-state of the system. The equation 2.33 can be written:

Vq − R̂s.iq − p.Ω.(L̂d.id + µM .ie) = 0 (2.37)

and similarly we have:

Vq − R̂s.îq − p.Ω.(L̂d.id + µ̂M .ie) = 0 (2.38)

id can be controlled to 0, which nulli�es the term L̂d.id. Thus the following equation can be
written:

R̂s.îq + p.Ω.µ̂M .ie = R̂s.iq + p.Ω.µM .ie (2.39)

which leads to:

ĩq =
−p.Ω.ie
R̂s

.µ̃M (2.40)

And from 2.35 it gives:

dµ̃M
dt

= −Kq.
p.Ω.ie

R̂s
.µ̃M (2.41)

From 2.41, the estimation equation presented in 2.35 is locally asymptotically stable if the
term Kq.

p.Ω.ie
R̂s

is strictly positive. Independently from the sens of rotation of the rotor, this
condition is guaranteed if Kq.Ω > 0.

Now that the proof of convergence has been demonstrated, this parameter identi�cation
strategy has been implemented on the test bench in order to use it for the fast identi�cation of
the parameter µM .
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As it has been explained before, the di�erent operating points of the system di�er according
to four variables: the excitation current ie, the rotor speed Ω, the load of the machine Γload
and the temperature of the system. A change in these four variables may change the values of
the parameters of the WRSM. For this work, it has been decided not to include a temperature
probe in the machine, due to time limitation and the fact that the thermal behavior of our
protoype is quite di�erent from that of the actual i-StARS. Therefore, the parameter mapping
of the variable µM was performed for a nominal temperature: to reach this temperature, the
machine is beforehand heated by running it to its nominal operating point for a several minutes.
This preliminary step done, the online estimation of µM can be realized. The procedure is the
following:

• First a mechanical load is chosen. For our application, three degrees of mechanical loads
have been considered and applied through an active load connected to the load machine in
front of the studied WRSM.

• For this selected mechanical load, the excitation current is controlled to the desired value.
The excitation current range that is relevant according to the machine data provided by
Valeo goes from 4A up to 12A.

• The speed of the machine is controlled from 100 rpm to 1000 rpm. The output µM of the
parameter estimator is extracted for several steady states rotor speed of the machine.

Once the parameter µM has been extracted for the full speed range of the machine, the
excitation current is incremented, and µM is extracted for the full speed range of the machine
again. Once the full excitation current range has been swept, a new mechanical load is applied
and the whole process starts over.

This whole process is summarized on �gure 2.21. For this application, after a few preliminary
tests, it has been decided to increment the excitation current by 2A for every iteration, and the
rotor speed of 120 rpm. These increments can be modi�ed according to the di�erent needs linked
to the applications.

In this study, three mechanical loads have been chosen, but this again depends on the inherent
constraints of each application. The medium load has been chosen so that it corresponds to a
speed of 750rpm for a q-axis current of 35A. The lowest load corresponds to a q-axis current of
25A for the same speed and the highest load a q-axis current of 45A for the same speed.

Figure 2.22 displays the graph showing the evolution of the value of µM as a function of the
rotor speed for three di�erent excitation currents. The colored dots on the �gure represent the
actual estimated value of µM . It should be reminded that µM includes not only variations of
M, but also all other uncertainties. Several features can be noticed from this �gure. First the
in�uence of the excitation current is obvious from the graph: for medium and high rotor speeds,
the lower the excitation current, the higher the estimated value of µM . This characteristic was
predictable from �gure 2.12 since above an excitation current of 4A, the machine saturates.

The di�erence between the µM obtained and the calculation of M made from �gure 2.12
could also be expected since the estimated value µM is shifted by the di�erent model errors
contained in the estimator. Those model errors are described in equation 2.32, but other non
predicted phenomenons may also be responsible for this di�erence.

On �gure 2.23, the three di�erent graphs of µM as a function of the rotor speed for the
same excitation current ie = 10A but with three di�erent loads (low, medium and high loads).
The evolution of µM on those graphs are similar to the evolution displayed on �gure 2.22. The
fact that, the lower the mechanical load, the higher the estimated value of µM could have been
expected. Indeed the higher the load, the higher the q axis current for a given load which
increases the saturation of the machine and thus reduces the value of the real parameterM . The
Joule e�ect should also be more important, increasing R̃s and thus µM .
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Ω < 1000rpm ?

Initialization of the parameter 
μM = μM0

Initialization of the mechanical load, excitation 
current and rotor speed

Estimate and store the parameter μM

Increment the 
speed

Return to initial speed and increment 
the excitation current

ie < 12A ?

Γload < Γmax ?

END

Return to initial excitation current and 
increment the mechanical load

Yes

Yes

Yes

No

No

No

Figure 2.21. Flowchart of the mapping process.
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Figure 2.22. Evolution of µM with the rotor speed for three di�erent values of ie and a
medium mechanical load.

The evolution of µM as a function of the speed as shown on �gures 2.22 and 2.23 for any
excitation current is not linear. For low speed, the drop of the value of µM can be explained

by the term − R̃s.iq
p.Ω.ie

in equation 2.32: for a given R̃s > 0, the lower the speed Ω the higher the
absolute value of this term, decreasing the value of µM hence the drop. The rise at high speed is
however di�cult to explain with equation 2.32. This rise is probably due to one or several other
neglected phenomenons that would impact the value of µM for large speed.

A possible strategy for the mapping of µM at this point is to divide the rotor speed range in
sections and to attribute a value to µM for each sector. This solution however leads to accuracy
issues: indeed when the rotor speed is on the edge of two sections, the value attributed to µM

Figure 2.23. Evolution of µM with the rotor speed for ie = 10A and three di�erent mechanical
loads.
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Figure 2.24. Evolution of µM with the rotor speed for ie = 4A and a medium mechanical
load: experimental points and polynomial extrapolation.

presents an error that can be high if the number of section is low. If the number of sections is
high, the precision of the map is enhanced but this requires to also increase the memory needed
on the hardware of the system to store the map data.

Another solution relies on the fact that the graphs of µM as a function of the speed on �gures
2.22 and 2.23 can be extrapolated as polynomial functions. An example of polynomial function
of degree 3 is given on �gure 2.24.

The polynomial extrapolation on �gure 2.24 has been realized using the least squares method
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Figure 2.25. Diagram showing the mapping of µM using an extrapolated function on the
rotor speed.
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with an appropriate Matlab toolbox and the �t is described by a r-squared of 0.988 which is sat-
isfying for this application. The polynomial extrapolation of the experimental results allows
avoiding the use of discrete sections and to have a mapping of parameter µM for a given me-
chanical load and excitation current that is a function of the rotor speed only. The mapping of
µM with the use of an extrapolated function on the rotor speed is given in �gure 2.25.

The extrapolation of �gure 2.24 gives a function fµ1 : R → R. The same principle can be
used to elaborate a continuous function fµ2 : R2 → R to completely characterize µM for another
variable. Figure 2.26 shows the parameter estimation results as a function of the speed and the
excitation current. This function allows to extrapolate the discontinuous experimental results in
a continuous fµ2 : R2 → R function.

From �gure 2.26, all the experimental estimations of µM for a medium mechanical load are
displayed along two axes: the rotor speed (like it was already done on �gure 2.22) and the
excitation current. This allows extrapolating the data and plot a surface representing a function
fµ2 : R2 → R. From the equation of this surface, it then possible to access to µM for any value
of ie and Ω in their respective operating range and thus avoid the section e�ect described earlier.

The graph on 2.26 is extrapolated based on 4 di�erent excitation currents. A better ex-
trapolation could be achieved with a lower excitation current increment or a lower rotor speed
increment.

The same extrapolation fµ2 : R2 → R can be realized with a �xed excitation current and by
using the mechanical load as a second variable. The results are displayed on �gure 2.27 for an
excitation current of 10A. As for the graph displayed on �gure 2.26, this R2 → R extrapolation
allows obtaining a continuous function for µM with the mechanical load and the rotor speed as
variables. According to the application, one R2 → R extrapolation can be preferred compared
to the other. If there are few di�erent mechanical loads applied to the system, the �rst R2 → R
extrapolation presented on �gure 2.26 would be privileged, whereas if in the other hand the
system is designed to run with only a few excitation current, the second R2 → R extrapolation

Figure 2.26. Evolution of µM as a function of the speed and the excitation current for a
medium mechanical load: experimental points and polynomial extrapolation.
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Figure 2.27. Evolution of µM as a function of the speed and the mechanical load for ie = 10A:
experimental points and polynomial extrapolation.

solution presented in �gure 2.27 should be opted for. Another mean to implement the obtained
map of µM is to use an intrapolated look-up table (LUT). Here, this leads to a R3 → R LUT
with 3 inputs (ie, Ω, iq) and 1 output (µM ). Its use is rather easy with MATLAB-Simulink.
However, its implementation on an industrial control card depends on its ability to realize this
kind of LUT with interpolation integrated in.

In this section, a fast and easy to implement strategy has been developed to rapidly map
a parameter of a machine. In our application, only one parameter, the variable µM has been
mapped, due to the fact that this parameter is the most sensitive and the most subject to
variations according to the operating point. As it has been explained, due to the model used,
relying on state equations that includes other parameters of the system that might contain errors,
the estimated parameter µM in output of the online parameter estimator includes the actual value
of M and parameter representing the other modeling errors. According to the operating point of
the system (mechanical load and excitation current), several functions of µM depending on the
rotor speed can be extrapolated from the experimental measurements. If the application allows
it, it is also possible to realize a 3D extrapolation with a function fµ2 : R2 → R by making the
excitation current or the mechanical load another variable of the function of µM alongside with
the speed.

The experimental results using this parameter mapping for current sensorless control are
presented in details in chapter 4. The functions describing the evolution of µM have been stored
in di�erent sections corresponding to one excitation current and one mechanical load. As it
has been stated earlier, in our application, three di�erent mechanical loads and �ve excitation
currents (between 4A and 12A) have been examined and used for the mapping of µM and the
mapping has been made using the process showing on �gures 2.20 and 2.21.

If a temperature probe is available in the system setup, it could also be worth considering
the mapping by adding the temperature as a new variable. To do so, the whole mapping process
presented on �gures 2.20 and 2.21 needs to be redone for di�erent temperature in order to fully
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cover all the operating points of the machine. The mapping process described on the �owchart
2.21 should be �rst done at the lowest point of the temperature range, then the temperature
needs to be incremented and the process carried out again and so on until the highest point
of the temperature range is reached. This can lead to a new dimension in the LUT, giving a
R4 → R function.

Conclusion

This was focused on the study of the i-StARS WRSM in order to obtain an exhaustive model
that can be used to de�ne the current observers. Since the experimental test bench was designed
in the GREEN laboratory, the system is slightly di�erent from the one developed by Valeo. The
WRSM is the same, the i-StARS claw pole machine but the mechanical load, that is created by
the connection to the ICE in the mild-hybrid application, is here induced by another claw pole
alternator connected to an active load to be able to change the mechanical load level. The rest
of the experimental test bench, the power electronics and the sensors used, have been designed
with the aim of having the same characteristics than the industrial product.

A brief overview of the magnetic modeling of the machine realized in Dr. Devornique's work
has been presented. The behavior of the model of the i-StARS developed being precise and fast
to compute, this FEA-based modeling could be useful to access to a machine's parameter and
simulate a current sensorless control during the development phase of a project. For the i-StARS
modeling, the magnetic model is precise enough to obtain the back-EMF of one operating point
of the machine but the whole spectrum of the machine could be characterize the same way. The
electric model of the WRSM has then be developed in order to obtain the state equations of
the dq-axis currents, the excitation current and the rotor speed. For this claw pole WRSM,
the excitation current of the rotor is directly coupled with the d-axis current, and generates the
excitation �ux. The interpole magnets of the i-StARS also have an impact on the �ux from the
rotor to the stator but it is negligible. The saturation exists in the machine but in order to access
the current taking in account this phenomenon, a FEA should be used for every operating point
of the machine, which highly increases the complexity of the modeling. The damping e�ect for
this kind of machine has been theoretically studied but is not signi�cant in the i-StARS.

From the state model developed, the di�erent parameters have been experimentally identi�ed
for one operating point. To obtain a comprehensive identi�cation, the parameters should be
identi�ed for all the functioning range of the machine at di�erent temperature, which is a very
long process leading to a bulky map of parameters. Instead, it has been decided to identify
the machine's parameters for a single operating point, and then estimate online one parameter
only for the other operating points. This parameter's role is to absorb the errors of the other
parameter in the model. To choose the parameter to estimate, a sensitivity study has been
realized. Since the mutual inductance M is the most problematic of all the electric parameters
linked to the stator currents, a new parameter µM has been introduced in order to absorb the
error on M and other error in the model. This parameter µM has then be estimated online for
the whole range of the machine at a given temperature along 3 variables : the rotor speed, the
excitation current and the load of the WRSM. The points obtained are then extrapolated along
the speed. This gives several functions of µM along the speed allocated in di�erent sections of
speed and load. It would also be possible to extrapolate the discontinuous R → R to R2 → R
functions or one R3 → R extrapolating the estimated µM along all the variables, but this requires
a large data storage hardware. Taking in account the temperature for this mapping process is
possible with a temperature sensor but it has not been done in this study.

The next chapter will focus on nonlinear observers development for the stator current ob-
servation. The mapping results of µM will be used in chapter 4, where the µM map will be
connected to the nonlinear observer developed to enhance the observation precision.
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Chapter 3 : Strategies of Current Sensorless Control

Introduction

In chapter 2, it has been shown that the electric modeling of the machine, as detailed as
it can be, cannot take in account with precision all the physical phenomenons occurring in the
machine. In addition, the change of temperature, of functioning point or the wear of the passive
components induce a variation of the values of the passive components in the electric model. In
that regard, relying only on the model of the system to control it does not appear as a satisfying
option. On the other hand, an open loop control is not worth considering for our application,
since the torque supplied by the electric powertrain needs to be controlled. Some studies, detailed
in the �rst chapter, achieve current reconstruction based on the knowledge of the current on the
DC bus of the inverter. The state of the MOSFETs being known, it is indeed possible to retrieve
the phase currents with this method. However in our system con�guration there is no sensor
available on the DC bus of the inverter.

For those reasons the chapter 3 will be focused on the current sensorless control strategies.
Usually controllers are based on the feedback of the di�erent sensors on the system. For a
regular current or torque control, the phase current sensors on the WRSM are needed because
the information that they carry constitute the feedback.

Torque and current controllers are widely used for hybrid automotive applications. Indeed the
electric powertrain is designed to supply a speci�c torque to the main powertrain. In addition,
controlling the currents in the stator is important for the reliability and the safety of the system:
it avoids the peak currents to become to high and potentially to become destructive for the
system and accelerate the wear of the components.

On our system, the aim is to achieve a current control in order to impose the mechanical
torque and avoid current overshoots, but the phase currents measurements are not available. As
it will be detailed in the �rst part of this chapter, the choice has been made to estimate those
currents with a nonlinear state observer. Indeed, with this strategy, an existing control loop
doesn't necessarily have to be modi�ed, the nonlinear observer can just be added in the loop to
obtain the currents that are then injected in the existing control loop. The inherent condition
in order to be able to use this strategy is to guarantee the observability of the system. The
demonstration of observability will be given in the �rst part of this chapter.

Di�erent kinds of nonlinear observers have been tested for the current sensorless application.
Among the di�erent existing state observers, those that will be presented in this study are the
Extended Kalman Filter (EKF) and di�erent versions of a proposed state observer based on
Lyapunov candidate functions convergence. These observers and the simulation results will be
introduced in a second part of this chapter. As it will be explained, those observers are useful
for current estimation because they can reduce some errors that are unavoidably present in the
electric model. The mechanical parameters errors in particular are well absorbed by the proposed
state observer, which is a strong asset considering the fact that the mechanical parameters may
vary with the weight of the vehicle or the shape of the road, and thus unknown in advance.

In a last part, another observer topology based on Lyapunov function with the control vector
generation included in the same loop have been developed and tested in simulation. As it will
be detailed, the control vector is integrated to the Lyapunov function, and the control vector is
generated at the same time than the observation of the stator currents. This topology is useful
for high speed systems, since it allows raising the control dynamic at the same level than the
observation dynamic.

Other strategies that have not been investigated in details can be considered for that kind
of application. Among them, strategies based on model predictive controllers (MPC) could
be developed further in the context of a future work. The main issue of MPC strategies that
can be immediately raised is the fact that the whole controller needs to be adapted with this
strategy. Indeed, MPC controllers have a di�erent architecture from the current loop controllers.
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In addition, MPC strategies requires to predict the future states after a certain chosen number
of iteration, requiring a potentially high computing power if the number of iteration is high.
This could become an important drawback for industrial applications. More precisions on MPC
controller applied to a WRSM are given in [80] and [81]. Model-Free Controllers (MFC) could
also be investigated on current sensorless applications as an alternative that could reduce the
model sensitivity towards modeling errors [82].

3.1 The current sensorless control strategy

3.1.a Choice of the strategy

In industrial applications, and particularly the automotive industry, reducing the manufac-
turing costs is one of the most challenging issues. Hybrid technologies for vehicles are subjected
to the same constraints and one appealing solution to optimize the manufacturing costs is to
spare the use of sensors in the electric powertrain and thus avoid their inherent costs. Open-
loop control of the powertrain can be considered but it leads to security and reliability issues.
Sensorless control however allows to remove sensors while guaranteeing the control of the system.

Current sensorless control however leads to di�erent issues. The main di�culty is that it
is impossible to directly use the common current-loop based controllers. The classic PID, the
sliding-mode control described in [31] and [83] or the Flatness Based Control (FBC) are all
controllers where the phase currents feedbacks are needed.

The papers [53] and [55] propose to rebuild the phase current, knowing the DC-current in
the input of the inverter and the states of the switches (see 1.4.b). This is a viable solution when
phase currents are not available, however this requires that there is a current sensor mounted
on the DC stage of the inverter. This leads to several issues: �rst the DC bus of an inverter
is often a bus bar, requiring a relatively bulky hall e�ect current sensor as shown on �gure 3.1.
In addition the switch of the MOSFETs may provoke current peaks with high dynamics which
would impose the use of large bandwidth, and thus expensive, current sensors, canceling the

Figure 3.1. Bus bar of the i-Stars circled in red.
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bene�ts expected by the removal of the phase current sensors on the manufacturing costs.
It is also worth considering an open-loop prediction of the future current based on a step-by-

step calculation relying on the phase current equations. However this solution requires to have
a strong reliable model of the system and precise knowledge of the passive components of the
inverter and the machine, which is not the case most of the time, as seen in the previous chapter
of this thesis.

As mentioned previously in the introduction of this chapter, the MPC strategies are also
a possible solution, and they can constitute an alternative strategy for the current sensorless
control. However the MPCs have an architecture that is distinct from the other current feedback
controllers [80], [81]. This is a problem when the architecture of the controller is imposed, or
when the current sensorless control is implemented as a backup solution to improve reliability of
a system that does not use a MPC controller originally.

For these reasons, observers have been used in order to estimate the unmeasured phase
currents. Indeed as shown on �gure 3.2, the estimation of the phase currents with an observer can
be done outside the control loop. In that way, the observer bloc can be activated or deactivated
according to the operating mode. As an example, in an aircraft application, where the current
sensorless control is only used as a backup solution if the current sensors are not operational, the
phase currents observer can be unused during a normal operating mode and activated if needed
without disrupting or modifying the main control chain.

Since the system considered is nonlinear as seen in chapter 2, mainly due to the coupling
between the d-axis current id and the excitation current ie (see the system of equation 2.11). In
order to take in account those nonlinearities of the system, the observers' model used need to
be nonlinear as well. Di�erent kind of nonlinear observers exist. One of the most popular in the
automatic �eld is the Kalman �lter, and more particularly its nonlinear version, the Extended
Kalman �lter (EKF). This observer will be presented with more details in the next section of
this chapter. An other method of nonlinear observation will be introduced using the convergence
analysis of Lyapunov candidate functions. The principle of this observer, �rstly introduced in
[84] and [85] and modi�ed to be applied to the state variables id and iq, will be detailed in the
next section too. An extension of this observer including the calculation of the control vector
Vdq in the same loop has also been investigated on.

The strategy proposed using observers to retrieve the phase current is appealing and seems to
be a solution presenting numerous advantages. However the system considered has to be proved

Figure 3.2. Diagram of the current sensorless control strategy with the use of an observer.
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observable beforehand. The following paragraph will be dedicated to the proof of observability
of the system as it has been de�ned in chapter 2.

3.1.b Proof of observability

Before going any further and develop the structures of each observers, the observability of
the system needs to be demonstrated. By de�nition, a system is considered observable if the
measures of its inputs and output during a �nite time [t0; tf ] allows determining the initial state
x(t0) and, by integration of the state equations, knowing x(t) at any instant included in [t0; tf ].
For a linear system, the necessary and su�cient condition of observability is guaranteed by a
condition on the rank of the observability matrix, such as :

rank


C
CA
...

CAn−1

 = n (3.1)

with A the state matrix and C the observation matrix, both de�ned by the system in its
state-space representation. This criteria for observability can however only be used for linear
systems, which is not the case for a WRSM where the speed of the rotor and the currents are
coupled (see the system of equation 2.11 in chapter 2). This means that the feasibility of the
estimation of the stator currents given some measured state variables and their derivatives have
to be checked in nonlinear conditions. As seen in chapter 2, the modeling of the system with its
state variables gives:

d
dt id = Le

Ld.Le−M2

(
Vd −Rs.id + p.Ω.Lq.iq − M

Le
(Ve −Re.ie)

)
d
dt iq = 1

Lq
(Vq −Rs.iq − p.Ω. (Ld.id +M.ie))

d
dt ie = Ld

Ld.Le−M2

(
Ve −Re.ie − M

Ld
(Vd −Rs.id + p.Ω.Lq.iq)

)
d
dtΩ = 1

J (p.iq.M.ie − f.Ω− Γ0)

(3.2)

To formulate the problem in a mathematical form, let us consider in a �rst approach the state

variables (containing the variables to estimate, the stator currents in the d-q axis) x =


id
iq
ie
Ω

 and

the measured variables are y =

[
ie
Ω

]
.

The system (3.2) is nonlinear and non autonomous. The observability demonstration that
will be performed can not rely directly on the same demonstration than for a linear dynamic
system. To do so, the system as to be linearized around operating points as it is well explained
in [86] and [74]. As demonstrated in [86], [87] and in [88], a rank condition can be used to prove
the local observability, i.e the observability around the linearized point. This is formally de�ned
as follow. Let's consider a nonlinear system described as:{

ẋ = f(x) + g(x).u
y = h(x)

(3.3)

with x ∈ Rn the state variables, u ∈ Rm the control vector and y ∈ Rp the measured variables.
The observation space O is de�ned by the smaller vector space containing h1, h2, ..., hp and their
successive Lie derivates:

O = span{Ljfhi(x); i = 1, ..., p; j = 0, 1, 2, ...} (3.4)
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with Ljfh = Lf (Lj−1
f h), j ≥ 2 and L0

fh = h where:

Lfh(x) =

n∑
i=1

fi(x)
∂h(x)

∂xi
(3.5)

is the Lie derivates of h(x) along the integral curve of f(x). The system 3.3 is then locally
observable in the neighborhood of x0 ∈ Rn if the rank of the observability matrix dO is full rank:

rank dO(x0) = n (3.6)

In concrete terms, to study local observability, it is required to verify the rank of the observ-
ability matrix dO de�ned as follow:

dO =
∂ẏ

∂x
=

[
∂fie
∂id

∂fie
∂iq

∂fΩ
∂id

∂fΩ
∂iq

]
(3.7)

where fie and fΩ, referring to 3.2, are given by:

fie = d
dt ie, fΩ = d

dtΩ

When developing 3.7, it yields:

dO =

[
−M.Rs

M2−Ld.Le

p.M.Lq

M2−Ld.Lq

0 p.M
J .ie

]
(3.8)

From 3.8 it is possible to conclude that dO is always full rank if ie 6= 0, even at standstill
(when Ω = 0) and when id = iq = 0. This result shows that the measured variables y =

[
ie Ω

]T
contains enough information for the estimation of x =

[
id iq ie Ω

]T .
It is also important to notice that this system is observable for a given set of parameters. As

it has been explained, the parameters of the system will vary according to di�erent event, such
as the wear of the passive components, the temperature of the system or the saturation of the
machine for some operating points.

In this con�guration of observability, there are two measured state variables : ie and Ω. In
theory, it is possible to use only the excitation current and its derivative form. Indeed if we write
the observability matrix dO as in 3.7 with :

fie = d
dt ie, fie2 = d2

dt2
ie

When developing the observability matrix dO in this con�guration, we obtain:

dO =

[
−M.Rs

M2−Ld.Le

p.M.Lq

M2−Ld.Lq

O21 O22

]
(3.9)

with: dO21 = Ld
Ld.Le−M2 .

(
−Re.M.Rs
Ld.Le−M2 − Le.R2

s .M
Ld.(Ld.Le−M2)

− p.Ω2.Ld

)

dO22 =
Ld

Ld.Le −M2
.

(
Re.M.p.Ω.Lq
Ld.Le −M2

+
Le.Rs.M.p.Ω.Lq
Ld. (Ld.Le −M2)

+ p.Ω.Rs +
2.p2.iq.Lq.M.ie

J
− p.Lq. (f.Ω + Γ0)

J

)
It can be noticed that this observability matrix dO is full rank even at the standstill of the

machine. This con�guration shows that in theory it is possible to avoid using the mechanical
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equation of the machine as a state equation. However, this requires to have access to the measure
of the derivation of the excitation current, which is di�cult to realize in practice. This would
indeed require a high quality, thus relatively expensive, current sensor on the excitation circuit
with a bandwidth large enough. This solution would also be vulnerable to measurement noises.

In a second time, the observability of the system including two parameters will be tested.
To reduce the impact of the error on the parameters values of the system, a parameter error
vector xp is introduced, with xp =

[
Ip ∆Γ

]T . Ip is introduced in order to absorb the errors on
the electrical parameters that would not be included in µM (see 2.32 in chapter 2), and ∆Γ to
absorb the errors on the mechanical parameters.

When these parameters are added in the system of equation 3.2 it gives:



d
dt id = Le

Ld.Le−M2

(
Vd −Rs.id + p.Ω.Lq.iq − M

Le
(Ve −Re.ie)

)
d
dt iq = 1

Lq
(Vq −Rs.iq − p.Ω. (Ld.id −M.ie))

d
dt ie = Ld

Ld.Le−M2

(
Ve −Re.ie − M

Ld
(Vd −Rs.id + p.Ω.Lq.iq)

)
d
dtΩ = 1

J (p.iq.M.ie − f.Ω− Γ0 −∆Γ)
d
dtVDC = ibat

Cf
− Vd.id+Vq .iq

Cf .VDC
− Ip

Cf

(3.10)

In this con�guration, both the input �lter voltage VDC and the battery output current ibat
which were unused in the precedent observability study are now needed. For the observability
demonstration, the vector of measured variables y =

[
ie Ω VDC

]T and the vector of estimated

variables x =
[
id iq ie Ω VDC Ip ∆Γ

]T are introduced.

The choice of ∆Γ as a torque error seems logical in our application since no information
is available on the load and the friction forces of the machine and it is likely to vary during a
driving cycle of the vehicle. The reason why Ip has been chosen as one of the parameter error
added in the system of equation in order to take advantage of the measure of the DC voltage
available. Indeed Ip represents in this con�guration a current error due to the losses in the DC
part of the inverter. In addition, an error parameter, the parameter µM introduced in chapter 2,
has already been used in the equation of iq. It will however not be part of the nonlinear observer
study conducted in this chapter.

This con�guration of parameter error vector is a choice. Other parameters could have been
introduced and added on the other equations of the system model. However this set of parameter
errors have been privileged because they are located on measured variables and have di�erent
natures : ∆Γ is homogeneous to a mechanical torque and Ip to a current. Moreover, as it will
now be demonstrated, the con�guration described by 3.10 is observable.

With the same method than the one used previously, the rank of the new observability matrix
dO de�ned bellow has to be found:

dO =
∂ẏ

∂x
=


∂fie
∂id

∂fie
∂iq

∂fie
∂Ip

∂fie
∂∆Γ

∂fΩ
∂id

∂fΩ
∂iq

∂fΩ
∂Ip

∂fΩ
∂∆Γ

∂fV
∂id

∂fV
∂iq

∂fV
∂Ip

∂fV
∂∆Γ

∂fie2

∂id

∂fie2

∂iq
∂fie2

∂Ip
∂fie2

∂∆Γ

 (3.11)

where fie, fΩ, fV and fie2, referring to 3.10, are given by:

fie = d
dt ie, fΩ = d

dtΩ, fV = d
dtVDC and fie2 = d2

dt2
ie
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When developing the new observability matrix dO from 3.11 it gets:

dO =


−M.Rs

M2−Ld.Le

p.M.Lq

M2−Ld.Lq
0 0

0 p.M
J .ie 0 −1

J
−Vd

Cf .VDC

−Vq
Cf .VDC

−1
Cf

0

dO41 dO42 0
−Ld.p.Lq .iq
J.(Ld.Lf−M2

 (3.12)

with: dO41 = Ld
Ld.Le−M2 .

(
−Re.M.Rs
Ld.Le−M2 − Le.R2

s .M
Ld.(Ld.Le−M2)

− p.Ω2.Ld

)

dO42 =
Ld

Ld.Le −M2
.

(
Re.M.p.Ω.Lq
Ld.Le −M2

+
Le.Rs.M.p.Ω.Lq
Ld. (Ld.Le −M2)

+ p.Ω.Rs +
2.p2.iq.Lq.M.ie

J
− p.Lq. (f.Ω + Γ0)

J

)
From 3.12, it is possible to conclude that, like for 3.8, the matrix dO is always full rank if

ie 6= 0, hence the system is locally observable in this con�guration too.

3.2 Presentation of the observers used for currents estimation

The local observability of the phase currents have been demonstrated for di�erent con�gura-
tions in the previous section. This section will now focus on the nonlinear observers that have
been used for the estimation of the phase currents in the stator of the WRSM.

Logically the �rst nonlinear observer that has been tried for this study and that will be
presented in this section is the extended Kalman Filter (EKF), since it is a widely used tool
in industrial automation. Another nonlinear observer, originally from [84] but adapted here for
state variables, has been used, showing good results in simulations and experimental works. Two
versions of this proposed nonlinear observer will be presented, one simple estimating only the
phase currents in the WRSM and an extended one including the estimation of two parameters
∆Γ and Ip (introduced in the previous section for the demonstration of observability).

3.2.a The Extended Kalman Filter

The Kalman �lter is an extremely widely used tool in the �eld of automation. Indeed it is
a tool that can be adapted to di�erent type of applications. Extended reviews on Kalman �lter
and its applications are made in [89], [90]. It can be used as a �lter, as its name stands for, in
order to reduce the noise or to retrieve incomplete data from a measure. It can also be used as
an observer of a variable when other measures are known. The nonlinear form of the Kalman
�lter, the extended Kalman �lter has been developed for the same applications and is based on
the same principles but can be applied to nonlinear systems. This is the version that will be
developed in this work since the system studied is nonlinear.

The EKF operating principle can be divided in two parts:

• First a prediction part, that calculates the next step observed variables based on the state-
model of the system

• In a second time there is an update part, that calculates a prediction on the error made
on the system output
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Let us consider a discretized nonlinear system described by the following equations:{
Xk+1 = f(Xk, uk)
Yk = h(Xk, uk)

(3.13)

with: Xk ∈ Rn the state variables of the system at the kth step, uk ∈ Rm the command
vector at the kth step and Yk ∈ Rp the measured variables at the kth step. f(Xk−1, uk) and
h(Xk, uk) are nonlinear functions given by the system considered.

The prediction part of the EKF gives the predicted estimated state variable given by:

X̂k+1|k = f(X̂k, uk) (3.14)

The update step for the state variable would then be:

X̂k+1 = X̂k+1|k −Kk+1.Ỹk+1 (3.15)

with Kk the near-optimal Kalman gain and Ỹk+1 the measurement residual de�ned by:
Ỹk+1 = h(X̂k+1|k, uk+1)− Yk+1

The near-optimal Kalman gain has to be determined so that the EKF output is stable, i.e
that the observation of X̂k|k converges in a �nite time. From the previous equation, the dynamic
of estimation error X̃k = X̂k −Xk can be deduced:

X̃k+1 = f(X̂k, uk)− f(Xk, uk)−Kk+1.
(
h(X̂k+1|k, uk+1)− h(Xk+1|k, uk+1)

)
(3.16)

The �rst degree Taylor series associated to the functions f and h from 3.16 give:

f(X̂k, uk)− f(Xk, uk) = Ak.X̃k +RF (Xk, X̂k, uk)

h(X̂k+1|k, uk+1)− h(Xk+1|k, uk+1) = Ck+1.X̃k+1|k +RH(Xk+1, X̂k+1|k, uk+1)
(3.17)

with:
Ak = ∂

∂X f(X̂k, uk)

Ck+1 = ∂
∂Xh(X̂k+1|k, uk+1)

(3.18)

and RF (Xk, X̂k, uk) and RH(Xk+1, X̂k+1|k, uk+1) are the residual terms with a degree equal
or superior to 2 at the point X̃k and X̃k+1|k respectively.

Finally when reusing 3.17 in 3.16, it gives:

X̃k+1 = (Ak −Kk+1.Ck+1.Ak) .X̃k + ∆k+1 (3.19)

with ∆k+1 the linearization error given by:

∆k+1 = (In −Kk+1.Ck+1) .RF (Xk, X̂k, uk)−Kk+1.RH(Xk+1, X̂k+1|k, uk+1) (3.20)

When considering the error ∆k+1 negligible, the full characterization of the EKF can be
summarized by the following equations:

• Prediction step:
X̂k+1|k = f(X̂k, uk)

Pk+1|k = Ak.Pk.A
T
k +Qk

(3.21)

with Pk+1|k the predicted covariance matrix of the error of observation, Pk the covariance
matrix of the error of observation and Qk the covariance matrix of process noise.
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• Update step:

Kk+1 = Pk+1|k.C
T
k+1.

(
Ck+1.Pk+1|k.C

T
k+1 +Rk

)−1

Pk+1 = (In −Kk+1.Ck+1) .Pk+1|k
X̂k+1 = X̂k+1|k −Kk+1.Ỹk+1

(3.22)

with Rk the covariance matrix of measurement noise.

The performances of the EKF depend largely on the choice of the matrix Rk and Qk. This
is even more true when there are errors on the initialization of the di�erent gains and of the
observed state variables vector X̂0 of the system. These matrix are di�cult to obtain. Some
methods such as the Autocovariance Least-Square (ALS) method described in [91] can be used
for linear systems, but with nonlinear systems, the linearization error might be responsible for
an increased error on Rk and Qk. This is the main drawback of the use of the EKF as a
nonlinear observer. The choice of the initial state variables X̂0 can be deduced with a satisfying
precision thanks to the modeling of the system. In our case however, as it will be seen later, the
initialization of the EKF being at standstill of the machine, the initialization is not a problem,
all the observed state variables being equal to zero. The initial value P0 of Pk+1|k also has to be
determined, but it is usually enough to choose a diagonal matrix in which the values correspond
to the uncertainties on the initial state variables. If the initial values are perfectly known, the
P0 chose can be a zero matrix.

The EKF observer principle has been described generically. Applied to our system described
by the equations 3.2, the state variables vector X is given by X =

[
id iq ie Ω

]T and the

measured variables vector Y is given by Y =

[
ie
Ω

]
. As demonstrated the subsection "Proof of

Observability", the system is locally observable in this con�guration. The study on the EKF
applied to the WRSM for a current sensorless application has been published in [92] and [93].

As seen in the description of the EKF, this version of the EKF observer can be applied on
discretized systems. In the system considered, the discretized system of equation based on 3.2
gives the following discretized system:



id(k + 1) = id(k) + ∆T. Le
Ld.Le−M2

(
Vd −Rs.id(k) + p.Ω(k).Lq.iq(k)− M

Le
(Ve −Re.iq(k))

)
iq(k + 1) = iq(k) + ∆T. 1

Lq

(
Vq −Rs.iq(k)− p.Ω(k). (Ld.id(k)−M.ie(k))

)
ie(k + 1) = ie(k) + ∆T. Ld

Ld.Le−M2

(
Ve −Re.ie(k)− M

Ld
(Vd −Rs.id(k) + p.Ω(k).Lq.iq(k))

)
Ω(k + 1) = Ω(k) + ∆T. 1

J

(
p.iq(k).M.ie(k)− f.Ω(k)− Γ0

)
(3.23)

The constant ∆T corresponds is the time step related to the sample rate of the system.
Based on the system of equation 3.23, it is possible to deduce the functions f(Xk, uk) and

h(Xk, uk) from 3.13.
The system with the EKF observer has been implemented in simulation with Matlab/Simulink,

in order to test the performances and the feasibility of the state currents observation with this
tool. The simulation results when no parameter errors are added in the EKF model are presented
on �gure 3.3 to 3.5.

Figures 3.3 and 3.4 features the estimation results in output of the EKF for a simulated start
of the machine at t = 0.1s from 0rpm to 500rpm and an acceleration at t = 1.5s from 500rpm to
800rpm. At the initialization of the EKF, an error of 5A is introduced on the estimated dq-axis
currents.

As it can be seen from those two graphs, even with errors introduced on the initialization
of the currents, the EKF outputs converge towards the real currents when no parametric errors
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Figure 3.3. Comparison between the real d-axis current and the EKF estimation without
parametric error.

Figure 3.4. Left: real iq and EKF estimated iq without parametric error. Right: error between
the real and the estimated iq.

are introduced in the EKF equations. The transient phases provoke errors on the currents but
they converge back towards the real currents values. In order to characterize the in�uence of
the choice of the matrix Rk on the convergence speed of the EKF outputs, �gure 3.5 show the
dynamic of convergence and the noise rejection for of the estimated q-axis current towards the
real current values for two di�erent set of Rk and Qk.

As it can be seen from �gures 3.5, the value chosen for Rk and Qk in�uences the convergence
of the current estimation and the noise rejection. For this test, a measurement noise is added on Ω
and ie in input of the EKF. When the covariance matrix of measurement noise Rk (corresponding
to the measurement uncertainties) is high compared to the covariance matrix of process noise
Qk (corresponding to the model uncertainties), the noise on the current output is reduced but
the estimation take a longer time to converge. On the other hand, when Rk is small compared
to Qk, the noise e�ect on the estimation current is greater, but the EKF converges faster.
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Figure 3.5. Comparison of the EKF q-axis estimation for two sets of Rk and Qk for a simulated
start of the WRSM from 0rpm to 500rpm at t=0.1s with noise on the measurements. Top: global
view. Bottom left: zoom on the steady-state. Bottom right: zoom on the start.

3.2.b The proposed observer

It has been mentioned before that the �rst observer implemented and tested on the current
sensorless control was logically the Extended Kalman �lter, since it is a very common tool in
automation engineering. The EKF has been described and the results associated are given in
the previous subsection.

After setting up the EKF observer, it has been decided to test another kind of observer based
on a di�erent convergence principle.

In 2013, an parameter observer applied to a DC/DC converter has been developed in the
GREEN laboratory in the context of the thesis of Dr. Hugues Renaudineau. This parameter
observer was used to observe some parameters of the system thanks to the measures of state
variables (the currents and voltages in the converter) and the convergence of the observation was
based on the convergence analysis of a Lyapunov candidate function describing the energy of the
system. This observer showed good results that are given with all the details needed in [84] and
[85].

In the context of current sensorless control, the estimation needed are not parameters but
the stator currents and thus state variables. Due to this fact, the observer proposed in Dr.
Renaudineau's work has been modi�ed to comply to the problematic of this work, and will be
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detailed in the next paragraphs.
Let us consider a continuous system whose state-space model can be put under the following

formulation: {
ẋ = fx(y, u) + g(y, u).x
ẏ = fy(y, u) + h(y, u).x

(3.24)

where y corresponds to the measured variables, x is the vector of the state variables to observe
and u represents the control vector. The nonlinear functions fx(y, u), fy(y, u), g(y, u) and h(y, u)
are considered continuous and derivable at least one time, and are determinable thanks to the
state-space model of the system.

If a system can be put under the form presented in 3.24, the proposed observer associated is
written: {

˙̂x = fx(y, u) + g(y, u).x̂− η(y, u).εy
˙̂y = fy(y, u) + h(y, u).x̂−K.εy

(3.25)

with ŷ the estimation of the measured variables, x̂ the observed unmeasured state variables.
The term εy is the di�erence between the estimation of y and the measures of y, de�ned math-
ematically by εy = ŷ − y. The constant matrix K and the function η(y, u) need to be designed
in a way that the convergence of the observation is guaranteed. Thus their expressions will be
determined later with the demonstration of convergence of observation.

In order to demonstrate the convergence of this proposed observer, let us analyze the dynamics
of estimation error. These dynamics are given the derivation of εy and εx (the di�erence between
the estimation of x and the real x: εx = x̂− x). This is clearer when put through equations:{

ε̇x = ˙̂x− ẋ
ε̇y = ˙̂y − ẏ (3.26)

From 3.24 and 3.25, the system of equations 3.26 leads to:{
ε̇x = g(y, u).εx − η(y, u).εy
ε̇y = h(y, u).εx −K.εy

(3.27)

Now, as announced in the introduction of this paragraph on the proposed observer, the
convergence of this topology of observer is based on the convergence on an associate Lyapunov
function.

The Lyapunov candidate function associated to this observer that has been chosen is written:

V =
1

2
.
[
εTx εTy

] [εx
εy

]
(3.28)

To demonstrate a convergence of the system, the derivation of the Lyapunov candidate func-
tion has to be strictly negative. From 3.28, the derivation of V gives:

V̇ = εTx .ε̇x + εTy .ε̇y (3.29)

From 3.27, 3.29 gives;:

V̇ = εTx . (g(y, u).εx − η(y, u).εy) + εTy . (h(y, u).εx −K.εy) (3.30)

and this leads to:

V̇ = −εTy .K.εy + εTx .g(y, u).εx + εTy .
(
h(y, u)− ηT (y, u)

)
.εx (3.31)
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When considering 3.31, it is possible to remove the non-quadratic term by choosing:

η(y, u) = hT (y, u) (3.32)

In that case V̇ can �nally be written:

V̇ = −εTy .K.εy + εTx .g(y, u).εx (3.33)

In order to guarantee the asymptotic convergence of the observation, according to Lyapunov
stability, the condition V̇ < 0 has to be true. Looking at 3.33, it brings the following conditions:

K > 0
g(y, u) < 0
η(y, u) = hT (y, u)

(3.34)

To conclude, in order to guarantee the asymptotic convergence of this topology of observer,
the correction matrix K has to be de�ned positive, the correction function η(y, u) has to be
chosen equal to hT (y, u) (given by the state model 3.24. In addition g(y, u) has to be Hurwitz
but this depends on the system and it cannot be modi�ed. Let's note that, given the resulting
equation on V̇ in equation 3.33, if the matrix g(y, u) can be considered de�ned negative and
bounded and if K is strictly positive, it exists a constant λ de�ned positive such as:

V̇ = −εTy .K.εy + εTx .g(y, u).εx < −
1

2
.λ.(εTx .εx + εTy .εy) (3.35)

Thus leading to:

V̇ < −λ.V (3.36)

If the observer guarantee this formulation, then the observer can be considered exponentially
convergent. The exponential convergence is stronger than the asymptotic convergence since it
guarantees observability in any conditions.

Now the stability of this proposed observer has been demonstrated, let's apply it to our
study. For the application of the WRSM, and regarding the state equations 3.2, the vector y

of the measured state variables of the system corresponds to y =

[
ie
Ω

]
and the vector x of the

state variables to observe is x =

[
id
iq

]
. When the state model 3.2 is put under the form of the

proposed observer 3.24, it gives for the measured state variables y:

{
d
dt ie = Ld

Ld.Le−M2

(
Ve −Re.ie − M

Ld
.Vd

)
+ M

Ld.Le−M2 (Rs.id − p.Ω.Lq.iq)
d
dtΩ = 1

J (−f.Ω− Γ0) + 1
J .p.iq.M.ie

(3.37)

This leads to, in a more explicit form:[
i̇e
Ω̇

]
=

[
Ld

Ld.Le−M2

(
Ve −Re.ie − M

Ld
.Vd

)
1
J (−f.Ω− Γ0)

]
+

[
M.Rs

Ld.Le−M2
−M.p.Ω.Lq

Ld.Le−M2

0 M.p.ie
J

]
.

[
id
iq

]
(3.38)

By identi�cation, the functions fy(y, u) and h(y, u) from 3.24 can be deduced:

fy(y, u) =

[
Ld

Ld.Le−M2

(
Ve −Re.ie − M

Ld
.Vd

)
1
J (−f.Ω− Γ0)

]
(3.39)
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h(y, u) =

[
M.Rs

Ld.Le−M2
−M.p.Ω.Lq

Ld.Le−M2

0 M.p.ie
J

]
(3.40)

The same procedure can be used for the state equations linked to the vector x:

{
d
dt id = Ld

Ld.Le−M2

(
Vd − M

Ld
.(Ve −Re.ie

)
+ Le

Ld.Le−M2 (−Rs.id + p.Ω.Lq.iq)
d
dt iq = 1

Lq
(Vq + p.Ω.M.ie) + 1

Lq
. (−Rs.iq − p.Ω.Ld.id)

(3.41)

By simplifying 3.41, the following form is obtained:

[
i̇d
i̇q

]
=

[
Ld

Ld.Le−M2

(
Vd − M

Ld
.(Ve −Re.ie

)
1
Lq

(Vq + p.Ω.M.ie)

]
+

[
−Le.Rs

Ld.Le−M2
Le.p.Ω.Lq

Ld.Le−M2

−p.Ω.Ld
Lq

−Rs
Lq

]
.

[
id
iq

]
(3.42)

By identi�cation, the functions fx(y, u) and g(y) from 3.24 can be deduced:

fx(y, u) =

[
Ld

Ld.Le−M2

(
Vd − M

Ld
.(Ve −Re.ie

)
1
Lq

(Vq + p.Ω.M.ie)

]
(3.43)

g(y, u) =

[
−Le.Rs

Ld.Le−M2
Le.p.Ω.Lq

Ld.Le−M2

−p.Ω.Ld
Lq

−Rs
Lq

]
(3.44)

Now the system of equation has been modulated to �t the suitable form of 3.24, it is important
to check that the matrix g(y, u) is Hurwitz, which means that the eigenvalues of the matrix are
negatives.

In the case where Ω = 0, from 3.44 is a negative diagonal matrix so it can be immediately
concluded that g(y, u) is negative and the condition given in 3.34 is guaranteed. In order to
check that the matrix g(y, u) is Hurwitz for all the spectrum of operating point of the WRSM,
the eigenvalues of g(y, u) have been calculated for a speed varying from 0rad.s−1 to 150rad.s−1

in both rotating directions. The real part of the eigenvalues of g(y, u) for −150 < Ω < 150 are
plotted on �gure 3.6.

The matrix K, as seen in the demonstration of the proposed observer, has to be de�ned
positive to have an exponential convergence of the observation. This is the only necessary

Figure 3.6. Real part of the eigenvalues of g(y, u) as a function of the rotor speed.
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condition, the elements of K can be chosen by the user. As a �rst choice, a diagonal matrix
is used. The elements of the diagonal will determine the dynamics of convergence of the state
variable associated. Indeed, the correction term K.εy can be written:

K.εy =

[
k1 0
0 k2

]
.

[
îe − ie
Ω̂− Ω

]
(3.45)

The element k1 will determine the dynamic of convergence of the excitation current and the
element k2 will determine the dynamic of convergence of the rotor speed. Therefore, the elements
k1 and k2 need to be weighted according to the user's needs and the characteristics of the system
studied.

In our system, the condition η(y, u) = hT (y, u) that is required to remove the non quadratic
term of the derivation of the Lyapunov function (see demonstration) brings the following η(y, u):

η(y, u) =

[
M.Rs

Ld.Le−M2 0
−M.p.Ω.Lq

Ld.Le−M2
M.p.ie
J

]
(3.46)

At this point, all the elements needed to de�ne the proposed observer are made explicit
for the WRSM system. In order to check that the performances and stability of this proposed
observer, some simulation with the software Matlab/Simulink have been conducted. To do so,
the proposed observer's equations given before from equation 3.37 to equation 3.46 have been
implemented in a matlab function in the form given in 3.25.

This matlab function describing the proposed observer is then integrated to the main Simulink
�le containing the whole description of the WRSM with its environment (battery, inverter and
input �lter) and the main control chain, and are connected with each other as shown on �gure
3.2.

For the �rst simulations of this paragraph, the system begins at the standstill of the WRSM,
at 0.1s there is a �rst reference step to a rotor speed of 500rpm and at 1.5s there is a second step
from 500rpm to 800rpm. In order to check the stability and the dynamic performances of this
observer, the model of the machine will be considered well known, which translates into the fact
that there are no di�erences between the equations describing the model of the WRSM in the
main simulink and in the matlab function describing the observer. In other simulations shown
later in this section, errors will be added to test the robustness of the proposed observer.

The �gure 3.7 compares, in the conditions of simulations described above, the real d-q axis
currents with the observed dq-axis currents given in output of the proposed observer.

The �rst important remark that can be done from this �gure is that, when the parameters used
in the model of the proposed observer to describe the system are well known, the observed dq-
axis currents converge towards the real stator currents. In addition, the dynamics of convergence
are fast in comparison with the control dynamics. A zoom at 1.5s is given in the �gure 3.8.
Here the convergence of the estimated state variable after a perturbation (in this case a step
in the reference of the speed of the machine) shows that the proposed observer is stable. The
observation of the currents converges fast enough not to be noticeable on �gure 3.7.

Figure 3.7 shows also the exponential convergence of this proposed observer to variations on
the state variables, here on the speed of the rotor. Indeed, the estimator converges at standstill,
then at 500rpm from t = 0.1s to t = 1.5s and 800rpm from t = 1.5s to t = 3s. It is important to
note that the estimated currents are controlled in this simulation and the actual ones are plotted
for comparison purposes.

When errors of initialization on the state variables are added, it is possible to characterize
the speed of convergence of εy as a function of the constant matrix K, as it has been pointed out
with equation 3.45. Figure 3.9 shows the di�erence of convergence speed for εy with a K given
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3.2 : Presentation of the observers used for currents estimation

Figure 3.7. Estimated d-q axis currents in the WRSM with the proposed observer with no
parameter error.

Figure 3.8. Zoom at 1.5s of 3.7 .

by K =

[
20 0
0 20

]
on the left and a K ten times larger on the right. From these two simulation,

the impact of the constant K on the dynamic of convergence of εy is clear, and the larger the
values on the diagonals of K, the higher the dynamic of convergence of ie and Ω.

The tests presented up to this point were presented in the case were there is no error on the
parameters in the model of the observer. However, as it has been shown in the chapter 2, this is
impossible to guarantee on a real WRSM drive. Indeed, the parameters values are modi�ed with
the temperature of the system, with the saturation of the machine or the wear of the components.
For this reason, the proposed observer's robustness to parameter errors in the model has also
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Figure 3.9. Comparison of the dynamics of evolution of εy with two di�erent K.

been tested.
In order to simulate parameter errors, it has been decided to add an error value to all

the parameters that are likely to have their value modi�ed by the causes listed above. Those
parameters are the stator resistor Rs, the mutual inductance M and the stator inductances Ld
and Lq for the electric parameters and the rotor inertia J and the friction forces coe�cient f for
the mechanical parameters. The error terms are then added to the standard values to simulate
errors on the parameters in the observer. The parameter values of the proposed observer are
then written: 

R̂s = Rs + R̃s
M̂ = M + M̃

L̂dq = Ldq + L̃dq
Ĵ = J + J̃

f̂ = f + f̃

(3.47)

The following simulation results shows the comparison between the robustness towards elec-
trical parameters errors of the proposed observer and the EKF. Figure 3.10 shows the results of
the currents estimations with the proposed observer and the EKF with 50% error on the electrical
parameters Rs, Ld and Lq and with noise added on the measures of the speed and the excitation
current. The test performed features a �rst speed step from 0rpm to 500rpm at t = 0.1s and a
step from 500rpm to 800rpm at t = 1.5s.

The two top graphs of this �gure show that the estimations converge to wrong values for both
observers. On the top �gure, corresponding to the q-axis current, the EKF and the proposed
estimator have the same behavior: the estimated iq for both of the observers converge towards
the same value, 32A after the �rst step and 65A after the second step, while the real current
reaches respectively 52A and 78A. The fact that both of the observers converge to the same
values was expected. Indeed, the system modeling and the errors added are the same for the
two observers. In this test, the d-axis current is well estimated, both the EKF and the proposed
observer converging towards a value close to 0A like the real current. The parameter errors
added in this test lead for the two observers to an relative error of 45% after the �rst step and
33% on the second step. These errors are large, but the errors added are great and their values
do not re�ect the real errors occurring in a machine.

On the two top graphs of �gure 3.10, a small Rk.Q
−1
k has been used for the EKF. With this

set of covariance matrix, the measurement noises impact the EKF and the proposed observer
in the same proportion, the ripple due to the noise being the same for the two observers. On
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3.2 : Presentation of the observers used for currents estimation

Figure 3.10. Comparison between the proposed state observer and the EKF when 50% error
are added on the electric parameters. Top left: q-axis currents with low Rk.Q

−1
k for the EKF.

Top right: d-axis currents with low Rk.Q
−1
k for the EKF. Bottom left: Zoom on q-axis currents

at steady-state with high Rk.Q
−1
k for the EKF. Bottom right: Zoom on q-axis currents at the

start with high Rk.Q
−1
k for the EKF.

the two bottom graphs, the same test is realized but with a large Rk.Q
−1
k for the EKF. The

bottom left graph is a zoom of the estimated q-axis current. It shows that the EKF rejects the
measurement noise more e�ectively than the proposed observer. However, as it has been seen in
the previous section on the EKF, the bottom right graph shows that the dynamic of convergence
is reduced with the large Rk.Q

−1
k compared to the dynamic of the proposed observer.

When focusing on the proposed observer parameter sensitivity separately, it is clear that the
impact of the parameter Ld is negligible. The �gure 3.11 shows the evolution of εx when there
is an error of 50% on the parameter Ld. A step on the d-axis current is imposed at t = 0.6s
from 0 A to 10 A. As it can be noticed on �gure 3.11, when the current is null in the WRSM
stator, the impact of the error on Ld is not signi�cant, but when id is di�erent from 0, an error
on the estimation appears. This test is coherent with the parameter sensitivity study realized in
section 2.3.b.

This is a positive result since for the steady-state operating points, there is no need to have a
�uw weakening on the WRSM and the current is usually controlled to be equal to 0 A. However
in some applications, for the starting phase of the system, a �ux weakening can be applied to
reach the operating point wanted faster. In those �eld weakening phases, an error on Ld can
lead to estimation errors.

Since the torque of the machine is caused by the q-axis current of the machine, iq is not null
on steady state operating point of the machine, and thus the observation of the currents is a lot
more sensitive to an error on the q-axis current. Figure 3.12 presents the variable εx when there
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Figure 3.11. Left: εx with the proposed observer with 50% errors on Ld with a step of 10A on
the d-axis current reference at t=0.6s. Right: real and estimated dq-axis currents for the same
test.

is a 50% error on parameter Lq in the observer compared to the real q-axis inductance in the
machine. At t = 0.05s and t = 1.5s there is a step up from respectively 0rpm to 500rpm and
500rpm to 800rpm on the speed reference of the machine. On this �gure, it can be noticed that
the error on estimation on both d-axis and q-axis current is quite substantial. Indeed the error

reaches up to respectively 45% of the total current Itot =
√
i2d + i2q for the �rst step and 33% for

the second step.
The parameter Rs corresponding to the stator restistance also induces sensitivity on the

observers. The following simulation presented in �gure 3.13 shows the error of observation when
errors on Rs are added. From this simulation, the impact of the error of Rs on the observation
is obvious and, the same way than when there is an error on the inductances, the observation
is �awed. To be precise, the proposed observer errors εx and εy still converge towards 0, but
because of the error of parameters, the εx in the observer is di�erent from the real one, hence
the error of observation.

However, the most sensitive parameter among the electrical parameters is the mutual induc-
tance M . Figure 3.14 shows the error on the observed currents when a 50% error is added on M

Figure 3.12. Left: εx with the proposed observer with 50% errors on Lq with a step on the
d-axis current reference at t = 0.05s and t = 1.5s. Right: real and estimated dq-axis currents
for the same test
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Figure 3.13. Left: εx with the proposed observer with 50% errors on Rs with a step on the
q-axis current reference at t = 0.05s and t = 1.5s. Right: same test with the real and estimated
dq-axis currents displayed

in the observer state model. The errors indicated on this �gure are very high compared to the
errors induced by the other electrical parameters. The mutual inductanceM is indeed extremely
sensitive and errors on this parameter should be avoided as much as possible.

The errors located on the most sensitive electrical parameters have been presented and shown
on simulation �gures. However the errors on the mechanical parameters also need to be char-
acterize. Indeed, the mechanical parameters f , corresponding to the �uid friction forces on the
WRSM, and J corresponding to the mechanical inertia of the WRSM, are usually not known
with precision. Moreover, if electrical parameters can be mapped (see chapter 2), the mechani-
cal parameters are di�cult to map since it depends on the weight of the vehicle the WRSM is
mounted on (and thus depends on the number of passengers or the presence or not of luggage
for example).

The following simulations will focus on the mechanical parameter errors. On the next simula-
tion presented on �gure 3.15, an error of 100% on the parameters f and J have been added. This
large error can be justi�ed by the fact that, as stated in the paragraph above, the mechanical
parameters are poorly known and may vary a lot according to how the vehicle is used.

Figure 3.14. Left: εx with the proposed observer with 50% errors on M with a step on the
q-axis current reference at t = 0.05s and t = 1.5s. Right: same test with the real and estimated
dq-axis currents displayed
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Figure 3.15. Left: εx with the proposed observer with 100% errors on the mechanical
parameters J and f with a step on the q-axis current reference at t = 0.05s and t = 1.5s. Right:
same test with the real and estimated dq-axis currents displayed

From this simulation results, it can be concluded that the errors on the mechanical parameters
induces a disparity between the real and the observed stator current, although this error is small:
less than 0.1A for iq and around 0.5A for id, which is small compared to the real currents in the
stator of the WRSM.

The simulations made to test the proposed observer in optimal conditions (no error on the
parameters) and in degraded conditions (errors on di�erent parameters) showed that the errors
on electrical parameters have a signi�cant impact on the quality of the current estimation. The
proposed observer on the other hand is less sensitive to errors on mechanical parameters.

These errors on estimation are obviously unwanted and must be avoided. In order to reduce
the sensitivity induced by the parameter errors, an extension of this proposed observer has been
developed and will be introduced in the next paragraph.

3.2.c The Extended Proposed Observer

With the proposed observer and the EKF observer, it has been shown in the previous chapters
that both these observers are sensitive to parameter errors. In order to increase the robustness
towards parameter errors in the system, an extension of the proposed observer introduced in the
previous chapter has been developed and will be presented in this paragraph.

The principle of the extended observer is the same than the proposed observer, and its
functioning is based on the analysis of a Lyapunov candidate function convergence. The di�erence
with the proposed observer is that, instead of observing solely state variables (in our system the
two stator currents), the extended observer is designed to observe also a set of parameters chosen
in a way to absorb the parameter errors that exist between the real system and the state model
used in the observer. This work has been published in [94]

The set of parameters chosen is the one described in the paragraph of the demonstration
of observability in the equations 3.10 to 3.12. This set of parameter xp =

[
Ip ∆Γ

]T has been
designed in order to absorb the electrical parameters errors with Ip and the mechanical parameter
errors with ∆Γ.

The topology of this extended proposed observer is described by the following equations. If

86



3.2 : Presentation of the observers used for currents estimation

the system can be put under the form:{
ẋ = fx(y, u) + g1(y, u).x
ẏ = fy(y, u) + h1(y, u).x+ h2(y, u).xp

(3.48)

where y corresponds to the measured variables, x is the vector of the state variables to observe,
xp is the vector of parameters to observe and u represents the control vector. The nonlinear
functions fx(y, u), fy(y, u), g1(y, u) and h1(y, u) are considered continuous and derivable at least
one time, and are determinable thanks to the state-space model of the system.

Then the extended proposed observer is described by the following system of equations:
˙̂x = fx(y, u) + g1(y, u).x̂− η1(y, u).εy
˙̂y = fy(y, u) + h1(y, u).x̂+ h2(y, u).x̂p −K.εy
˙̂xp = −η2(y, u).εy

(3.49)

with ŷ the estimation of the measured variables, x̂ the observed unmeasured state variables
and x̂p the observed parameters. The term εy is the di�erence between the estimation of y and
the measures of y, de�ned mathematically by εy = ŷ − y. This variable is known. εx is the
estimation of the error of observation of the state variables x. Similarly εp is introduced and
represent the error of estimation of xp. The constant matrix K and the functions η1(y, u) and
η2(y, u) need to be designed in a way that the convergence of the observation is guaranteed.

The demonstration of convergence of this extended proposed observer relies on the same
principles than for the standard proposed observer. The Lyapunov function V is introduced and
is de�ned by:

V =
1

2
.
[
εTx εTy εTp

]
.

εxεy
εp

 (3.50)

Derivating V gives:

V̇ = εTx .ε̇x + εTy .ε̇y + εTp .ε̇p (3.51)

The error terms dynamics are written:
ε̇x = ˙̂x− ẋ
ε̇y = ˙̂y − ẏ
ε̇p = ˙̂xp − ẋp

(3.52)

And from 3.48 and 3.49 it brings:
ε̇x = g1(y, u).εx − η1(y, u).εy
ε̇y = h1(y, u).εx + h2(y, u).εp −K.εy
ε̇p = −η2(y, u).εy

(3.53)

When replacing 3.53 in 3.51, we obtain:

V̇ = εTx . (g1(y, u).εx − η1(y, u).εy)
+εTy . (h1(y, u).εx + h2(y, u).εp −K.εy)
−εTp .η2(y, u).εy

(3.54)

In a more intelligible form, 3.54 gives:

V̇ = −εTy .K.εy + εTx .g1(y, u).εx
+εTx . (−η1(y, u).εy)
+εTy .(h1(y, u).εx + h2(y, u).εp)

−εTp .η2(y, u).εy

(3.55)
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Finally, by choosing: {
η1(y, u) = hT1 (y, u)
η2(y, u) = hT2 (y, u)

(3.56)

Then V̇ can be simply written:

V̇ = −εTy .K.εy + εTx .g1(y, u).εx (3.57)

From 3.57, and if the functions η1(y, u) and η2(y, u) are chosen as in 3.56, then the extended
proposed observer converges exponentially if V̇ is strictly negative, which means if K is de�ned
positive and if g1(y, u) is Hurwitz. As for the standard proposed observer, K is chosen according
to the dynamics of convergence needed, while g1(y, u) depends on the system.

Now that the stability of the extended proposed observer has been demonstrated, it can be
applied to our system.

As stated in the beginning of this paragraph, the measured state variables corresponds now

to y =

 ie
Ω
VDC

, the observed state variables vector in output is x =

[
id
iq

]
and the observed

parameters vector is written xp =

[
Ip

∆Γ

]
.

Put under the form of 3.48, the model 3.10 can be written for the measured state variables
vector y:


d
dt ie = Ld

Ld.Le−M2

(
Ve −Re.ie − M

Ld
.Vd

)
+ M

Ld.Le−M2 (Rs.id − p.Ω.Lq.iq)
d
dtΩ = 1

J (−f.Ω− Γ0) + 1
J .p.iq.M.ie − ∆Γ

J
d
dtVDC = ibat

Cf
− Vd.id+Vq .iq

Cf .VDC
− Ip

Cf

(3.58)

This gives:

 i̇e
Ω̇
˙VDC

 =


Ld

Ld.Le−M2

(
Ve −Re.ie − M

Ld
.Vd

)
1
J (−f.Ω− Γ0)

ibat
Cf

+


M.Rs

Ld.Le−M2
M.p.Ω.Lq

Ld.Le−M2

0 M.p.ie
J

−Vd
Cf .VDC

−Vq
Cf .VDC

 . [id
iq

]
+

 0 0
0 −1

J
−1
Cf

0

 . [ Ip
∆Γ

]
(3.59)

From 3.59, the functions fy(y, u), h1(y, u) and h2(y, u) can be deduced:

fy(y, u) =


Ld

Ld.Le−M2

(
Ve −Re.ie − M

Ld
.Vd

)
1
J (−f.Ω− Γ0)

ibat
Cf

 (3.60)

h1(y, u) =


M.Rs

Ld.Le−M2
M.p.Ω.Lq

Ld.Le−M2

0 M.p.ie
J

−Vd
Cf .VDC

−Vq
Cf .VDC

 (3.61)

h2(y, u) =

 0 0
0 −1

J
−1
Cf

0

 (3.62)
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Proceeding the same way for the vector x gives:

[
i̇d
i̇q

]
=

[
Ld

Ld.Le−M2

(
Vd − M

Ld
.(Ve −Re.ie

)
1
Lq

(Vq + p.Ω.M.ie)

]
+

[
−Le.Rs

Ld.Le−M2
Le.p.Ω.Lq

Ld.Le−M2

−p.Ω.Ld
Lq

−Rs
Lq

]
.

[
id
iq

]
(3.63)

And the functions fx(y, u), g1(y, u) can be deduced:

fx(y, u) =

[
Ld

Ld.Le−M2

(
Vd − M

Ld
.(Ve −Re.ie

)
1
Lq

(Vq + p.Ω.M.ie)

]
(3.64)

g1(y, u) =

[
−Le.Rs

Ld.Le−M2
Le.p.Ω.Lq

Ld.Le−M2

−p.Ω.Ld
Lq

−Rs
Lq

]
(3.65)

It can be noted that, in this particular con�guration and due to how the parameters to observe
have been chosen, the functions fx(y, u) and g1(y, u) are the same than for the standard proposed
observer. The demonstration of g1(y, u) being Hurwitz is then the same than the demonstration
done in the previous paragraph for g(y, u).

This extended proposed observer has been tested in simulation too and compared to its
"standard" version presented in the previous paragraph. The �rst simulations have been done
with no error on the parameter in order to verify the convergence of observation of this extended
observer. Similarly to the results of the simple proposed observer, the observation shows no error
compared to the real currents.

A simulation has been conducted to test the convergence of observation of the two observed
parameters ∆Γ and Ip. To test this convergence these two parameters have been added in the
model of the WRSM. At a given time, a step with a low-pass �lter of ∆Γ and Ip are imposed in
the WRSM. The results shown in 3.16 prove that the observed vector xp composed of ∆Γ and Ip
converges to the expected values. Indeed, in this simulation, a step from 0 to 5 N.m for ∆Γ and
from 0 to 3 A for Ip are added in the WRSM at t = 0.4s, and the observation of xp converges to
these values exactly.

Figure 3.16. Evolution of yp when a step on ∆Γ and Ip are added in the WRSM at t = 0.4s
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Figure 3.17. Top left: εx with the proposed observer with 100% errors on mechanical parameters
with a step on the q-axis current reference at t = 0.1s and t = 1.5s and a step of 10A on the
d-axis reference at t = 0.6s. Top right: same test with the real and estimated dq-axis currents
displayed. Bottom: Evolution of εp during this test

Now we have checked that, with no error on the parameters, both the vector x and xp
converges to the expected values, the next simulation will focus on the observation with errors
on the parameters included. Since the observed parameters of vector xp are added to reduce the
sensitivity of the errors of parameters, the observation of the stator currents is expected to be
more precise.

When 100% errors are added on the mechanical parameters J and f , the errors are actually
fully absorbed with the extended version of the proposed observer. The �gure on the left of 3.17
shows the di�erence between the estimated and the real stator currents id and iq. As for the
previous simulations of the standard observer, at t = 0.05s and t = 1.5s there are steps on the
reference of iq in the controller. As it can be noted, the errors converges to 0 and the estimation
gives precisely the values of the real currents. The bottom �gure of 3.17 shows the evolution
of xp in the same simulation. As expected, only the parameter ∆Γ converges towards a value
di�erent from 0 since it is the parameter located on the mechanical equation of the system.

As for the proposed nonlinear observer, some errors on the electrical parameters have been
added. The errors added are the same than for the proposed observer (50% on Rs, Ld and
Lq). The results are shown on 3.18. As it can be noticed from this �gure on the graph on the
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Figure 3.18. Left: Estimated currents di�erences between the extended and standard versions
of the proposed observer with 50% errors on electric parameters with a step on the q-axis current
reference at t = 0.05s and t = 1.5s. Right: Evolution of the extended proposed observer
estimation xp for this test.

right, when errors are added on the electric parameters Rs, Ld and Lq, the estimated parameters
∆Γ and Ip change their value and converge towards a point di�erent from 0. However, those
two parameters are not su�cient and do not contain enough information to estimate the dq-
axis currents without error. Indeed, as it can be seen on the graph on the left, the di�erence
of estimation between the classic proposed observer and the extended one is extremely small
and not signi�cant when there are errors on the electric parameters, even with the added set of
estimated parameters.

The extended proposed observer presented in this paragraph shows a slightly modi�ed version
of the classic proposed observer introduced earlier, with the adding of a vector of two parameters
to estimate in order to reduce the sensitivity of the proposed observer towards parameter errors.
The parameter ∆Γ added in the mechanical equation allows to suppress the sensitivity of the
estimation towards mechanical parameter errors which is a great assert on a system where those
parameters are not well known and may vary a lot, as it is occurring for a hybrid vehicle appli-
cation. It remains however sensitive towards electric parameter errors, the parameter Ip added
on the excitation current equation having a negligible impact on the estimation.

A timer has also been used in order to quantify the time needed to compute the estimation
with the EKF and with the extended proposed state observer. Matlab's tool "tic" and "toc" is
used to access the computation time with the EKF, and the average value obtained is compared
to the average value obtained with the proposed observer in the same conditions. As it could
have been expected because of the matrix inversions, it appears that the computation time of the
EKF is two times larger than the computation time of the proposed observer. For this reason,
and because the mechanical parameter errors are absorbed with the extended proposed state
observer, this observer is the one that will be used in the experimental tests detailed in chapter
4.

3.3 A uni�ed design of the current sensorless controller and the
extended proposed observer (CSC-EO)

In the �rst section of this chapter, the reasons why nonlinear observers that can be integrated
in an existing controller has been listed and justi�ed. However, within the framework of this

91



Chapter 3 : Strategies of Current Sensorless Control

study, other strategies of current sensorless control have been examined.
Indeed in some applications, it can be interesting to design the controller and the observer in

the same time. In this section, a di�erent control strategy from the ones described in the previous
section will be presented and detailed. This strategy, unifying a current sensorless controller by
including the extended proposed observer (CSC-EO), is similar to the proposed observer and its
extended version, except it proposes to generate the control voltages Vd and Vq and to observe
the currents simultaneously.

One of the main drawbacks concerning the EKF observer and two versions of the proposed
observer described in the previous section, is that the control dynamics have to be slower than
the dynamics of estimations, otherwise the observed currents feedback might not have been
converging when compared for regulation. This results in a non optimal control of the state
variables or even in a divergence of the controlled variables.

Taking this fact in account, it has been decided to extend once again the principle introduced
with the proposed observer. In the current sensorless controller with included observer (CSC-
EO), the principle of Lyapunov candidate function convergence analysis is still used as for the
extended proposed observer with the addition of an output vector corresponding to the state
variables that need to be controlled. The control vector u is then calculated, in the same calculus
step than the observation. The aim of this strategy is to be able to raise the dynamics of the
control. This work on this observer and controller topology has been presented in [95].

Let's consider a system described by a state model that can be written under the following
form: {

ẋ = g0(y) + g1(y).x+
∑n

j=1 (g3j(y).x+ g4j(y)) .uj
ẏ = h0(y) + h1(y).x+ h2(y).xp +

∑n
j=1 (h3j(y).x+ h4j(y)) .uj

(3.66)

with y the measured state variables, x the observed state variables, xp the observed parame-
ters and uj (1 ≤ j ≤ n with n ⊂ N∗ corresponding to the number of controlled state variables).
The functions gk(y) and hk(y) (0 ≤ k ≤ 2) and g3j , g4j , h3j and h4j (0 < j ≤ n) are derivable
and de�ned by the system considered.

The vector yout is also introduced. It corresponds to the controlled state variables of the
system and it is de�ned by yout = f(x, y, xp), the function f(x, y, xp) being given by the state
model equations of the system.

Then the CSC-EO can be de�ned by the following system of equation:


˙̂x = g0(y) + g1(y).x̂+

∑n
j=1 (g3j(y).x̂+ g4j(y)) .uj − η1(y).εy − ηx

˙̂y = h0(y) + h1(y).x̂+ h2(y).x̂p +
∑n

j=1 (h3j(y).x̂+ h4j(y)) .uj −K.εy − ηy
˙̂xp = −η2(y).εy

(3.67)

with ŷ the estimation of the measured variables, x̂ the observed unmeasured state variables
and x̂p the observed parameters. The term εy is the di�erence between the estimation of y and
the measures of y, de�ned mathematically by εy = ŷ − y. This variable is known. εx is the
estimation of the error of observation of the state variables x. Similarly εp is introduced and
represent the error of estimation of xp. The constant matrix K and the functions η1(y), η2(y),
ηx and ηy need to be designed in a way that the convergence of the observation is guaranteed.

In addition, the observation of yout is written ˆyout = f(x̂, ŷ, x̂p) and thus leads to:

˙̂yout =
∂f

∂ ˙̂x
.x̂+

∂f

∂ŷ
. ˙̂y +

∂f

∂x̂p
. ˙̂xp (3.68)

Before going any further, let's also introduce εout = ˆyout− yout the estimation of the error on
the controlled state variables. It will be needed for the demonstration of Lyapunov convergence.
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As for the standard and extended proposed observers, the CSC-EO's convergence is based
on a Lyapunov function. The Lyapunov function that has been chosen is written:

V =
1

2
.
[
εTx εTy εTp εTout

]
.


εx
εy
εp
εout

 (3.69)

By derivating 3.69 we obtain:

V̇ = εTx .ε̇x + εTy .ε̇y + εTp .ε̇p + εTout. ˙εout (3.70)

The error terms dynamics are written:


ε̇x = ˙̂x− ẋ = g1(y).εx +

∑n
j=1 g3j .εx.uj − η1(y).εy − ηx

ε̇y = ˙̂y − ẏ = h1(y).εx + h2(y).εp +
∑n

j=1 h3j .εx.uj −K.εy − ηy
ε̇p = ˙̂xp − ẋp = −η2(y).εy

˙εout = ˙̂yout − ˙yout = ˙̂yout

(3.71)

When replacing 3.71 in 3.70, we obtain:

V̇ = εTx .
(
g1(y).εx +

∑n
j=1 g3j .εx.uj − η1(y).εy − ηx

)
+εTy .

(
h1(y).εx + h2(y).εp +

∑n
j=1 h3j .εx.uj −K.εy − ηy

)
+εTp . (−η2(y).εy)

+εTout.
˙̂yout

(3.72)

Finally when putting the quadratic terms together, the following form is obtained:

V̇ = −εTy .K.εy + εTx .g1(y).εx + εTout.
˙̂yout

+εTx .
(
−η1(y).εy +

∑n
j=1 g3j .εx.uj − ηx

)
+εTy .

(
h1(y).εx + h2(y).εp +

∑n
j=1 h3j .εx.uj − ηy

)
+εTp . (−η2(y).εy)

(3.73)

With the same methodology than for the previous proposed observers, it is possible to obtain
only quadratic terms by choosing:

η1(y) = hT1 (y)
η2(y) = hT2 (y)
ηx =

∑n
j=1 g3j .εx.uj

ηy =
∑n

j=1 h3j .εx.uj
˙̂yout = −K2.εout

(3.74)

If the conditions of 3.74 are respected, then:

V̇ = −εTy .K.εy + εTx .g1(y).εx − εTout.K2.εout (3.75)

From 3.75, it can be concluded that if K and K2 are strictly positive matrix and if g1(y) is
Hurwitz, then the observation is stable in the sens of Lyapunov and converges asymptotically.

Now that the convergence of the observation has been demonstrated, the last step of calcu-
lation of the CSC-EO is to de�ne the control vector u =

[
u1 u2 ... un

]T . If we take a look at
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3.74, we see that we chose ˙̂yout = −K2.εout in order to keep a quadratic form for the controlled
variables. If 3.74 is injected in 3.68, it brings:

−K2.εout =
∂f

∂x̂
. ˙̂x+

∂f

∂ŷ
. ˙̂y +

∂f

∂x̂p
. ˙̂xp (3.76)

Let's replace the terms ˙̂x, ˙̂y and ˙̂xp in 3.76 by the ones in 3.67. This leads to the following
equation:

−K2.εout = ∂f
∂x̂ .
(
g0(y) + g1(y).x̂+

∑n
j=1 (g3j(y).x̂+ g4j(y)) .uj − η1(y).εy − ηx

)
+∂f
∂ŷ .
(
h0(y) + h1(y).x̂+ h2(y).x̂p +

∑n
j=1 (h3j(y).x̂+ h4j(y)) .uj −K.εy − ηy

)
+ ∂f
∂x̂p

. (−η2(y).εy)

(3.77)
When isolating the terms with the uj in it, it gives:

∂f
∂x̂ .
∑n

j=1 (g3j(y).(x̂− εx) + g4j(y)) .uj + ∂f
∂ŷ .
∑n

j=1 (h3j(y).(x̂− εx) + h4j(y)) .uj

= −K2.εout + ∂f
∂x̂ . (g0(y) + g1(y).x̂− η1(y).εy)

+∂f
∂ŷ . (h0(y) + h1(y).x̂+ h2(y).x̂p −K.εy)

+ ∂f
∂x̂p

. (−η2(y).εy)

(3.78)

From 3.78, it is possible to simplify greatly this equation and write directly:

E.u = U (3.79)

With E a non-singular matrix deduced from 3.78 and U the right term of equation 3.78 made
explicit in the following equation:

U = −K2.εout + ∂f
∂x̂ . (g0(y) + g1(y).x̂− η1(y).εy)

+∂f
∂ŷ . (h0(y) + h1(y).x̂+ h2(y).x̂p −K.εy)

+ ∂f
∂x̂p

. (−η2(y).εy)

(3.80)

Finally the control vector u is obtained by solving the equation u = E−1.U .
It is important to notice that, at this point, the exponential convergence of the observation in

the sens of Lyapunov has been demonstrated as well as the stability of the control of the system
with the state variables of yout. Logically, the following paragraphs will focus on the application
of this new controller with included observer on the system with the WRSM described in 3.10.

In our application, the vectors x, y, yp are the same than for the extended proposed observer

and correspond to y =

 ie
Ω
VDC

, x =

[
id
iq

]
and xp =

[
Ip

∆Γ

]
. Concerning the controlled variables, it

has been chosen for the study of this controller with observer included to control the two stator
currents id and iq (that are also the observed state variables) and the excitation current in the

rotor ie.This gives: yout =

idiq
ie

. Consequently, the control vector u corresponds to u =

VdVq
Ve
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If we put the system of equation 3.10 into the same form than 3.66, this brings for the vector
y:


d
dt ie = −Ld.Re

Ld.Le−M2 .ie + M
Ld.Le−M2 (Rs.id − p.Ω.Lq.iq) + −M

Ld.Le−M2 .Vd + Ld
Ld.Le−M2 .Ve

d
dtΩ = 1

J (−f.Ω− Γ0) + 1
J .p.iq ((Ld − Lq) .id +M.ie)− ∆Γ

J
d
dtVDC = ibat

Cf
− Ip

Cf
− id

Cf .VDC
.Vd − iq

Cf .VDC
.Vq

(3.81)
By considering the term ((Ld − Lq) .id negligible, 3.81 leads to:

 i̇e
Ω̇
˙VDC

 =


−Ld.Re

Ld.Le−M2

1
J (−f.Ω− Γ0)

ibat
Cf

+

 M.Rs
Ld.Le−M2

M.p.Ω.Lq

Ld.Le−M2

0 M.p.ie
J

0 0

 . [id
iq

]
+

 0 0
0 −1

J
−1
Cf

0

 . [ Ip
∆Γ

]

+

 −M
Ld.Le−M2

0
0

+

 0 0
0 0
−1

Cf .VDC
0

 . [id
iq

] .Vd +

0 0
0 0
0 −1

Cf .VDC

 . [id
iq

]
.Vq +

 Ld
Ld.Le−M2

0
0

 .Ve
(3.82)

With 3.82, the formulation seen in 3.66 is more easily recognizable. The same procedure is
applied to the vector x:

[
i̇d
i̇q

]
=

[
M.Re

Ld.Le−M2 .ie
p.Ω.M.ie

Lq

]
+

[
−Le.Rs

Ld.Le−M2
Le.p.Ω.Lq

Ld.Le−M2

−p.Ω.Ld
Lq

−Rs
Lq

]
.

[
id
iq

]
+

[
Ld

Ld.Le−M2

0

]
.Vd +

[
0
1
Lq

]
.Vq +

[ M
Ld.Le−M2

0

]
.Ve

(3.83)

From equations 3.82 and 3.83, it is possible to identify the functions of the canonical form of
the CSC-EO given in 3.67. For the functions linked to the vector of measured state variables y,
the identi�cation gives:

h0(y) =


−Ld.Re

Ld.Le−M2

1
J (−f.Ω− Γ0)

ibat
Cf

 h1(y) =

 M.Rs
Ld.Le−M2

M.p.Ω.Lq

Ld.Le−M2

0 M.p.ie
J

0 0

 h2(y) =

 0 0
0 −1

J
−1
Cf

0



h31(y) =

 0 0
0 0
−1

Cf .VDC
0

 h41(y) =

 −M
Ld.Le−M2

0
0

 h32(y) =

0 0
0 0
0 −1

Cf .VDC

 h43 =

 Ld
Ld.Le−M2

0
0


For the identi�cation of the functions linked to the unmeasured observed state variables x,

the procedure is the same than for y and the following equations give the results of identi�cation:

g0(y) =

[
M.Re

Ld.Le−M2 .ie
p.Ω.M.ie

Lq

]
g1(y) =

[
−Le.Rs

Ld.Le−M2
Le.p.Ω.Lq

Ld.Le−M2

−p.Ω.Ld
Lq

−Rs
Lq

]

g41(y) =

[
Ld

Ld.Le−M2

0

]
g42(y) =

[
0
1
Lq

]
g43(y) =

[ M
Ld.Le−M2

0

]
The last identi�cation to conduct in order to complete the application of the CSC-EO to

our system is the equation describing yout given its theoretical form in 3.68. We saw that
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ˆyout = f(x̂, ŷ, x̂p) so here it simply leads to:

ˆyout =

0 0 0
0 0 0
1 0 0

 .ŷ +

1 0
0 1
0 0

 .x̂ (3.84)

And then for the equation 3.68 the identi�cation gives:

∂f

∂ŷ
=

0 0 0
0 0 0
1 0 0

 ∂f

∂x̂
=

1 0
0 1
0 0

 ∂f

∂x̂p
= 0

It is now possible to characterize all the terms needed in the system of equation 3.74 that are
involved in the observer part of the CSC-EO described in the system 3.67, and also to retrieve
the terms E and U from equation 3.79 for the control of the vector yout.

All the correction terms for the observation added in the de�nition of the CSC-EO in the
system of equation 3.67 are set by the equations of the system as stated in the conditions of
3.74. The constants K and K2 are set by the user according to the speci�cations needed. K will
�x the dynamics of convergence of the measured state variables in the observation part of the
CSC-EO, and K2 will set the dynamics of convergence of the controlled variables towards their
reference values. The rest of the dynamics are dependent on the nature of the system. Indeed it
can be seen on equation 3.75, the dynamics of convergence of the observed variables x is set by
the matrix g1(y) which depends on the system equations.

As for the proposed observer and its extension the matrix K can be chosen diagonal, and
the diagonal terms can be weighted if a di�erent dynamic of convergence for the measured state

Figure 3.19. Estimated currents evolution (top) and computed voltages (bottom) with K2 =
100.I3 on the left and K2 = 1000.I3 on the right with no parameter error.
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variables is wanted. The way to choose K2 is similar: a diagonal matrix with the diagonal terms
weighted according to the speed of convergence of the variables of the vector yout towards the
reference set by user. A simulation without parameter errors have been run for two di�erent
values of K2. The results are displayed on �gure 3.19.

On �gure 3.19, two similar tests are run with two di�erent values for the diagonal matrix
K2. The �rst test shows a reference step on the q axis current from 0A to 65A and a second one
from 65A to 75A. The d-axis current reference is kept at 0A. The matrix K2 chosen for this test
is diagonal such as K2 = 100.I3 with I3 the identity matrix of order 3. The second test is the
same but with K2 = 1000.I3.

From those two tests, the in�uence of the value of K2 can easily be noticed. Indeed, in the
second test where K2 is ten times higher than in the �rst one, the converging time of the state
vector x is shorter. According to the application and the needs imposed by the speci�cations,
this controller is extremely useful regarding the possibility to easily increase or decrease the
dynamics of estimation by changing the matrix K2.

It can be seen from the previous tests that the CSC-EO converges towards the reference
values when no errors are added on the parameter of the system. On �gure 3.20, a test with
100% error on the mechanical parameters J and f is performed. On the top �gure the dq-axis
currents are displayed. At the start of the simulation, a step on the q-axis reference current is
imposed from 0A to 65A. A second step from 65A to 125A occurs at 0.8s. As it can be seen,
the currents are precisely estimated and are the same than the real currents. On the bottom
graph of �gure 3.20, the evolution on the estimated parameters ∆Γ and Ip are displayed. Their
evolution are similar than for the extended proposed observer presented earlier and they absorb
the mechanical parameter errors added in the model of the system.

However, as it is the case for every observer presented in this work, the CSC-EO is still
sensitive to errors on the electric parameters. Figure 3.21 displays the evolution of the estimated
and the real dq-axis currents in the same conditions than for �gure 3.20 but with 50% error

Figure 3.20. Evolution of the vector y (top) and yp (bottom) for two reference iq steps with
100% error added on the mechanical parameters J and f .
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Figure 3.21. Evolution of the vector y for two reference iq steps with 50% error added on the
electrical parameters

added on the electric parameters Rs, Ld and Lq.
A comparison study has been run between the CSC-EO and a solution combining an obser-

vation of state variables with the EKF and a control of those state variables with a PI controller.
In order to perform a proper comparison, both the dynamics of the CSC-EO and the EKF +
PI solution have been optimized so that the convergence towards the steady state is as fast as
possible. Figure 3.22 show the evolution of id and iq for both strategy when a reference step
from 0A to 50A is imposed at t = 0.01s and from 50A to 80A at t = 0.75s. In this test, no
parameter errors are added. Both current sensorless solutions converge towards the expected
values which could be expected since there is no error in the model of the machine. However,
the CSC-EO converges much faster than the EKF + PI solution. Indeed from the two graphs, it
can be measured that the CSC-EO reaches 90% of the �nal value in less than 1ms while it takes
20ms for the EKF + PI for the q-axis current and the d-axis current. In addition, the EKF +
PI features overshoots on the two currents that are not present for the CSC-EO.

Another similar comparison has been run when 100% of error are added on the mechanical
parameters. The results are displayed on �gure 3.23. Since the EKF does not includes the

observation of the parameter vector xp =

[
∆Γ
Ip

]
, this solution converges but towards a di�erent

Figure 3.22. Performance comparison between the CSC-EO and the EKF + PI solution with
no parameter error
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Figure 3.23. Performance comparison between the CSC-EO and the EKF + PI solution with
100% error on the mechanical parameters

value than the currents in the machine, while the CSC-EO converges towards the proper values
as it was already the case on �gure 3.20.

The CSC-EO is a very interesting tool since it allows to generate the control voltages in
the same loop than the observation of the state variables. The observer topology of the CSC-
EO being the same than for the proposed observer and the extended proposed observer, the
results of observation are similar. However, including the control voltages in the observation
loop allows to accelerate the time required for the state variables to converge, as it can be seen
from the comparison between the CSC-EO and a PI controller combined with the EKF for the
current observation. The CSC-EO, despite its di�erent topology, remains sensitive to the same
parameters than the extended proposed observer, most precisely the electric parameters Rs, Ld,
Lq and the mutual inductance M .

Conclusion

The study realized in this chapter focused on developing state observers for the stator cur-
rents estimation. Indeed, one of the main decision made in this thesis concerning the di�erent
possible paths to achieve current sensorless control of the WRSM was to privilege the dq-currents
estimation in order to use them in a vector control such as a MTPA controller. Since vector con-
trol requires the currents feedback for their regulation, an state observer is needed to retrieve the
currents in a current sensorless application. However, before starting developing state observers,
the proof of observability needed to be demonstrated. The observability study showed that the
stator currents id and iq are observable using the measurements of ie, Ω and their derivates.

The �rst state observer that has been developed is the Extended Kalman Filter. The EKF
was a natural �rst choice since it is a commonly used tool in the automation �eld for state
variable observation and measurement noises rejection. The EKF principle relies on two steps:
�rst a prediction step, relying on the model of the system and secondly an update step, using
the error between the values of ie and Ω obtained in the prediction step and their measurements.
The simulation results shows that without parameter errors in the observer model, the current
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estimation is precise. According to the values of the covariance matrix, the convergence can be
fast but the measurement noise is not rejected, or the noise is rejected but but the observation
takes a longer time to reach the real values.

Another kind of observer has been tested on the current estimation. Relying on the system
model, it is based on a convergence analysis using a Lyapunov candidate function. With this
state observer, the dynamic of convergence of the estimation towards the real values are induced
by the system modeling. Only the speed of convergence of the measured variables can be chosen.
The convergence of the currents is however proven to converge exponentially as long as ie is non
null. The results with and without parameter errors in the model are similar with the results of
the EKF, showing a lot of sensitivity towards errors on the mutual inductance M . In order to
reduce the parameter error sensitivity, an extension of this observer has been developed, adding
the input DC voltage as a state variable and two observed parameters ∆Γ and Ip in the state
equations with the aim of reducing the parametric sensitivity of the current estimation. This
extended version shows good results towards errors on the mechanical parameters, nullifying
the estimated currents errors, but does not improve the estimation when errors on the electric
parameters are added.

Finally a last extension of the proposed state observer has been developed. This version pro-
posed to couple the control vector generation with the state currents observation. The observer
topology is the same than in the previous versions, except the Lyapunov candidate function
used for the convergence analysis features an element corresponding to the error between the
estimated controlled variable output and the output references. The convergence analysis leads
to the extraction of the control vector to apply on the system to converge toward the reference
values. This observer containing the control generation can be useful since the control vector is
generated in the same loop than the observation. For this reason, there is no need to reduce the
dynamic of the control compared to the dynamic of observation, allowing a faster control.

Other state observer exist in the scienti�c literature and could be used for the current sen-
sorless application, yet the one developed show good simulation results, except when there are
too large errors on the electric parameters, and they are proven exponentially convergent. In the
following chapter, concerning the experimental results when connecting the parameter mapping
realized in chapter 3 with a state observer, only the second version of the proposed observer will
be used, since it was not sensitive to mechanical parameters error. Di�erent strategies could also
be considered in future work: model-free controllers for example could be a alternative to the
model-based observers and reduce the sensitivity of the current estimation towards parameter
errors.
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Chapter 4 : Experimental Results and Energy Performances Comparison

Introduction

The two previous chapters each presented a di�erent part of the study realized to achieve
current sensorless vector control. The second chapter was focused on the improvement of the
understanding of the wired rotor synchronous machine in a way that could be useful for sensorless
control. The third chapter introduced di�erent topologies of nonlinear observers to retrieve the
stator currents from a given electric state model of a WRSM when the current sensors are absent
on the system.

The study made to improve the modeling of the machine and the development of nonlinear
current observers were however realized independently. It was shown in the third chapter that, as
any model based observer, the state observers developed were sensitive towards parameter errors
in the state model of the system. The study made in the second chapter proposed to establish an
electric model that �ts the WRSM for any operating point by mapping one sensitive parameter,
µM , absorbing the errors on the mutual inductance and other electric parameter errors of the
modeling (see equation 2.32).

The aim of this chapter is then to make the connection between the modeling of the system
presented in chapter two, with the extended proposed observers developed in chapter three. The
state equations structures are not modi�ed during the observation but the parameters in the
equations of the observers may vary as a function of the operating point in order to have a
behavior as precise as possible for every steady-state operating point possible and studied.

In this chapter, a current sensorless control of the powertrain presented in chapter 2 will be
performed. The observed currents will be the one used as a feedback for the controller, achieving
the main objective of this study, removing the current sensors of the stator while keeping closed
loop controller. The observed state currents will be compared to measured currents in order to
check the precision of the observation.

Another important comparison that will be detailed in this chapter is the comparison between
the current sensorless control and the classic control with measurement feedbacks regarding the
energy consumption for a given operating point. Indeed, the observation of the current still
features imprecision on the estimated d and q axis currents. Nevertheless, as it will be shown, the
errors on the estimated currents do not lead to a signi�cant extra energy use that would worsen
the overall power use from the battery compared to a classic control with current measurement.
Of course, this conclusion depends on the usage pro�le of the electric powertrain.

The �rst part of this chapter will explain with more details the connection made between the
modeling of the WRSM and the observers through the variation of some sensitive parameters
in order to maximize the reduction of observation errors on the estimated state currents. This
hybrid control method will then be applied experimentally and a successful current sensorless
control will be performed. Di�erent operating points will be tested, as well as transient phases
and load steps in order to test the dynamics of this controller and its robustness. A last part in
this chapter will focus on the energetic comparison between the current sensorless control and a
classic control in order to characterize the impact of the removal of the current sensors on the
e�ciency of the whole system.

4.1 Synthesis and connection between the machine enhanced mod-
eling and the state observers

As stated in the introduction, this �rst section will present the connection of the parameter
mapping realized in chapter 2 with the extended version of the proposed observers studied in
chapter 3. Indeed, the third chapter was focused on the estimation of the stator currents from a
state model and using other available measures on the system as feedbacks with state observers
and the model used in the nonlinear observers had �xed parameters. Observations results with

102



4.1 : Synthesis and connection between the machine enhanced modeling and the state observers

state observers are precise without model errors, but they are sensitive to errors in the parameters
of the model used as a support for the observers. A state observer including parameters errors
estimation has shown better robustness towards some parameter errors, however large parameters
variation, especially on the mutual inductance M between the rotor and the stator winding, still
induce errors on the estimated currents compared to the real ones.

This fourth chapter's aim is to perform a synthesis of the two previous chapters in order
to combine their assets. There was already a connection between the two chapters, because
the state model used as a support for the observers was elaborated and discussed in chapter
2. However in this chapter, the parameter mapping made previously will be included and used
in the nonlinear observers. This means that the parameters used in the prediction step of the
observers will no longer be a �xed set of parameters for every operating points of the machine,
but a varying set of parameters depending on the excitation current value, on the speed of the
rotor and on the load of the machine in steady-state. The diagram on �gure 4.1 sums up the
connection between the mapping of the machine and the nonlinear observer.

Indeed the diagram of �gure 4.1 shows that the control strategy is the same than for �gure
3.2 in chapter 3, yet the mapping of parameter is added to adjust the parameters in the state
model according to the static operating point of the machine.

It was seen in chapter 2, that the mapping of parameters could be reduced to a single
parameter µM , de�ned with the equation 2.32 determined in chapter 2. The map made in chapter
2 is a three-dimensional table in the way that there are three input variables, the excitation
current ie and the load indicator, which is obtained and calibrated from the battery current
measure ibat and the speed of the machine Ω. The output of this 3D table is the estimated
parameter µM as a function of the rotor speed Ω as it was shown on �gures 2.22 to 2.27.

=

~

idq,ref

Controller PWM Drivers

Estimator

Ωref vdq* sgn
Ω θ ie

id

iq

Maps of 

parameters
ibat

μM

Figure 4.1. Diagram of the control chain with nonlinear observer and map of parameters
connected.

103



Chapter 4 : Experimental Results and Energy Performances Comparison

The description on how the variable µM is measured is made in the �owchart 2.21 chapter
2. In order to use the table of µM on the experimental test bench, the table has been completed
by �rst calculating µM for a �xed excitation current. µM is then calculated for di�erent loads
for this ie. Then ie is increased by a chosen value and the same process is reproduced until the
excitation current reaches a limit value, in our case 15A. The step value of the excitation current
can be modi�ed according to the precision wanted on the table of parameter and according to
the available memory space in the system. In the tests made that will be presented and discussed
later, a step of current excitation of 2A has been chosen to �ll the table of parameter. For each
excitation currents, it has been decided to measure µM for 3 di�erent loads. As it will be discussed
in the next section, 3 di�erent loads for each excitation current brings a satisfying precision on
the parameter µM for our study. Again, this however depends on the degree of precision needed,
and a higher amount of loads could be used to have a larger table of parameter.

In order to access the values of the table, the operating points of the machines are divided in
di�erent sections. There are 6 sections for the excitation current (from 4A to 14A) and 3 sections
for the load of the machine (low, mid or high load). A selection vector has been implemented in
Matlab in order to select the rights sections for each operating point of the machine. This select
vector is then used in the table of parameter, which outputs is the suitable value of µM . Figure
4.2 sums up the functioning of the map of µM used.

This table has been implemented in Matlab/Simulink and integrated in the �le with the
extended proposed observer developed in chapter 3. µM is no longer a �xed parameter in the
script of the observer, but an input that is modi�ed, as explained before, according to the sections
where the machine operates.

The main drawback of the use of a table of parameter like the one developed in this study is
the inherent problem of the section: when the operating point is close to the bounds of a section,
the µM selected is not nominal. For example, if the excitation current is under 5A, the section
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Figure 4.2. Explicit drawing of the functioning of the mapping of µM implemented.
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Figure 4.3. Section switching due to the excitation current (top) and impact on the estimated
dq-axis currents (bottom).

related to excitation current selected is the number 2, and if the current is above the section is
the number 3. With the ripple of the current, the selector oscillates between two sections and
the value of µM keeps changing in the observer. This induces a ripple on the estimation current.

On �gure 4.3, it is possible to observe this switching phenomenon. The excitation current
is regulated at 9A, which is on the bounds of the excitation current section 3 (between 7A and
9A) and 4 (between 9A and 11A). Because of the current ripple, the uncontrolled switching
between two sections can easily be seen on this �gure. This causes the estimation of the stator
currents to present some discontinuities. The same phenomenon goes for the switching between
load sections, as it can be seen on the middle graph of �gure 4.6. These undesired e�ects can be
reduced by increasing the number of sections: the gap between sections will be smaller and as
a result the gap in the estimation will be less noticeable. Another solution to avoid this ripple
due to the section switching would be to use an interpolated 3D LUT such as the ones presented
in the end of chapter 2 (2.26 and 2.27). This solution however requires a signi�cantly higher
calculus power in order to be properly implemented.

The mapping of the parameter µM as it has been presented in chapter 2 and in this �rst
section has been tested experimentally when connected to the extended proposed nonlinear
observer. The next section will present experimental results associated to the con�guration
schematized by �gure 4.1.

4.2 Experimental results of the current sensorless control with a
dynamic set of parameter

The �rst part of this paragraph will present and discuss results of estimation realized out-
side the current control loop (o�-loop estimation). The second part will show results with the
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estimated current in the current control loop (in-loop estimation). This means that the stator
currents used as feedback in the controllers are no longer the measured currents but the observed
ones. The measures of the stator currents in this part will only be used for the comparison with
the estimation. This is actually current sensorless control results, the objective that was �xed at
the beginning of this study. Both o�-loop and in-loop estimations are realized using the mapping
of parameter µM .

4.2.a O�-loop estimation of the stator currents

The o�-loop estimation is an important step in the achievement of current sensorless control.
Its role is to ensure that the current observation is e�ective in terms of precision of the current
estimation and to verify the relevance of the map of µM .

For the tests realized and presented in this chapter, the controller used is a classic PI controller
on the dq axis currents. A pole-zero compensation study is applied in order to obtain the the
controller parameters. The estimation of the currents is made through the extended proposed
observer. On the following �gures, the measured iq curves will be shown in blue, the measured
id in yellow, and the estimated iq and id in respectively red and purple.

The �rst experiments presented here, on �gure 4.4, features steady states operating points.
For all the graphs of this �gure the excitation current injected in the rotor of the WRSM was
ie = 6A. On the top graph of 4.4, the measured d-axis current is controlled to 0A and the
measured q-axis current is controlled to 35A. The rotor speed is 600rpm. This steady state
operating point corresponds to a machine functioning at a medium load in the load section.

The top graph shows that, for a medium load and speed, the proposed nonlinear observer
combined with the parameter table shows that the estimation is precise. Indeed, the estimated
and measured iq are overlapping, and the estimated id has less than 1A of di�erence with the

measure. The norm of the estimated vector gives ITest =

√
îd

2
+ îq

2
and the real current vector

is written IT =
√
i2d + i2q . The comparison of these two norms ITest−IT

IT
gives an error inferior to

0.1%, so negligible.
The graph in the middle of the �gure shows the estimation results for another steady state

operating point, for a low load and a medium speed (700rpm). The q axis current is regulated
at 30A. Compared to the previous graph, the excitation current section used for the parameter
table is the same but the load section is di�erent (mid load section previously and low load
section for this graph).

Again the estimation results are extremely satisfying: there is no error between the estimation
of iq and the actual measured value, and as for the previous graph the estimated id has less than
1A of error.

The last steady state operating point presented in �gure 4.4 corresponds to a high load
operating point and a medium speed (530rpm). iq is controlled at 45A and the estimator gives
an estimation of iq of 41A, leading to an error of estimation of 4A. The estimated id has an error
of 3A. There are errors in this con�guration but they need to be put in perspective considering
the total current IT . In this case the combined error values on id and iq do not exceed 9% of the
total current in the stator, which can be considered acceptable depending on the requirements
of the speci�cations.

The principal reason why the last operating point shows more error than the other is that it
is close to the bounds of a section. This is due to the fact that in a section, the function of µM
used is �xed. Thus at a border of a section, the values of µM given by the function may not be
the same than in the neighborhood of where µM has been calculated. If the load sections were
more numerous, the table of parameter would be more precise and consequently the quality of
steady state observation would improve.
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Figure 4.4. Current observation for a steady state operating point with a mid load (top), low
load (middle) and high load (bottom) for ie = 6A.
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Figure 4.5. Current observation for a step on iq from 35A to 45A for a high load and ie = 10A.

The results presented on �gure 4.4 featured results of steady state operating points. Figure
4.5 shows a step on the reference of the q axis current when the machine is already operating,
from 35A to 45A for an excitation current of 10A and for a high load.

The �rst important thing to notice is that the estimated currents reach their steady-state in
a longer time than the controlled currents. Furthermore, a step variation on iq introduces an
error on the estimated id. Meanwhile, it can be noticed that the steady-state error is close to
zero. In fact, this dynamic is related to the speed variation as we will see in �gure 4.6.

Another test has been run in order to characterize the estimation of currents for a start of
the machine. On �gure 4.6, the machine is initially stopped (id = iq = 0A and Ω = 0rpm), then
a step on the q axis current is applied from 0 to 35A for an excitation current ie = 6A.

Figure 4.6 shows that at standstill of the machine, the current are well estimated and are both
equal to 0A. After the step of q-axis current, the estimations converge with no error compared to
the measures of the currents. The estimated iq reaches 90% of the �nal value in 0.3s. The d axis
current estimation takes a longer time to converge, about 1.1s. The time of convergence of the
estimation is actually linked to the evolution of the dq voltage references presented on the two
bottom graphs of �gure 4.6. With the graph at the top of the �gure representing the evolution
of the voltages in the stator, the link between the two dynamics of the estimated currents and
the voltages are more clear. This evolution of the voltages is clearly due to the increasing of
the speed of the rotor (bottom graph), which consequently increases the back-EMF according
to the equations: ed = −p.Ω.Lq.iq and eq = p.Ω.(Ld.id + M.ie). Since the measurements of
the parameter µM has been realized only for the WRSM steady-states, there might be transient
phase phenomenons that make µM vary, resulting in estimation errors during the acceleration
and deceleration of the machine.

The second graph of �gure 4.6 displays the switch of the load section with the change of
operating point. As it can be noticed on the graph, the switch between two sections is not neat,
and between 0.4s and 0.7s, the section used for the parameter table switches between section 1
and 2. During this time the estimated q axis current has a largest ripple and the mean value of
iq decreases, due to the use of another value for µM than in section 1. In addition, the evolution
of the speed also modi�es the value of µM according to the equation associated to each section.

Figure 4.6 is useful to notice the link between the evolution of the estimated currents and
the switch of section. It also allows characterizing the dynamic of convergence to a steady state.
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Figure 4.6. Current observation (top), load and excitation current sections (second graph),
reference voltages (third graph) and rotor speed evolution (bottom) for a step on iq from 0A to
35A for a medium load and ie = 6A.
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Figure 4.7. Current observation with a ramp of 1000A.s−1 on the current references (top), a
ramp of 100A.s−1 (middle) and a ramp of 10A.s−1 (bottom) for a step on iq from 0A to 35A,
medium load and ie = 6A.
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Figure 4.7 shows three graphs representing the evolution of the measured and observed stator
currents when a ramp replace the reference step. On the top graph, the reference ramp on the q
axis current is 1000A.s−1, on the middle graph the ramp is 100A.s−1 and the bottom graph has
a ramp of 10A.s−1. From this �gure it can be noted that the instantaneous error between the
measures and the estimations is smaller when the controller dynamics current are slowed down.
Indeed the instantaneous maximum error when a ramp of 100A.s−1 is imposed does not exceed
10A on both d and q axis current, while it reaches 14A on the d axis current for a ramp of
1000A.s−1 and up to 20A on the q axis current. With the 10A.s−1 ramp, the error never exceed
6A.

Since �gure 4.6 showed that the transient phase induced error on the estimation, it has been
decided to add a ramp on the q-axis current reference in order to reduce the dynamics of evolution
of the transient phase in order to lower the impact of the transient phenomenons on the WRSM
model and thus on the estimations. The adding of a ramp indeed reduces the error between the
controlled and the observed currents but it slows the dynamics of the system. Indeed �gure 4.7,
the time needed to reach 90% of the �nal value for the estimated q axus current is 0.7s with
the ramp of 100A.s−1 while it was 0.3s without ramp on the reference. However, the e�ect on
the dynamic of the rotor speed is lower and has to be put in perspective. Figure 4.8 shows the
evolution of the rotor speed of the machine with a ramp of 100A.s−1 and 1000A.s−1 on the q
axis reference current. From 4.8 delay of the speed link to the ramp of 100A.s−1 compared to
the ramp of 1000A.s−1 does not exceed 0.2s for a 90% response time of 1.2s.

Ramps lower than 100A.s−1 may however be unsuitable regarding the mechanical dynamics
of the system. A ramp of 10A.s−1 reduces considerably the error of estimation on the currents
but it also slows the evolution of the rotor speed to unacceptable response time for hybrid vehicles
applications.

Another important test to perform in order to validate the nonlinear observer with the pa-
rameter table, is the application of a load step on the motor in order to check the robustness of
the system. To do so, a sudden variation of the resistance of the active load is applied. This
changes the mechanical torque on the load machine and thus provokes a load step on the studied
machine. Figure 4.9 shows a sudden increase and �gure 4.10 a sudden decrease of the mechanical
load applied to the rotor of the machine.

From the two �gures 4.9 and 4.10, it can be noticed that the observation converges when
both a sudden load increase and a sudden load drop is applied on the system. The load steps

Figure 4.8. Rotor speeds associated to the currents of �gure 4.7.
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Figure 4.9. Currents (top) and speed (bottom) evolution for a sudden mechanical load increase
applied on the machine.

are signi�cant and the rotor speed changes from 830rpm to 470rpm in 1 second (time to reach
90% of the �nal speed) when the load step up is applied and from 470rpm to 790rpm in 2.3
seconds when the load step down is applied. From these two �gures, it can also be noted that
the load step up induces higher errors on the observations of both stator currents during the
transient phases. Indeed the error on the d and q axis current reaches 18 A for the load step up,
and only 5 A on iq and 8A on id for the load step down. This can be explained by the fact that
the rotor speed varies faster during the load step up than during the load step down. This lead
to a greater transient phase dynamic and as it could be noticed on �gure 4.7, the higher the di

dt
during a transient phase, the higher the error on the estimation.

The observer coupled with the parameter table is robust towards load variations and gives
satisfying results thanks to the use of di�erent load sections in the parameter table. However,
since there also are several sections for the excitation current, the robustness of the estimation
towards sudden excitation current variations has been veri�ed as well.

Figure 4.11 features two graphs. The top one presents the evolution of measured and esti-
mated stator currents when an excitation current step up from 4 A to 10 A is controlled. The
bottom one displays the same currents but for an excitation current step down from 10 A to 4
A.

From the two graphs of �gure 4.11, the change of excitation current impacts the stator
currents observation, but the change of excitation current sections allows the observer's model

112



4.2 : Experimental results of the current sensorless control with a dynamic set of parameter

Figure 4.10. Currents (top) and speed (bottom) evolution for a sudden mechanical drop
increase applied on the machine.

to have the most suitable parameters for the estimation. The change of section can easily be
spotted on the graphs at 0.3s, 0.5s and 1.1s on the top graph and 0.4s, 0.55s and 1.1s on the
bottom one.

This �gure also shows that the switch between excitation current sections is working as
expected and it also demonstrates that the observer is robust to a sudden excitation current
variation, whether it is a step up or a step down. This is a useful asset mostly for the fact that
during the start of the machine the excitation current is usually controlled to high values (up to
15 A) in order to accelerate the start of the machine by increasing the starting torque. When the
nominal speed is reached, the excitation current is reduced to 5 A in the knee saturation point
of the machine (see �gure 2.12).

It has now been shown that the solution of nonlinear observer coupled with the parameter
table based on sections switching is robust in steady-state towards both load and excitation steps
when the estimation of stator currents is performed o�-loop. The next section will be focused
on the actual current sensorless control, with the current estimations in-loop.
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Figure 4.11. Currents evolution for a sudden excitation current increase from 4A to 10A (top)
and a sudden excitation current drop from 10A to 4A (bottom) applied on the machine.
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4.2.b In-loop estimation: characteristics and performances of the developed

current sensorless control

The previous paragraph focused and presented results of the current estimation when it is
performed outside the control loop. The o�-loop estimation's role was to test the precision of the
solution proposed, for steady-states operating points and transient phases. In fact, the previous
paragraph's o�-loop experiments showed that the estimation is precise in steady states phases
thanks to the table of a parameter included in the nonlinear observer. The transient responses
lead to errors on the estimation because of the rotor speed lower dynamics, but this error is
less if ramp current references are applied. Finally, the observation has been proved robust to
excitation current steps and the load changes in steady-state.

In this paragraph, the experiments that will be introduced all features actual current sen-
sorless control. This means that the controlled stator current are not the measured currents
anymore but the estimated ones. As it was stated before, the control of the currents without
using the measurements in order to remove the sensors was the main objective to reach in this
study. As for the o�-line estimation, the current sensorless control has to be tested for several
environment. Di�erent steady-state operating points will �rst be tested within the range of
functioning of the machine.

The set of experiment that will follow is realized in the same conditions than for the previous
paragraph: the controller used is a PI controller, the �rst tests will feature a current control and
a speed control of the machine will also be implemented.

The following �gures will present the �rst results of current sensorless control for di�erent
steady state points. The �rst point depicted on �gure 4.12 is for a low mechanical load, an
excitation current of 8 A and a q axis current reference of 25 A. The machine speed for this test
is constant at 550 rpm.

This �rst �gure representing current sensorless control results are interesting: from the graph,
the estimated currents are perfectly controlled, showing no ripple. This could be expected, since
the output currents of the nonlinear proposed observer are now the controlled variables, the ripple
existing on the real currents does not impact the estimation since the model used in the observer
does not take the ripple in account. There was however a ripple on the o� loop estimation for
the reason that the ripple of the real current impacted the voltage references of the controller
(since the real current were controlled). The dq voltage references thus propagated the ripple to

Figure 4.12. Current sensorless control for a low load and a q-axis current reference of 25 A.
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Figure 4.13. Current sensorless control for a medium load and a q-axis current reference of
35 A.

the estimations. This is not the case for in-loop current sensorless con�guration.
Moreover, �gure 4.12 shows that the estimation is accurate: indeed the measurements of the

currents show that there is less than 1A of error for the q-axis and an average of 5 A for the
d-axis current which corresponds to an overall error of 2% when considering ITest−IT

IT
.

However the estimated currents can contain a ripple in some circumstances. Figure 4.13
displays current sensorless results for a di�erent operating point. For this test, the q-axis current
reference is 35 A for a medium load and an excitation current of 8 A.

On �gure 4.13, the precision of the q axis current estimation is optimal and there is no error
comparing to the measured current. There is however an average error of 7 A on id, leading
to an overall error of 2%. The important thing to notice on this test is that the estimated and
controlled currents are not constant as it was for the operating point of �gure 4.12. Indeed from
the graph of 4.13, some ripples can be noticed on the estimated currents. This is in fact not
linked to the ripple on the measured currents but on the section switching. This operating point

Figure 4.14. Current sensorless control for a high load and a q-axis current reference of 45 A.
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is close to the edge of a load section, and the table of parameter switches when the load section
changes, hence the ripple on the estimated currents. It can be noticed that the q-axis current is
more impacted by the sections switching, because as seen before, the variation of the parameter
µM has a lower impact on the d-axis current because this current is closed to 0A.

Figure 4.14 shows a last steady-state operating point for another excitation current, ie = 10A
for a high load and a q-axis current of 45A. Here there is an error of 4A on the estimated q-axis
current and 9A for the istimated id, leading to an overall error of 8%.

Around the operating points that have been considered for the mapping of parameters, the
steady-state estimations give satisfying results and do not exceed 10% of error between the
estimations and the measures. A map of µM with more sections would reduce this steady-state
error, but this would increase the memory use of the control as it has been explained in the
beginning of this chapter.

4.2.c In-loop estimation: speed control of the WRSM

In some applications, it is required to reach a target speed whatever the current is under
physical constraints of the drive. In this case, we have to use a speed controller. Therefore,
another control loop on the speed of the rotor is then implemented above the current loop. As
seen in the previous chapters, the dynamics linked to the electric variables in the machine are at
least one decades faster than the dynamics of the mechanical variables. That way, an external PI
controller of the speed of the machine can be added without changing the PI controller for the
current, the behavior of the mechanical speed of the machine on the current being approximated
as a �rst order (see chapter 2).

The PI controller on the speed of the machine has been tuned beforehand using the measures
of the stator currents. Once the speed of the machine was controlled in satisfying conditions with
the measures, the same controlled has been tested with the estimated currents as feedbacks for
the inner control loop, performing current sensorless control of the speed of the machine. The
results of this current sensorless control con�guration will now be presented and detailed.

The �rst tests that have been realized to validate the current sensorless control of the me-
chanical speed of the machine are, as for the current control, steady-states operating point. The
graph displayed on �gure 4.15 presents the operating point corresponding to a speed controlled
to the reference of Ωref = 500rpm for a high mechanical load and a excitation current of 8 A.

The speed of the machine has not been displayed here because it is controlled at a constant
point at 500 rpm. However this �gure show that the speed controller is stable and makes the
speed converge towards the wanted value even without the current measures, using only the
estimation from the proposed nonlinear observer coupled with the dynamic table of parameter.

The evolution of real and estimated stator currents of �gure 4.15 shows that, apart from the
fact that the speed is successfully controlled, the results are similar to the ones obtain when the
currents were directly controlled. Indeed for this operating point, the real q-axis current presents
an average error of 4 A compared to the estimated one, and an average error of 11 A on the
d-axis current, leading to an overall error between the estimated current vector and the real one
of 12%. As for the control of the current, the estimated current is perfectly �at, meaning that
there is no section switching in the table of parameter at this operating point. The operating
point presented on �gure 4.16 on the other hand stands on the border of two load sections.

Indeed, �gure 4.16 features a q axis estimated current showing frequently current peaks,
consequence of a change of the parameter µM used in the nonlinear observer. The same way
than for �gure 4.13 featuring a steady-state point for the sensorless control of the current, the
impact of the section switching is negligible on the d axis current. For this operating point, there
is an overall eror of 8%.

The di�erent steady-state operating points obtained with the current sensorless control of
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Figure 4.15. Current sensorless control of the speed for a steady-state operating point:
Ωref = 500rpm, ie = 8A, high load.

the rotor speed give markedly similar results for the real and estimated currents than with the
current sensorless control of the dq axis currents.

An inevitable drawback inherent to this proposed solution of current sensorless control is the
error of estimation during the transient phases of the machine. Indeed in this section introducing
the experimental results of current sensorless control (of the speed as well as the current), peaks
of error could be noted. This is due to the low dynamic of the mechanical speed of the machine
which implies a slow evolution of the back emf produced in the stator, which leads to a large
voltage gap between the reference voltage and the back emf, hence inducing a high didq

dt . In
addition, transient phenomenons that are not taken in account in the modeling of the machine
and that are not included in the parameter µM (the mapping of µM being realized during steady-
states) may lead to errors of estimation. The steady-states of the machine on the other hand are

Figure 4.16. Current sensorless control of the speed for a steady-state operating point:
Ωref = 600rpm, ie = 8A, high load.
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very well estimated for all the operating point tested.
These error peaks are leading to an energy loss during the transient phases of the machine.

This energy additional loss will be discussed in the following section. An energetic comparison
between a classic control of the machine and a current sensorless control will be performed during
transient and steady-state phases.

4.3 Comparison of energetic consumption with and without cur-
rent sensors

As it has been showed in the previous section, the proposed current sensorless control cannot
entirely suppress estimation errors on the stator currents. These errors on the estimation of the
dq-axis currents can be responsible for an energy overconsumption of the battery. In this last
section, an appraisal based on the energy comparison of the current sensorless control with a
classic current feedback control will be conducted. This is an important last step: if the removal
of the current sensors are a clear bene�t for the manufacturing costs and the reliability of the
system, and even if the estimator has been shown precise in steady-state, excessive losses due
to error of estimation can be a serious drawback on the overall system and could be a reason to
avoid choosing current sensorless solution for particular applications.

This comparison will be conducted by looking at the battery current in both situations for
similar operating points. Indeed, the DC voltage being constant and equal to 12V, the di�erence

Figure 4.17. Steady-state comparison of real dq-axis currents (top) and battery current
(bottom) in-loop (blue) and o�-loop (red) at 500rpm with ie = 10A and at medium load.
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of energy consumption on the DC level of the system will be characterized thanks to the battery
current. Thus for an identical operating point, a higher battery current consumption indicates
that a higher electric input power is necessary for the same mechanical power in output of the
powertrain. The �rst experimental results will be shown for di�erent steady-states, then for
transient phases.

The results displayed on 4.17 show on the top graph the comparison between the real dq-axis
currents for a classic control strategy (with current sensors or o�-loop) and current sensorless
control strategy (in-loop), for a medium load, an excitation current of 10A and a rotor speed of
500rpm.

It is interesting to notice from these two graphs that, even if the in-loop d-axis current is
shifted from 0A with an error of 10A, the battery current is, in average the same than for a
classic controller. The main di�erence between the two battery currents is the ripple which is
higher for the current sensorless control (5A of ripple current while it does not exceed 1A for
the classic control). As a side note for these experiments, the top graph of 4.17 shows that the
q-axis currents are identical in average. This is a logical result, since the currents displayed here
are the real currents and not the estimated ones, and the load and speed being identical for the
two cases, the q-axis currents are expected to be the same.

On a steady-state, even with signi�cant error of estimation on the currents for the sensorless
control, the energy consumption on the DC branch of the system is not signi�cantly impacted.
The same experiment has been run for the same operating point but with a higher mechanical
load, and is shown on 4.18.

Figure 4.18. steady-state comparison of real dq-axis currents (top) and battery current
(bottom) in-loop (blue) and o�-loop (red) at 500rpm with ie = 10A and at high load.
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Figure 4.19. Comparison of the battery current in-loop (blue) and o�-loop (red) from 200rpm
to 600rpm with ie = 10A and at low load.

The results for this other operating point is signi�cantly the same, and the current in output
of the 12V battery is identical in average for the two control strategies. The ripple is also higher
for the current battery associated to the current sensorless controller.

It has however been said in the previous section that transient phases, such as a change in
the speed reference or a sudden load variation, induces consequent estimation error. With the
ramps, it could be notice that the slower the evolution of the currents, the smaller the estimation
errors. The next experiments for the energy comparison study undertaken in this section will
thus be focused on transient phases of the system.

The graphics shown on �gure 4.19 represents evolution of the battery currents for a classic
and a current sensorless controller. The experiment associated to this �gure corresponds to an
acceleration of the machine from 200 to 600rpm with an excitation current ie = 10A and a low
load.

Figure 4.20. Comparison of the battery current in-loop (blue) and o�-loop (red) from 600rpm
to 200rpm with ie = 10A and at low load.
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Figure 4.21. Comparison of the battery currents evolution for a start (top) and a stop
(bottom) of the WRSM in-loop (blue) and o�-loop (red) with ie = 10A and at high load.

The graph of �gure 4.19 shows the battery currents during the acceleration of the machine.
An overshoot on the in-loop battery current can be noticed at the same time than the overshoots
of the stator currents, with a peak at 1.7s. This overshoot rises up to 16A in average, for a
�nal average value at steady-state of 14A. This overshoot on the battery current is however
low compared to the overshoots corresponding to the stator current and corresponds to 14% of
the �nal value. In comparison, the battery current of the classic controller presents a similar
overshoot. In this graph, it can be noted that the battery current for the in-loop current sensorless
control and the classic o�-loop controller are almost the same in average. This means that the
errors between the estimated currents and the real ones do not lead to an excessive energy loss
between compared to the control of the real currents.

Another transient phase test has been run for a deceleration of the machine, from 600rpm to
200rpm. The results are shown on �gure 4.20 display a stop of the machine with an excitation
current of 10A and with a low mechanical load.

Again for this test, the errors between the real and estimated currents are negligible in
regard of the battery current: indeed no peak can be notices on the battery current linked to
the sensorless control and the average pro�le is the same than the battery current of a control
of the measured currents.

The last �gure 4.21 features the battery current comparison between in-loop and o�-loop
control for a start (standstill to 600rpm) and a stop (600rpm to standstill) of the machine for a
high mechanical load and ie = 10A.

Here the di�erences are more noticeable. On the top graph corresponding to a start of the
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machine, an peak on the in-loop battery current can be noticed, leading to a current 7A higher
than for the o�-loop battery. The battery current is however higher for a short time, less than
0.5s. The steady-states are identical. This means that, for a short amount of time during the
start of the machine, the current sensorless control consumes more energy than the classic o�-
loop control. For the stop of the machine, the in-loop battery current is slightly higher during
the deceleration but no signi�cant peak can be noticed.

From the di�erent tests that have been made in order to compare the energy consumption
between the electric powertrain with the current sensorless control and the electric powertrain
with a classic controller, it can be noticed that in steady-state, the average energy consumption
is the same even with errors of estimation on the d-axis current. During the transient phases, the
errors on the dq-axis currents for the current sensorless tests lead to a slightly higher consumption
of the battery current during the overshoots. This energy over-consumption is however very small
and only occurs during start phases of the machine. These results are very encouraging, since
the main drawback of estimation errors on the dq-axis stator currents is the energy issue, which
is particularly problematic in embedded systems like hybrid vehicles technologies.

Conclusion

In its construction, this chapter is the experimental combination of the studies on the mod-
eling of the machine made in chapter 2 and the studies on the observer of state variables realized
in the chapter 3. Indeed the results obtained in those two chapters are complimentary: a bet-
ter understanding of the machine, and a sharp mapping of the parameters of the system allow
to obtain enhanced results of the nonlinear state observers developed in the chapter 3, mainly
because those observers are sensitive to parameter errors.

In a �rst part of this chapter, the map of parameter µM realized in chapter 2 has been
implemented and tested. According to the operating point of the system (excitation current,
speed of the rotor and load of the machine), the map switches the parameter µM used in the
proposed state observer developed in chapter 3. The results of the switching displayed in the �rst
section of this chapter show that the map switches according to the operating point satisfactorily.

In a second section, experimental results of the chosen solution outside of the control loop
(referred as o�-loop estimation) have been displayed. Di�erent steady-state operating points
have been tested: several mechanical loads, speeds and excitation currents in order to see the
impact of the parameter switching on the current observation. For steady-state tests, the results
are extremely positive: according to the operating point, the error of estimation of the stator
currents does not exceed 10%. During transient phases, the variation of speed provokes a change
of section as expected, but there are also overshoots on the estimated currents due to dynamic
phenomenons that are di�cult to take in account in the state equations of the machine used
in the observer. In addition with the overshoots, there is also a delay on the evolution of the
estimated currents due to the fact that the estimation is linked to the evolution of the rotor
speed which as a slower dynamic than the dynamic of the currents.

In order to reduce the dynamic phenomenons that lead to estimation errors, a ramp on the
current reference can be added in order to slower the rise of the current and thus lower the
delay on the currents estimation. The value of this ramp depends on the speci�cations of the
system. Some more experiments have been conducted in order to check the robustness of the
estimation: sudden mechanical load variation have been applied on the rotor and change of the
excitation current have been controlled. The results of estimation are good with a rapid return
to steady-state. These tests allows to notice the switching of parameter µM on the estimations.

After checking the precision and robustness of the current estimation o�-loop, the next crucial
step was to test the current sensorless solution on real conditions, without current sensors in the
control loop (referred as in-loop estimation). First, steady-states tests with current sensorless
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controller have shown similar results than for the o�-loop estimation, with a good precision of
estimation according to the operating point, with a maximum accumulated error of 12%. The
same tests have been run with a speed control this time. The current sensorless control is still
robust and precise except during the steady-states. However the main drawback of the current
sensorless control as it has been developed so far is the estimation during transient phases.
Indeed, the same way there were estimation errors during the o�-loop experiments, the in-loop
estimated currents present error during the transient phases, due to transient and sub-transients
phenomenons that have not been taken in account in the model and that are not absorbed by
the map of µM since this parameter has been mapped for steady-states. The improvement of
transient phases should be the subject further studies in the future. A possible approach could
be to add to the map of µM another parameter estimated during transient phases. Another
possibility could be to use FEA modeling results to elaborate an electric model of the machine
for all steady-states and transient phases of the operating range of the machine.

Finally the last part of this chapter focused on an important issue concerning sensorless
control: the energy consumption comparison between the powertrain using the proposed current
sensorless solution and the powertrain using a classic controller. Indeed, even if the current
sensorless controller bene�ts from the removal of currents sensors in regard of the manufacturing
costs and the reliability of the system, it can su�ers from an excessive energy consumption due to
the errors of current observation. The experimental results however show that it is not the case:
in steady-states, the energy consumption, represented directly by the battery current absorption,
is the same for the classic controller and the current sensorless controller. In transient phases,
and more particularly the start of the machine, the real currents estimation errors provoke a
small overshoot on the battery current absorption. The peak on the battery current is however
small and the duration of this overshoot is very not signi�cant.

This chapter has shown successful current sensorless control by combining a state observer
with a mapping of a sensitive parameter, the mutual inductance between the rotor and the stator
of the WRSM. The results obtained on the precision and robustness of the current sensorless
controller in steady-state are extremely encouraging and further work on this subject could
enhance the performances of the current sensorless control especially for the transient phases
of the machine. A study taking in account the temperature variations impact on the current
estimation could also be interesting to improve the precision of the observed currents.
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Conclusion

The aim of this work was to propose a current sensorless control of a WRSM. Indeed, the
part of electricity in vehicles tends to increase due to the increase of quotas on gas emissions
of the vehicles and the environmental marketing impact of more electric vehicles on the cus-
tomers. In the �rst chapter, a comprehensive review of vehicle electri�cation has been proposed.
Among the di�erent technologies existing, mild-hybrid solutions are extensively developing: the
possibility to install an electric powertrain on an existing vehicle is an appealing and rapid way
to redesign a classic vehicle into a hybrid one. Since the automotive industry is an extremely
competitive sector, the reduction of production costs is one of the manufacturers' main objec-
tive. Removing the stator current sensors of the electric machine is one way to achieve this
cost reduction, but in order to use an e�cient vector control such as MTPA, the stator current
feedback is necessary. For this reason, it has been decided to estimate the missing stator currents
and use them as feedback for a vector controller. In the scienti�c literature, di�erent sensorless
control strategies exist. The most commonly found is the mechanical sensorless control, since
mechanical sensors can be expensive, bulky and di�cult to install on a machine. Current sensor-
less control also exist but mostly in a particular con�guration, when a precise current sensor is
available on the DC link of the inverter, which is not possible in our application since adding an
expensive sensor would nullify the bene�ts of the current sensorless mild hybrid application. In
the end of the �rst chapter, the available measurements of the system studied have been listed:
the excitation current of the WRSM's rotor through a low cost current sensor, the rotor speed
with a precise Hall e�ect sensor and the DC voltage with a voltage sensor in input of the inverter.

In chapter 2, a description of Valeo's i-StARS system has been presented with details and
compared to the one realized in the GREEN laboratory. The test bench has been designed to
have elements as close as possible to the ones of Valeo's system. Then, a study of the modeling
of the machine have been proposed. Indeed, with the aim of estimating the stator currents it
is important to have a reliable modeling of the electric powertrain. First an overview of the
magnetic modeling performed by Dr. Devornique has been proposed. Indeed the FEA-based
model developed could be interesting to access to information on the machine behavior for every
operating point without having to test them experimentally. Then an electric modeling of the
system has been proposed and the state equations of the machine (with the dq-axis current sta-
tor, the excitation current and the rotor speed as state variables) have been de�ned. From this
modeling, the di�erent parameters have been experimentally identi�ed. However, the procedure
to identify all the model parameters for one steady-state operating point is long. In addition, the
parameters may vary signi�cantly according to the operating point (due the saturation of the
machine, the excitation current change or the temperature variations), reducing the precision
of the model developed. A study of sensitivity of the model towards parametric variations has
been conducted in order to characterize the impact of errors on the parameters in the model. It
results from this study that the most problematic parameter is the mutual inductance between
the rotor and the stator. For this reason it has been decided to realize a map of an introduced
parameter µM , with the aim of absorbing the error on the mutual inductance and other errors in



the model that may be not predicted in steady-state. A fast mapping solution has been proposed
to obtain the map of µM , using an online estimator. µM has then be characterized for several
values of current excitation, rotor speed and mechanical load. An interpolation of the values of
µM for every rotor speed for a given excitation current and mechanical load. Several functions of
µM along the speed has thus been obtained for each value of excitation current and mechanical
load.

Chapter 3 was focused on the state observer design for current estimation. First an observ-
ability study has been conducted. Indeed, the proof that the currents can be observed using the
available measures needs to be demonstrated. It has been shown that with the excitation current
measure, the rotor speed measure and their respective derivative functions, the state currents
are locally observable if the excitation current is non null. The �rst state observer developed for
the current sensorless application was the Extended Kalman �lter. This well-known tool is often
used for state variables observation or noise rejection. The EKF showed good results in simula-
tion with no error on the parameter, estimating precisely the currents in the simulated machine.
When measurement noise were added, when the covariance matrix are well chosen, the EKF
estimation rejected the noise but the convergence speed of the estimation was reduced. After the
EKF, another state observer was proposed. This observer was based on the convergence analysis
of Lyapunov candidate functions. It has been proven with this observer that the estimation is
exponentially converging. Simulation results were conducted with and without parameter errors.
Without parameter error, the estimation of the current is precise, but with parameter errors,
estimation errors appear. In order to reduce those errors, an extension of this observer has been
proposed by adding two parameters in the estimated vector, ∆Γ and Ip. This extended version
improves the estimation of the currents when error on the mechanical parameters are added but
remains sensitive to electric parameter errors. A last version of this observer was tested in sim-
ulation with the control vector included in the Lyapunov candidate function so that the control
vector is generated in the same loop than the observation. This could be useful for application
where the control needs to be rapid compared to the observation. It has been chosen in this work
to use state observers to retrieve the dq-axis currents but other strategies could be interesting
to test. Model-free controllers for example might be more precise in presence of parametric errors.

Finally, the fourth chapter made the connection between the second and the third chapter.
Indeed, the extended version of the proposed state observer was used with the map of parameter
µM connected. The results o�-loop showed that the steady-states tested feature almost no error
of estimation. In transient phases, errors appear because of transient phenomenons that are not
taken into account in the model used for the observer design. When ramps on the references are
added to slow down the evolution of the currents, the errors are reduced. A true current sensor-
less control has then be performed, with the estimated currents in-loop. Again the steady-states
are well estimated and controlled. The transient phases are however still problematic and further
work should focus on the reduction of transient phases estimation errors. This could be done
by adding a map of dynamic parameter that would absorb the errors induced by the transient
phases phenomenons. Another possible solution would be to extend the electric model of the
machine, by adding in the electric modeling information brought by a FEA-based model on the
saturation of the machine and on other sub-dynamic phenomenons. A last series of tests has
been conducted to characterize the energy consumption of the current sensorless control solution
proposed. It has been shown through those tests that the strategy presented in this thesis does
not a�ect signi�cantly the energy consumption, which is an important asset considering the sys-
tem is embedded and connected to a battery.

This work presented a successful current sensorless control of a WRSM which was a topic on



which the scienti�c literature is scarce. The main objective of controlling the i-StARS WRSM
without current sensors in the stator, which was the milestone of this PhD work, has been
successfully reached. Some important improvements could however be the subject of further
work linked to the current sensorless control topic.





Further work

If the main objective of this study has been reached, a lot of related further work could pro-
pose enhancement of the current sensorless control strategy presented in this work. Indeed, the
literature on this subject is scarce, and the di�erent possible paths to achieve current sensorless
control are numerous. Some could be more favorable according to the application. Whatever
the means, further work should focus on reducing the estimation errors in transient phases. This
is indeed the main issue encountered in this study. To do so, an extended dynamic mapping of
parameters taking into account some usual transient phases could be considered. It could be
also possible to add one or several other parameters in the mapping of the machine in order to
determine if this can enhance the estimation of the currents in transient phases. Model-Free con-
trollers could also be tested in order to test the bene�ts of not relying on a model of the machine.

A thermal study should also be undertaken in the future in order to take into account the
temperature variations on the model and to increase the precision of the estimation for all the
possible operating range of the system. The R4 → R extrapolation could be tested to check if it
can improve the precision of the estimation. The strategy proposed in this thesis could also be
tested on other types of electric machine with di�erent behaviors.

It could be interesting to test the solution proposed in this thesis to other electric machines
than the WRSM for the sake of generality. Indeed, similar solution could be tested for a PMSM,
an induction machine or a reluctance motor which are all potentially suitable for HEV application.

On a di�erent application, the proposed current sensorless control could be used in aircraft
engineering in order to improve the reliability of on electric powertrain. Indeed, the possibility
to switch from a classic controller to a current sensorless controller in case of a current sensor
failure could bene�t the reliability of the whole electric system. Further work could focus on
quantifying this reliability improvement.





Appendix: Flatness based control of a

WRSM

In this annex, the mathematical proof that the WRSM state equations are �at according to
the de�nition given in chapter 1 will be performed. First let's remind the state equations linked
to the WRSM:

d
dt id = Le

Ld.Le−M2

(
Vd −Rs.id + p.Ω.Lq.iq − M

Le
(Ve −Re.ie)

)
d
dt iq = 1

Lq
(Vq −Rs.iq − p.Ω. (Ld.id +M.ie))

d
dt ie = Ld

Ld.Le−M2

(
Ve −Re.ie − M

Ld
(Vd −Rs.id + p.Ω.Lq.iq)

)
d
dtΩ = 1

J (p.iq.M.ie − f.Ω− Γ0)

(4.1)

The state vector is then x =
[
id iq ie Ω

]T . Here, for a speed control of the machine,

the output vector is y =

idie
Ω

 and the input vector is u =

VdVq
Ve

. The output vector y can

be considered �at if it can be written y = g(x, u, u̇, ü, ..., u(q)) and if x and u can be written
as function of solely the �at output y and its derivatives, such as x = h1(y, ẏ, ..., y(r)) and
u = h2(y, ẏ, ..., y(r+1)), where the functions g, h1 and h2 are regular functions.

Since the output vector y is directly composed of state variables, the function g is immediate
and it gives:

y =

1 0 0 0
0 0 1 0
0 0 0 1

 .x (4.2)

For the function h1, the expressions of id, ie and Ω come directly. The expression of iq as a
function of y can be written:

iq =
1

p.M.ie
.(J.Ω̇ + f.Ω + Γ0) = h1q(ie,Ω, Ω̇) (4.3)

Finally, the expression of the input vector u as a function of the �at output vector and its
derivates needs to be written. As it has been shown in chapter 2, the voltage in the machine can
be written:

Vd = Rs.id + Ld.
d
dt id +M. ddt ie − ω.Lq.iq

Vq = Rs.iq + Lq.
d
dt iq + ω.(Ld.id +M.ie)

Ve = Re.ie + Le.
d
dt ie +M. ddt id

(4.4)



Which leads to:

Vd = Rs.id + Ld.i̇d +M.i̇e − p.Ω.Lq.h1q(ie,Ω, Ω̇)

Vq = Rs.h1q(ie,Ω, Ω̇) + Lq. ˙h1q(ie,Ω, Ω̇) + p.Ω.(Ld.id +M.ie)

Ve = Re.ie + Le.i̇e +M.i̇d

(4.5)

It has been proven that with the model of the WRSM de�ned in the beginning of this
appendix, both the state variables and the input voltages can be de�ned as functions of the �at
outputs and their derivates. According to the mathematical de�nition of �atness, this system
can be considered �at and a �atness-based controller can be used.



Glossary

Chapter 1

Symbol Unit Description

Pem W Power of the electric powertrain
PICE W Power of the ICE
p(t) W Instantaneous power linked to switching
VCE V IGBT voltage
Ic A IGBT current
E J Energy dissipation linked to switching
Tem N.m Electromagnetic torque
p - Number of pair of poles
M H Mutual inductance between the rotor and the stator
Ld H d-axis inductance
Lq H q-axis inductance
Le H Rotor wire inductance
id A d-axis current
iq A q-axis current
ie A Excitation current
Vd V d-axis voltage
Vq V q-axis voltage
Ve V rotor voltage
Ω rad.s−1 Rotor mechanical speed
ω rad.s−1 Rotor electric speed
θ rad Rotor electric angle
ϕ rad Angle shift between δγ-axis and dq-axis
ν rad Angle shift between δγ-axis and αβ-axis
Ωc rad.s−1 Estimated mechanical speed
ψf Wb Magnetic �ux between the rotor and the stator
ed V d-axis back EMF
eq V q-axis back EMF
IDC A Inverter DC-link current
iabc A abc-axis currents
Sabc - Inverter's switch state
Vbat V Battery voltage
ibat A Battery current
Lf H Input �lter inductance
Cf F Input �lter capacitor



Chapter 2

Symbol Unit Description

Cf F Input �lter capacitor
RDS(ON) Ω Drain-source ON resistance
ID A MOSFET current
VDSS V Maximum drain-source voltage
ibat A DC source current
θ rad Rotor electric angle
Vs V Stator voltages vector
Φs Wb Magnetic �uxes in the stator
Rs Ω Stator resistance
Re Ω Rotor wire resistance
Φd Wb d-axis magnetic �ux
Φq Wb q-axis magnetic �ux
Φr Wb Rotor magnetic �ux
id A d-axis current
iq A q-axis current
ie A Excitation current
Ld H d-axis inductance
Lq H q-axis inductance
Le H Rotor wire inductance
Φed Wb d-axis magnetic �ux from the rotor
Φde Wb Rotor magnetic �ux from the d-axis
M H Mutual inductance between the rotor and the stator
Ψf Wb Magnetic �ux from the magnets in the stator
Ψr Wb Magnetic �ux from the magnets in the rotor
Ω rad.s−1 Rotor mechanical speed
ω rad.s−1 Rotor electric speed
p - Number of pair of poles
Φkd Wb d-axis magnetic �ux due to damper winding
Φkq Wb q-axis magnetic �ux due to damper winding
Mkd H Mutual inductance between d-axis damper winding and stator
Mkq H Mutual inductance between q-axis damper winding and stator
ikd A d-axis damper winding current
ikq A q-axis damper winding current
J kg.m2 Rotor mechanical constant of inertia
f kg.m2.s−1 Fluid friction coe�cient
Γ0 N.m Dry friction torque

Erms V Machine phase back EMF
X̂ - Estimated value of X
X̃ - Error between estimated and real value of X
µM H Introduced parameter for modeling errors reduction



Chapter 3

Symbol Unit Description

id A d-axis current
iq A q-axis current
ie A Excitation current
Ld H d-axis inductance
Lq H q-axis inductance
Le H Rotor wire inductance
Rs Ω Stator resistance
Re Ω Rotor wire resistance
M H Mutual inductance between the rotor and the stator
Vd V d-axis voltage
Vq V q-axis voltage
Ve V rotor voltage
Ω rad.s−1 Rotor mechanical speed
θ rad Rotor electric angle
p - Number of pair of poles
J kg.m2 Rotor mechanical constant of inertia
f kg.m2.s−1 Fluid friction coe�cient
Γ0 N.m Dry friction torque
Cf F Input �lter capacitor
ibat A DC source current
VDC V Inverter's DC link voltage
∆Γ N.m Estimated mechanical parameter
Ip A Estimated electric parameter
Rk - Covariance matrix of measurement noise
Qk - Covariance matrix of process noise
X̂ - Estimated value of X
X̃ - Error between estimated and real value of X
µM H Introduced parameter for modeling errors reduction
Itot A Overall error between estimated and real current vector
K - Gain matrix of the measured variables
K2 - Gain matrix of the controlled variables

Chapter 4

Symbol Unit Description

id A d-axis current
iq A q-axis current
ie A Excitation current
Ld H d-axis inductance
Lq H q-axis inductance
Ω rad.s−1 Rotor mechanical speed
θ rad Rotor electric angle
Vd V d-axis voltage
Vq V q-axis voltage



Symbol Unit Description

Rs Ω Stator resistance
ibat A DC source current
µM H Introduced parameter for modeling errors reduction
p - Number of pair of poles
IT A Total stator current vector
ITest A Total estimated stator current vector

Abbreviations

BEV Battery electric vehicle
CAD Computer assisted design
CSC-EO Current sensorless controller with extended proposed observer
EESM Electrically excited synchronous machine
EKF Extended Kalman Filter
EMC Electromagnetic compatibility
EMF Electromotive force
EMI Electromagnetic interference
EREV Extended range electric vehicle
FBC Flatness based controller
FEA Finite element analysis
GHG Greenhouse gas
HEV Hybrid electric vehicle
ICE Internal combustion engine
i-StARS Intergrated stator alternator reversible system
LCV Light commercial vehicle
LUT Look-up table
MFC Model-free controller
MPC Model predictive controller
MTPA Maximum torque per ampere
NEDC New european driving cycle
PBC Passivity-based controller
PCB Printed circuit board
PHEV Plug-in hybrid electric vehicle
PLDV Passenger light duty vehicle
PLL Phase-locked loop
PMSM Permanent magnet synchronous machine
PWM Pulse width modulation
SVPWM Space-vector pulse width modulation
THG Total harmonic distortion
WLTP Worldwide harmonized light vehicles test procedures
WRSM Wired rotor synchronous machine
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Résumé

Stratégies de commande sans capteur de courant d'une chaîne de traction

appliquée à l'automobile

L'application de quotas d'émissions de gaz à e�et de serre a amené les constructeurs automobiles
à augmenter le niveau d'électri�cation de leurs véhicules. En parallèle des véhicules tout électrique,
se sont développées les solutions hybrides, tel le mild-hybrid autorisant l'association d'une chaîne de
traction électrique avec le moteur à combustion dans le but d'absorber les pics de consommation de
carburant. A�n de rester compétitif, les coûts de production d'un véhicule doivent être optimisés autant
que possible, ainsi l'étude réalisée de commande de machine synchrone à gri�es sans capteur de courant
permet la suppression des capteurs du stator de la machine et donc de s'a�ranchir de leur coût.

Une commande vectorielle de la machine est nécessaire a�n d'optimiser les courants statoriques pour
un couple donné. L'utilisation d'observateurs d'état permettant l'estimation des courants manquants a
donc été privilégiée. Ainsi di�érentes topologies d'observateurs ont été développées : le �ltre de Kalman
étendu ainsi qu'un observateur d'état et deux déclinaisons dont la conception est basée sur une anal-
yse de convergence à l'aide de fonctions de Lyapunov. A�n d'améliorer la précision de l'observation
des courants statoriques, une étude approfondie du modèle électrique de la machine a été réalisée. Elle
permet de minimiser les erreurs dues aux variations paramétriques, liées notamment à la saturation mag-
nétique de la machine et des incertitudes liées aux phénomènes non modélisés de la chaîne de conversion
électromécanique. Une méthode de cartographie de la machine a ainsi été proposée à l'aide d'un estima-
teur paramétrique. Les résultats expérimentaux, obtenus sur un banc de test réalisé en laboratoire, sont
concluants en régime établi : les courants non mesurés sont estimés avec une précision satisfaisante pour
une application automobile et permettent le contrôle sans capteur de courant de la machine.

Mots clés : Moteur électrique, commande sans capteur, observateur d'état, modèle électrique,
sensibilité paramétrique

Abstract

Current Sensorless Control Strategies for an Automotive Electric Powertrain

The application of greenhouse gases quotas has led the automotive manufacturers to increase the
electri�cation level of their vehicles. In parallel with Battery Electric Vehicles (BEV), hybridization so-
lutions have been developed. Among them, mild-hybrid technology allows the connection of an electric
powertrain with an Internal Combustion Engine (ICE) with the aim of absorbing peaks of fuel consump-
tion. In order to remain competitive, the manufacturing costs of a vehicle need to be optimized. In that
regard, removing the stator currents sensors allows avoiding their inherent costs.

However, within the vector control framework, a feedback on these currents is required to optimize
their value for a given torque. For this reason, it has been decided to use state observers to estimate
the missing currents. Di�erent state observer solutions have thus been developed: the Extended Kalman
Filter (EKF) and a state observer with two extensions whose design is based on a convergence analysis
using Lyapunov functions. With the aim of improving the precision of the stator currents estimation,
an in-depth study of the machine's electrical model was carried out. It allows minimizing errors due to
parametric variations, related in particular to the magnetic saturation of the machine and uncertainties
due to unmodeled phenomena in the whole drive. A method for mapping the machine was proposed using
a parametric estimator. The experimental results, obtained on a test bench built in the laboratory, are
conclusive in steady-state: the real currents are estimated with a satisfying precision for an automotive
application and allow performing a current sensorless control of the machine.

Keywords : Electric machine, sensorless control, state observer, electric modeling, parametric
sensitivity
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