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Abstract

This thesis is a study, from an algorithmic point of view, of the complexity of solving some enumer-
ation problems in graphs. Algorithms for enumeration problems are meant to produce all solutions of a
combinatorial problem, without repetition. Because there is a potentially exponential number of solutions
to be generated, different approaches to analyse the performance of those algorithms have been developed:
the input-sensitive approach and the output-sensitive approach. The first is a measure of the complexity
that is based on the size of the input, and which consists in analysing the total time needed to enumerate
the objects. The second is a measure based on the size of the input and the output. Here we will be
interested in an output-sensitive approach and we will pay special attention to the notion of delay, i.e.,
the time needed between the production of two consecutive solutions.

The thesis is divided into two independent parts. In the first one we propose a general framework
that allows for the study of enumeration of vertex set properties in graphs. We prove that when such a
property is locally definable with respect to some order on the set of vertices, then it can be enumerated
with linear delay. Our method is a reduction of the considered enumeration problem to the enumeration
of paths in directed acyclic graphs. We then apply this general method to enumerate with linear delay
minimal connected dominating sets and maximal irredundant sets in interval graphs and in permutation
graphs, as well as maximal irredundant sets in circular-arc graphs and in circular-permutation graphs.

The second part of the thesis is dedicated to the study of k-arc-connected orientations. These are
orientations for which at least k arcs have to be removed in order to destroy the strong connectivity. We
first give a simple algorithm to enumerate the k-arc-connected orientations respecting some fix outdegree
sequence, i.e., a sequence constituted of the outdegrees for each vertex of the input graph. Such orientations
are called α-orientations. We then give a simple algorithm to enumerate the outdegree sequences attained
by k-arc-connected orientations. Combining both yields an algorithm that enumerates all k-arc-connected
orientations of a graph in delay O(knm2) and amortized time O(m2), where n, m denote the number of
vertices and edges, respectively. Our amortized time improves over another approach using submodular
flows and moreover is much simpler, since it is basically a combination of BFS searches.



Résumé

Cette thèse est une étude, d’un point de vue algorithmique, de la complexité de la résolution de certains
problèmes d’énumération dans les graphes. Les algorithmes pour les problèmes d’énumération ont pour
but la production de toutes les solutions d’un problème combinatoire, et ce sans répétition. Comme il
existe un nombre potentiellement exponentiel de solutions à générer, différentes approches pour analyser
la performance de ces algorithmes ont été développées: l’approche "input-sensitive" et l’approche "output-
sensitive". La première est une mesure de la complexité basée sur la taille de l’entrée, elle consiste en
l’analyse du temps total nécessaire à l’énumération des objets. La seconde est une mesure basée sur la taille
de l’entrée et de la sortie. Nous nous intéresserons ici à l’approche output-sensitive et nous accorderons une
attention particulière à la notion de délai, i.e., le temps nécessaire entre la production de deux solutions
consécutives.

La thèse est divisée en deux parties indépendantes. Dans la première, nous proposons un cadre général
qui permet d’étudier l’énumération d’ensembles de sommets d’un graphe respectant une certaine propriété.
Nous prouvons que lorsqu’une telle propriété peut être définie localement par rapport à un certain ordre
sur l’ensemble des sommets du graphe, alors les ensembles de sommets respectant cette propriété peu-
vent être énumérés avec un délai linéaire. Notre méthode consiste à réduire le problème d’énumération
considéré à l’énumération de chemins dans les graphes acycliques dirigés. Nous appliquons ensuite cette
méthode générale pour énumérer avec un délai linéaire les ensembles dominants connexes minimaux et les
ensembles irredondants maximaux dans les graphes d’intervalles et dans les graphes de permutation, ainsi
que les ensembles irredondants maximaux dans les graphes arc-circulaires et dans les graphes permutation-
circulaires.

La deuxième partie de la thèse est consacrée à l’étude des orientations k-arc-connexes. Il s’agit
d’orientations pour lesquelles il est nécessaire de supprimer au moins k arcs pour détruire la forte connexité.
Nous présentons d’abord un algorithme simple pour énumérer les orientations k-arc-connexes respectant
une séquence de degrés sortants, i.e., une séquence constituée des degrés sortants pour chaque sommet
du graphe pris en entrée. De telles orientations sont appelées α-orientations. Ensuite nous présentons un
algorithme simple pour énumérer les séquences de degrés sortants pour lesquelles il existe une orientation
k-arc-connexe. En combinant ces deux algorithmes, nous obtenons un algorithme qui énumère toutes les
orientations k-arc-connexes d’un graphe avec un délai de O(knm2) et un temps amorti de O(m2), où n et
m dénotent le nombre de sommets et d’arêtes du graphe, respectivement. Notre temps amorti améliore
une approche antérieure basée sur les flots sous-modulaires ; il est en outre beaucoup plus simple puisqu’il
s’agit d’une combinaison de recherches BFS.
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1

Introduction

The thesis focuses on efficient algorithms for some enumeration problems in graphs. The stakes are double
and of independent interest: enumerating locally definable vertex set properties and enumerating k-arc-
connected orientations. We will analyse the efficiency of the algorithms in an output-sensitive way and
pay particular attention to the delay between two consecutive solutions.

In this introductory chapter we first give an overview of measures of complexity and algorithmic
methods associated to enumeration theory. Then, we present the contributions and finally we detail the
structure of the thesis.

1.1 Enumeration: algorithms and complexity

Algorithmics is one of the domains whose importance has considerably increased during the last decades.
The main problem of this area is to find efficient algorithms to solve a given problem. Measuring efficiency
then depends on the computational task we address. We can distinguish several types of problems, in
which the computational goals differ.

• Decision problems: decide whether an instance of the problem has a solution or not;

• Search problems: find a solution (if there is one) and return it;

• Counting problems: count how many solutions an instance of the problem has;

• Enumeration problems: produce all the solutions of an instance.

In many domains, enumeration problems are the most natural kind of problems: generating objects
with specified properties has important applications in computer science (data mining, machine learning,
artificial intelligence) as well as in other sciences, especially biology. Since the number of solutions to a
problem might be exponential, at first, computer limitations put the field of enumeration theory aside.
The question of enumerating all solutions of a given search problem arose only for relatively simple com-
binatorial objects. Gradually, with the technological development, the nature of the considered objects,
became more and more complex. Enumeration experienced renewed interest and became a full domain of
algorithmics and complexity theory.

Usual measures of complexity are rather inadequate when one focuses on enumeration. One reason is
the potentially exponential number of objects to be enumerated. It renders inappropriate the traditional
input-sensitive approach, which estimates efficiency by relating the total time needed to generate all the
solutions to the size of the input. In contrast, the output-sensitive approach measures the time complexity
of an enumeration algorithm taking into account both the size of the input and that of the output. An
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Chapter 1. Introduction

enumeration algorithm with total running time bounded by a polynomial depending both on the size of
the input and the size of the output is called an output-polynomial algorithm. The delay between the
successive outputs is a finer and more relevant measure of efficiency for enumeration, which measures
the regularity of the production of solutions. It is natural to aim at controlling this maximum delay or
at least the average over all delays, called the amortized time. As for decision problems, an acceptable
delay is one that is polynomially bounded in the size of the input. We can hope to obtain finer results
(linear or constant delay), for example by using some pre-processing steps. In database theory the query
answering problem, which aims at producing all answers to a query without duplicates, is an example of
enumeration problem that can be solved with constant delay after a linear pre-processing [29]. Another
constant delay algorithm is the Gray code for enumerating all bit vectors of given length. An amortized
analysis guarantees the average performance of each operation in the worst case. Amortized analysis is
used to analyse certain algorithms that perform a sequence of similar operations. A worst-case analysis,
in which we sum the worst-case times of the individual operations, may be unduly pessimistic, because
it ignores correlated effects of the operations on the data structure. Instead of bounding the cost of the
sequence of operations by bounding the actual cost of each operation separately, an amortized analysis
provides a bound on the actual cost of the entire sequence. One advantage of this approach is that although
some operations might be expensive, many others might be cheap. In other words, many of the operations
might execute much faster than the worst-case estimation time.

Many of the strategies used for enumeration rely on the solution space. The idea is to highlight a
property or structure of that set of solutions, and then leveraging it to enumerate the solutions more
efficiently. In many cases, the solution space is structured using a graph whose vertices are solutions.
Enumeration then boils down to an intelligent search of the graph where the challenge is to avoid two
issues: explore areas of space in which there is no solution and output solutions already considered. To
meet these constraints, there are two different types of structures that can be exploited, corresponding
respectively to the so-called Backtrack Search and Reverse Search methods.

A backtrack search algorithm relies on a tree in which only leaves represent the solutions. Each node
corresponds to an embryo of solution that is gradually extended to get complete solutions. The calculation
is then like traversing a tree built from the root to the leafs. Each visited leaf potentially corresponds to
a solution. Rather than starting from scratch for calculating each new solution, backtracking to explore
a new branch saves time. This corresponds to a depth-first search. The interest of this method is that,
by construction, it avoids repetitions. A backtrack search is for example successfully used, after a linear
pre-processing, for the generation of paths of a directed acyclic graph [66]. On the other hand, for certain
problems, there is the risk of entering branches that contain no solution. In this case, one descends deeper
and deeper while the target leaf is unsuitable. Hence, we need an intelligent search of the solution space.
This can be done provided that we dispose of an oracle that decide if a branch is worth exploring or not.
In other words, we must be able to check before each junction that the track that we are about to follow
will be fruitful.

In the reverse search method, introduced by Avis and Fukuda [3], one exploits a graph whose nodes
(and not only leaves) represent the solutions. This graph is built on the fly in following a strategy based
on some proximity of the solutions to a predefined goal. In other words, each solution is connected to
others considered as realizing more effectively a certain objective. This neighbourhood link provides the
whole solutions with an oriented graph structure that we can go through to enumerate the solutions. To
build this graph on the fly we need to define an adjacency oracle which gives the neighbours of a vertex, as
well as a local search procedure. This local search procedure is used to traverse the graph efficiently and
provides a spanning tree. The delay of the enumeration algorithm obtained by this reverse search technique
is bounded according to the height of this spanning tree. It turns out that for many problems, this height
is polynomial in the size of the input, and thus the corresponding algorithm has then polynomial delay.

2



1.2. Contributions of the thesis

It is for example the case for the enumeration of connected induced subgraphs or for the enumeration of
topological orders of a graph [3]. Another example of a reverse search algorithm is the one proposed by
Makino and Uno for enumerating maximal cliques and maximal bipartite cliques [77].

Another technique for finding efficient enumeration algorithms is to use an appropriate notion of
reduction. This is a very classical method for decision problems. The idea is to reduce a given problem
to a well-known problem for which efficient algorithms are known. Roughly speaking a reduction is a way
of turning one problem into another so that the second problem can be used to solve the first one. Karp
reductions as well as Turing reductions serve this purpose for decision problems. For example, in [34] it
is shown that the problem of finding an orientation of a graph with prescribed outdegree at each vertex
reduces to a flow-problem, which is known to be solvable in polynomial time (see for example [84]). For
counting problems, reductions from one problem to the other have to preserve not only the existence
of a solution but also the number of solutions. In [97] Valiant defined such a reduction, referred to as
parsimonious reduction. An appropriate reduction between enumeration problems has to carry even more
information since it has to preserve the sets of all solutions (and not only their cardinality). In the next
section we will define a polynomial enumeration reduction that is analogous to the one defined by Bagan
et al. [4]. It establishes a one-to-one correspondence between sets of solutions and thus is very strict. It is
stricter than other reductions that appeared in the literature (see e.g. [79] and [26]). Nevertheless, since
in this thesis we will be interested not only in polynomial delay but also in linear delay, we will actually
need an even tighter notion of reduction, which preserves the existence of a linear delay algorithm.

In this work, we will illustrate each of these different enumeration techniques - backtrack search, reverse
search and reduction - through problems related to graphs.

1.2 Contributions of the thesis

The present work addresses two independent issues, both related to enumeration in graph theory: the
enumeration of vertex set properties and the enumeration of k-arc-connected orientations. In the following,
given a graph G = (V,E), we will always have |V | = n and |E| = m.

Enumerating sets of different kinds in graphs ranges among the classical problems of combinatorics.
There is a variety of measures to describe the structure of graphs, such as the diameter, radius, minimal
and maximal degrees, the eigenvalues and planarity. Besides their obvious theoretical value, enumeration
problems in connection with graphs have proved to be of a certain interest in many areas. For instance,
graphs provide a simple and understandable yet powerful tool to describe the structure of molecules.
The chemist Hosoya [61] investigated the surprising relation between the physicochemical properties of a
molecule and the number of its independent edge subsets (matchings). Biologists use models like graphs
as abstractions of reality. The nodes typically describe proteins, metabolites, genes, or other biological
entities, whereas the edges represent various types of interactions between the nodes. For instance, protein-
protein interaction networks are conveniently modelled by undirected graphs, where the nodes are proteins
and two nodes are connected by an undirected edge if the corresponding proteins physically bind [2, 69].
Enumeration algorithms are particularly useful whenever the goal of a problem is not clear and all its
solutions need to be checked. Since one peculiar property of biological networks is the uncertainty, a
scenario in which enumeration algorithms can be helpful is biological network analysis [78].

A famous example of enumeration problem in graph theory is that of enumerating the minimal dominat-
ing sets of a graph. This problem is particularly interesting since it has been proved by Kanté et al. [65] that
the longstanding open question whether there is an output-polynomial algorithm to enumerate minimal
transversals of a hypergraph is equivalent to the question whether there exists an output-polynomial algo-
rithm to enumerate minimal dominating sets of a graph. Although the question remains open in general,
a large number of positive results has been obtained on particular graph classes (see e.g. [11,23,24,38,52]).

3



Chapter 1. Introduction

In particular it has been shown in [66] that one can enumerate minimal dominating sets with linear delay
on interval and permutation graphs. One of the main objectives of the thesis is to build on this result in
order to extend it to a much broader context. In Chapter 3 we propose a formal framework that allows
us to deal not only with one property and a graph class, but with a whole family of properties and a
whole family of graphs. This broader vision enables us to identify structures that allows for linear delay
enumeration for a very large class of graphs and problems. In using a reduction to the enumeration of
paths in a directed acyclic graph, we put forward a general method for finding linear delay algorithms for
the enumeration of vertex set properties in graphs. To do so, we consider graphs in which there is a natural
order on the vertices and we say that a property is locally definable with respect to this order if one can
decide if a subset of vertices respects the property by scanning its ordered list of vertices through a sliding
window of fixed size and verifying that each scanned tuple satisfies some constraints. Our main result is
that such a locally definable vertex set property can be enumerated with linear delay after a polynomial
pre-processing.

Another example of interest in enumeration graph theory is the generation of the orientations with
given properties. Given an undirected graph G, an orientation is a directed graph (sometimes also called
digraph) obtained by assigning directions to the edges of G. Orientations have their important part to
play in network theory, which is largely inspired by real-world networks such as social, biological and
technological networks where patterns of connections between their elements are displayed neither purely
regular nor purely random.

The notion of strong connectivity is very natural since it means that every node can be reached from
every node. Such a constraint explains the natural applications of strong orientations to transportation
networks, which describe a flow structure of some commodity, like vehicular movements, pipelines, aque-
ducts or power lines. The necessary and sufficient condition of the existence of a strong orientation was
given by Robbins and illustrated through the modeling of the traffic system of a town [87]. Vertices of
the graph stand for street intersections and two vertices are joined by an edge if it is possible to travel
from one intersection to the other without crossing a third intersection. During the week, all streets are
two-ways, but we need to be able to repair any given street at a time and still preserve traffic allowing
people to reach any part of the town from any other part. On week-ends, all streets are available because
no repairing is done but the streets are only one-way and again we still want to be able to travel from any
point of the city to any other. Robbin’s theorem states that such a system of roads is suitable during the
week if and only if it is suitable during the week-end. In other words, there exists a strong orientation
of an undirected graph if and only if the graph is 2-edge connected, i.e., any removal of a single edge
does not disconnect the graph. Robbin’s theorem has been extended by Boesch and Tindell to mixed
graph [10], and in [18] Chung et al. describe a linear time algorithm for finding a strong orientation in a
mixed multigraph. Moreover, the enumeration of all strong orientations is doable with linear delay [21].

In this thesis, we will be interested in a generalization of strong orientations, namely k-arc-connected
orientations. The main objective of Chapter 4 is to give a simple algorithm for the enumeration of
the k-arc-connected orientations of G, i.e., those where at least k arcs have to be removed in order to
destroy the strong connectivity. The concept of k-arc-connectivity is classic in the theory of directed
graphs. The problem of producing a k-arc-connected orientation, if there exists one, has been studied
in [41, 43, 62] and [74]. However, to our knowledge the enumeration of k-arc-connected orientations has
not been studied explicitly for k ≥ 2. We will solve this problem by relying on results by Frank, who made
several important contributions to the theory of k-arc-connected orientations (see for example [39–42]).
In particular he showed that any two k-arc-connected orientations of some graph can be transformed into
each other by reversing directed paths and directed cycles [40].

We will split the problem of enumerating all k-arc-connected orientations of a graph into two subprob-
lems of independent interest. The first one is the enumeration of all orientations respecting some fixed
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1.3. Structure and content of the thesis

outdegree sequence and the second one is the enumeration of all possible outdegree sequences that can be
attained by a k-arc-connected orientation. For each of these subproblems, we will propose and compare
different solving methods.

1.3 Structure and content of the thesis

The thesis is structured as follows. Chapter 2 sets the context of enumeration complexity. The main
complexity classes are introduced in Section 2.1. Section 2.2 is dedicated to the algorithmic techniques
associated to enumeration: flashlight backtrack search, reverse search and reduction are defined. Each of
these techniques will be illustrated in the sections that follow. Finally, a presentation of hardness results
is given in Section 2.3.

In Chapter 3 we present the first main result of the thesis, namely that locally definable vertex set
properties can be enumerated with linear delay after a polynomial pre-processing. This result is obtained
through a reduction to the problem of enumerating the paths of a directed acyclic graph and is illustrated
through two examples: the enumeration of the minimal (connected) dominating sets and the enumeration
of the maximal irredundant sets of a given graph. Thus, after an introduction of the problem in Section
3.1, Section 3.2 is dedicated to the study of the relation between minimal dominating sets and maximal
irredundant sets. More precisely, we propose a characterization of the graphs that respect for each of their
induced subgraph the property that the set of minimal dominating sets and the set of maximal irredundant
sets correspond. Furthermore, in this section we also recall the folklore result that all paths of a directed
acyclic graph can be generated in linear time. Locally definable vertex set properties are treated in the
case of linearly ordered graphs in Section 3.3, then Sections 3.4 and 3.5 are dedicated to applications
in interval and permutation graphs respectively. The case of locally definable vertex set properties in
cyclically ordered graphs is treated in Section 3.6. Section 3.7 is devoted to applications in circular-arc
and circular-permutation graphs. We conclude this chapter in Section 3.8.

Chapter 4 is dedicated to the second main result of the thesis, namely the enumeration of k-arc-
connected orientations. The context is presented in Section 4.1. The different algorithms presented to
solve the k-arc-connected orientations problem are all based on a result by Frank. Thus, we recall and
analyse the latter in Section 4.2. Then, in Section 4.3, a first polynomial delay algorithm for generating
all k-arc-connected orientations is presented; it is a reduction to the submodular flow problem. The
complete understanding of the proofs behind this algorithm being rather intricate and the implementation
not elementary, we propose in the two following sections an alternative method to solve the problem.
The enumeration of the α-orientations for a fixed α is treated in Section 4.4 and the enumeration of the
outdegree sequences for which there exists a k-arc-connected orientation is treated in Section 4.5. We
finally combine the two algorithms in Section 4.6, thus obtaining an algorithm with a better delay and a
much better amortized time than the one through reduction to the submodular flow problem. We conclude
this chapter in Section 4.7.

In Chapter 5 we conclude the thesis with some general final remarks.
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This chapter contains some preliminaries concerning the complexity of enumeration. In the three
sections to come we present successively the main complexity classes, algorithmic techniques and hardness
results associated to enumeration.

2.1 Complexity classes for enumeration

Let Σ be a finite alphabet and R a polynomially bounded binary relation on Σ∗, i.e., there exists a
polynomial p such that for all (x, y) ∈ R, |y| = O(p(|x|)). To such a relation one can associate an
enumeration problem:

Enum(R)
Input : x ∈ Σ∗

Output : R(x) = {y ∈ Σ∗|(x, y) ∈ R}

Given x ∈ Σ∗ four computational tasks are naturally involved in the enumeration of R(x): deciding
whether R(x) 6= ∅; deciding whether some partial answer can be extended to a solution; deciding whether
a current set of solutions can be completed and eventually finding another solution.

Decide(R)
Input : x ∈ Σ∗

Question : is there y ∈ Σ∗ such that y ∈ R(x) ?

7
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ExtSol(R)
Input : (x, y) ∈ Σ∗ × Σ∗

Question : is there y′ ∈ Σ∗ such that yy′ ∈ R(x) ?

AllSol(R)
Input : x ∈ Σ∗ and S ⊆ R(x)

Question : S = R(x)?

AnotherSol(R)
Input : x ∈ Σ∗ and S ⊆ R(x)

Output : y ∈ R(x)\S if such a y exists, Nil otherwise.

Enumeration algorithms output all solutions without repetition. As the number of solutions may be
exponential, a polynomial bound on the time needed for the whole computation is not realistic. Tractability
is rather captured by polynomial bounds in the size of both the input and the output. Such an approach is
said to be output-sensitive. The delay of an enumeration algorithm is the maximal time elapsed between
the production of two consecutive solutions (including the time to find the first solution and the time to
detect that no further solution exists).

Definition 1. Let y1, . . . , yn be the solutions of some enumeration problem on the instance x enumerated
in this order by an algorithm A. For 1 ≤ i ≤ n−1, let T (A, i) be the time required by A until it outputs yi,
and T (A, n) be the time required by A until it outputs yn and stops. Then Delay(A, 1) = T (A, 1) (referred
to as the pre-processing time) and for 2 ≤ i ≤ n, Delay(A, i) = T (A, i) − T (A, i − 1) (referred to as the
i-th delay).

The three central complexity classes in the classification of enumeration problems are TotalP, IncP
and DelayP. The first one, Total Polynomial, is the class of problems for which there exist algorithms
whose total running time is bounded by a polynomial in the size of the input and the number of solutions.
Such algorithms can be efficient for problems with a small number of solutions, but their running time
may become unreasonable when the number of solutions approaches exponential. With complexity class
TotalP, on can expect the first solution for a very long time, which can be problematic. More generally
regularity of the production of the solutions is an important feature. Indeed, when solutions, are produced
regularly then they can be treated as you go, moreover within a fixed amount of time we are sure to
obtain a certain number of solutions. For this reason, refinements of TotalP have been introduced, these
are complexity classes IncP and DelayP. The class IncP, or Incrementally Polynomial, combines those
problems that are solvable with a polynomial incremental delay, that is to say polynomial in the size of
the input and the number of solutions already generated. The even stronger complexity class DelayP, or
Polynomial Time Delay, stands for enumeration problems which are solvable with a delay polynomial in
the size of the input. In this thesis, we will also be interested in an average over all delays, called amortized
time. Instead of bounding the cost of a sequence of delays by bounding the cost of each delay separately,
we want to guarantee the average performance of each delay in the worst case. The class AmortizedP
groups such problems for which the average over all delays is bounded by a polynomial in the size of the
input.

These classes are formally defined as follows and the hierarchy is illustrated in Figure 2.1.
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Definition 2. Let Enum(R) be an enumeration problem and for an instance x, let n denote the number
of solutions, n = |R(x)|. The enumeration problem Enum(R) belongs to:

• TotalP if there exists an enumeration algorithm A for Enum(R) and a polynomial p such that on
each instance x, the total time of A is bounded by p(|x|, n).

• IncP if there exists an enumeration algorithm A for Enum(R) and a polynomial p such that on each
instance x, for i ∈ {1, . . . , n}, Delay(A, i) is bounded by p(|x|, i).

• DelayP if there exists an enumeration algorithm A for Enum(R) and a polynomial p such that on
each instance x, for i ∈ {1, . . . , n}, Delay(A, i) is bounded by p(|x|).

• AmortizedP if there exists an enumeration algorithm A for Enum(R) and a polynomial p such that
on each instance x, the total time of A is bounded by n.p(|x|).

Figure 2.1: Enumeration Complexity Hierarchy

The problem AnotherSol is closely related to the class IncP, it bridges the complexity of a search
problem with the complexity of enumeration. An example of enumeration problem that belongs to com-
plexity class IncP and that leans on its associated AnotherSol problem comes from databases. Given a
relational schema, the goal is to enumerate all the minimum keys. The belonging of this problem to the
class IncP is implicitly proved by Lucchesi and Osborn in [76]. Their analysis is done in terms of total
execution time, without paying attention to the delay which turns out to be incremental.

As Mary and Strozecki make explicit in [80], many problems which can be solved with an incremental
delay have the following form: given a set of elements and a polynomial time function acting on tuples of
elements, produce the closure of the set by the function. For instance, the best algorithm to generate all
circuits of a matroid is in incremental delay because it uses some closure property of the circuits, see the
paper by Khachiyan et al. [68].

Polynomial delay algorithms have attracted a lot of attention. In the age of the internet and huge
data transfers a small delay between successive solutions ensures a regularity in the enumeration process
and a continuous data flow. The decision problem ExtSol is closely related to the class DelayP since the
existence of a polynomial algorithm for ExtSol(R) implies the existence of a polynomial delay algorithm
for Enum(R), see [80] and Subsection 2.2.1.

9
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In [80], Mary and Strozecki address the problem of generating all elements obtained by the saturation of
an initial set by some operations and they try to understand when saturation problems, which are natural
incremental delay problems, can be solved by a polynomial delay algorithm. They present an algorithm
that computes with polynomial delay the closure of a family of sets by any set of "set operations" (e.g. by
union, intersection, difference, symmetric difference...). To do so, they prove that for any set of operations
F , it is possible to decide in polynomial time whether an element belongs to the closure by F of a family
of sets. Moreover, they prove that when the relation is over a domain larger than two elements, the generic
enumeration method fails, since the associated decision problem is NP-hard.

About enumeration problems that belong to complexity class DelayP, we know for example from
Johnson et al. in [63] that the maximal independent sets of a graph can be generated with polynomial
delay. In [64], Kanté et al. propose a polynomial delay algorithm with polynomial space for the generation
of minimal dominating sets in split graphs. In [25] Creignou and Hébrard show a dichotomy classification
for the enumeration problem associated with generalized satisfiability. They prove that there exists a class
of generalized satisfiability problems G such that every problem in G belongs to DelayP whereas for any
generalized satisfiability problem not belonging to G a polynomial delay algorithm which generates all
the solutions does not exist unless P = NP. Class G consists of problems equivalent to the problem of
satisfiability for a conjunction of Horn clauses, anti-Horn clauses, 2-clauses or XOR-clauses.

Class AmortizedP groups problems for which the average over all delays is small, even though a single
delay between two consecutive solutions might be expensive. The amortized cost cannot be higher than the
maximum delay, but may very well be lower: an example is the algorithm proposed in [21] to enumerate
all strong orientations of a given graph. Here the delay is O(m2) and the amortized time is O(m). Another
example will be our algorithm for generating all k-arc-connnected orientations of a graph. The delay is
O(knm2) while the amortized time is O(m2). Amortized analysis is not just an analysis tool, it is also a
way of thinking about the design of algorithms, since the design of an algorithm and the analysis of its
running time are often closely intertwined. Thus, when we perform an amortized analysis, we often gain
insight into a particular data structure, and this insight can help us optimize the design.

In this thesis we will be interested in problems in DelayP. For such problems we will sometimes propose
algorithms with linear delay.

Definition 3. With the notations of Definition 1, an enumeration algorithm A has linear delay if Delay(A, 1)
is bounded by a polynomial in the size of the input, and for 2 ≤ i ≤ n, Delay(A, i) is bounded by a linear
function in (|yi−1|+ |yi|).

In some sense linear delay is the best we can hope whenever we deal with enumeration problems in
which we want to print all solutions. In fact, an algorithm which enumerates a set C in linear delay
outputs C in total time O(p(|x|) +

∑
C∈C
|C|) where p(|x|) is the polynomial bounding the pre-processing

time. Roughly speaking such an algorithm can be considered as optimal since after a pre-processing step
the time required is not more (up to a multiplicative constant) than the time needed to write up the
solutions.

Such linear delay enumeration algorithms appear in particular in the enumeration of vertex set prop-
erties in graphs. We already mentioned the result by Kanté et al. in [66] where an algorithm is stated
for the enumeration of minimal dominating sets in interval and permutation graphs. In [99] Kanté et al.
improve this result by showing that all minimal dominating sets of graphs of bounded linear maximum
induced matching width can be enumerated with linear delay using polynomial space.

In Chapter 3, we will pay special attention to this notion of linear delay.
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2.2. Methods for efficient enumeration

2.2 Methods for efficient enumeration

We present here a non-exhaustive list of algorithmic techniques associated to enumeration. Flashlight
backtrack search, reverse search and the notion of reduction in the framework of enumeration will be
explained. Each of these techniques will be illustrated in the chapters to come.

2.2.1 Flashlight Backtrack Search

The Backtrack Search method consists in going through a tree whose vertices are partial candidate solutions
and some leaves are solutions. The partial candidate solutions are gradually extended to get complete
solutions. Going through such a graph by a depth-first search allows the enumeration of all the solutions.
In full generality, the delay of this algorithm can be exponential. In order to obtain a polynomial delay, it
is important that no branch is searched in vain, that is, any explored internal node must be the prefix of
at least one final solution. This method is then called Flashlight Backtrack Search; it is based on ExtSol
and we have the following well-known result.

Proposition 4 ( [80]). Let Σ be a finite alphabet and R be a polynomially bounded binary relation on Σ∗.
If ExtSol(R) ∈ P, then Enum(R) ∈ DelayP.

The proof of this proposition boils down to the following algorithm, in which ε denotes the empty
word. Without loss of generality, we will consider that all solutions of R(x) have the same size p(|x|).

Algorithm 1: Flashlight backtrack search method
Input: x ∈ Σ∗ with p(|x|) the size of a solution
Output: R(x)

1 if Decide(R)(x) then
2 Generate (x, ε, p(|x|))

3 Function Generate (x ∈ Σ∗, y ∈ Σ∗, l ∈ N):
4 if |y| < l then
5 for each a ∈ Σ do
6 if ExtSol(x, ya) then
7 Generate (x, ya, l)

8 else
9 Output y

This algorithm goes through a tree of depth p(|x|) and of degree |Σ| and enumerates the leaves without
repetition. In fact, in the tree built by a flashlight backtrack search, a node generates branches with disjoint
partial solutions. The algorithm does not go back on already treated partial solutions, i.e., each of these
partial solutions will not be modified in the rest of the tree, it will only grow until a final solution is found.
Thanks to the call to ExtSol, no branch is explored in vain. Thus, the delay of this flashlight backtrack
search algorithm for Enum(R) is O(p(|x|).f(|x|)) where f denotes the complexity of ExtSol(R).

We already mentioned that the models of a Horn formula can be generated with polynomial delay [25].
This bound can be obtained thanks to the flashlight backtrack search method. Since the satisfiability of
a Horn formula is decidable in polynomial time and since a Horn formula in which some variables are
interpreted to true or false is still a Horn formula, a natural way to generate all models of a Horn formula
is to try possible valuations of a given variable and check whether the obtained formula is satisfiable. If it
is, then we recurse.
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Chapter 2. Complexity for enumeration

2.2.2 Reverse Search

The reverse search method has been proposed by Avis and Fukuda in [3]. It is a general recipe to
construct tree-structured enumeration methods useful for enumerating combinatorial sets. This powerful
technique relies on the structure of the solution space and not on the tractability of the extension problem
ExtSol(R). The idea is to go through a graph built on the fly whose vertices are the objects to be
enumerated. This graph is often referred to as a metagraph. To describe this metagraph, we have an
adjacency oracle which gives the neighbours of a vertex, as well as a local search procedure, which allows
the efficient traversal of the graph.

As the solution graph is not explicitly given, the adjacency oracle helps with its exploration: it allows
us to list the neighbours of a given vertex.

Definition 5. Let G = (V, E) be a connected graph whose vertices are the objects to generate and ∆ a
positive integer. The adjacency oracle Adj fulfills the following requirements:

• For each v ∈ V and each p ∈ {1, . . . ,∆}, the oracle returns Adj(v, p), which is either a neighbour of
v or 0.

• If Adj(v, p) = Adj(v, p′) 6= 0, then p = p′.

• For all v ∈ V, {Adj(v, p) | Adj(v, p) 6= 0 and 1 ≤ p ≤ ∆} is exactly the set of vertices adjacent to v.

These three conditions imply that Adj returns each adjacent vertex of v exactly once during the ∆
inquiries Adj(v, p), 1 ≤ p ≤ ∆, for each vertex v.

The local search function is an algorithm for finding one solution. Let S ⊆ V be called a sink. A local
search on G is a procedure that allows to reach from any vertex of the metagraph G, a vertex of the sink
S.

Definition 6. A triplet (G, S, f) is a finite local search if S ⊆ V and f : V \ S → V satisfies the following
statements:

• For all v ∈ V \ S, (v, f(v)) ∈ E ;

• For all v ∈ V \ S, there exists an integer l such that f l(v) ∈ S.

The idea behind the algorithm Local Search is that as long as a vertex does not belong to S, we apply
the function f :

Algorithm 2: Local search algorithm
Input: G = (V, E), S ⊆ V , f : V \ S → V , v0 ∈ V

1 v ← v0 ;
2 while v /∈ S do
3 v ← f(v) ;

4 Output v

We have seen that a local search traverses the graph to the sink. We call the trace of a local search
(G, S, f) a directed subgraph T = (V, E(f)) of G, with E(f) = {(v, f(v) | v ∈ V \ S)}. The trace T is
simply the directed graph with all vertices of G and those edges of G used by the local search.

12
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Proposition 7. If (G, S, f) is a local search, then the trace T is a spanning forest of G with each tree
rooted in a vertex of S.

Once the adjacency oracle and local search are defined, the graph G can be traversed by applying the
algorithm Reverse Search described below. Unlike the local search that traverses the graph up to a sink,
reverse search traverses the graph starting from a sink.

Algorithm 3: Reverse search algorithm
Input: Adj, ∆, S, f

1 for each s ∈ S do
2 v ← s
3 j ← 0
4 repeat
5 while j < ∆ do
6 j ← j + 1
7 next← Adj(v, j)
8 if next 6= 0 then
9 if f(next) = v then

10 v ← next
11 j ← 0

12 if v 6= s then
13 u← v
14 Output v
15 v ← f(v)
16 j ← 0
17 repeat
18 j ← j + 1
19 until Adj(v, j) = u;

20 until v = s and j = ∆;

The repeat at line 4 is divided into two parts: a loop while and a condition if. The loop while, for j and
v fixed, points to the first neighbour of v whose index corresponds to j with respect to the neighbourhood
function f . This operation is then repeated on this neighbour of v and so on until the end of the first
branch of the first spanning tree is reached. The vertex corresponding to this end is then enumerated. The
condition if at line 12 locates the index of the last vertex and then goes back in the branch by appealing
again to the loop while in order to find the next branch of the spanning tree to generate its extremity. It
is a post-fixed enumeration, see Figure 2.2 for an illustration.

Let us now analyse the complexity of Algorithm 3 above. We denote by tAdj and tf respectively the
calculation time of Adj(v, j) for all v, j and of f(v) for all v. The complexity of the loop while (line 5)
is in O(∆ · (tAdj + tf )). The complexity of the condition if (line 12-19) is in O(tf + ∆ · tAdj). These two
steps are repeated in the worst case |V| times. The total running time of Reverse Search is therefore:

O(|V| ·∆ · (tAdj + tf ))

13
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Figure 2.2: Reverse Search with in red the sink and in blue the output vertices
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The delay of the algorithm is bounded not according to the total number of solutions but according to
h the height of the spanning tree of G described by f :

O(h ·∆ · (tAdj + tf ))

Indeed, a solution is enumerated once the first branch of the first spanning tree is traversed. This
corresponds to the course of the while loop, see Figure 2.2. It turns out that for many problems, h is
polynomial in the size of the input, and the corresponding algorithm is then polynomial delay.

Reverse search is not quite an algorithm, rather it is a general construction principle that is applicable
to a wide variety of problems and often leads to optimal algorithms for enumeration problems. Broad
applications of reverse search are developed by Avis and Fukuda in [3] to various problems in operations
research, combinatorics and geometry. In particular, algorithms are presented for the generation of con-
nected induced subgraphs or spanning trees of a given graph, for the listing of triangulations of a set of
n points in the plane, for the listing of cells in a hyperplane arrangement in Rd or for the enumeration of
topological orderings of an acyclic graph.

2.2.3 Reductions

Roughly speaking a reduction between two enumeration problems Enum(R1) and Enum(R2) allows us
to solve Enum(R1) in using an algorithm that solves Enum(R2). Having such a reduction at hand,
reducing some enumeration problem to a well-studied enumeration problem for which efficient enumeration
algorithms exist, is a classical algorithmic method. There are several notions of reductions for enumeration
that appear in the litterature. Here we define a polynomial enumeration reduction that is analogous to
the one defined by Bagan et al. in [4].

Definition 8 (polynomial enumeration reduction). Let Enum(R1) and Enum(R2) be two enumeration
problems. A polynomial enumeration reduction from Enum(R1) to Enum(R2) is a pair of mappings (σ, τ)
with σ : Σ∗ → Σ∗ and τ : Σ∗ × Σ∗ → Σ∗ which satisfies:

• σ and τ are computable in polynomial time;

• for every x ∈ Σ∗, the mapping y 7→ τ(σ(x), y) is one-to-one mapping from the set R2(σ(x)) onto the
set R1(x).

This reduction closes the class DelayP as stated in the following lemma.

Lemma 9. Let R1 and R2 be two polynomially bounded relations. Suppose that there exists a polynomial
enumeration reduction from Enum(R1) to Enum(R2). If Enum(R2) belongs to DelayP, then Enum(R1)
belongs to DelayP.

Proof. Suppose (σ, τ) is a polynomial reduction from Enum(R1) to Enum(R2), x is an instance of
Enum(R1) and A is a polynomial delay algorithm for Enum(R2). The following algorithm, solves
Enum(R1) with polynomial delay:

Algorithm 4: Polynomial algorithm for Enum(R1)

Input: x ∈ Σ∗ an instance of Enum(R1)

1 Calculate σ(x)
2 Simulate A on σ(x)
3 for each solution y ∈ R2(σ(x)) produced by A do
4 Output τ(σ(x), y)
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Let us analyse the first delay of this algorithm on the input x. We compute first σ(x), A produces y1

the first solution on σ(x) and finally we compute τ(σ(x), y1). Since by definition σ and τ are polynomial
computable and since A has polynomial delay, this first delay is polynomial. For the production of the
following solutions, each time we have to let A produce yi its next solution on σ(x) and to compute
τ(σ(x), yi). This is also polynomial.

This notion of reduction is very strict and can be compared to the notion of parsimonious reduction in
the framework of counting, see Valiant’s work [97]. Such a reduction establishes a one-to-one correspon-
dence between the sets of solutions. This requirement can be relaxed as it was done for instance by Mary
and Rospocher in their respective thesis [79,88] and by Creignou et al. in [26].

Polynomial enumeration reductions between problems will be used several times in Chapter 4. In
Chapter 3, where we are not interested in polynomial delay but in linear delay, we will need a tighter
notion of reduction, which preserves the existence of a linear delay algorithm.

Definition 10 (linear enumeration reduction). Let Enum(R1) and Enum(R2) be two enumeration prob-
lems. A linear enumeration reduction from Enum(R1) to Enum(R2) is a pair of mappings (σ, τ) with
σ : Σ∗ → Σ∗ and τ : Σ∗ × Σ∗ → Σ∗ which satisfies:

• σ is computable in polynomial time;

• τ(x, y) is computable in linear time in the size of y;

• for every x ∈ Σ∗, the mapping y 7→ τ(σ(x), y) is one-to-one correspondence from the set R2(σ(x))
onto the set R1(x) and |y| is bounded by a linear function in the size of τ(σ(x), y).

Lemma 11. Let R1 and R2 be two polynomially bounded relations. Suppose that there exists a linear enu-
meration reduction from Enum(R1) to Enum(R2). If there exists a linear delay algorithm for Enum(R2),
then there exists a linear delay algorithm for Enum(R1).

Proof. We use the same algorithm as in the proof of Lemma 9. Only the complexity analysis of the i-th
delay for i ≥ 2 differs. After the production of the (i − 1)-th solution, A produces yi its i-th solution
on σ(x) and then we compute τ(σ(x), yi). The first step requires a time bounded by a linear function in
|yi−1| + |yi| since A has linear delay, and the second one a time bounded by a linear function in |yi| by
assumption on τ (see Definition 10). So the i-th delay is bounded by a linear function in |yi−1|+ |yi|. By
definition of a linear enumeration reduction, see Definition 10, |yi−1|+ |yi| is bounded by a linear function
in |τ(σ(x), yi−1)| + |τ(σ(x), yi)|. Hence the i-th delay is bounded by a linear function in the size of the
(i− 1)-th and i-th solutions, thus proving that the algorithm has linear delay.

In Chapter 3, besides this notion of linear enumeration reduction, we will use another type of reductions
among enumeration problems, reminiscent of classical Turing reductions. Roughly speaking such a Turing
reduction will allow us to solve Enum(R1) in using Enum(R2) has an enumeration oracle.

2.3 Hardness results

Intractability results are rare in enumeration theory. Intractability of enumeration is mostly proved by
showing intractability of a related decision problem rather than directly proving lower bounds by relating
one enumeration problem to the other. The propositions below show how the complexity of enumeration
relates to the complexity of associated tasks. These results are now part of the folklore. Here we will lean
on the work of Schmidt [89]. In all the section R denotes a polynomially bounded binary relation over a
finite alphabet.
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Proposition 12. If Enum(R) ∈ TotalP, then Decide(R) ∈ P

Proof. We use a TotalP-algorithm A for Enum(R) to decide whether a given instance has a solution. Let
x be an instance of Enum(R) and let p be a polynomial such that the total running time of A is exactly
p(|x|, |R(x)|), see Definition 2 of Section 2.1. The decision algorithm for Decide(R) is the following:

Algorithm 5: Polynomial algorithm for Decide(R)
Input: x ∈ Σ∗

1 Simulate A on x for p(|x|, 0) steps
2 if A has terminated then
3 Return "no"

4 else
5 Return "yes"

We know that on input x, algorithm A stops after exactly p(|x|, 0) steps if and only if R(x) = ∅. Hence,
the algorithm says "yes" if and only if R(x) 6= ∅. Obviously the running time of this decision algorithm is
O(p(|x|, 0)).

An analogous statement involving the associated computational task AllSol(R) can be proven simi-
larly.

Proposition 13. If Enum(R) ∈ TotalP, then AllSol(R) ∈ P.

Proof. We use a TotalP-algorithm A for Enum(R) to decide whether given an instance and a solution set
S there exists y ∈ R(x) \ S. Let x be an instance of Enum(R) and let p be a polynomial such that the
total running time of A is exactly p(|x|, |R(x)|). The decision algorithm for AllSol(R) is the following:

Algorithm 6: Polynomial algorithm for AllSol(R)

Input: x ∈ Σ∗, S ⊆ R(x)

1 Simulate A on x for p(|x|, |S|) steps
2 if A has terminated then
3 Return "no"

4 else
5 Return "yes"

We know that on input x, algorithm A stops after exactly p(|x|, |S|) steps if and only if R(x) = S.
Hence, the algorithm says "yes" if and only if R(x) 6= S. Obviously the running time of the decision
algorithm below is O(p(|x|, |S|)).

Therefore, under the assumption P 6= NP, in order to prove that Enum(R) does not belong to TotalP
(and a fortiori does not belong to either IncP or DelayP), one can prove P-hardness of either Decide(R)
or AllSol(R). The enumeration problem associated with the boolean satisfiability problem SAT is an
example of such a “hard” enumeration problem since the decision problem SAT is NP-complete.

Interestingly, it turns out that the enumeration complexity class IncP is characterized by the complexity
of the search problem AnotherSol.
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Chapter 2. Complexity for enumeration

Proposition 14. Enum(R) ∈ IncP if and only if AnotherSol(R) ∈ FP1.

Proof. Suppose that Enum(R) ∈ IncP and consider an IncP-algorithmA for Enum(R) and p its associated

polynomial. Observe that on input x, algorithm A computes at least k solutions in
k
Σ
i=0

(p(|x|, i)) steps for

any k ≤ |R(x)|. We can use A for solving AnotherSol(R) in polynomial time:

Algorithm 7: Polynomial algorithm for AnotherSol(R)

Input: x ∈ Σ∗, S ⊆ R(x)

1 Simulate A on x for at most
|S|+1

Σ
i=0

(p(|x|, i)) steps

2 if A has output less than |S|+ 1 solutions then
3 Return "Nil"

4 else
5 Search a solution y ∈ A(x) \ S
6 Output y

We can assume
|S|+1

Σ
i=0

(p(|x|, i)) to be bounded by (|S|+ 2)× p(|x|, |S|+ 1), thus to be polynomial in |x|
and |S|.

Now, if AnotherSol(R) ∈ FP there is a straightforward algorithm to show that Enum(R) ∈ IncP.
We denote by A the polynomial algorithm that solves AnotherSol(R).

Algorithm 8: Incremental algorithm for Enum(R)
Input: x ∈ Σ∗

1 S = ∅
2 while A(x, S) 6= Nil do
3 Output A(x, S)
4 S = S +A(x, S)

The algorithm A being polynomial, the delay of the enumeration algorithm above is polynomial in the
output x and the number of solutions already generated |S|.

Therefore, under the assumption P 6= NP, in order to prove that Enum(R) does not belong to IncP
(and a fortiori does not belong to DelayP), one can prove hardness of AnotherSol(R).

We saw that intractability of an enumeration enumeration can be proved in showing the difficulty of
some associated computational tasks. There is, however, another method to prove that an enumeration
problem is hard: showing that it is as difficult as a problem known to be difficult. For example, a way to
prove hardness leans on the generation problem of minimal transversals of a hypergraph.

A hypergraph H = (V (H), E(H)) is a generalisation of a graph where V (H) denotes the set of vertices
and E ⊆ 2V is a collection of sets of vertices called hyperedges. Thus, a graph is a particular hypergraph
where all hyperedges are of size two. A transversal of a hypergraph is a set of vertices that intersects all

1FP is the set of search problems that are calculable in polynomial time.

18

L 

l 

l 

D 



2.3. Hardness results

hyperedges. Similarly as for the vertex set cover problem for graphs, for hypergraphs we are interested
in minimal transversals (i.e., inclusion minimal hitting sets) and the enumeration problem associated is
certainly one of the most studied enumeration problems, thanks to its connections with many areas.

Enum_Minimal-Transversals
Input : a hypergraph H = (V (H), E(H))

Output : the set of all minimal transversals of H

Computing or recognizing the minimal transversals of a hypergraph is a frequent problem in practice, it
has important applications in data-mining and machine learning [13,57], logic and artificial intelligence [31].
Despite the interest this problem has attracted, it is a longstanding open question whether the enumeration
of minimal transversals of a hypergraph is in the class TotalP. Hence, proving that an enumeration problem
is equivalent to the enumeration of minimal transversals gives an indication of its hardness.

In the next chapter, we will focus on the enumeration of minimal dominating sets and maximal irre-
dundant sets. On the one hand, the enumeration of minimal dominating sets is an example of enumeration
problem that has been proved to be equivalent to the enumeration of minimal transversals by Kante et
al. [65]. On the other hand, Boros and Makino [14] proved that it is not possible to enumerate maximal
irredundant sets with incremental delay unless P = NP in showing that the corresponding AnotherSol
problem is NP-hard (Proposition 14). Therefore, enumerating minimal dominating sets, as well as enu-
merating maximal irredundant sets, are supposed to be difficult enumeration problems in general. For this
reason, in this thesis when studying these problems, we will restrict our attention to special graph classes.
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3.1 Introduction

A famous example of enumeration problem in graph theory is that of enumerating the minimal dominating
sets of a graph [23,24,38]. This problem has been solved with linear delay for the interval and permutation
graph classes, by M.M.Kanté et al. in [66]. Mary observed in his dissertation [79] that such a reduction
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Chapter 3. Efficient enumeration of vertex set properties in graphs

seems to be possible when the considered graph property presents a local character. We propose in this
thesis to build on this observation in order to put forward a general method for finding linear delay
algorithms for the enumeration of vertex set properties in graphs.

We consider graphs in which there is a natural order on the vertices, namely linearly ordered graphs
and cyclically ordered graphs. We say that a property is locally definable with respect to a linear or a cyclic
order on the vertices of the graph, when one can decide if a subset of vertices respects the property by
scanning its ordered list of vertices through a sliding window of fixed size and verifying that each scanned
tuple satisfies some constraints. Our main result is that such a locally definable vertex set property can be
enumerated with linear delay after a polynomial pre-processing. This result is obtained by reducing the
enumeration of vertex sets satisfying such a locally definable property to the enumeration of paths in a
directed acyclic graph (DAG). In the case of linearly ordered graphs the reduction establishes a one-to-one
correspondence between the vertex sets to enumerate and the paths in a DAG. Interestingly, in the case
of cyclically ordered graphs we use a Turing reduction, which requires a polynomial number of calls to the
procedure that enumerates the paths in a DAG.

We illustrate the interest of this method by applying it to variants of the minimal dominating set
problem, namely, the minimal connected dominating set and the maximal irredundant set problem. These
vertex set properties are well studied in graph theory, especially as optimisation problems. Both computing
a cardinality minimum connected dominating set and computing a cardinality maximum irredundant set
are NP-hard [33, 47]. Input sensitive algorithms have been proposed for enumerating minimal connected
dominating sets and maximal irredundant sets on special classes of graphs (see e.g. [53, 54]). Boros
and Makino [14] proved that it is not possible to enumerate maximal irredundant sets with polynomial
delay (and even incremental delay) unless P = NP. Here, we restrict the study of the enumeration of
minimal (connected) dominating sets and maximal irredundant sets to the following graph classes: interval
and permutation graphs for linearly ordered graphs and circular-arc and circular-permutation graphs for
cyclically ordered graphs. These graph classes have numerous applications (see e.g. [9, 55, 100]), and are
classes in which many NP-complete problems can be solved efficiently (see [9] for some examples).

In applying our method we prove that minimal connected dominating sets can be enumerated with
linear delay on interval graphs and permutation graphs. As a corollary we obtain that one can compute
a minimum connected dominating set on such graphs in polynomial time. We also prove that maximal
irredundant sets can be enumerated with linear delay on interval graphs, permutation graphs, circular-arc
and circular-permutation graphs. Moreover on these graph classes, computing a maximum irredundant
set can be done in polynomial time.

The minimal dominating set and the maximal irredundant set problems being at the core of this
chapter, we will also take the time to study the relation between these two problems. In fact, on one
hand the literature contains extensive studies of variations of the domination problem [59, 60, 98], but
and the other hand the results on the relation between the set of minimal dominating sets and the set of
maximal irredundant sets are less abundant. Hence, we propose a characterization, in terms of forbidden
subgraphs, of the graphs that respect for each of their induced subgraph the property that the set of
minimal dominating sets (MDS) and the set of maximal irredundant sets (MIR) correspond.

Section 3.2 is devoted to some general preliminaries and to the study of the graphs for which the
hereditary property MIR = MDS holds. Section 3.3 states the main result for linearly ordered graphs,
roughly speaking: the collections of sets of vertices that can be locally defined with respect to a linear
order on the vertices of the graph are enumerable with linear delay. In the next two sections, we apply
this method to concrete problems: the minimal connected dominating set and the maximal irredundant
set problems are addressed in the case of interval graphs in Section 3.4 and in the case of permutation
graphs in Section 3.5. Finally, in Section 3.6 we state the second result for cyclically ordered graphs: the
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collections of sets of vertices that can be locally defined with respect to a cyclic order on the vertices of the
graph are enumerable with linear delay. This result is then illustrated in Section 3.7 with the enumeration
of maximal irredundant sets in circular-arc and circular-permutation graphs.

3.2 Preliminaries

After a reminder of some definitions and properties on graphs, we state a characterization of the graphs
that respect for each of their induced subgraph the property that the set of minimal dominating sets and
the set of maximal irredundant sets correspond. Then, we introduce the notion of vertex set property and
we recall the algorithm that enumerates with linear delay the set of paths of a directed acyclic graph.

3.2.1 Definitions and properties on graphs

All graphs considered in this chapter are finite. If G = (V,E) is a graph and X is a subset of V ,
we denote by GX the subgraph of G induced by X. The set of neighbours of a vertex x is defined
by N(x) = {y ∈ V | {x, y} ∈ E} while the closed set of neighbours is N [x] = N(x) ∪ {x}. We set
N [X] =

⋃
x∈X N [x] and N(X) = N [X] \ X (for the sake of readability we often write N(x1, . . . , xk)

instead of N({x1, . . . , xk}), and the same for N([x1, . . . , xk]). A neighbour y of some x ∈ X is a private
neighbour with respect to X if y has no other neighbour in X. In other terms, the set PX(x) of private
neighbours of x with respect to X fulfills PX(x) = N [x] \ N [X \ x]. For convenience, we will omit the
expression “with respect to X” when X is clear from the context. For any set of vertices X and any
x ∈ X we denote by degX(x) the degree of x in GX , that is the integer |N(x) ∩ X|. Besides, we set
deg(X) = max{degX(x), x ∈ X}.

Given a graph G = (V,E), we call a subset X ⊆ V :

• a dominating set (DOM) if each x ∈ V \X has a neighbour in X (see Figure 3.1);

• an irredundant set (IRR) if each x ∈ X has a private neighbour with respect to X (see Figure 3.4);

• a minimal dominating set (MDS) if it is irredundant and dominating (see Figure 3.2);

• a minimal connected dominating set (MCDS) if it is a connected dominating set and for any v ∈ X,
X \ {v} is either not connected or not dominating (see Figure 3.3);

• a maximal irredundant set (MIR) if it is an irredundant set maximal for inclusion (see Figure 3.5).

Figure 3.1: DOM Figure 3.2: MDS Figure 3.3: MCDS
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Figure 3.4: IRR Figure 3.5: MIR

For any graph G, every minimal dominating set X is a maximal irredundant set. This follows naturally
from the definition of minimal dominating set. In fact, let X be a minimal dominating set, because of the
minimality, X is irredundant. If it is not maximal, there exists Y an irredundant set such that X ⊂ Y and
if we take u ∈ Y with u /∈ X, we have that u has a private neighbour v with respect to Y , i.e., v ∈ N [u]
and v /∈ N [Y \ {u}]. The vertex v is not dominated by X and we have here our contradiction.

Conversely it is not the case that every maximal irredundant set is a minimal dominating set. See
Figure 3.6 below for example.

Figure 3.6: A MIR that is not a MDS

Nevertheless there are graphs for which these two notions coincide, that is for which MIR = MDS.
It is the case for example for split graphs [65] and we can pretty quickly see that it works for cographs
too. A natural question that follows is that of identifying all the graphs for which we have this property
on every induced subgraph. Such identification has also relevant consequences in enumeration theory. A
lot of work has been done to solve the problem of enumerating all minimal dominating sets on particular
graph classes [23, 24, 64, 66]. Results for the enumeration of maximal irredundant sets are however less
abundant. Identifying graphs with hereditary property MIR = MDS, enables us not only to expand our
understanding of the relation between minimal dominating sets and maximal irredundant sets but gives
us also new results on the enumeration of maximal irredundant sets. In the following, we propose a
characterization of those graphs with hereditary property MDS = MIR in terms of forbidden induced
subgraphs. We call this new class of graphs, the class of MDS-MIR perfect graphs.

Theorem 15. A graph G belongs to the class of MDS-MIR perfect graphs if and only if G does not contain
any induced subgraph of the form

1. (P5)

2. (C5)

3. (4-pan)

4. (House graph)
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3.2. Preliminaries

Proof. Let G be a MDS-MIR perfect graph, and let us show that G does not contain any induced subgraph
of the form P5, C5, 4-pan or House graph. Suppose by contradiction that there exists G′ an induced
subgraph of the form P5 = {x1, x2, x3, x4, x5}. Then {x2, x3} is a maximal irredundant set but x5 is not
dominated. We have a contradiction with the fact that G′ respects MIR = MDS. In the same way, if G′ is
an induced subgraph of the form C5 = {x1, x2, x3, x4, x5, x6 = x1}, then {x5, x1} is a maximal irredundant
set but x3 is not dominated. Finally, if G′ is of the form

x1

x2 x3

x4

x5

or x1

x2 x3

x4

x5

then {x1, x2} are maximal irredundant sets that are not dominating sets.

Now, let G be a graph without induced subgraph of the form P5, C5, 4-pan or House pan and let us
show that G is a MDS-MIR perfect graph. By contradiction suppose that G is not MDS-MIR perfect,
i.e., there exists G′ an induced subgraph of G such that G′ has a maximal irredundant set that is not a
minimal dominating set. The claim below gives rise to the contradiction that completes the proof.

Claim 16. If G is a graph and X a maximal irredundant set that is not a minimal dominating set, then
there exists an induced subgraph of G of the form P5 or C5 or 4-pan or House graph.

Let us explain this claim. First observe that if G is a graph and X a maximal irredundant set of G,
then either X is not a dominating set or it is a minimal dominating set. Consider a set of vertices X that
is maximal irredundant of G but not a minimal dominating set. Hence, X is not dominating and so there
exists a vertex x that is not dominated, i.e., N [x] ∩ X = ∅. Let us consider X ∪ {x}. Because of the
maximality of X, X ∪{x} is not irredundant. The vertex x cannot be isolated (X would not be maximal)
and is its own private neighbour with respect to X ∪ {x} because N [x] ∩X = ∅. We conclude that there
exists z ∈ X such that PX(z) ⊆ N(x) (otherwise X ∪ {x} would be irredundant). Let us take y ∈ PX(z).
Since PX(z) ⊆ N(x) and N [x]∩X = ∅, we have y /∈ X. The vertex z cannot be its own private neighbour
(since N [x] ∩ X = ∅), and so it has to be connected to some other element z′ of X. The vertex z′ too
has a private neighbour y′ with respect to X. Since z′ is a neighbour of z ∈ X, y′ /∈ X. This is why the
minimal configuration required so that X is a maximal irredundant set and not a minimal dominating set
is the following:

X

z

z
′

y

x

y
′

Figure 3.7: Minimal configuration P5

From the minimal configuration illustrated in Figure 3.7, it is possible to obtain the four induced
subgraphs of Figure 3.8 below:
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X

z

z
′

y

x

y
′

X

z

z
′

y

x

y
′

X

z

z
′

y

x

y
′

X

z

z
′

y

x

y
′

Figure 3.8: Forbidden induced subgraphs P5, C5, 4-pan and House graph

In fact, it is not possible to add to Figure 3.7 the edge {z, x} or {z′, x} because X does not dominate
x. It is also not possible to add the edge {z′, y} or {z, y′} because X is irredundant.

The minimal dominating set property and the maximal irredundant set property are examples of vertex
set properties that are locally definable on some classes of graphs, and thus that can be enumerated by
reduction to the enumeration of paths in a DAG. Let us give the definitions and basic results concerning
vertex set properties and enumeration of paths in a DAG.

3.2.2 Vertex set properties and constraints on graphs

Let us define formally the notions of vertex set properties and vertex constraints. These notions will enable
us to construct a framework that allows for linear delay enumeration for a very broad class of graphs and
problems.

Definition 17. A vertex set property is a recursive function P mapping each graph G = (V,E) to a
collection of subsets of vertices, PG ⊆ 2V . We say that P is a polynomial vertex set property if given G
and X, one can decide whether X ∈ PG in polynomial time.

Example. The dominating set property is the application that maps each graph to its collection of
dominating sets. The irredundant set property is similarly defined. Both these vertex set properties are
polynomial. /

Definition 18. Let G be a set of graphs. A vertex constraint of arity k on G is a recursive function
φ that maps each G = (V,E) of G to a set φG ⊆ V k. We say that such a constraint is decidable in
polynomial time if given G and a tuple of vertices (a1, . . . , ak), one can decide whether φG(a1, . . . , ak)
holds in polynomial time.
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An ordered graph (G,�) is a graph G whose set of vertices is equipped with a relation order �. Given
a set of graphs G, a uniform order on G is a recursive function � mapping each G ∈ G to an order of
its vertices. Unless it leads to confusion, we will denote by the same symbol � the above function and
the order it associates with a given graph. A set of graphs G equipped with a uniform order � is said
uniformly ordered and denoted by (G,�).

Definition 19. Let (G,�) be an ordered graph and X ⊆ V (G). A k-window of X w.r.t. � is a k-tuple
(a1, . . . , ak) ∈ Xk such that for each i < k, ai+1 is the �-successor of ai in X.

In the following by abuse of notation we write X = {x1 ≺ x2 ≺ . . . ≺ xq} to denote a set X =
{x1, x2, . . . , xq} with x1 ≺ x2 ≺ . . . ≺ xq.

Example. If V (G) is ordered and if X = {x1 ≺ x2 ≺ . . . ≺ xq}, then the tuple (x3, x4) is a 2-window
and (xq−3, xq−2, xq−1, xq) is a 4-window of X w.r.t. �. /

When � is clear from the context, we will talk about “k-windows of X” and we will denote the set of
k-windows of X w.r.t. �. by Wk(X).

In this chapter, we are interested in the enumeration of vertex set properties P, that is in the following
problem:

Enum_P
Input : a graph G
Output : all X ⊆ V (G) s.t. X ∈ PG

The method we will present to solve those problems consists in a reduction to the enumeration of paths
in a directed acyclic graph, which is known to be feasible with linear delay. Let us recall this result.

3.2.3 Paths in a directed acyclic graph

Given a DAG G and two subsets of vertices S and T , it is well-known that paths in G from S to T can
be enumerated with linear delay (see e.g., [66]).
Recall that this means that there exists an algorithm A with pre-processing (and generation of the first
solution) bounded by a polynomial in the size of the input and that generates all paths of G from S to
T such that the maximal time elapsed between the production of two consecutive solutions is bounded in
the sum of the sizes of these two solutions.

Enum_PathsDag
Input : a DAG G = (V,E) and S, T ⊆ V
Output : all paths of G from S to T

The pre-processing consists in removing from the graph G all vertices from which it is impossible to
reach T . It is sufficient for the enumeration afterward because the algorithm solving Enum_PathsDag
starts from S, and thus avoids to visit the vertices which lead to false tracks. This pre-processing step is
referred to as ClearDag.
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Algorithm 9: ClearDag
Input: a DAG G = (V,A), S, T ⊆ V
Output: G without the vertices from which T is not reachable

1 Let (x1, ..., xn) be a topological ordering of G
2 Mark all vertices in T
3 for i = n− 1 to 1 do
4 for each outgoing neighbour y of xi do
5 if y is marked then
6 mark xi

7 Delete from G all vertices that are not marked
8 Return G

Observe that the complexity of this function ClearDag is linear in the size of G. In fact, it is known
that finding a topological ordering can be done in O(m + n). Furthermore, lines 4-5 consists for each
vertices to go through its outgoing arcs, this means that we go through the m edges exactly once. Hence,
lines 4-5 take a time in O(m).

Once the DAG has been cleared from the vertices that do not lead to T , a "start vertex" s and a
"target vertex" t are added to the DAG and the enumeration is then obtained by a depth-first exploration
of the remaining graph.

Algorithm 10: Enum_PathsDag
Input: a DAG G = (V,A), S, T ⊆ V
Output: list all paths from S to T

1 G′ ← ClearDag(G,S, T )
2 Let s and t be new vertices
3 Add the arc (s, x) to G′ for all x ∈ S
4 Add the arc (x, t) to G′ for all x ∈ T
5 Generate(G′, s, t, ∅)
6 Function Generate (a DAG G = (V,A), a vertex x, a sink t and D ⊆ V ):
7 if x = t then
8 output(D)

9 else
10 for each outgoing neighbour y of x do
11 Generate(G, y, t,D ∪ {y})

Enum_PathsDag has a pre-processing (procedure ClearDag) in O(m+n) and a delay in O(|Pi−1|+
|Pi|), where Pi stands for the i-th path of the DAG, see Figures 3.9, 3.10 and 3.11.
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Figure 3.9: G initial graph

7 1 3

4

2

5

Figure 3.10: G′ = ClearDag(G, {1}, {4})

Figure 3.11: Generate(G′, 1, 4, ∅)

This leads to the theorem below, which will play a key role in the sequel.

Theorem 20 (folklore). Given a directed acyclic graph G and two subsets S and T of vertices of G, all
paths in G from vertices in S to vertices in T can be enumerated with linear delay after a linear time
pre-processing.

It is possible to be more precise and to solve Enum_PathsDag in such a way that the delay between
the production of two consecutive solutions Pi−1 and Pi is linear in |Pi|. To such a purpose, the recursivity
needs to be simulated with the help of adapted data structures in such a way that when we have reached
a solution, we have a direct access in the exploration tree to the next node for which the exploration is
not yet complete.
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3.3 Local properties and enumeration for linearly ordered graphs

In [66], Kanté et al. reduced the problem of enumerating the minimal dominating sets of an interval
(resp. permutation) graph to that of enumerating paths of a directed acyclic graph, thus obtaining
efficient enumeration algorithms. In this section we generalize this method by specifying properties whose
enumeration can be reduced to enumerating paths in a DAG.

We will focus on vertex set properties, which can be “locally defined” with respect to a linear order on
the vertices of the graph. Roughly speaking, a vertex set property P is local with respect to some class G of
linearly ordered graphs if for any G ∈ G and any X ⊆ V (G), one can decide whether X ∈ PG by scanning
its ordered list of vertices through a sliding window of fixed size and verifying that each scanned tuple
satisfies a predefined constraint. In general, a window carries information on the elements the window
covers. A special care has to be brought to extremal windows, which have also to carry information on
external vertices that are at the left or the right of the window. Let us formalize this definition.

Definition 21. Let (G,�) be a uniformly linearly ordered set of graphs. A vertex set property P is locally
definable on (G,�) if there exist an integer k > 1 and three vertex constraints φ, φmin and φmax of respective
arities k, k−1 and k−1, such that for any graph G ∈ G and any subset X = {x1 ≺ x2 ≺ . . . ≺ xq} ⊆ V (G)
of cardinality ≥ k, we have:

X ∈ PG iff


∀(xi, . . . , xi+k−1) ∈Wk(X) : φG(xi, . . . , xi+k−1)

and φmin
G (x1, . . . , xk−1)

and φmax
G (xq−k+1, . . . , xq)

 (3.1)

Furthermore, if P is a polynomial vertex set property and if the three constraints φ, φmin and φmax are
decidable in polynomial time, then P is said to be locally definable in polynomial time on (G,�).

Note that in the above definition, the integer k is a constant independent of the input graph G.

Roughly speaking, when X = {x1 ≺ x2 ≺ . . . ≺ xq}, a k-window of X will be used to check properties
on the interval [x1, xq]. Nevertheless, there are in G vertices that are either smaller than x1 or larger than
xq. For these vertices we will use extremal windows of smaller size. Figure 3.12 below illustrates this
operation, for k = 3 and V = {v1, . . . , vn}.

Figure 3.12: Locally definable properties through 3-windows in linearly ordered graphs

Our main result states that such locally definable properties are efficiently enumerable.
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3.3. Local properties and enumeration for linearly ordered graphs

Theorem 22. Let (G,�) be a uniformly linearly ordered set of graphs and P be a vertex set property. If
P is locally definable in polynomial time on (G,�), then Enum_P is enumerable with linear delay.

Proof. We prove this result by reduction to the problem Enum_PathsDag. Let us consider a vertex
set property P that is locally definable on (G,�) in polynomial time. Let k be the integer and φ, φmin

and φmax be the three vertex constraints associated to P according to Def. 21. For every linearly ordered
graph G = (V,E,�) in (G,�), we define a new graph G∆ = (V∆, E∆) as follows: vertices of G∆ are
tuples (a1, . . . , ak−1) ∈ V k−1 such that (a1, . . . , ak−1) is strictly increasing w.r.t. �, and a pair of vertices
((a1, . . . , ak−1), (b1, . . . , bk−1)) is an arc in E∆ if the following conditions hold:

(∆1) (a2, . . . , ak−1) = (b1, . . . , bk−2);

(∆2) φG(a1, a2, . . . , ak−1, bk−1) holds.

Furthermore, we define the two following subsets of V∆:

(∆3) S∆ =
{

(a1, . . . , ak−1) ∈ V∆ s.t. φmin(a1, . . . , ak−1)
}
;

(∆4) T∆ =
{

(a1, . . . , ak−1) ∈ V∆ s.t. φmax(a1, . . . , ak−1)
}
.

Notice that G∆ is a DAG since any path from G∆ is a sequence of tuples of the form (x1, x2, . . . , xk−1),
(x2, x3, . . . , xk), (x3, x4, . . . , xk+1),. . . , (xp, xp+1, . . . , xp+k−2) with x1 ≺ x2 ≺ x3 ≺ . . . < xp.

Let us now prove that for any G = (V,E) in G, the sets X ⊆ V (G) such that X ∈ PG are in one-to-one
correspondence with the paths in G∆ from S∆ to T∆. We prove that for every strictly increasing sequence
x1, . . . , xq with q ≥ k in (V,�),

{x1, . . . , xq} ∈ PG ⇔

(
(x1, . . . , xk−1), (x2, . . . , xk), . . . , (xq−k+2, . . . , xq)

is a path from S∆ to T∆ in G∆.

)

⇒ Let X = {x1 ≺ . . . ≺ xq} be in PG. By definition of G∆, (x1, . . . , xk−1), . . . , (xq−k+2, . . . , xq) are
vertices of G∆. Every pair of two successive vertices (xi, xi+1, . . . , xi+k−2) and (xi+1, xi+2, . . . , xi+k−1)
satisfies (∆1). Furthermore, for i such that 1 ≤ i ≤ q − k + 1, the tuple (xi, . . . , xi+k−2, xi+k−1) is a k-
window of the setX = {x1, . . . , xq} and thus φ(xi, . . . , xi+k−2, xi+k−1) holds thanks to Def. 21. Hence, (∆2)
is satisfied. Therefore, every pair ((xi, . . . , xi+k−2), (xi+1, . . . , xi+k−1)) is an arc in G∆. Finally, according
to Def. 21, φmin(x1, . . . , xk−1) and φmax(xk−q+2, . . . , xq) hold since x1 = min(X) and xq = max(X). Thus,
the considered sequence is a path from S∆ to T∆ in G∆.

⇐ Let (x1, . . . , xk−1), (x2, . . . , xk), . . . , (xq−k+2, . . . , xq) be a path from S∆ to T∆ in G∆. According to
the definition of G∆, (∆1), . . . , (∆4), we have:

• x1 ≺ x2 ≺ . . . ≺ xq,

• φG(xi, . . . , xi+k−1) hold for every 1 ≤ i ≤ q − k + 1,

• both φmin
G (x1, . . . , xk−1) and φmax

G (xq−k+2, . . . , xq) hold.

Therefore, according to Def. 21, {x1, . . . , xq} ∈ PG.

It is now possible to state the algorithm that enumerates all elements of PG:
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Chapter 3. Efficient enumeration of vertex set properties in graphs

Algorithm 11: An algorithm for Enum_P for linearly ordered graphs

Input: a linearly ordered graph G = (V,E)
Output: an enumeration of PG

1 Construct G∆ = (V∆, E∆), S∆ and T∆

2 Construct C the set of all X ∈ PG of size < k
3 Let G′∆ = (V ′∆, E∆) where V ′∆ = V∆ ∪ C, S′∆ = S∆ ∪ C and T ′∆ = T∆ ∪ C
4 Enum_PathsDag(G′∆, S′∆, T ′∆)

Let us examine the complexity of this enumeration algorithm. Given an input graph G, the complexity
of Enum_P depends on Theorem 20 and on the pre-processing step, i.e., the construction of the associated
directed acyclic graph G∆ and the construction of the set C of subsets of vertices X ∈ PG with |X| < k.

As explained above, constructing G∆ consists in constructing V∆, E∆, S∆ and T∆. There are nk−1

tuples of size k − 1 of vertices of G and so building V∆ takes a time in O(nk−1). The sets S∆ and
T∆ are computed depending on the complexity of φmin

G and φmax
G , which are by assumption decidable in

polynomial time. There are nk possible edges in G∆, building E∆ depends on nk and on the complexity
of φG, which is also decidable in polynomial time. Thus, the total construction of G∆ takes polynomial
time since k = O(1).

One can construct the set C by an exhaustive examination of all the sets of size < k, deciding whether
such a set is selected can be done in polynomial time since P is a polynomial vertex set property.

Once G′∆, S′∆ and T ′∆ are available, as stated in Theorem 20, the enumeration of the paths from S′∆
to T ′∆ in G′∆ provides an enumeration of all sets in PG with linear delay with respect to the original graph
since the size of the paths in G′∆ is linear in the size of the vertex sets they represent in G.

We conclude that Enum_P can be solved with linear delay after a polynomial-time pre-processing.
More precisely, if property P is locally definable through windows of size k, if constraint φ is decidable
in time O(nc) for some c > 0 and constraints φmin

G and φmax
G are both decidable in time O(nd) for some

d > 0, then the pre-processing step which consists in the construction of G∆ = (V∆, E∆) requires time
O(max(nk+c, n(k−1)+d)).

Interestingly, this reduction gives us a compact and structured representation of the solutions space,
which can be used to solve efficiently algorithmical task other than enumeration. For example, once the
DAG associated to G is constructed, one can find a minimum or a maximum set that satisfies property
P, or count the sets satisfying P in polynomial time.

Minimum_P
Input : a graph G = (V,E)

Output : a minimum subset
X ⊆ V such that
X ∈ PG

Maximum_P
Input : a graph G = (V,E)

Output : a maximum subset
X ⊆ V such that
X ∈ PG

#P
Input : a graph G
Output : |PG|
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Finding a minimum (resp. maximum) set satisfying P can be done by applying a shortest path
algorithm (resp. a longest path algorithm) from S to T (for example Disjkstra’s algorithm). Counting the
sets satisfying P can be done by applying some counting algorithm, for example Algorithm 12 below.

Algorithm 12: # PathsDag
Input: a DAG G = (V,A) with V = {x1, . . . , xn}, a source s and a sink t
Output: the number of paths from s to t

1 Let (x1, . . . , xn) be a topological ordering of G
2 Initialise Count[x] to 0 for every vertex x ∈ V
3 Count[t] = 1
4 for i = n to 1 do
5 for each outgoing neighbour y of xi do
6 Count[xi] = Count[xi] + Count[y]

7 Output Count[s]

Modifying line 4 of Algorithm 11 by the call of Algorithm 12 above or by a shortest or longest path
polynomial time algorithm allows us to state the following result.

Corollary 23. Let (G,�) be a uniformly ordered set of graphs and P a vertex set property. If P is locally
definable in polynomial time on (G,�), then Minimum_P and Maximum_P belong to complexity class
P and #P to complexity class FP.

In the following we show how Theorem 22 can be applied on two kinds of intersection graphs, namely
interval graphs and permutation graphs.

3.4 MDS, MCDS and MIR in interval graphs

We start by presenting the class of interval graphs and by stating properties that can be defined locally on
this class of graphs. We then give a local characterization of minimal dominating sets, minimal connected
dominating sets and maximal irredundant sets in interval graphs.

3.4.1 Interval graphs and locally definable basic properties

An intersection graph is a graph whose vertices are map onto sets in such a way that two vertices are
adjacent if and only if their corresponding sets intersect. The collection of sets related to the vertices is
called the intersection model of the graph. An intersection graph is an interval graph if its intersection
model is composed of intervals on the real line. If G = (V,E) is such a graph, we denote by [s(x), e(x)]
the interval associated with a vertex x and we assume without loss of generality that all endpoints are
pairwise distinct. There is a natural linear order � associated to the vertices of an interval graph: x � y if
s(x) ≤ s(y). In the following, when dealing with interval graphs we always consider its intersection model
and we always implicitly refer to this order.
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Figure 3.13: Interval graph G

s(x) e(x)

s(y) e(y)

s(w) e(w)

s(z) e(z)

s(v) e(v)

s(u) e(u)

Figure 3.14: Intersection model of G

We say that two intervals are nested if one is included in the other. For example, consider the interval
graph given in Figure 3.13 and its intersection model given in Figure 3.14. The graph contains a nest: z
is included in w. A vertex set X in an interval graph has no nested intervals if for all distinct vertices
x, y in X, e(x) < e(y) whenever x ≺ y. Vertex sets without nested intervals have the interesting property
that different basic properties can be read locally on them. Moreover, the fact that a set of vertices of
an interval graph does not contain any nested intervals is also locally checkable, as stated in the following
lemma.

Lemma 24. Let G = (V,E) be an ordered interval graph, and X ⊆ V . The set X has no nested intervals
if and only if for all (x, y) ∈W2(X), e(x) < e(y).

Proof. One direction is trivial. Conversely, suppose that for all (x, y) ∈ W2(X), e(x) < e(y). Suppose
X = {x1 ≺ x2 ≺ . . . ≺ xq}. Consider xi ≺ xj with i > j. Then, we have xi ≺ xi+1 ≺ . . . ≺ xj , and thus
by assumption e(xi) < e(xi+1) < . . . < e(xj).

Lemma 25. Let G = (V,E) be an ordered interval graph, and let X be a set of vertices with no nested
intervals.

(Connectivity) X is connected if and only if for any (x, y) ∈W2(X), y ∈ N(x).

(Domination) Let v be a vertex in V \X. Then, v ∈ N(X) if and only if:

– if x ≺ v ≺ y with (x, y) ∈W2(X), v ∈ N(x, y);

– if v ≺Min(X), v ∈ N(Min(X));

– if v �Max(X), v ∈ N(Max(X)).

(Private neighbourhood) Let y be a vertex in X, then

– if (x, y, z) ∈W3(X), PX(y) = P{x,y,z}(y);

– if y = Min(X) and (y, z) ∈W2(X), PX(y) = P{y,z}(y);

– if y = Max(X) and (x, y) ∈W2(X), PX(y) = P{x,y}(y).

Proof. (Connectivity) Let (x, y) be in W2(X). Because y ∈ N(x), any two successive vertices in X are
adjacent and hence X is connected. Conversely, suppose that y /∈ N(x), that is e(x) < s(y). On the one
hand, any w in X such that w ≺ x, verifies e(w) < e(x) since X contains no nested intervals. On the

34

cl\o o 
b 

D 



3.4. MDS, MCDS and MIR in interval graphs

other hand, any z in X such that y ≺ z starts after s(y). This situation prohibits the existence of a path
from x to y, thus contradicting the connectivity of X.

(Domination) Let v be a vertex in V \X. such that x ≺ v ≺ y with (x, y) ∈ W2(X). If v ∈ N(x, y),
then clearly v ∈ N(X). Conversely, suppose that v 6∈ N(x, y). Then, e(x) < s(v) and e(v) < s(y). For
any w in X such that w ≺ x we have e(w) < e(x) by assumption on X, thus e(w) < s(v) and hence
v 6∈ N(w). For any z in X such that y ≺ z we have s(y) < s(z), thus e(v) < s(z) and hence v 6∈ N(z).
Therefore, v 6∈ N(X).
Extremal cases, namely when v ≺Min(X) or v �Max(X), can be handled in a similar way.

(Private neighbourhood) Suppose (x, y, z) ∈W3(X). It is clear that PX(y) ⊆ P{x,y,z}(y), so let us prove
the converse inclusion. Let u ∈ P{x,y,z}(y). Since u is a neighbour of y, but not a neighbour of x, it starts
after x ends, e(x) < s(u). Since u is a neighbour of y, but not a neighbour of z, it ends after z starts,
e(u) < s(z). Hence, e(x) < s(u) < e(u) < s(z). For any w in X such that w ≺ x we have e(w) < e(x)
by assumption on X, thus e(w) < s(u) and hence u 6∈ N(w). For any t in X such that z ≺ t we have
s(z) < s(t), thus e(u) < s(t) and hence u 6∈ N(t). Therefore, u ∈ N [y] \N [X \ {y}], i.e., u ∈ PX(y).
Extremal cases can be handled in a similar way.

Lemma 26. Let X be an irredundant set or a minimal connected dominating set of an interval graph.
Then X has no nested intervals.

Proof. Suppose that there exist x, y in X such that x � y and e(x) > e(y). Then [s(y), e(y)] ⊂ [s(x), e(x)],
which is a contradiction with the fact thatX is an irredundant set (resp,X a minimal connected dominating
set).

In the remaining of the section, we illustrate our previous method in considering some particular
vertex set properties that are locally definable on interval graphs. We start by recalling the known result
on minimal dominating sets, adapting it to our frame, and we then turn to new properties.

3.4.2 Interval graphs and minimal dominating sets

We denote by MDS the vertex set property that associates to each graph the collection of its minimal
dominating sets. We recall the result obtained by Kante et al. and put forward the local characterization
of this property on interval graphs.

Proposition 27 ( [66]). For the class of interval graphs, Enum_MDS is enumerable with linear delay
after a pre-processing in O(n3).

Proof. This result was already proved by Kanté et al. [66, Prop. 5], we reformulate it by making explicit
the fact that the minimal dominating set property is locally definable in polynomial time on interval
graphs. Thus the above proposition follows from Theorem 22.

The key point is that the notion of domination as well as the one of irredundancy become local when
we restrict ourselves to properties on interval graphs that do not contain nested intervals.

Let us recall that X is a minimal dominating set of a graph G if:

• every vertex v ∈ V \X is dominated by X,

• every vertex y ∈ X is irredundant, i.e., PX(y) 6= ∅.

A minimal dominating set being irredundant, by Lemma 26 we know that it does not contain any
nested intervals and this can be verified locally by Lemma 24. Under this "no nested intervals" condition,
according to Lemma 25 the notion of domination as well as the one of irredundancy become local. Indeed,
domination can be checked through windows of size 2 while irredundancy needs windows of size 3. To
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check simultaneously these two properties, we will use windows of size 3. Such a window (x, y, z) will be
used in the general case to check that x and y are not nested, that y has a private neighbour and that
every vertex of G in the interval [x, y] is dominated. This introduces a slight dissymetry for the extremal
windows.
On the one hand the border window (x, y) such that x = Min(X) will additionally be used to prove that
x is irredundant and that all vertices v ≺ x are dominated. On the other hand, the border window (y, z)
such that z = Max(X) will additionally be used to prove that z is irredundant, that all vertices v � z are
dominated but also that z and y are not nested intervals and that all vertices y ≺ v ≺ z are dominated.

Therefore, according to Lemma 26, Lemma 24 and Lemma 25, minimal dominating sets can be char-
acterized through scanning windows of size 3 on ordered interval graphs. More precisely, given an interval
graph G = (V,E,�) and X ⊆ V , X ∈ MDS(G) if and only if

• for every (x, y, z) ∈W3(X),

(no nested intervals) e(x) < e(y)

(irredundancy) P{x,y,z}(y) 6= ∅
(domination) ∀a ∈]x, y[ : a ∈ N(x, y)

• for (x, y) ∈W2(X) such that x = Min(X),

(irredundancy) P{x,y}(x) 6= ∅
(domination) ∀a, a ≺ x : a ∈ N(x)

• for (y, z) ∈W2(X) such that z = Max(X),

(no nested intervals) e(y) < e(z)

(irredundancy P{y,z}(z) 6= ∅
(domination) ∀a ∈]y, z[ : a ∈ N(y, z) and ∀a, a � z : a ∈ N(z)

Remark 1. Notice that the condition that for every (x, y) ∈W2(X), e(x) < e(y) (which reflects that there
is no nested intervals and which is required to get the local definability of basic properties) is redundant
since it follows from the fact that for every (x, y, z) ∈ W3(X), P{x,y,z}(y) 6= ∅ (irredundancy condition),
therefore we can omit it. This condition will also be redundant in the following characterizations, and thus
we will omit it.

We can decide in polynomial time if a subset of vertices is a minimal dominating set or not, so MDS
is a polynomial property. The characterization above shows that MDS is locally definable on the class of
interval graphs. Observe that this characterization coincides exactly with the one provided in the paper
by Kanté et al. [66]. Like in [66], let us show that it is locally definable in time O(n3). We analyse the
time to compute all pairs and triples satisfying the conditions of irredundancy and domination above. We
know that there are O(n3) such tuples. Observe that the verification of the constraint of irrundancy and
the constraint of domination can both be performed in linear time. To check that P{x,y,z}(y) 6= ∅ we can
examine all neighbours of y and compare their extremities with the ones of x and z. For similar reasons
given a, checking that a ∈ N(x, y) takes a constant time. Since this has to be checked for all a in between
x and y, domination can be checked in linear time. This gives a total time O(n4). Actually, appropriate
pre-computations allow to reduce the constraints’ verification to constant time.

For all vertex x in G one can compute and store in a table T: N(x), x+ = {u | s(u) > e(x)}
and x− = {u | e(u) < s(x)} in O(n2). During the calculation of N(x), we memorise ax such that
e(ax) = min{e(w) | w ∈ N(x)} and bx such that s(bx) = max{s(w) | w ∈ N(x)}. Once x+ and y− are
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known, because the vertices of G are ordered, for all (x, y) in G the set x+ ∩ y− can be computed and
stored in O(n3). During this calculation we memorise cx,y such that s(cx,y) = min{s(w) | w ∈ x+ ∩ y−}
and dx,y such that e(dx,y) = max{e(w) | w ∈ x+ ∩ y−}.

With this table T at hand, checking whether an ordered pair (x ≺ y) or an ordered triple (x ≺ y ≺ z)
of vertices satisfies the conditions of domination and irredundancy above takes a constant time. In fact, for
domination, checking if all vertices between x and y are dominated, boils down to verify that x+∩y− = ∅.
Testing if the domination is respected on the right of Min(X) boils down to verify that Min(X)− = ∅
and testing if the domination is respected on the left of Max(X) boils down to verify that Max(X)+ = ∅.
Sets x+ ∩ y−, Min(X)− and Max(X)+ have all been calculated and stored in T during the step of pre-
calculation, thus verifying if they are empty takes a constant time. For irredundancy, observe that checking
if P{x,y,z}(y) 6= ∅, boils down to verify that x+ ∩N [y]∩ z− 6= ∅. Testing if x+ ∩N [y]∩ z− 6= ∅ can be done
by verifying the following: if y ∈ N(x) (i.e., s(y) < e(x)), then cx,z ∈ N(y) (i.e., s(cx,z) < e(y)) and if
y ∈ N(z) (i.e., s(z) < e(y) < e(z)), then dx,z ∈ N(y) (i.e., e(dx,z) > s(y)). Checking if P{x,y}(y) 6= ∅ with
x = Min(X), boils down to verify that N(x)∩ y− 6= ∅. Testing if N(x)∩ y− is non empty can be done by
verifying that y /∈ N(ax), which can be checked with s(y) > e(ax). Finally, checking if P{y,z}(y) 6= ∅ with
z = Max(X), boils down to verify that N(z)∩ y+ 6= ∅. Testing if N(z)∩ y+ is non empty can be done by
verifying that y /∈ N(bz), which can be checked with e(y) < s(bz).

Therefore ordered pairs and triples satisfying the conditions of irredundancy and domination above
can be all computed in time O(n3). Hence, property MDS is locally definable in time O(n3) on the class
of interval graphs. Moreover, there are O(n2) sets of one or two vertices that are candidates to be MDS.
Verifying whether each of them is a minimal dominating sets can be done in linear time. So, dealing
with minimal dominating sets of size less than 3 requires time O(n3). We conclude that Enum_MDS is
enumerable with linear delay after a pre-processing in O(n3).

3.4.3 Interval graphs and minimal connected dominating sets

We denote by MCDS the vertex set property that associates to each graph the collection of its minimal
connected dominating sets. Non surprisingly, since connectivity is also locally definable on interval graphs,
we get a local characterization of minimal connected dominating sets on such graphs.

Proposition 28. For the class of interval graphs, Enum_MCDS is enumerable with linear delay after a
pre-processing in O(n3).

Proof. We prove that the minimal connected dominating set property is locally definable in polynomial
time on interval graphs. The above proposition then follows from Theorem 22.

Let us consider interval graphs equipped with their usual linear order defined above. Given such a
graph G = (V,E,�) and X ⊆ V , X ∈ MCDS(G) if

• X is connected

• every vertex v ∈ V \X is dominated by X

• for all y ∈ X, either PX(y) 6= ∅ or X \ {y} is disconnected.

According to Lemma 26, Lemma 24 and Lemma 25, the notions of connectivity, domination and
private neighbourhood are all locally definable in interval graphs through windows of size at most 3.
Given a connected set X, first observe that if X contains no nested intervals, X cannot be disconnected
by the removal of any of its two extremal elements. Now given y ∈ X with (x, y, z) ∈ W3(X), the set
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X \ y is no longer connected if and only if z /∈ N(x). We conclude that we will need windows of size 3 in
order to characterize minimal connected dominating sets.

A general window (x, y, z) will be used to check the connnectivity between x and y. This introduces a
slight dissymetry, thus the extremal window (y,Max(X)) will be used to check the connectivity between
y and Max(X).

Observe that if X is connected, then all vertices v such that Min(X) ≺ v ≺Max(X) are dominated.
Hence, if X is connected, in order to check if X is a dominating set, we need only to verify that each
v ≺ Min(X) and each v � Max(X) are dominated. This will be done through extremal windows
(Min(X), y) and (y,Max(X)).

Now, it remains to deal with minimality. By the removal of one element either we loose the connectivity
(when an internal element is removed) or we keep the connectivity and loose the domination (when an
extremal element is removed). Thus, a window (x, y, z) will also be used to check thatX\y is not connected
anymore, in checking that z /∈ N(x). The extremal windows (Min(X), y) and (y,Max(X)) will be used
to check that X \Min(X) and X \Max(X) are not dominating anymore, i.e., PX(Min(X)) 6= ∅ and
PX(Max(X)) 6= ∅.

From those observations and by Lemma 26, Lemma 24 and Lemma 25, we get that X ∈ MCDS(G) if
and only if

• for every (x, y, z) ∈W3(X) we have

(connectivity) y ∈ N(x);

(minimality) z /∈ N(x)

• for (x, y) ∈W2(X) such that x = Min(X) we have

(domination) ∀a ≺ x , a ∈ N(x);

(minimality) P{x,y}(x) 6= ∅;

• for (y, z) ∈W2(X) such that z = Max(X) we have

(connectivity) z ∈ N(y);

(domination) ∀a � z , a ∈ N(z);

(minimality) P{y,z}(z) 6= ∅.

Notice that the fact that for all (x, y) ∈ W2(X), e(x) < e(y) (which reflects that there is no nested
intervals and which is required to get the local definability of basic properties) is omitted. Indeed it is easy
to see that it follows from the fact that for every (x, y, z) ∈W3(X), y ∈ N(x) and z /∈ N(x) (connectivity
and minimality conditions).

The complexity analysis of the pre-processing step for the enumeration of MCDS is analogous to, and
even simpler than the one made in the case of the enumeration of MDS. We can decide in polynomial
time if a subset of vertices is a minimal connected dominating set or not, so MCDS is a polynomial
property. The characterization above shows that MCDS is locally definable on the class of interval graphs.
There are O(n3) pairs and triples satisfying the conditions of minimal connected domination above. The
elementary instructions to be carried out while checking these conditions are either test of belonging to given
neighbourhood (e.g. Does z ∈ N(x)?) or vacuity test on private neighbourhoods (e.g. Is P{x,y}(y) = ∅?).
The former can be done in constant time, since one can check whether z ∈ N(x) by comparing the
relative positions of s(x), s(z), e(x), e(y). Furthermore, we have seen in the complexity analysis of MDS
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that irredundancy can be verified in constant time after a pre-processing (the calculation of T) in O(n3).
Therefore ordered pairs and triples satisfying the conditions of minimal connected domination above can
be all computed in time O(n3). Hence, property MCDS is locally definable in time O(n3) on the class of
interval graphs. Moreover, there are O(n2) sets of one or two vertices that are candidates to be MCDS.
Verifying whether each of them is a minimal connected dominating sets can be done in linear time. So,
dealing with minimal connected dominating sets of size less than 3 requires time O(n3) too. We conclude
that Enum_MCDS is enumerable with linear delay after a pre-processing in O(n3).

3.4.4 Interval graphs and maximal irredundant sets

We denote by MIR the vertex set property that associates to each graph the collection of its maximal
irredundant sets. We prove that maximal irredudant sets are efficiently enumerable for interval graphs.

Proposition 29. For the class of interval graphs, Enum_MIR is enumerable with linear delay after a
pre-processing in O(n5).

Proof. We prove that MIR is polynomial time locally definable on the class of interval graphs. Thus the
above proposition follows from Theorem 22.

Let G = (V,E) be an ordered interval graph and X ⊆ V . The set X is a maximal irredundant set if:

• (irredundancy) for all y ∈ X, PX(y) 6= ∅,

• (maximality) for all a ∈ V \X either PX∪a(a) = ∅ or PX∪a(s) = ∅ for some s ∈ X.

The definition above makes use of private neighbourhood of a vertex w.r.t. a set. Let us remind that
the vacuity of such a private neighbourhood can be checked locally as far as the set contains no nested
intervals. Therefore, according to Lemma 26 we can consider the following equivalent definition.

The set X is a maximal irredundant set if and only if:

• X has no nested intervals,

• (irredundancy) for all y ∈ X, PX(y) 6= ∅,

• (maximality) for all a ∈ V \X,

either X ∪ a contains nested intervals,

or X ∪ a has no nested intervals and

either PX∪a(a) = ∅
or PX∪a(s) = ∅ for some s ∈ X.

One can verify locally that X contains no nested intervals by Lemma 24. Under this condition one has
a local characterization of private neighbourhood, see Lemma 25. Moreover, when X contains no nested
intervals, X ∪ a contains nested intervals if, supposing x ≺ a ≺ y with (x, y) ∈ W2(X), we have either
e(x) > e(a) or e(a) > e(y). It remains to check that an s in X such thatPX(s) 6= ∅ and PX∪a(s) = ∅ can
be found locally. Actually such an s cannot be found anywhere else but in a 2-window containing a. More
precisely when PX(s) 6= ∅ for all s ∈ X, supposing x ≺ a ≺ y with (x, y) ∈ W2(X), PX∪a(s) = ∅ can
only occur when s = x or s = y. Therefore the last condition of the above characterization can be written
PX∪a(a) = ∅ or PX∪a(x) = ∅ or PX∪a(y) = ∅. Deciding the vacuity of a private neighbourhood requires
window of size 3. Therefore a window a size 4 is sufficient to check maximality.
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As a consequence, a maximal irredundant set can be entirely defined locally on interval graphs. Ir-
redundancy is locally checked trough windows of size 3 and maximality through windows of size 4. The
property of being maximal irredundant will thus be checked through windows of size 4. On window
(w, x, y, z) the irredundancy will be checked on x and the maximality will be checked between x and y.
On border window (w, x, y, z) where w = Min(X) we will ensure that w is irredundant and that the
maximality is respected between w, x and on the left of w. Finally on border window (w, x, y, z) where
z = Max(X) we will ensure that not only y but also z are both irredundant and that the maximality is
respected between y, z and on the right of z.

From these observations, from Lemma 26, Lemma 24 and Lemma 25, we get that X ∈ MIR(G) if and
only if:

• For every (w, x, y, z) ∈W4(X),

(irredundancy) P{w,x,y}(x) 6= ∅,
(maximality) for all a such that x ≺ a ≺ y,

either: e(x) > e(a) or e(a) > e(y)

or: P{x,a,y}(a) = ∅ or P{w,x,a}(x) = ∅ or P{a,y,z}(y) = ∅

• For every (x, y, z) ∈W3(X) such that x = Min(X),

(irredundancy) P{x,y}(x) 6= ∅,
(maximality)
∗ for all a such that a ≺ x,

either: e(a) > e(x)

or: P{a,x}(a) = ∅ or P{a,x,y}(x) = ∅
∗ for all a such that x ≺ a ≺ y,

either: e(x) > e(a) or e(a) > e(y)

or: P{x,a,y}(a) = ∅ or P{x,a}(x) = ∅ or P{a,y,z}(y) = ∅

• For every (x, y, z) ∈W3(X) such that z = Max(X),

(irredundancy) P{x,y,z}(y) 6= ∅ and P{y,z}(z) 6= ∅
(maximality)
∗ for all a such that a � z,

either: e(z) > e(a)

or: P{z,a}(a) = ∅ or P{y,z,a}(z) = ∅
∗ for all a such that y ≺ a ≺ z,

either: e(y) > e(a) or e(a) > e(z)

or: P{y,a,z}(a) = ∅ or P{x,y,a}(y) = ∅ or P{a,z}(z) = ∅

As for minimal dominating sets, the condition that for every (x, y) ∈W2(X), e(x) < e(y) (which reflects
that there is no nested intervals and which is required to get the local definability of basic properties) follows
from the fact that for every (w, x, y, z) ∈ W4(X), P{w,x,y}(x) 6= ∅ (irredundancy condition) and thus we
omitted it.
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We can decide in polynomial time if a subset of vertices is a a maximal irredundant set or not, so
MIR is a polynomial property. The characterization above shows that MIR is locally definable on the
class of interval graphs. Let us show that it is locally definable in time O(n5). There are O(n4) pairs and
triples satisfying the conditions of irredundancy and maximality above. Those conditions are expressed
through constrains of irredundancy, redundancy and of the form e(x) > e(a). As we observed in the
complexity analysis of MDS through the calculation of T, each of these constraints takes a constant time
after a pre-processing in O(n3). For maximality such constraints need to be verified for all n possible
a ∈ V \X. Therefore ordered pairs and triples satisfying the conditions of maximal irredundancy above
can be all computed in time O(n5). Hence, property MIR is locally definable in time O(n5) on the class
of interval graphs. Moreover, there are O(n3) sets of one, two or three vertices that are candidates to be
MIR. Verifying whether each of them is a maximal irredundant sets can be done in linear time. So, dealing
with maximal irredundant sets of size less than 4 requires time O(n4). We conclude that Enum_MIR is
enumerable with linear delay after a pre-processing in O(n5).

Let us conclude this section by noticing that our technique provides a polynomial time algorithm for
finding a minimum (that is, of minimal cardinality) connected dominating set, as well as a maximum
irredundant set, on an interval graph. It also provides an algorithm for counting the minimal connected
dominating sets and the maximal irredundant sets in polynomial time on such a graph.

Corollary 30. On interval graphs the problem of finding a minimum connected dominating set, as well
as the problem of finding a maximum irredundant set, can be solved in polynomial time. Moreover, it is
possible to count the minimal connected dominating sets and the maximal irredundant sets in polynomial
time on such graphs.

Proof. Let us deal with the minimum connected dominating set problem (the proofs for the maximum
irredundant set problem and the counting problems are analogous). Given an interval graph, we use the
algorithm invoked in the proof of Proposition 28 (and detailed in Theorem 22), which enumerates paths
in a DAG. In this algorithm we replace the call to Enum_PathsDag by a call to a polynomial-time
procedure computing a shortest path. This provides a minimum connected dominating set.

3.5 MDS, MCDS and MIR in permutation graphs

We start by presenting the class of permutation graphs and by stating properties that can be defined
locally on this class of graphs. We then give a characterization of minimal dominating sets, minimal
connected dominating sets and maximal irredundant sets in permutation graphs.

3.5.1 Permutation graphs and locally definable basic properties

An intersection graph is a permutation graph if its intersection model is composed of straight lines between
two parallels. If G = (V,E) is such a graph and x ∈ V , we denote by LG(x) the segment in the intersection
model of G corresponding to x. We number the endpoints of the segments from left to right and we denote
by b(x) and by t(x) the endpoints of the intersection model on the bottom line and top line respectively.
All endpoints are assumed to be different without loss of generality. We order the vertices of G by their
bottom line endpoints: x � y if b(x) ≤ b(y).

An example of permutation graph and its intersection model is given in Figures 3.15 and 3.16.
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Figure 3.15: Permutation graph G Figure 3.16: Intersection model of G

As for interval graphs, we are interested in expressing some properties on permutation graphs locally
through sliding windows of fixed size. Permutation graphs are combinatorially more involved than interval
graphs and we will need windows of larger size.

In the case of interval graphs a special care has to be given to the border windows depending on
the minimal number of vertices needed to check the property considered and on the number of vertices
available. For example, if X = {x1 ≺ . . . ≺ xq} ⊆ V (G), expressing the irredundancy of vertex xi requires
at least three vertices: xi, its predecessor and its successor, and so, the general window is of size 3. But
for the first vertex x1 (resp. the last vertex xq), only x2 (resp. xq−1) is available, there does not exist
a predecessor (resp. a successor) and so left border window (resp. right border window) is of size 2. In
the case of permutation graphs, we will need windows of much larger sizes and so the number of extremal
cases will increase. For example, for expressing the irredundancy of some vertex xi, we will need at least
7 vertices: xi, its 3 predecessors and its 3 successors, and so the general window will be of size 7. As
for interval graphs, for vertex x1 no predecessor is available. But this is not the only extremal case to
consider: for vertex x3 only two predecessors are available and for x2 only one.

So, before going further let us introduce the notion of surrounding-window that will make easier the
discussion on the extremal cases.

Given a set of vertices X from a permutation graph, we define the X-distance between u and v,
distX(u, v), by:

distX(u, v) =

{
0 if u = v;

1 + card(]u, v[∩X) otherwise;

where ]u, v[ denotes the set of vertices lying in between u and v, whatever u is greater or smaller than v.

Definition 31. Let (G,�) be an ordered graph, X ⊆ V (G) and v ∈ V (G). A k-surrounding window of
X for v, denoted by swkX(v), is the window composed of all vertices at X-distance at most k of v. Vertex
v belongs to the surrounding window only if v ∈ X.

The idea is that a k-surrounding window of X for v is a window that frames v. The surrounding
window is composed of two windows of size at most k: one with the k predecessors of v in X and one with
the k successors of v in X. Each of these windows can be of size smaller than k when v has less than k
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3.5. MDS, MCDS and MIR in permutation graphs

predecessors or successors. Observe that if v ∈ V \X, the surrounding window is of size at most 2k and
if v ∈ V it is of size at most 2k + 1.

Example. If G = (V,E) is an ordered graph and if X = {x1 ≺ x2 ≺ . . . ≺ x12}, then the tu-
ple (x2, x3, x4, x5, x6) is the 2-surrounding window of vertex x4 ∈ X, the tuple (x5, x6, x7, x8) is the
2-surrounding window of vertex v such that x6 ≺ v ≺ x7. Truncated surrounding windows can also occur,
when there are not enough predecessors or successors available. For instance, the tuple (x9, x10, x11, x12)
is the 2-surrounding window of vertex x11 ∈ X, and (x1, x2, x3, x4) is the 3-surrounding window of vertex
x1 ≺ v ≺ x2. /

Lemma 32. Let G be a permutation graph. For all vertices x, y, z such that x ≺ y ≺ z:

1. if z ∈ N(x), then y ∈ N(x) or y ∈ N(z);

2. if y ∈ N(x) and z ∈ N(y), then z ∈ N(x) .

Proof. (1) Because vertices x, y, z are such that x ≺ y ≺ z and z ∈ N(x), we have t(z) ≺ t(x). Thus, if
t(y) ≺ t(z), we have y ∈ N(x), if t(z) ≺ t(y) ≺ t(x), we have y ∈ N(x) and y ∈ N(z) and if t(y) � t(x),
we have y ∈ N(z). (2) From x < y < z, y ∈ N(x) and z ∈ N(y), we get t(z) < t(y) < t(x) and therefore,
z ∈ N(x). This proof is illustrated by Figures 3.17 and 3.18 below.

Figure 3.17: Lemma 32 (1)
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Chapter 3. Efficient enumeration of vertex set properties in graphs

Figure 3.18: Lemma 32 (2)

In the case of interval graphs we have seen that basic properties can be defined locally if they contain
no nested intervals and this last property can be checked locally. For permutation graphs, the fact that
they do not contain any vertex of degree greater than 2 is the characteristic that enables us to define our
basic properties locally. This characteristic property can be verified locally on permutation graphs.

Let us recall that for any set of vertices X and any x ∈ X, we denote by degX(x) the degree of x in
X and we set deg(X) = max{degX(x) | x ∈ X}.

Lemma 33. Let G = (V,E) be an ordered permutation graph, and X ⊆ V . Then deg(X) ≤ 2 if and only
if for all W ∈W6(X), deg(W ) ≤ 2.

Proof. The left-to-right direction is clear, and we only have to prove:

deg(X) ≥ 3⇒ ∃W ∈W6(X) : deg(W ) ≥ 3.

A set X of degree ≥ 3 contains windows of degree ≥ 3 (X itself, for instance). LetW be such a window
of minimal size and let x and u denote its endpoints, with x < u.

We first prove that one of these endpoints has degree ≥ 3. By assumption W contains a vertex v of
degree ≥ 3. If v is an endpoint of W , we are done; if x < v < u, then x is adjacent to v, otherwise v
would still have three neighbours in the window W \ {x}, thus contradicting the minimality of W . By
symmetry, the same holds for u and consequently both x and u are adjacent to v. Hence they are adjacent
to each other, by Lemma 32 (2). Besides, v has a third neighbour in W . Call it y and assume, w.l.o.g.,
that x < y < v < u. Since both y and u are adjacent to v, they are adjacent to each other, still by Lemma
32 (2). Finally, x, y, v belong to N(u) and hence, degW (u) ≥ 3.

Thus, we can assume w.l.o.g. that W contains four vertices x < y < v < u such that x, u are its
extremities and x, y, v ∈ N(u). Now, suppose W contains three more vertices a, b, c /∈ {x, y, v, u}. None
of these vertices can belong to N(u), otherwise u would still have degree ≥ 3 in the window W \ {x}, thus
contradicting the minimality of W . Therefore a, b, c are adjacent to x according to Lemma 32 (1). This
entails that W \ {u} contains a vertex of degree 3, thus contradicting the minimality of W . Hence W
cannot contain three additional vertices and thus it belongs to Wk(X) for k ≤ 6.

We are now in a position to show that basic properties can be defined locally on permutation graphs.

Lemma 34. Let G = (V,E) be an ordered permutation graph, and X = {x1 ≺ . . . ≺ xq} ⊆ V such that
deg(X) ≤ 2.

(Connectivity) X is connected if and only if

– for any (xi−1, . . . , xi+2) ∈W4(X), {xi−1, xi} ∩ N(xi+1, xi+2) 6= ∅

44

X y z 

D 



3.5. MDS, MCDS and MIR in permutation graphs

– x1 ∈ N(x2, x3)

– xq ∈ N(xq−1, xq−2)

(Domination) Let v be a vertex in V \X. Then, v ∈ N(X) if and only if

v ∈ N(sw3
X(v))

(Private neighbourhood) Let xi be a vertex in X. Then

PX(xi) = Psw3
X(xi)

(xi)

Proof. (Connectivity) Suppose that X is connected and that there exists xi ∈ X with (xi−1, . . . , xi+2) ∈
W4(X) and such that {xi−1, xi} ∩ N(xi+1, xi+2) = ∅. We prove that {x1, . . . , xi} and {xi+1, . . . , xq}
are disconnected, thus getting a contradiction. First notice that for all j > i + 2, we have xj /∈ N(xi).
Otherwise, by Lemma 32, xj would intersect xi, xi+1 and xi+2 and so degX(xj) ≥ 3, which contradicts
the assumption on X. Similarily xj /∈ N(xi−1), otherwise xj would intersect xi−1, xi+1 and xi+2 and
so degX(xj) ≥ 3 and thus, contradiction. Finally, we have also xj /∈ N(xl) for l < i − 1. Indeed,
if xj ∈ N(xl), since we just showed that xj /∈ N(xi−1, xi), then by Lemma 32 xl ∈ N(xi−1) ∩ N(xi)
and hence degX(xl) ≥ 3, contradiction. Until now we proved that {x1, . . . , xi} and {xi+3, . . . , xq} are
disconnected. It is easy to see that {xi+1, xi+2} does not intersect {x1, . . . , xi} either, thus proving that
{x1, . . . , xi} and {xi+1, . . . , xq} are disconnected: by hypothesis {xi+1, xi+2} do not intersect {xi−1, xi}.
Moreover, {xi+1, xi+2} do not intersect xl with l < i − 2 either. Otherwise xl would intersect xi−1, xi
and {xi+1, xi+2}, thus degX(xl) ≥ 3, contradiction. We conclude that {x1, . . . , xi} and {xi+1, . . . , xq} are
disconnected.

Now, suppose that we have x1 ∈ N(x2, x3) and xq ∈ N(xq−1, xq−2) and for all (xi−1, . . . , xi+2) ∈
W4(X), {xi−1, xi} ∩ N(xi+1, xi+2) 6= ∅ and let us show that X is connected. We show that for all
xi ∈ X, there is a path that connects xi to xi+1. If xi ∈ N(xi+1) then we are done. If xi /∈ N(xi+1) and
xi ∈ N(xi+2), then xi+2 intersects xi+1 and hence (xi, xi+2, xi+1) is a path connecting xi to xi+1. Now
consider the case where xi /∈ N(xi+1, xi+2). By assumption xi−1 ∈ N(xi+1, xi+2). If xi−1 ∈ N(xi+1),
then since xi /∈ N(xi+1), xi−1 intersects xi and so the path that connects xi to xi+1 is (xi, xi−1, xi+1).
If xi−1 /∈ N(xi+1) and xi−1 ∈ N(xi+2), since xi /∈ N(xi+2) then by Lemma 32, xi and xi−1 intersect.
Moreover since xi+1 /∈ N(xi−1), then xi+1 intersects xi+2. Thus, the path (xi, xi−1, xi+2, xi+1) connects
xi to xi+1.

(Domination) By contradiction suppose that v ∈ N(X) and v /∈ N(sw3
X(v)). Let us say that xi � v �

xi+1. There exists x ∈ X such that x � xi−2 or x � xi+3 and v ∈ N(x). If x � xi−2, by Lemma 32, we
have that xi−1, xi−2, xi all intersect x and so degX(x) ≥ 3, which is our contradiction. The reasoning is
the same if x � xi+3: x intersects xi+1,xi+2, xi+3 and so degX(x) ≥ 3.

(Private neighbourhood) Because sw3
X(xi) is a subset of X, we have PX(xi) ⊆ Psw3

X(xi)
(xi). Now let

us show that for all v ∈ Psw3
X(xi)

(xi), v ∈ PX(xi). Take v ∈ Psw3
X(xi)

(xi). We suppose that v ≺ xi (the
case where v � xi can be proven in a similar way). We will show that there does not exist any xj ∈ X
with j > i + 3 or j < i − 3 such that xj ∈ N(v). The first case is due to Lemma 32: if there exists
xj ∈ X with j > i+ 3 such that xj ∈ N(v), then because v does not intersect xi+1, xi+2 and xi+3, we have
xi+1, xi+2, xi+3 ∈ N(xj) and so degX(xj) ≥ 3, which is our contradiction. Now let us show that there does
not exist any xj ∈ X with j < i− 3 such that xj ∈ N(v). If v � xi−3, by Lemma 32 xi−3, xi−2 and xi−1

intersect xi and so degX(xi) ≥ 3. If xi−3 � v � xi−2, first observe that because of Lemma 32, xi−2 and
xi−1 are neighbours of xi. If there exists xj < i−3 such that xj ∈ N(v), then xj ∈ N(xi) and we have our
contradiction because degX(xi) ≥ 3. If xi−2 � v � xi−1, first observe that because of Lemma 32, xi−1 is
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a neighbour of xi. If there exists xj < i− 3 such that xj ∈ N(v), then xj intersects xi−3, xi−2 and xi and
degX(xj) ≥ 3. Finally, if xi−1 � v � xi, notice that if there exists xj < i− 3 such that xj ∈ N(v),then by
Lemma 32, xi−3, xi−2 and xi−1 all intersect xj and so degX(xj) ≥ 3.

Lemma 35. Let G be a permutation graph and X a subset of its vertices. If X is an irredundant set or
a minimal connected dominating set of G, then deg(X) ≤ 2.

Proof. Let X be an irredundant or a minimal connected dominating set and suppose by contradiction
that there exists w ∈ X, degX(w) > 2. Let us denote by x, y, z three neighbours of w in X and without
loss of generality suppose that x ≺ y ≺ z ≺ w. There are two cases to consider: 1) no two elements in
{x, y, z} intersect each other or 2) at least two elements of {x, y, z} intersect each other. In case 1) vertex
y cannot have any private neighbour. So X is not irredundant. The set X \ y is still dominating and it is
also still connected. Indeed, a neighbour of y is necessarily a neighbour either of x, z or w and we have
that x, z ∈ N(w). Therefore, each path, which goes through y in X can be derived in X \ y using x, z and
w. So, X is not a minimal connected dominating set. Now, the arguments are the same in case 2), there
are only more configurations to consider. If x and y intersect each other, then y has no private neighbour
and X \ y is still connected for the same reasons than in case 1). If y and z intersect, then it is z that has
no private neighbour. Each path, which goes through z in X can be derived in X \ z using x, y and v and
so X \ z is still connected. The reasoning is the same if x and z intersect.

Figure 3.19 below summarizes Lemma 35 above and its proof. We suppose that x ≺ y ≺ z ≺ w
belong to X a subset of vertices of G a permutation graph. Vertex w is such that degX(w) = 3. In
each configuration the vertex in red cannot have a private neighbour with respect to {x, y, z, w} ⊆ X
and deleting it does not break the connectivity. Hence, subset X can neither be an irredundant set nor a
minimal connected dominating set.

Figure 3.19: Lemma 35, degX(w) > 2

In the remaining of the section, we show that minimal connected dominating sets and maximal irre-
dundant sets are locally definable on permutation graphs in polynomial time, and thus thanks to Theorem
22 enumerable with linear delay.
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3.5.2 Permutation graphs and minimal dominating sets

Let us recall that MDS states for the vertex set property that associates to each graph the collection of
its minimal dominating sets. We recall the result obtained by Kante et al. and put forward the local
characterization of this property on permutation graphs.

Proposition 36 ( [66]). For the class of permutation graphs, Enum_MDS is enumerable with linear delay
after a pre-processing in O(n8).

Proof. This result was already proved by Kanté et al. [66, Prop. 17], we reformulate it by making explicit
the fact that the minimal dominating set property is locally definable in polynomial time on permutation
graphs. Thus the above proposition follows from Theorem 22.

By the definition of a minimal dominating set and since every such set in a permutation graph has
degree 2 (Lemma 35), X ∈ MDS(G) if and only if:

• deg(X) ≤ 2

• X is dominating.

• for every y ∈ X, PX(y) 6= ∅.

According to Lemma 33 the condition on the degree can be checked through a window of size 6. Under
this bounded degree condition the notion of domination as well as the one of irredundancy become local
as observed in Lemma 34. One can see that domination can be checked through windows of size 6, while
irredundancy needs windows of size 7. To check simultaneously these two properties, we will use windows
of size 7. Such a window (xi−3, . . . , xi+3) will be used in the general case to check that xi has a private
neighbour and that every vertex of G in the interval [xi−1, xi] is dominated. On the one hand the border
window (x1, . . . , x6) will be used to prove that x1, x2 and x3 have each a private neighbour and that all
v ≺ x3 are dominated. On the other hand, the border window (xq−5, . . . , xq) will be used to prove that
xq−2, xq−1 and xq have each a private neighbour and that all v � xq−3 are dominated.

Therefore according to Lemma 35, Lemma 33 and Lemma 34, minimal dominating sets can be char-
acterized through scanning windows of size 7 on ordered permutation graphs. More precisely, given a
permutation graph G = (V,E,�) and X = {x1 � . . . � xq} ⊆ V , X ∈ MDS(G) if and only if

• for every (xi−3, ..., xi+3) ∈W7(X) we have

(degree) deg({xi−3, . . . , xi+2}) ≤ 2

(irredundancy) Psw3
X(xi)

(xi) 6= ∅

(domination) ∀xi−1 ≺ v ≺ xi, v ∈ N(sw3
X(v))

• for (x1, . . . , x6) ∈W6(X) we have

(irredundancy)
∧

j∈{1,2,3}
Psw3

X(xj)(xj) 6= ∅

(domination) ∀v ≺ x3, v ∈ N(sw3
X(v))

• for (xq−5, ..., xq) ∈W6(X) we have

(degree) deg({xq−5, . . . , xq}) ≤ 2

(irredundancy)
∧

j∈{q−2,q−1,q}
Psw3

X(xj)(xj) 6= ∅
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(domination) ∀v � xq−3, v ∈ N(sw3
X(v))

As in the case of interval graphs, the characteristic property that allows us to define locally basic
properties, namely the bounded degree condition, could be omitted. Indeed one can prove that the local
irredundancy condition implies that deg(X) ≤ 2.

We already know that MDS is a polynomial property, and with the characterization above we also
know that it is locally definable on the class of permutation graphs. Notice that the formulas above are
all decidable in polynomial time too, thus MDS is locally definable on the class of permutation graphs in
polynomial time. Let us show that it is locally definable in time O(n8). We analyse the time to compute
all ordered 6-tuples and 7-tuples of vertices satisfying the conditions of bounded degree, irredundancy and
domination above. There are O(n7) such tuples. The condition on the bounded degree can be checked in
constant time. Verifying the irredundancy of a vertex xi consists in checking for each v ∈ N [xi] if v does
not intersect any other element of the surrounding-window of xi beside xi itself. For each v ∈ N [xi] we just
have to compare t(v) and b(v) to t(xj) and b(xj) for j ∈ {i− 3, . . . , i+ 3} \ i, which takes a constant time.
Thus in total we need a time in O(n). We can proceed in the same way for the domination condition. For
each v, xi−1 ≺ v ≺ xi we compare the top and bottom of v to the tops and bottoms of the elements of the
surrounding-windows of v. This takes a time in O(n) too. We conclude that ordered 6-tuples and 7-tuples
satisfying the conditions of irredundancy and domination above can be all computed in time O(n8).

Hence, property MDS is locally definable in time O(n8) on the class of permutation graphs. Moreover,
there are O(n6) sets X of vertices of size less than 7 that are candidates to be MDS. Verifying whether
each of them is a minimal dominating sets can be done in linear time. So, dealing with minimal dominating
sets of size less than 7 requires time O(n7). We conclude that Enum_MDS is enumerable with linear
delay after a pre-processing in O(n8).

3.5.3 Permutation graphs and minimal connected dominating sets

Let us recall that MCDS states for the vertex set property that associates to each graph the collection
of its maximal irredundant sets. We prove that maximal irredundant sets are efficiently enumerable for
permutation graphs.

Proposition 37. For the class of permutation graphs, Enum_MCDS is enumerable with linear delay after
a pre-processing in O(n7).

Proof. We prove that MCDS is locally definable in polynomial time on permutation graphs; thus the above
proposition follows from Theorem 22.

By the definition of minimal connected dominating sets in a permutation graph G, and since every
such set has degree at most two (Lemma 35), X ∈ MCDS(G) if and only if the following conditions hold:

• deg(X) ≤ 2

• X is connected

• every vertex v ∈ V \X is dominated by X

• for all y ∈ X, either PX(y) 6= ∅ or X \ {y} is disconnected.

Recall that the condition on the degree can be checked locally through a window of size 6 (Lemma 33).
Under this degree assumption, Lemma 34 guarantees the local definability of connectivity, domination and
private neighbourhood through windows of size at most 7.
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Now notice the following: if deleting xi from X breaks connectivity, then this is seeable on the windows
of size 4 of X\xi, which are not windows of X. These windows are constituted only of elements of sw3

X(xi).
Hence, given xi ∈ X with (xi−3, . . . , xi+3) ∈W7(X), the set X \ xi is no longer connected if and only if

• deg(X) ≤ 2

• either ({xi−3, xi−2} ∩N(xi−1, xi+1) = ∅)

or ({xi−2, xi−1} ∩N(xi+1, xi+2) = ∅)

or ({xi−1, xi+1} ∩N(xi+2, xi+3) = ∅)

We conclude that we will need windows of size 7 in order to characterize minimal connected dominating
sets. A general window (xi−3, . . . , xi+3) will be used to check the connectivity between xi−2 and xi−1.
This introduces a slight dissymmetry, thus the extremal window (x1, . . . , x6) will be used to check the con-
nectivity between x1 and x2 and the extremal window (xq−5, . . . , xq) will be used to check the connectivity
of {xq−4, . . . , xq}.

Observe that if X is connected, then all vertices y ∈ V such that x1 ≺ y ≺ xq are dominated. Indeed,
if y ∈ V is a vertex between xi and xi+1 two successive elements of X, then according to Lemma 34
(Connectivity) and Lemma 32, y intersects xi−1, xi, xi+1 or xi+2. Thus, if X is connected, in order to
check if X is a dominating set, we need only to verify that each y ≺ x1 and each y � xq is dominated.
This will be done through border windows (x1, . . . , x6) and (xq−5, . . . , xq).

Now, it remains to deal with minimality. By the removal of one element either we loose the connectivity
or we keep the connectivity and loose the domination. Like for interval graphs, keeping connectivity while
loosing domination cannot happen during the removal of a vertex between x1 and xq. Hence, through
a general window (xi−3, . . . , xi+3) we will ensure that X \ xi is no longer connected. Again there is a
slight dissymetry, extremal window (x1, . . . , x6) will be used to verify the minimality on X \ x1, X \ x2,
X \ x3 and extremal window (xq−5, . . . , xq) will be used to verify the minimality on X \ xq−2, X \ xq−1,
X \ xq. Verifying the minimality on X \ x2, X \ x3 and X \ xq−2, X \ xq−1 consists in making sure that
each of these sets is disconnected. For X \ x1 and X \ xq it is slightly different, not only domination
but also connectivity can be lost by the removal of these extremal elements. Hence in addition, through
border window (x1, . . . , x6) we need to check that X \ x1 is either disconnected or that PX(x1) 6= ∅.
Similarly through border window (xq−5, . . . , xq) we need to check that X \ xq is either disconnected or
that PX(xq) 6= ∅.

Therefore according to these observations, to Lemma 35, Lemma 33 and Lemma 34, minimal connected
dominating sets can be characterized through scanning windows of size 7 in ordered permutation graphs.
More precisely, given a permutation graph G = (V,E,�) and X = {x1, ..., xq} ⊆ V , X ∈ MCDS(G) if
and only if

• for every (xi−3, ..., xi+3) ∈W7(X) we have

(degree) deg({xi−3, . . . , xi+2}) ≤ 2

(connectivity) {xi−3, xi−2} ∩ N(xi−1, xi) 6= ∅
(minimality)

either ({xi−3, xi−2} ∩N(xi−1, xi+1) = ∅)
or ({xi−2, xi−1} ∩N(xi+1, xi+2) = ∅)
or ({xi−1, xi+1} ∩N(xi+2, xi+3) = ∅)
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• for (x1, ..., x6) ∈W6(X) we have

(connectivity) x1 ∈ N(x2, x3)

(domination) for all a ≺ x1, a ∈ N(sw3
X(a))

(minimality)
({x2} ∩N(x3, x4) = ∅ or Psw3

X
(x1) 6= ∅)

and ({x1, x3} ∩N(x4, x5) = ∅)
and ({x1, x2} ∩N(x4, x5) = ∅ or {x2, x4} ∩N(x5, x6) = ∅)

• for (xq−5, ..., xq) ∈W6(X) we have

(degree) deg({xq−5, . . . , xq}) ≤ 2

(connectivity)
∧

j∈{q−5,q−4,q−3}
{xj , xj+1} ∩N(xj+2, xj+3) 6= ∅

and xq ∈ N(xq−1, xq−2)

(domination) for all a � xq, a ∈ N(sw3
X(a))

(minimality)
({xq−1} ∩N(xq−2, xq−3) = ∅ or Psw3

X
(xq) 6= ∅)

and ({xq−4, xq−3} ∩N(xq−2, xq) = ∅)
and ({xq−5, xq−4} ∩N(xq−3, xq−1) = ∅ or {xq−4, xq−3} ∩N(xq−1, xq) = ∅)

The complexity analysis of the pre-processing step for the enumeration of MCDS is analogous to the
one made in the case of the enumeration of MDS. We can decide in polynomial time if a subset of vertices
is a minimal connected dominating set or not, so MCDS is a polynomial property. The characterization
above shows that MCDS is locally definable on the class of permutation graphs. There are O(n7) tuples of
size 6 or 7 satisfying the conditions of minimal connected domination above. The conditions of bounded
degree, connectivity and minimality that have to be verified on windows of size 7 can all be checked in
constant time. For extremal windows of size 6, they take a linear time. Hence 6-tuples and 7-tuples
satisfying the conditions of minimal connected domination above can be all computed in time O(n7).

Property MCDS is locally definable in time O(n7) on the class of permutation graphs. Moreover, there
are O(n6) sets X vertices of size less than 7 that are candidates to be MCDS. Verifying whether each
of them is a mimimal connected dominating set can be done in linear time. So, dealing with minimal
dominating sets of size less than 7 requires time O(n7). We conclude that Enum_MCDS is enumerable
with linear delay after a pre-processing in O(n7).

3.5.4 Permutation graphs and maximal irredundant sets

We recall that MIR stands for the vertex set property that associates to each graph the collection of its
maximal irredundant sets. We prove that maximal irredudant sets are efficiently enumerable on permuta-
tion graphs.

Proposition 38. For the class of permutation graphs, Enum_MIR is enumerable with linear delay after
a pre-processing in O(n13).

Proof. We prove that MIR is polynomial time locally definable on the class of permutation graphs. Thus
the above proposition follows from Theorem 22.

Let G = (V,E) be such an ordered permutation graph and X ⊆ V . Recall that set X is a maximal
irredundant set if:
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• (irredundancy) for all y ∈ X, PX(y) 6= ∅,

• (maximality) for all a ∈ V \X either PX∪a(a) = ∅ or PX∪a(s) = ∅ for some s ∈ X.

By Lemma 35 a maximal irredundant set X does not contain any vertex v such that degX(v) > 2, and
this can be verified locally by Lemma 33. As a consequence, by Lemma 34, one benefits from the local
characterization of the private neighbourhood and thus definition above is equivalent to:

The set X is a maximal irredundant set if and only if:

• deg(X) ≤ 2

• (irredundancy) for all y ∈ X, PX(y) 6= ∅,

• (maximality) for all a ∈ V \X,

either deg(X ∪ {a}) > 2,

or deg(X ∪ {a}) ≤ 2 and

either PX∪a(a) = ∅
or PX∪a(s) = ∅ for some s ∈ X.

According to Lemma 33 one can verify locally that deg(X) ≤ 2. Under this condition one has a local
characterization of private neighbourhood, see Lemma 34. Moreover, when deg(X) ≤ 2, if X ∪ a contains
a vertex v with degX(v) > 2, then this is detectable through the windows of size 6 of X ∪ a containing a
that are not windows of X. These windows are covered by sw5

X∪a(a).
It remains to check that an s in X such that PX(s) 6= ∅ and PX∪a(s) = ∅ can be found locally. Actually

the only vertices whose private neighbourhood is affected by the addition of a to X are a itself and the
vertices at X-distance at most 3 to a. Therefore such s belongs to sw3

X(a). For each such candidate
we need to check (locally) its private neighbourhood. Therefore a window of size 12 is needed to check
maximality, see Figure 3.20 below.

Figure 3.20: Expressing maximality through 12-windows

As a consequence, a maximal irredundant set can be entirely defined locally on permutation graphs.
Irredundancy is locally checked through windows of size 7 and maximality through windows of size 12.
The property of being maximal irredundant will thus be checked through windows of size 12. On window
(xi−6, . . . , xi+5) the irredundancy will be checked on xi and the maximality will be checked between xi−1

and xi. On border window (x1, . . . , x11) we will ensure that {x1, . . . , x6} is irredundant and that the
maximality is respected on the left of x6. Finally on border window (xq−10, . . . , xq) we will ensure that
{xq−4, . . . , xq} is irredundant and that the maximality is respected on the right of xq−5.
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Chapter 3. Efficient enumeration of vertex set properties in graphs

From these observations, from Lemma 35, Lemma 33 and Lemma 34, we get that X ∈ MIR(G) if and
only if:

• for every (xi−6, . . . , xi+5) ∈W12(X) we have

(degree) deg({xi−6, . . . , xi−1}) ≤ 2

(irredundancy) Psw3
X(xi)

(xi) 6= ∅

(maximality) for all a ∈ V \X such that xi−1 ≺ a ≺ xi,
either: deg(sw5

X∪a(a)) > 2

or: Psw3
X∪a(a)(a) = ∅ or there exists xj ∈ sw3

X∪a(a) such that Psw3
X∪a(xj)(xj) = ∅

• for (x1, . . . , x11) ∈W11(X) we have

(irredundancy)
∧

j∈{1,...,6}
Psw3

X(xj)(xj) 6= ∅

(maximality) for all a ∈ V \X such that a ≺ x6, same condition as for the general

window.

• for (xq−10, ..., xq) ∈W11(X) we have

(degree)
∧

j∈{q−10,...,q−5}
deg({xj , . . . , xj+5})

(irredundancy)
∧

j∈{q−4,...,q}
Psw3

X(xj)(xj) 6= ∅

(maximality) for all a ∈ V \X such that a � xq−5, same condition as for the general

window.

We already know that MIR is a polynomial property, and with the characterization above we know
that it is also locally definable on the class of permutation graphs in polynomial time. Let us show that
it is locally definable in time O(n13).

We analyse the time to compute all 11-tuples and 12-tuples satisfying the conditions of maximal
irredundancy above. There are O(n12) such tuples. Observe once more that an analysis through the tops
and bottoms enables us to check the degree of a window in constant time. We have seen in the complexity
analysis of MDS that irrredundancy can be checked in O(n). Hence, verifying the maximality takes a time
in O(n2) since the private neighbourhoods have to be computed for all a. This would give us a total time
in O(n14) but we can do better by adding a pre-processing step.

If we pre-calculate in a table T the set PZ(z) for all ordered set Z of size at most 7 and all vertex z
in Z, verifying maximality would reduce to O(n). The time needed to compute this table is in O(n8) and
hence is negligible in comparison to the number of tuples to consider. We conclude that tuples of size 11
and 12 satisfying the conditions of maximal irredundancy above can be all computed in time O(n13).

Property MIR is locally definable in time O(n13) on the class of permutation graphs. Moreover, there
are n11 sets X of vertices such that |X| < 12 that are candidates to be MIR. Verifying whether each of
them is a maximal irredundant sets can be done in linear time. So, dealing with maximal irredundant sets
of size less than 12 requires time O(n12). We conclude that Enum_MIR is enumerable with linear delay
after a pre-processing in O(n13).

As in the case of interval graphs, let us conclude this section by the following interesting corollary.
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Corollary 39. On permutation graphs the problem of finding a minimum connected dominating set, as
well as the problem of finding a maximum irredundant set can be solved in polynomial time. Moreover, it
is possible to count the minimal connected dominating sets and the maximal irredundant sets in polynomial
time on such graphs.

3.6 Local properties and enumeration for cyclically ordered graphs

A cyclic order is a way to arrange clockwise a set of objects in a circle. Formally, it is a ternary relation
[xyz], which means that after x one reaches y before z, and which fulfills the following axioms.

(co1) [xyz]⇒ [yzx];

(co2) [xyz]⇒ ¬[zyx];

(co3) ([xyz] and [yzt])⇒ [xzt];2

(co4) [xyz] or [zyx] for any p.w.d. x, y, z.

Given n > 3 points in a cyclically ordered set X, we write [x1x2 . . . xq] when [xixjxk] holds for any
1 ≤ i < j < k ≤ q. For any x 6= y in X, we say that y is the successor of x (or that x is the predecessor of
y) if there is no a ∈ X satisfiying [xay]. Clearly, each element of X has one predecessor and one successor.

As a consequence Definition 19 still has a precise meaning in the present framework. A k-window of X
in a cyclically ordered graph G is a tuple (x1, . . . , xk) such that xi+1 is the successor of xi for each i < k.
For example, if [x1x2 . . . xq] holds, the 3-windows of the cyclically ordered set {x1x2 . . . xq} are the tuples

(x1, x2, x3), (x2, x3, x4), . . . , (xq−2, xq−1, xq), (xq−1, xq, x1), (xq, x1, x2).

The set of k-windows in a cyclically ordered set is still denoted by Wk(X). The underlying cyclic order
will always be clear from the context.

As in the previous sections, we are interested in locally definable vertex set properties. In the case of
cyclic orders, this notion is more uniform than in the linear order case since there are no extremal cases
to consider.

Definition 40. Let G be a class of graphs equipped with a uniform cyclic order. A vertex set property P
is locally definable on G if there exist an integer k > 1 and a uniform vertex constraint φ of arity k, such
that for any G ∈ G and any X ⊆ V (G) of cardinality > k:

X ∈ PG iff ∀(a1, . . . , ak) ∈Wk(X), φG(a1, . . . , ak).

If furthermore φ is decidable in polynomial time, then P is said to be locally definable in polynomial time.

This definition is illustrated in the case where k = 3 in Figure 3.21.

2This axiom is often written under the equivalent form: ([xyz] and [xzt]) ⇒ [xyt].
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Figure 3.21: Locally definable properties through 3-windows in cyclically ordered graphs

The rest of this section is devoted to proving an analogue of Theorem 22. We establish that vertex set
properties locally definable on a class of cyclically ordered graphs are enumerable with linear delay on this
class. As previously this is done by reduction to the enumeration of paths in a DAG, but the reduction is
more involved. Indeed, we will use a Turing reduction, which means that we will not make only one call
to the enumeration procedure of paths in a DAG but a polynomial number of such calls.

Theorem 41. Let G be a class of cyclically ordered graphs and P be a uniform vertex set property. If P
is locally definable in polynomial time on G, then P is enumerable with linear delay.

Proof. We reduce the problem to that of enumeration of paths in a DAG. With each cyclically ordered
graph G = (V,E) in G, we associate a new directed graph Gα

∆ in choosing a new point α on the circle and
in setting Gα

∆ = (Vα∆,E
α
∆), where:

Vα∆ = {(x1, . . . , xk−1) ∈ V k−1 s.t. [x1 . . . xk−1α]}

and a pair of vertices (x1, . . . , xk−1), (y1, . . . , yk−1) ∈ Vα∆ is an arc of Eα∆ if

(x2, . . . , xk−1) = (y1, . . . , yk−2) and φ(x1, . . . , xk−1, yk−1).

Notice that Gα
∆ is a DAG since for any path in Gα

∆, say:

(x1, x2, . . . , xk−1)→ (x2, x3, . . . , xk)→ . . .→ (xp, xp+1, . . . , xp+k−2),

the definition of Vα∆ implies that [xi . . . xi+k−2α] holds for each i ≤ p. In particular, we have [x1x2α],
[x2x3α], . . . , [xp−1xpα] and hence [x1xp−1α], by (co3). Therefore, the equality (xp, . . . , xp+k−2) = (x1, . . . , xk−1)
cannot hold, since it would entail xp = x1 and hence the assertions [xp−1xpα] and [x1xp−1α] stated above
could be rephrased into [xp−1x1α] and [x1xp−1α], in contradiction with (co2). Thus, there is no directed
cycle in Gα

∆.

As a consequence of Definition 40 and of the definition of Gα
∆, each set {x1, . . . , xq} ∈ PG (enumerated

in such a way that [x1 . . . xqα] holds) defines a path (x1, . . . , xk−1)→ (x2, . . . , xk)→ . . .→ (xq−k+2, . . . , xq)
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in Gα
∆. Observe that the converse is false. Indeed, the existence of a path (x1, . . . , xk−1) → . . . →

(xq−k+2, . . . , xq) in Gα
∆ guarantees that the requirements φ(x1, . . . , xk), . . . , φ(xq−k+1, . . . , xq) are fulfilled,

but it does not certify the satisfaction of the k − 1 additional constraints yet mandatory to ensure that
{x1, . . . , xq} ∈ PG, namely:

φ(xq−k+2, . . . , xq, x1), φ(xq−k+3, . . . , xq, x1, x2), . . . , φ(xq, x1, x2, . . . , xk−1) (3.2)

These k − 1 additional constraints are highlighted in Figure 3.22.

Figure 3.22: Additional constraints to ensure for k = 3

In other words, the sets of vertices supporting a path in Gα
∆ include all sets of PG plus some sets out

of PG. So we must select among the paths in Gα
∆ those that do correspond to some set of PG.

In order to do so we identify all pairs of vertices (s, t) ∈ Vα∆×Vα∆ that are endpoints of a “good” path
in Gα

∆, that is, a path whose vertex support does belong to PG. Such pairs (s, t) in Vα∆×Vα∆ fulfill the
following conditions (see Figure 3.23 for an illustration):

(i) there is at least one s, t-path in Gα
∆;

(ii) (s, t) satisfies (3.2), that is with s = (x1, . . . , xk−1) and t = (y1, . . . , yk−1):

φ(y1, . . . , yk−1, x1), φ(y2, . . . , yk−1, x1, x2), . . . , φ(yk−1, x1, x2, . . . , xk−1).
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Figure 3.23: Endpoints of path (x1, . . . , x7) in Gα
∆ for k = 3

By construction, there is a one-to-one correspondence between the sets of PG and the s, t-paths in Gα
∆

whose pair of endpoints (s, t) belongs to the following set EPα(G):

EPα(G) = {(s, t) ∈ Vα∆×Vα∆ s.t. s and t fulfill conditions (i) and (ii) above}.

All in all, we justified the following enumeration algorithm of PG:

Algorithm 13: An algorithm for Enum_P for cylically ordered graphs
Input: a cyclic ordered graph G
Output: an enumeration of PG

1 Choose a new point α on the circle
2 Construct Gα

∆

3 Construct EPα(G)
4 L← ∅
5 for each (s, t) ∈ EPα(G) do
6 H← ClearDag(Gα

∆, s, t)
7 L← L+ (H, s, t)

8 for each (H, s, t) ∈ L do
9 Enum_PathsDag(H, s, t)
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3.7. MDS and MIR in circular-arc and circular-permutation graphs

Let us examine its complexity. Let n denote the number of vertices of G. Assume φ can be decided
in time O(nc). Constructing Gα

∆ = (Vα∆,E
α
∆) in Line 2 takes time O(nk+c). When Gα

∆ is computed, EPα

is built by iterative inclusion of all couples (s, t) ∈ Vα∆×Vα∆ that fulfill conditions (i) and (ii) above.
Checking (i) means testing reachability between s and t in Gα

∆. It takes time O(|Vα∆ |+ |Eα∆ |) = O(nk).
For (ii), one must verify whether φ holds for k− 1 tuples: it takes time O(nc). Hence, Line 3 runs in time
O(n2k−2)

(
O(nk) +O(nc)

)
= O(n3k−2 + n2k−2+c).

Once EPα are available, we know all the couples (s, t) that are the endpoints of paths in Gα
∆ that

really correspond to some set X ∈ PG. In order to enumerate these paths without wasting time in vain
explorations, we must nevertheless “clean” Gα

∆ with respect to these couples of endpoints. Lines 5 to 7 are
devoted to this task. The list L collects all triples (H, s, t), where s, t are the endpoints of an “authorized”
path in Gα

∆, and H is the graph Gα
∆ cleaned from all vertices that do not lead to t. The time complexity

of this whole step is bounded by |EPα(G)|O(|Vα∆ |+ |Eα∆ |) = O(n2k−2)O(nk) = O(n3k−2).
As a consequence, Lines 1 to 7 of the algorithm, which correspond to the pre-processing step of the

enumeration, consumes a time O(n3k−2 + n2k−2+c).

After this pre-processing step, the enumeration in the strict sense is performed in Lines 8 and 9. On
the one hand, observe that every call to the procedure Enum_PathsDag leads to at least one solution
by the choice of EPα(G). On the other hand note that the size of the paths outputted is linear in the
size of the vertex sets they represent. Therefore, thanks to Theorem 20, the enumeration runs with linear
delay.

Remark 2. The above algorithm enumerates sets of size ≥ k only. Nevertheless, it can be easily extended
so that it enumerates sets of all cardinalities. Indeed, there are at most O(nk−1) sets of size < k, and for
such a set X one can decide in polynomial time whether X belongs to PG. Therefore a list of the sets of PG
of size less than k can be built within the pre-processing step, and they can be later enumerated from this list
at the beginning of the enumeration phase. For all the vertex set properties P considered in this chapter,
one can decide whether a fixed size set X belongs to PG in time O(n). Therefore, the consideration of all
these sets requires a total time O(nk) and does not increase the complexity of the pre-processing step. From
now on, we will not mention the specific treatment of these “small” vertex sets, since it does not affect our
results.

3.7 MDS and MIR in circular-arc and circular-permutation graphs

We present the class of circular-arc graphs and give a characterization of minimal dominating sets and
maximal irredundant sets in this class of graphs. The same work is then done for the class of circular-
permutation graphs.

3.7.1 Enumeration in circular-arc graphs

As a first example of cyclically ordered graph class, we consider the class of circular-arc graphs, which is
a subclass of intersection graphs. The intersection model of a circular-arc graph is composed of arcs on
a circle. If G is such a graph, we denote by [s(x), e(x)] the arc associated with a vertex x and we define
such an arc as the set of all points u on the circle such that [s(x), u, e(x)], with s(x) and e(x) respectively
the beginning and the end of x following clockwise the circle. We assume without loss of generality that
all endpoints are pairwise distinct. The natural cyclic order associated with a circular-arc graph is the
following: [x, y, z] if and only if [s(x), s(y), s(z)], which means that after s(x) one reaches s(y) before s(z)
when following clockwise the circle.

An example of circular-arc graph and its intersection model is given in Figures 3.24 and 3.25.
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x

y

z

w

u

Figure 3.24: Circular-arc graph G

Figure 3.25: Intersection model of G

Some properties locally definable on interval graphs can be defined very similary on circular-arc graphs.
Given a set of vertices X of such a graph, we say that X has no nested circular-arcs if for all distinct
vertices x, y in X, [s(y), e(x), e(y)] whenever [s(x), s(y), e(x)].

Under this condition it is easy to check that the properties of domination and private neighbourhood
can be locally defined. The proofs of the two lemmas below are very similar to the proofs of Lemma 24
and Lemma 25, the only difference is that there are no extremal windows to consider.

Lemma 42. Let G = (V,E) be a circular-arc graph, and X ⊆ V . The set X contains no nested circular-
arcs if and only if for all (x, y) ∈W2(X), [s(y), e(x), e(y)] whenever [s(x), s(y), e(x)].

Lemma 43. Let G = (V,E) be a circular-arc graph, and X ⊆ V with no nested circular-arcs. Then:

(Domination) For every (x, y) ∈W2(X) and every v /∈ X such that [x, v, y]:

v ∈ N(X) iff v ∈ N(x, y).

(Private neighbourhood) For every (x, y, z) ∈W3(X): PX(y) = P{x,y,z}(y).

Interestingly, connectivity cannot be defined locally on the class of circular-arc graphs, contrary to
interval graphs. Indeed consider for instance the set X = {x1, . . . , x2n} such that [s(x2n), s(x1), e(x2n)],
and for all i, [s(xi), s(xi+1), e(xi)] except for i = n where [s(xn), e(xn), s(xn+1)] holds. The set X is
connected, see Figure 3.26. Therefore, the fact [s(x), s(y), e(x)] holds for all (x, y) ∈ W2(X) is not
necessary to have connectivity. Suppose now that [s(x2n), s(x1), e(x2n)] does not hold, either, then X is
not connected anymore. Intuitively this means that X has two diametrically opposite holes, see Figure
3.27. This cannot be detected through a fixed size window.
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Figure 3.26: Connected circular-arc graph Figure 3.27: Disconnected circular-arc graph

Lemma 44. An irredundant set of vertices in a circular-arc graph has no nested arcs.

As in Section 3.4 the three lemmas above together with Theorem 41 enable us to efficiently enumerate
minimal dominating sets and maximal irredundant sets on circular-arc graphs.

Proposition 45. On circular-arc graphs, the minimal dominating sets are enumerable with linear delay
after a polynomial pre-processing.

Proof. According to Lemma 43 and Lemma 44, minimal dominating sets can be characterized through
scanning windows of size 3 on ordered circular-arc graphs. More precisely, given such a graph G and
X ⊆ V , X ∈ MDS(G) if and only if for every (x, y, z) ∈W3(X):

(No nested arcs) if [s(x), s(y), e(x)] then [s(y), e(x), e(y)]

(Irredundancy) P{x,y,z}(y) 6= ∅;

(Domination) for any a ∈ V \X such that [x, a, y], a ∈ N(x, y).

As for interval graphs, the condition "no nested arcs" can be omitted since it follows from the fact that
for every (x, y, z) ∈W3(X), P{x,y,z}(y) 6= ∅ (irredundancy condition), therefore we can omit it.

This characterization shows that MDS is locally definable on the class of circular-arc graphs (see
Definition 40). Therefore, according to Theorem 41 there is a linear delay enumeration algorithm for MDS
on circular-arc graphs.

Proposition 46. On circular-arc graphs, the maximal irredundant sets are enumerable with linear delay
after a polynomial pre-processing.

Proof. According to Lemma 43 and Lemma 44, maximal irredundant sets can be characterized through
scanning windows of size 4 in ordered circular-arc graphs. More precisely, given such a graph G and
X ⊆ V , X ∈ MIR(G) if and only if for every (w, x, y, z) ∈W4(X):

(No nested arcs) if [s(w), s(x), e(w)] then [s(x), e(w), e(x)]

(Irredundancy) P{w,x,y}(x) 6= ∅;

(Maximality) for any a ∈ V \X,
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[x, a, y]⇒


([s(x), s(a), e(x)] and [s(a), e(a), e(x)]) or
([s(a), s(y), e(a)] and [s(y), e(y), e(a)]) or
P{w,x,a}(x) = ∅ or P{x,a,y}(a) = ∅ or P{a,y,z}(y) = ∅

As for interval graphs, the condition "no nested arcs" can be omitted.

This characterization shows that MIR is locally definable on the class of circular-arc graphs (see
Definition 40). Therefore, according to Theorem 41 there is a linear delay enumeration algorithm for MIR
on circular-arc graphs.

3.7.2 Enumeration in circular-permutation graphs

A second example of cyclically ordered graph class is the class of circular-permutation graphs, which is also
a subclass of intersection graphs. The intersection model of a circular-permutation graph is composed of
straight lines between two concentric circles. We keep the same notations as in our section on permutation
graphs and we order the vertices by their bottom line endpoints.

An example of circular-permutation graph and its intersection model is given in Figures 3.28 and 3.29.

x1 x3

x2

x5

x4

x15x16

x14

x12

x13

x10

x11

x8

x8 x6 x7

Figure 3.28: Circular-permutation graph G

Figure 3.29: Intersection model of G

Some properties locally definable on the linearly ordered permutation graphs can be expressed on
circular-permutation graphs very similarly. In particular Lemma 33, the second and third item of Lemma
34 and Lemma 35 hold as well for circular-permutation graphs. Therefore, according to Theorem 41 we
have the following result.

Proposition 47. On circular-permutation graphs, the minimal dominating sets and the maximal irredun-
dant sets are enumerable with linear delay after a polynomial pre-processing.
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3.8. Conclusion

Observe that, connectivity cannot be defined locally on circular-permutation graphs for the same reason
as on circular-arc graphs.

The proofs of Proposition 46 and Proposition 47 give the interesting following corollary, which answers
to - as far as we know- open questions.

Corollary 48. On circular-arc graphs, as well as on circular-permutation graphs, the problem of finding a
maximum irredundant set can be solved in polynomial time. Moreover, it is possible to count the maximal
irredundant sets in polynomial time on such graphs.

Proof. Let us give the proof in the case of circular-arc graphs (the proof for circular-permutation graphs
is similar). The property of maximal irredundant set is locally definable on circular-arc graphs through
windows of size 7. We first list maximal irredundant sets of size less than 7. Second, we use the enumeration
algorithm implicitly used in the proof of Proposition 46 and described in the proof of Theorem 41. In
this algorithm we replace all calls to Enum_PathsDag(H, s, t) by calls to a polynomial-time procedure
computing a longest path in H from s to t, and we add the irredundant sets corresponding to the paths so
obtained to the above list. A maximum irredundant set belongs to this polynomial-size list of irredundant
sets.

The proof for the counting problem is very similar. This time, in Algorithm 13, we replace all calls to
Enum_PathsDag(H, s, t) by calls to the counting Algorithm 12. Finally, we make the sum of the result
of each of those calls plus the number of maximal irredundant sets of size less than 7 listed before.

3.8 Conclusion

A first interesting result of this chapter comes from Theorem 15: we proposed a characterization of the
graphs for which for each induced subgraph the sets of minimal dominating sets and maximal irredundant
sets correspond. Thus, in the frame of the class of MDS-MIR perfect graphs, if we get an algorithm
to solve the problem of enumerating all minimal dominating sets, we solve at the same time the prob-
lem of enumerating all maximal irredundant sets. It is for example possible to enumerate all minimal
dominating set in total time O(1.5705n) in the class of cographs [23], or in total time O(1.4423n) in the
class of split graphs [24]. On the class of split graphs, there also exists a polynomial delay algorithm for
enumerating minimal dominating sets [64]. Cographs and split graphs being MDS-MIR perfect graphs,
those enumeration results gives us also results on the generation of maximal irredundant sets.

A second interesting result is Theorem 22: we proposed a general method to find linear delay algo-
rithms for the enumeration of vertex set properties on linearly ordered graphs. We proved that if the
property is locally definable, then the corresponding enumeration problem reduces to the enumeration of
paths in directed acyclic graphs. We illustrated this method on the class of interval graphs and on the
class of permutation graphs. On such graphs we showed that the minimal connected dominating sets
and the maximal irredundant sets can be enumerated with linear delay. In addition, as a corollary we
obtained a polynomial time algorithm for finding a minimum connected dominating set and a maximum
irredundant set, as well as a polynomial time algorithm for counting minimal connected dominating sets
and maximal irredundant sets. It is worth noticing that our method, which highlights the local character
of the studied properties, gives combinatorial proofs that are simpler than previously existing ones for
minimal dominating sets in interval and permutation graphs [66].

In a second step we extended our results to cyclically ordered graphs. We obtained a similar general
method for enumerating vertex set properties on cyclically ordered graphs with linear delay. We applied
it to the enumeration of maximal irredundant sets in the class of circular-arc graphs and in the class
of circular-permutation graphs. As a corollary we provided a polynomial time algorithm for finding a
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maximum irredundant set and a polynomial time algorithm for counting maximal irredundant sets in such
graphs.

A natural issue is to search for other classes of graphs and other enumeration problems to apply our
method. A promising line of research is to proceed with the class of graphs of bounded linear induced
matching width (see [52]) and to define in this context an appropriate variant of the local definability of
vertex set properties.
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Efficient enumeration of k-arc-connected
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We adress here the second issue of the thesis. This work is independent of the previous one on vertex
set properties done in the last chapter, it deals with the enumeration of k-arc-connected orientations in
graphs.

4.1 Introduction

Given an undirected (not necessarily simple) graph G, we consider the problem of enumerating its orien-
tations with given properties, i.e., outputting each orientation exactly once. The set of all orientations of
G = (V,E) can be identified with the set of vectors {0, 1}m and exploring the latter can be done using
a gray code, thus by [30] enumerating all possible orientations of an undirected graph can be done with
constant delay. It gets more interesting when enumerating acyclic orientations, i.e. those that have no
directed cycles, e.g., Figure 4.1.
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a b

f h

dc

e g

a b

f h

dc

e g

Figure 4.1: A multigraph G and an acyclic orientation of G

In [93] an algorithm for enumerating all acyclic orientations with delay O(n3) but linear amortized
time O(n) was given. Later, the delay was reduced to O(mn) with an increase in amortized time to
O(m + n) [7]. Another improvement was obtained in [20], where an algorithm of delay O(m) and the
resulting amortized time O(m), is given. Many more types of orientations have been studied with respect
to their enumeration complexity, see [19] for an overview. A concept dual to acyclic orientations are
strongly connected orientations i.e., those that for any two vertices u, v ∈ V have a directed path from u
to v.

a b

f h

dc

e g

Figure 4.2: An orientation that is neither acylic nor strongly connected

Figure 4.2 is an example of orientation that contains a cycle (c, d, g, e) but is not strongly connected: there
is no way to go from vertex b to vertex a. For an example of strongly connected orientation, see Figure
4.3. In [21] an enumeration algorithm for strongly connected orientations with delay O(m) is given.

In this chapter we study efficient algorithms for enumerating orientations that are a generalization of
strongly connected orientations, namely k-arc-connected orientations.
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Definition 49. An orientation D = (V,A) of G = (V,E) is k-arc-connected if for all A′ ⊆ A with
|A′| < k, the digraph D \A′ is strongly connected.

In other words, an orientation of a graph is k-arc-connected if it is strongly connected and if the removal
of at least k arcs is needed to destroy strong connectivity.

a b

f h

dc

e g

Figure 4.3: 1-arc-connected orientation of G

a b

f h

dc

e g

Figure 4.4: 2-arc-connected orientation of G

Figures 4.3 and 4.4 are orientations of the undirected graph G of the left part of Figure 4.1. Both ori-
entations are strongly connected but, unlike in Figure 4.3, the orientation of Figure 4.4 is 2-arc-connected.
Indeed, observe that despite the fact that the only difference between the two orientations is the direction
of edge (a, f), removing from graph 4.3 arc (g, e) gives rise to a graph that is no longer strongly connected
(it is for example no more possible to go from vertex a to vertex e).

In this chapter, we will be interested in the following enumeration problem:

Enum_k-arc-connected-orientations
Input : a graph G = (V,E)

Output : the set of all k-arc-connected orientations of G

In the following, when there is no ambiguity, we will sometimes abbreviate k-arc-connected by saying
k-connected. A major contribution in the field of graph orientations under connectivity constraints is due
to Robbins [87]. He characterized the graphs that admit a strongly connected orientation. Let us first
define the notion of k-edge-connectivity.

Definition 50. An undirected graph G = (V,E) is k-edge-connected if for all E′ ⊆ E with |E′| < k, the
graph G \ E′ is connected.

In other words, an undirected graph is k-edge-connected if it is connected and if the removal of at least
k edges is needed to destroy the connectivity.

Theorem 51 (Robbins [87]). A graph G admits a strongly connected orientation if and only if G is
2-edge-connected.
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A generalization of this theorem is given for k-arc-connected orientations by Nash-Williams. His
theorem is at the core of most of the results used in the chapter to come.

Theorem 52 (Nash-William weak orientation theorem [83]). A graph G = (V,E) admits a k-arc-connected
orientation D if and only if G is 2k-edge-connected.

Observe that the necessity of Theorem 52 above is trivial: suppose that G = (V,E) admits a k-arc-
connected orientation D. If deg(X) denotes the number of incoming and outgoing edges of X ⊆ V and
δ+
D denotes the number of outgoing arcs of X, then we have deg(X) = δ+

D(X) + δ+
D(X) ≥ k + k = 2k.

Notice that by Definition 50, an undirected graph is 2k-edge-connected if and only if the degree of each
non trivial vertex set is at least 2k. This completes the necessity of Theorem 52. The difficulty of Theorem
52 is in the sufficiency. An independent proof of Lovász [75] answers this sufficiency condition; it relies
on a decomposition of 2k-edge-connected graphs. More precisely he shows that a graph G is 2k-edge-
connected if and only if G can be built starting with a pair of vertices connected by 2k edges with two
operations: add an edge or pinch a set of k edges, i.e., add a new vertex s to V and replace each edge
(ui, vi) ∈ E, i ∈ {1, . . . , k} by two new edges (ui, s) and (vi, s). This result yields an easy algorithm to
produce a k-connected orientation of G (if there is one) with running time O(n6). The idea is to start by
reducing the considered graph G to two vertices connected by 2k undirected edges. Then we rebuild the
initial graph G by orienting the newly created edges. We orient k edges backwards and k edges forwards.
When pinching arc (ui, vi) with vertex s, we keep the orientation property by orienting (ui, s) and (s, vi).
And when adding an edge without pinching, then we orient it arbitrarily. This construction starting from
two vertices connected by 2k edges, is the reverse operation of a splitting-off. Other improvements of
Lovàsz’s algorithm have been developed in order to obtain a better running time, see [44, 74].

Important contributions to the theory of k-connected orientations come from Frank. In particular,
he showed that any two k-connected orientations of G can be transformed into each other by reversing
directed paths and directed cycles [40]. Disassembling this result lies at the core of the algorithms presented
in this chapter. Another important contribution of Frank is the integration of k-connected orientations
into the theory of submodular flows, see [39]. In particular, finding a submodular flow (and hence a
k-connected orientation) can be done in polynomial time. There is a considerable amount of literature
proposing different algorithmic solutions for this task on simple graphs, multigraphs, and mixed graphs,
see e.g. [39,43,45,62].

Using a minimum-cost k-connected orientation algorithm (for example [45, 62]) and following ideas
of [5] one can design an algorithm that decides in O(n3k3 + kn2m) if a given mixed graph G = (V,E ∪A),
where some edges are oriented and others are not, can be extended to an orientation which is k-connected.
This yields an enumeration algorithm for k-connected orientations with delay O(m(n3k3 + kn2m)). The
idea is to simply start with G = (V,E) as the root vertex of the enumeration tree and at each node
create two children by picking an edge, fixing it to be oriented in one way or the other, and verifying if a
k-connected extension exists. This approach is an instance of constructing an enumeration algorithm out
of ExtSol. Subsections 4.3.1 and 4.3.2 state two ways of solving the extension problem - which consists
in verifying if a k-connected extension exists - in polynomial time. Since this tree has depth in O(m) the
previously stated running time follows from [45,62]. Note that any other algorithm finding a k-connected
extension of a partial orientation could be used in this approach (for example algorithms from [39,43,45]).
In particular, one can use submodular-flow feasability. We outline both techniques in Section 4.3.

The main contribution of the present chapter is an alternative approach to solve the enumeration
problem of k-connected orientations. We consider two enumeration problems of independent interest,
whose combination specializes to the enumeration of k-connected orientations. The first one consists in
enumerating all orientations of G with a prescribed outdegree sequence also known as α-orientations.
Given α : V → N, an orientation D of G is an α-orientation if δ+

D(v) = α(v) for all v ∈ V , where δ+
D(v)
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denotes the outdegree of v. The second problem consists in the generation of all outdegree sequences
for which there exists at least one k-connected orientation. For each of these problems, we propose and
compare two solving methods. The main advantages of this approach are the simplicity of the final
algorithm (while algorithms for submodular flows tend to be rather intricate) and that the two parts of
this algorithm enumerate objects of independent interest. The idea basically comes from Frank’s above
mentioned result [40] that reversals of directed cycles and directed paths are enough to enumerate all
k-connected orientations.

The α-orientations are of current interest with respect to computational properties (see e.g. [1]) and
model many combinatorial objects such as domino and lozenge tilings of a plane region [86,96], spanning
trees of a planar graph [48], perfect matchings (and d-factors) of a bipartite graph [34, 73, 85], Schnyder
woods of a planar triangulation [15], Eulerian orientations of a graph [34], and contact representations of
planar graphs with homothetic triangles, rectangles, and k-gons [35,37,56]. We will present two algorithms
for the enumeration of all α-orientations for some fixed α. The first is due to a reduction to the problem
of enumerating the vertices of a polyhedron. Indeed, we will present two methods for enumerating the
integer points of a box-integer polytope, that specializes to this problem, see Subsection 4.4.1. The second
algorithm for generating the α-orientations is a flashlight backtrack search using BFS and is developed
in Subsection 4.4.2. The second algorithm turns out to be the more efficient having a delay of O(m2).
Furthermore, while the first approach relies on LP-solvers, the second approach is elementary and can
easily be implemented from scratch. Note that the set of α-orientations of a planar graph can be endowed
with a natural distributive lattice structure [34] and therefore, in this case the enumeration can be done
in linear amortized time [58]. It is a famous question (also open in this setting of planar graphs) whether
the enumeration of the elements of a distributive lattice can be done in constant amortized time [46].

Concerning the second problem that consists in enumerating, for a given graph, all outdegree sequences
that are attained by k-connected orientations, we propose also two different ways of solving it. The first
one is an illustration of the reverse search technique and the second more efficient one, is a flashlight
backtrack search and has a delay of O(m2kn).

Finally, we combine the two most efficient algorithms for each enumeration problem, leading to an
enumeration algorithm for k-connected orientations of delay O(m2kn) and amortized time O(m2). While
the delay is similar to the algorithm obtained from extending k-connected orientations, no such algorithm
is likely to yield amortized time O(m2).

Section 4.2 is devoted to some general preliminaries and to the study of Frank’s theorem on the relation
between k-connected orientations, which is central for the construction of our algorithms. Section 4.3 states
a first flashlight backtrack search enumeration algorithm for generating all k-connected orientations based
on algorithms finding a k-connected extension of a partial orientation. We present two such algorithms: one
based on minimum-cost k-connected orientations and one on submodular flow feasability. In Section 4.4 we
present two ways of solving the α-orientations enumeration problem. In particular, we give an enumeration
algorithm for the integer points of a box-integer polytope. In Section 4.5 we present two ways of solving the
outdegree sequences enumeration problem. We state the final algorithm for enumerating all k-connected
orientations as well as the analysis of the amortized time in Section 4.6. We conclude this chapter with
further remarks in Section 4.7.

4.2 Preliminaries

After some recallings on orientations, we present the theorem by Frank which lies at the core of our
algorithms.
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4.2.1 Notations and basics of orientations

In this section we introduce some graph basics. All graphs we consider in this paper are multigraphs and
consequently their orientations also may have multiple parallel or anti-parallel arcs. We will also consider
mixed (multi)graphs. These are of the form G = (V,E ∪ A), where E is a (multi)set of undirected edges
and A is a (multi)set of directed arcs. Analogously to undirected graphs, an orientation of a mixed graph
consists in fixing a direction for each of its undirected edges.

Let G = (V,A) be a directed graph. For any two vertices u and v, we will denote by Puv a directed path
from u to v. ForD an orientation of G and a proper subsetX ⊆ V , we set AD[X,V \X] for the set of arcs of
D from X to V \X. Let δ+

D(X) = |AD[X,V \X]| be the outdegree of X in D and δ−D(X) = |AD[V \X,X]|
be the indegree of X in D. Assuming that V (G) = {x1, . . . , xn}, we set δ+

D = (δ+
D(x1), . . . , δ+

D(xn)), the
outdegree vector associated to D. For two vectors α and α′ in Nn, we define the notion of distance between

them via the `1-metric, i.e., d(α, α′) =
n∑
i=1
|αi − α

′
i| . The digraph obtained from D = (V,A) by reversing

a set of arcs B ⊆ A is denoted by DB and the reversed arc set of B is denoted B− = {(u, v) | (v, u) ∈ B}.
In particular, the inverse of an arc a is denoted a−. If A = B we might write D− instead of DB.

A useful (and crucial) property of the outdegree function is the following (see Figure 4.5 for an illus-
tration):

Remark 3. Let G = (V,E) and X,Y ⊆ V such that X ∩ Y 6= ∅ and X ∪ Y 6= V . We have the following
inequality:

δ+
D(X) + δ+

D(Y ) ≥ δ+
D(X ∩ Y ) + δ+

D(X ∪ Y )

Figure 4.5: Illustration of Remark 3

In the Figure 4.5 above, the possible types of arcs of δ+
D(X) ∪ δ+

D(Y ) are represented by the set of
black and red arcs. Observe that there might exist some arcs that belong to δ+

D(X) ∪ δ+
D(Y ) and not to

δ+
D(X ∪ Y ). These arcs are represented in red in the figure.

With respect to arc-connectivity in digraphs there is a generalization of Menger’s Theorem [82], that
we will make frequent use of. Denoting by λ(u, v) the maximum number of arc-disjoint directed paths
from u to v we can formulate it as follows:
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4.2. Preliminaries

Theorem 53 (Local Menger Theorem for digraphs). Let D = (V,A) be a digraph and u, v ∈ V . We have
λ(u, v) = min{δ+

D(X) | u ∈ X 63 v}.

Note that by the definition of k-connectivity D is k-connected if and only if δ+
D(X) ≥ k for every

non-empty proper subset X ⊂ V . Thus, as a consequence of Theorem 53, D is k-connected if and only
λ(u, v) ≥ k for all u, v ∈ V . Hence, for a directed graph D the following statements are equivalent:

• D is k-arc-connected;

• removing less than k arcs of D results in a strongly connected graph;

• the outdegree of each non trivial vertex set is at least k;

• for all pairs (u, v) of vertices, there exists k directed and arc-disjoint paths from u to v.

4.2.2 Frank’s theorem on k-arc-connected orientations

In [40], Frank states a theorem, the proof of which gives us information on the link between two k-arc-
connected orientations D and D′ of some graph G and on their outdegrees.

Theorem 54 (Frank [40]). If D and D′ are two k-arc-connected orientations of some graph G, then there
is a sequence D = D0, D1, . . . , Dp = D′ of k-arc-connected orientations of G such that each Di (i =
1, 2, . . . , p) arises from Di−1 by reversing one directed cycle or path.

We will here reformulate Frank’s proof of the above theorem and extend his result by putting forward
the main arguments needed to solve Enum_k-arc-connected-orientations.

If D and D′ are two k-arc-connected orientations of some graph G, in order to transform D into D′

by reversals of directed paths and directed cycles, there are two cases to consider:

1. δ+
D = δ+

D′ , which is explained by Lemma 55,

2. δ+
D 6= δ+

D′ , which is explained by Lemma 58.

Lemma 55. Let G be some graph and D and D′ be two orientations of G. We have δ+
D = δ+

D′ if and only
if orientation D′ can be obtained from D by reversing a set of arc-disjoint directed cycles.

Proof. Reversing the direction of a directed cycle does not change the outdegree function; hence, if D′ is
obtained from D by reversing a set of arc-disjoint directed cycles, then δ+

D = δ+
D′ .

Now, suppose that orientations D = (V,A) and D′ = (V,A′) are such that δ+
D = δ+

D′ and let us show
that D′ can be obtained from D by reversing some arc-disjoint directed cycles. Consider the arcs of D
whose direction differs in D′, i.e., A\A′. Observe that they form a directed subgraph D \D′ such that the
indegree and the outdegree coincide at each node; otherwise we would have δ+

D 6= δ+
D′ . It is well-known that

a connected digraph with δ+(v) = δ−(v) is Eulerian, i.e., there is a directed cycle using every arc exactly
once. Furthermore, it is well-know that Eulerian digraphs are arc-disjoint unions of directed cycles. Thus
D \D′ is an arc-disjoint union of directed cycles, which concludes the proof.

Now, let us look at the case where δ+
D 6= δ+

D′ .

Claim 56. Let D be an orientation of a graph G and X ⊆ V (G). If D′ is obtained from D by reversing
a path from a vertex u to a vertex v, then we have

69

D 



Chapter 4. Efficient enumeration of k-arc-connected orientations in graphs

1. δ+
D′(X) = δ+

D(X) if u, v ∈ X or u, v /∈ X

2. δ+
D′(X) = δ+

D(X) + 1 if u /∈ X and v ∈ X

3. δ+
D′(X) = δ+

D(X)− 1 if u ∈ X and v /∈ X

Proof. We consider a path Puv and AD[X,V \ X], i.e., the outgoing arcs of X in orientation D. First,
consider the case (3) of Claim 56, where u ∈ X and v /∈ X. Say |Puv ∩AD[X,V \X]| = p. Because u ∈ X
and v /∈ X, |Puv ∩AD[V \X,X]| = p− 1 and thus after the reversal of Puv, there are p− 1 outgoing arcs
of X.
This case is illustrated by Figure 4.6 below, where the red arcs are the arcs considered in Claim 56, namely
the outgoing arcs of X. The blue arcs are the incoming arcs of X and the black dotted arcs represent
possible paths inside X or X.

Figure 4.6: Claim 56 Case (3)

The case (2) of Claim 56, where u /∈ X and v ∈ X is similar to case (3) we just explained. Figure 4.7
below is an illustration.

Figure 4.7: Claim 56 Case (2)

Now, if u, v ∈ X or u, v /∈ X, then Puv ∩ AD[X,V \X] = ∅ and thus the number of outgoing arcs of
X does not change after the reversal of Puv, see Figure 4.8 below.
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Figure 4.8: Claim 56 Case (1)

Claim 56 implies the following lemma:

Lemma 57. Let D and D′ be two orientations of some graph G such that D′ can be obtained from D by
reversing one directed path. Then

(1) there exists a vertex u such that δ+
D′(u) = δ+

D(u)− 1;

(2) there exists a vertex v such that δ+
D′(v) = δ+

D(v) + 1;

(3) for all other vertices w 6= u, v we have δ+
D′(w) = δ+

D(w).

and hence d(δ+
D, δ

+
D′) = 2.

Notice that the converse of Lemma 57 does not hold. In fact, if D and D′ are two (k-arc-connected)
orientations such that (1), (2) and (3) are satisfied, then D′ can be obtained from D by reversing a directed
path and some arc-disjoint directed cycles.

More generally, we have Lemma 58 presented below which is a generalization of Theorem 54.

In a k-arc-connected orientation D we call a directed path P flippable if DP is k-arc-connected. We
will call a pair (u, v) flippable if there exists a flippable path Puv from u to v.

Lemma 58. Let G be a graph and D,D′ be two k-arc-connected orientations of G such that δ+
D 6= δ+

D′.
Then, the following holds:

1. for each v such that δ+
D(v) < δ+

D′(v), there exists a vertex u such that δ+
D(u) > δ+

D′(u) and (u, v) is
flippable in D;

2. for each v such that δ+
D(v) > δ+

D′(v), there exists a vertex u such that δ+
D(u) < δ+

D′(u) and (v, u) is
flippable in D.

In both cases, orientation D′′ obtained after the reversal of Puv or Pvu is such that d(δ+
D′′
, δ+
D′) = d(δ+

D, δ
+
D′)−

2.

Proof. We start by recalling the proof of Frank of point (1), and then we develop two ways of proving
point (2).
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Proof of point (1): Let v be such that δ+
D(v) < δ+

D′(v). We will show (4.1) below, from which we will
be able to deduce the existence of a flippable path from u to v in D.

There exists a vertex u such that δ+
D(u) > δ+

D′(u)

and δ+
D(X) > k whenever u ∈ X and v /∈ X (4.1)

Notice that because we have v such that δ+
D(v) < δ+

D′(v) and because
∑
w∈V

δ+
D(w) = |E| =

∑
w∈V

δ+
D′(w),

there exists a vertex u such that δ+
D(u) > δ+

D′(u). By contradiction suppose the following.

For each vertex u such that δ+
D(u) > δ+

D′(u)

there exists a set X such that u ∈ X, v /∈ X and δ+
D(X) = k

Consider the maximal sets Vi for which δ+
D(Vi) = k and v /∈ Vi for i ∈ {1, ..., t}. Set V0 = V −

⋃
Vi.

First of all let us explain why for all 1 ≤ i, j ≤ t such that i 6= j, the sets Vi and Vj are disjoint. By
contradiction suppose that Vi ∩ Vj 6= ∅. We know that because v /∈ Vi ∪ Vj , we have Vi ∪ Vj 6= V . Thus,
by Remark 3 we would have

k + k = δ+
D(Vi) + δ+

D(Vj) ≥ δ+
D(Vi ∪ Vj) + δ+

D(Vi ∩ Vj) ≥ k + k (4.2)

By maximality Vi * Vj and Vj * Vi and 4.2 implies δ+
D(Vi ∪ Vj) = k, a contradiction with the

maximality of Vi and Vj .
Now, in both D and D′ let us count the number of edges having at most one end vertex in some Vi.

Let us denote by c (resp. c′) the number of edges in D (resp in D′) having exactly one extremity in some
Vi plus the number of edges having no extremity in

⋃
Vi at all. The orientations D and D′ differ only on

the directions of their arcs and so we should have c = c′. Let us show that this is not the case. Observe
that

c =
t∑
i=1

δ+
D(Vi) +

∑
z∈V0

δ+
D(z)

= kt+
∑
z∈V0

δ+
D(z)

c′ =
t∑
i=1

δ+
D′(Vi) +

∑
z∈V0

δ+
D′(z)

= δ+
D′(Vi)t+

∑
z∈V0

δ+
D′(z)

Recall that if w is such that δ+
D(w) > δ+

D′(w), then w ∈
⋃
Vi, thus for all z ∈ V0, we have δ+

D(z) ≤ δ+
D′(z).

Furthermore, recall that vertex v is such that δ+
D(v) < δ+

D′(v). Hence we have∑
z∈V0

δ+
D(z) <

∑
z∈V0

δ+
D′(z)

Finally, D′ being k-arc-connected, k ≤ δ+
D′(Vi) and so we can conclude:

c = kt+
∑
z∈V0

δ+
D(z) < kt+

∑
z∈V0

δ+
D′(z) ≤ δ

+
D′(Vi)t+

∑
z∈V0

δ+
D′(z) = c′

This completes the proof of (4.1).

Now, let D′′ be the orientation obtained from D by reversing a path from u to v. Because D is
k-arc-connected and by Claim 56, we can conclude that D′′ is k-arc-connected as well:
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Case 1: u, v /∈ X or u, v ∈ X, then δ+
D′′(X) = δ+

D(X) ≥ k;
Case 2: v ∈ X and u /∈ X, then δ+

D′′(X) > δ+
D(X) ≥ k;

Case 3: u ∈ X and v /∈ X, then δ+
D′′(X) = δ+

D(X)− 1, but by (4.1) δ+
D(X) > k, thus δ+

D′′(X) ≥ k.

Finally, notice that by Lemma 57 we have d(D′′, D′) = d(D,D′)− 2.

Now, let us prove point (2): We choose here to present two ways of proving this result. The first one
is an attempt to stay as close as possible to Frank’s reasoning of point (1) presented above. It allows us
a better understanding of what hides behind Lemma 58. The second one, faster, is a beautiful and direct
way of proving (1) using (2).

Point (2), proof 1: Let v be such that δ+
D(v) > δ+

D′(v). Similarly to point (1) we will show (4.3)
below, from which we will be able to deduce the existence of a flippable path from v to u in D.

There exists a vertex u such that δ+
D(u) < δ+

D′(u)

and δ+
D(X) > k whenever v ∈ X and u /∈ X (4.3)

For the same reasons than in point (1), there exists a vertex u with δ+
D(u) < δ+

D′(u). By contradiction
suppose the following.

For each vertex u such that δ+
D(u) < δ+

D′(u)

there exists a set X such that v ∈ X,u /∈ X and δ+
D(X) = k (4.4)

Consider the maximal sets Xi for which δ+
D(Xi) = k and v ∈ Xi. First of all let us explain that for all

i, j with i 6= j, we have Xi ∪Xj = V . Suppose by contradiction that Xi ∪Xj 6= V . We know that because
v ∈ Xi and v ∈ Xj , we have Xi ∩Xj 6= ∅. Thus, by Remark 3 we would have

k + k = δ+
D(Xi) + δ+

D(Xj) ≥ δ+
D(Xi ∪Xj) + δ+

D(Xi ∩Xj)

As for point (1), this would imply that δ+
D(Xi ∪Xj) = k, a contradiction with the maximality of Xi

and Xj .
Now, consider Vi = Xi. For all i, j with i 6= j the sets Vi, Vj are disjoint: Xi ∩Xj = Xi ∪Xj = V = ∅.

It is now possible to unfold the rest of the proof in the same way it is done for point (1) with, this time,
Vi = Xi and V0 =

⋃
i
Vi =

⋂
i
Vi =

⋂
i
Xi =

⋂
i
Xi. The contradiction lies again in the number of edges with

one extremity in some Vi plus the number of edges having no extremity in some Vi at all, which does not
coincide in D and D′.

Point (2), proof 2: Observe that an equivalent statement of the lemma is that for every vertex
v such that δ−D(v) < δ−D′(v), there exists a vertex u such that δ−D(u) > δ−D′(u) and (v, u) is flippable
in D. By fully reorienting all the arcs of D and D′, we obtain graphs D− and D′− and get a further
equivalent statement: for every vertex v such that δ+

D−(v) < δ+
D′−(v), there exists a vertex u such that

δ+
D−(u) > δ+

D′−(u) and (u, v) is flippable in D−. This is precisely the statement of Lemma 58 point (1), so
we are done.
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The proof of Theorem 54 boils down to Lemmas 58 and 55. If D and D′ are two k-arc-connected
orientations of some graph G, then repeating the procedure of Lemma 58, either Lemma 58 or Lemma 55
will occur.

4.3 Enumeration of k-connected orientations via submodular flows

A natural way to enumerate k-connected orientations of a given graph is to try both possible orientations
of a given undirected edge and check whether the obtained mixed graph can be extended to a k-connected
orientation. If yes, then we recurse. Such a method is doable provided that we can answer in efficient
time to the question "can a partial orientation be extended to a k-connected orientation ?". Note that this
approach is an instance of constructing an enumeration algorithm out of ExtSol, see Section 2.1.

Algorithm 14: Enumeration of k-connected orientations via submodular flows
Input: a graph G = (V,E) and an integer k
Output: the k-connected orientations of G

1 begin
2 Fix any linear ordering on E;
3 Enumerate(G = (V,E, ∅));
4 end

5 Function Enumerate(G = (V,E, F )):
6 if E 6= ∅ then
7 Take the smallest a = (u, v) ∈ E;
8 if G′ = (V,E \ {a}, F ∪ {(u, v)}) admits a k-connected orientation then
9 Enumerate(G′);

10 if G′ = (V,E \ {a}, F ∪ {(v, u)}) admits a k-connected orientation then
11 Enumerate(G′);

12 else
13 Output G;

14 end

Here we cite two methods to answer this question. The first one uses the idea of Frank [41] to reduce
this problem to submodular flow feasibility. The second method is to reduce the problem to finding a
minimum-cost k-connected orientation (see for example [5]). We define the latter as follows.

Minimum_cost-k-connected-orientation
Input : G an undirected graph, a cost for each pos-

sible edge direction of every edge
Output : a minimum cost k-connected orientation
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4.3.1 Partial orientation extension with submodular flow feasibility

Frank shows that the problem of finding a k-arc-connected orientation is a special case of the submodular
flow problem [41] and Gabow proposes improvements of Frank’s algorithm [43]. Let us introduce the
notion of submodular flow.

Let V be a finite ground set. Sets X,Y ⊆ V are intersecting if none of X ∩ Y , X \ Y and Y \X is
empty. If, in addition, X ∪ Y 6= V , then X,Y are crossing. A family F of subsets of V is crossing if for
all sets X,Y ∈ F that are crossing, we have that X ∩ Y and X ∪ Y belong to F . A set function h is
submodular on X,Y if h(X) + h(Y ) ≥ h(X ∩ Y ) + h(X ∪ Y ). We may refer to a pair (h,F) as a crossing
submodular function if F is a crossing family and h a function on F , submodular on all crossing pairs of
F .

Remark 4. The family 2V − {∅, V } is crossing. Moreover, the pair (δ+
D, 2

V − {∅, V }) is a crossing
submodular function (recall Remark 3).

For a function f ∈ RA and any subset X ⊆ A, we set f(X) for
∑
{f(e) | e ∈ X}. We define the notion

of submodular flow problem as follows.

Definition 59. Let G = (V,A) be a directed graph with orientation D. Let (h,F) be a crossing submodular
function. Let f and g be functions such that f ∈ (R ∪ {−∞})A and g ∈ (R ∪ {+∞})A and let d ∈ RA be
a weight function on the arcs. A submodular flow problem consists in finding a solution x ∈ RA, which is
called a submodular flow, solving the linear program defined below.


min dx(A)

x(AD[Y, V \ Y ])− x(AD[V \ Y, Y ]) ≤ h(Y ) for all Y ∈ F
f ≤ x ≤ g

(4.5)

where dx(A) denotes
∑
{d(e)x(e) | e ∈ A}.

Sometimes submoduluar flow problems are also called Edmonds-Giles problem and instead of minimza-
tion, maximization is considered. We will use the term feasible solution when speaking of a solution to the
inequality system underlying the optimization problem and we will use the term optimal solution when
speaking of a solution to the optimization problem. Such submodular flow problem is said to be a 0 − 1
submodular flow problem if d ≥ 0, h is integral and f ≡ 0 and g ≡ 1, i.e., f is the constant 0-function and
g is the constant 1-function.

Proposition 60 ( [41]). Let G = (V,A ∪ E) be a mixed graph. The problem of finding a k-arc-connected
orientation of G respecting A reduces to the problem of finding a feasible solution of a submodular flow
problem.

Let us recall the proof of this proposition.

Proof. We will show that there is a bijection between the k-arc-connected orientations of a mixed graph
G = (V,A ∪ E) and the integer-valued solutions of a particular submodular flow problem. Let D0 be
a reference orientation of G obtained by preserving the orientations of A and orienting the edges of E
arbitrarily and let D′0 = D0 \A. Let x be a function such that x ∈ RE , and consider the following system
of inequalities.
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{
x(AD′0 [X,V \X])− x(AD′0 [V \X,X]) ≤ δ+

D0
(X)− k ∀X ∈ 2V − {∅, V }

0 ≤ x ≤ 1
(4.6)

The system of inequalities (4.6) can be seen as a 0 − 1 submodular flow problem if we consider the
associated optimization problem with function d ∈ RE such that d = 0 (hence, each feasible solution is
optimal). In fact, by Remark 4 we know that the pair (δ+

D0
(X)− k, 2V −{∅, V }) is a crossing submodular

function.

Now let us show that there is a one-to-one correspondence between the integer-valued solutions of (4.6)
and the k-arc-connected orientations of G. The proof boils down to the following observation, which is
illustrated through Figure 4.9.

Observation 1. Let G = (V,A ∪ E) be a mixed graph and let D and D′ be two orientations of G which
coincide on A. Let function x ∈ RE∪A be such that x(e) = 0 if arc e has the same direction in D and D′

and x(e) = 1 if it differs. Then,

δ+
D′(X) = δ+

D(X)− x(AD[X,V \X]) + x(AD[V \X,X]).

Figure 4.9: δ+
D′(X) = δ+

D(X)− x(AD[X,V \X]) + x(AD[V \X,X]) = 3− 1 + 2 = 4

Now, let us prove the bijection. If x is an integer-valued solution of (4.6), we can construct the k-arc-
connected orientation D as follows. First, we consider the extension ∼x of x on A ∪ E: we set ∼x(e) = 0

for all e ∈ A. We then construct D from D0: if ∼x(e) = 0, then we keep arc e and if ∼x(e) = 1, then we
reverse the direction of arc e. Notice that ∼x(AD0 [X,V \X]) = x(AD′0 [X,V \X]) and ∼x(AD0 [V \X,X]) =
x(AD′0 [V \X,X]). Orientation D is k-arc-connected. In fact, by Observation 1 and by (4.6), we have for
every proper subset X ⊆ V :

δ+
D(X) = δ+

D0
(X)− ∼x(AD0 [X,V \X]) +

∼
x(AD0 [V \X,X])

= δ+
D0

(X)− x(AD′0 [X,V \X]) + x(A′D0 [V \X,X]) ≥ k (4.7)
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Now, if D is a k-arc-connected orientation of graph G, we construct the integral solution x ∈ RE of
(4.6) as follows. First we construct y ∈ RE∪A: we fix y(e) = 0 if arc e has the same direction in D0 and
D and y(e) = 1 if it differs. We define x = y|E , i.e., x is the restriction of y to E. Because of Observation
1 and because D is k-arc-connected, we obtain formula (4.7), from which we can conclude that x is an
integer-valued solution of (4.6).

We have seen with Proposition 60 that the question whether a mixed graph admits a k-arc-connected
orientation reduces to the question whether the submodular flow problem (4.6) admits an integral-valued
solution. It turns out that (4.6) is a 0 − 1 submodular flow problem; for such submodular flow problems
we can take advantage of the following result by Edmonds and Giles.

Theorem 61 ( [39]). A 0 − 1 submodular flow problem has an integral optimal solution provided that it
has a feasible solution at all.

Thus, we know that (4.6) has an integral solution if it is feasible. About the feasibility problem of a
submodular flow, we know by Frank that it is polynomial but it is hard to find the best complexity in the
literature. In [43], an algorithm in O(kn2(

√
kn + k2 log(n/k))) is presented but it works only for simple

directed graphs. For multigraphs a complexity in O(n5m(log n2

m )) is given in [94]. Anyways, in the setting
of mixed multigraphs we find a better analysis from the following approach.

4.3.2 Partial orientation extension using minimum-cost orientation

A second way of showing that a partial orientation can be extended to a k-connected orientation consists
in using a minimum-cost k-connected orientation algorithm, see for example [5]. The idea is simply to
unorient the whole mixed graph G = (V,E ∪A), fix a cost 0 for the arcs of A and a cost 1 for the arcs of
A− and find a minimum-cost k-connected orientation of G. If at the end the cost is equal to 0, then there
exists a k-connected extension for A, otherwise there is no extension. Some polynomial time minimum-cost
k-connected orientation algorithms are given in [45,62]. These algorithms use submodular flows.

Theorem 62 ( [5, 62]). Deciding whether a given mixed graph G = (V,E ∪ A) admits a k-connected
orientation respecting A can be done in time O(k3n3 + kn2m).

With Theorem 62 at hand, flashlight backtrack search Algorithm 14 enumerates all k-connected ori-
entations with polynomial delay. The algorithm takes as input an undirected graph G = (V,E). Clearly,
all k-connected orientations are produced and since each node built by the algorithm gives rise to disjoint
branches it does not repeat the same solution twice. The depth of the binary execution tree is m and at
each node we check the orientability of a mixed graph which is solvable in O(k3n3 +kn2m) by Theorem 62.
Thus, we obtain the following result:

Theorem 63. Let G be a graph and k ∈ N. Algorithm 14 enumerates all k-connected orientations of G
with delay O(m(k3n3 + kn2m)).

The downside of Algorithm 14 and the main motivation for the rest of this chapter is that the complete
understanding of the proof of Theorem 62 is rather intricate and the implementation of this step is not
elementary.

In the following, we will divide Enum_k-arc-connected-orientations into two subproblems of in-
dependent interest: Enum_α-orientations and Enum_k-connected-outdegree-sequences. The
first one is the problem of enumerating all orientations respecting some fixed outdegree sequence (i.e.
the outdegrees of all vertices of the graph). The second one consists in the enumeration of all outdegree
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sequences for which there exists at least one k-connected orientation. For each of these subproblems we
will analyse two different solving methods and finally pick the most efficient one. Together these two
algorithms will give an alternative solution for the enumeration of k-connected orientations. Moreover,
the resulting algorithm has a better delay and even better amortized running time.

4.4 Orientations with prescribed outdegree sequence

Let G = (V,E) be a graph and α : V → N. We say that an orientation D of G is an α-orientation if
δ+
D ≡ α, i.e., δ

+
D(v) = α(v) for all v ∈ V . We will denote by Oα(G) the set of all α-orientations of G.

The following is the enumeration problem to be discussed in the present section.

Enum_α-orientations
Input : a graph G = (V,E) and a function α : V → N
Output : the elements of Oα(G)

First of all, notice the following lemma, which will be usefull in the sequel.

Lemma 64. If D,D′ are two orientations in Oα(G), then we have λD(u, v) = λD′(u, v).

Proof. Recall that by Theorem 53, it is enough to prove that min{δ+
D(X) | u ∈ X, v /∈ X} = min{δ+

D′(X) | u ∈
X, v /∈ X}. Thus, let us show that δ+

D(X) = δ+
D′(X). Consider D,D′ ∈ Oα(G) and let D be k-arc-

connected, i.e., ∀X ⊆ V we have δ+
D(X) ≥ k. From Lemma 55, we know that because δ+

D = δ+
D′ ,

orientation D′ can be obtained from D by reversing a set of disjoint directed cycles. Notice that reversing
the direction of a directed cycle in D does not change the outdegree of the subsets of vertices of G. In
fact, let C be a directed cycle of D that is reversed in D′ and let a ∈ D be an outgoing arc of some subset
of vertices X ⊆ V (G). If a /∈ C, then a is still an arc that leaves X after the reversal of C. Now if a ∈ C,
because C is a directed cycle, there exists another arc a′ in C that enters X. After the reversal of C, a
will enter X and a′ will leave X. Hence, for all X ⊆ V we have δ+

D(X) = δ+
D′(X).

Theorem 65. The problem Enum_α-orientations can be solved with a delay in O(m2). In particular,
the problem belongs to DelayP.

We will prove that Enum_α-orientations belongs to the complexity class DelayP using two different
methods. The first one, stated in Section 4.4.1, is a reduction to the problem of enumerating the vertices
of a polyhedron. The second one, stated in Section 4.4.2, is a simple flashlight backtrack search using
Lemma 55. The second method turns out to be more efficient, and yield the desired complexity O(m2)
of Theorem 65 above. Thus in the end it will be the one retained for the final algorithm enumerating all
k-connected orientations.

4.4.1 Flashlight backtrack search via integer points of polytopes

We want to enumerate all orientations that respect some vector α, of some graph G = (V,E). Our first
method consists in reducing this problem to the problem of enumerating the vertices of a polytope.

A polyhedron P is the solution set to a system of q inequalities with d variables:

P = {y ∈ Rd | Ay ≤ b} (4.8)

where A is a q×d matrix and b is a q-vector. A polyhedron P is convex, i.e., if x, y ∈ P , then the segment
[x, y] ∈ P . From this definition follows the statement below.
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Observation 2. If P ⊆ Rd is a polyhedron with x, y ∈ P such that xi < yi, then for all xi ≤ zi ≤ yi,
there exists g ∈ P such that gi = zi.

A face of a polyhedron P is a set of points of P the satisfies a valid inequality with equality. A vertex
of a polyhedron P is a vector y ∈ P that satisfies a linearly independent set of d inequalities as equalities.
If P is bounded, then it is called a polytope. A polytope P is the convex hull of its vertices, i.e, the
smallest convex set containing them [101]. We say that polytope P is feasible if P 6= ∅. If the vertices
of a polytope are 0/1-vectors, then it is called a 0/1-polytope [17]. A 0/1-polytope is included in [0, 1]d.
A polytope is integer if all its vertices have only integer coordinates. Furthermore, we call a polytope P
box-integer if P ∩ {x | l ≤ x ≤ u} is an integer polytope for each choice of integer vectors l, u. The set
{x ∈ Rd | l ≤ x ≤ u} is called a box and is denoted by B(l, u).

Lemma 66. A 0/1-polytope is box-integer. Furthermore, in a 0/1-polytope, the vertices correspond to the
integer points.

Proof. First let us explain why a 0/1-polytope is box-integer. We want to show that the intersection of a
0/1-polytope P with a box B(l, u) is an integer polytope. Without loss of generality we can state that a
box B(l, u) that has non-trivial intersection with P is of the form l, u ∈ {0, 1}d and li = ui for at least one
i ∈ {1, ..., d} (otherwise the intersection is P ). Thus, it suffices to show that 0/1-polytopes are preserved
by intersection with hyperplanes of the form x ∈ Rd | xi = 1 or x ∈ Rd | xi = 0. Since x ∈ Rd | xi ≤ 1 and
x ∈ Rd | xi ≥ 0 are always valid inequalities in a 0/1-polytope, the new polytope is a face of the old one.
It is a basic fact from polytope theory that vertices of faces are vertices of the polytope. Thus, all vertices
of the intersection mut be 0/1-vectors.

Now, let us show that in a 0/1-polytope, the vertices correspond to the integer points. Concider a
0/1-polytope P ⊆ Rd. Since P ⊆ [0, 1]d, for all z ∈ P we have 0 ≤ zi ≤ 1 and thus we may suppose
to dispose of d such inequalities among those which define P . Now consider y = (y1, . . . , yd) an integer
solution of P . By definition, yi = 1 or yi = 0 and hence we know that there exists d linearly independent
inequalities that are verified as equalities, i.e., y is a vertex.

We will solve Enum_α-orientations as follows. First, we will show that Enum_α-orientations
reduces to Enum_vertices-0/1-polytope, the latter being defined as:

Enum_vertices-0/1-polytope
Input : P a 0/1-polytope
Output : the set of all vertices of P

This reduction boils down to a one-to-one correspondence between the elements of Oα(G) and the
integer solutions of a 0/1-polytope. Thus, by Claim 66, it is enough to prove that Enum_Integer-
points-box-polytope ∈ DelayP, with:

Enum_Integer-points-box-polytope
Input : P a box-integer-polytope
Output : the set of all integer points of P

Theorem 67. The problem Enum_α-orientations reduces to Enum_vertices-0/1-polytope.
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Proof. We will show that given a graph G = (V,E) and α : V → N, there exists a 0/1-polytope P such
that the α-orientations of G and P ∩ {0, 1}d correspond. In other words, there is a bijection between the
elements of Oα(G) and the integral solutions of 0/1-polytope P . By Claim 66, we will then be able to
conclude.

Let G be some graph G = (V,E), α some fixed vector and D0 some arbitrary orientation of G. Denote
by AD0 the set of arcs of D0 and δ+

D0
= α0. Let us show that there is a one-to-one correspondence between

Oα(G) and the integral solutions of the polytope (4.9) below.

(4.9)



∀v ∈ V, Σ
a=(u,v)
a∈AD0

y(a)− Σ
b=(v,w)
b∈AD0

y(b) ≤ α(v)− α0(v)

∀v ∈ V, − Σ
a=(u,v)
a∈AD0

y(a) + Σ
b=(v,w)
b∈AD0

y(b) ≤ α(v)− α0(v)

∀a ∈ E, y(a) ≤ 1

∀a ∈ E, y(a) ≥ 0,

(4.9a)

(4.9b)

(4.9c)
(4.9d)

Let D ∈ Oα(G) and let us show that we can associate with D an integral solution of (4.9). We build
a function

y : AD0 → {0, 1}

y(a) =

{
0 if a has the same direction in D0 and D
1 otherwise

Observe that y verifies Σ
a=(u,v)
a∈AD0

y(a)− Σ
b=(v,w)
b∈AD0

y(b) = α(v)− α0(v). In fact we have:

α(v)− α0(v) = ( Σ
a=(v,w)
a∈AD
a∈AD0

1 + Σ
a=(v,w)
a∈AD
a/∈AD0

1)− ( Σ
b=(v,w)
b∈AD0
b∈AD

1 + Σ
b=(v,w)
b∈AD0
b/∈AD

1)

= Σ
a=(v,w)
a∈AD
a/∈AD0

1− Σ
b=(v,w)
b∈AD0
b/∈AD

1

= Σ
a=(w,v)
a/∈AD
a∈AD0

1− Σ
b=(v,w)
b∈AD0
b/∈AD

1

= Σ
a=(w,v)
a/∈AD
a∈AD0

y(a)− Σ
b=(v,w)
b∈AD0
b/∈AD

y(b)

Hence, y(a) for all a ∈ AD0 is an integral solution of (4.9).

Now, take y an integral solution of (4.9) and let us show that we can associate with y an orientation
D that belongs to Oα(G). We construct D from D0 as follows: if y(a) = 0, then the direction of a is
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preserved in D, else if y(a) = 1, then the direction of a is reversed in D. Observe that for all v ∈ AD, we
have δ+

D(v) = α(v). In fact we have:

δ+
D(v) = Σ

a=(v,u)
a∈AD0
a∈AD

1 + Σ
a=(v,u)
a/∈AD0
a∈AD

1

= Σ
a=(v,u)
a∈AD0
a∈AD

1 + Σ
a=(u,v)
a∈AD0
a/∈AD

1

= Σ
a=(v,u)
a∈AD0
a∈AD

1 + Σ
a=(u,v)
a∈AD0

y(a)

Since y is an integral solution of (4.9), we know that

Σ
a=(u,v)
a∈AD0

y(a) = α(v)− α0(v) + Σ
b=(v,w)
b∈AD0

y(b)

Thus we have:
δ+
D(v) = Σ

a=(v,u)
a∈AD0
a∈AD

1 + α(v)− α0(v) + Σ
b=(v,w)
b∈AD0

y(b)

Finally, because Σ
a=(v,u)
a∈AD0
a∈AD

1 + Σ
b=(v,w)
b∈AD0

y(b) = α0(v), we can conlude that δ+
D(v) = α(v).

Hence, D ∈ Oα(G), this completes the proof of the bijection.

With some algebra calculations, we can prove that polytope (4.9) is a 0/1-polytope. By definition the
polytope (4.9) is contained in [0, 1]d. Now the defining matrix A is the incidence matrix of a directed graph
and therefore totally unimodular, see [90]. Moreover, the right-hand side of A are integral value. The
calculation of the vertices boils down to the resolution of a system of Cramer. With a totally unimodular
matrix and an integer second member, Cramer’s rules gives us integer vertices. We can conclude that the
polytope (4.9) is an integer polytope contained in [0, 1]d, i.e., a 0/1-polytope.

We have seen that there is a bijection between the elements of Oα(G) and the integral solutions of
the 0/1-polytope (4.9). By Claim 66, we know that the integral solutions of (4.9) are exactly the vertices.
This completes the proof of Theorem 67.

We saw that Enum_α-orientations reduces to Enum_vertices-0/1-polytope. More precisely
we saw that there is a bijection between the integer solutions of a 0/1-polytope and the α-orientations.
Since a 0/1-polytope is a box-integer polytope, we are left we the enumeration of the integer points of a
box-integer polytope. We will show the following result.

Theorem 68. Enum_Integer-points-box-polytope belongs to complexity class DelayP.

We will give two slightly different algorithms for solving Enum_Integer-points-box-polytope. In
the first algorithm, no box is needed as input, the algorithm determines it by itself and its size will be
reflected in the running time analysis. The second algorithm requires as input the bounding box of the
polytope and yields the Theorem 68 above.
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Enum_Integer-points-box-polytope without the box as input We can use the flashlight
backtrack search method. The algorithm generating all possible integer points takes as input a box-integer
polytope P ⊆ Rd, a first arbitrary integer point x = (x1, . . . , xd) and a cursor 0 ≤ p ≤ d, which is initially
set to 0. The algorithm modifies step by step x into a new integer point of P . At each recursive call, a
coordinate xp+1 ∈ x that has not been considered yet (i.e., each coordinate xi with i ≤ p is already fixed)
will be fixed with the three possible cases to consider:

• the integer points y with yp+1 = xp+1: this branch is known to be non-empty since x is a possible
extension, thus we recurse with x and p+ 1

• the integer points y with yp+1 < xp+1: we check if P ∩ {y | yp+1 = xp+1 − 1} 6= ∅. Since P is
a box-integer polyhedron the intersection of P and the box {y | yp+1 = xp+1 − 1} is an integer
polyhedron. This condition ensures that there exist integer points in P ∩ {y | yp+1 = xp+1 − 1} and
thus that this branch will give rise to a solution. Thus, if P ∩ {y | yp+1 = xp+1 − 1} 6= ∅, there are
two cases to consider:

– the integer points y with yp+1 = xp+1−1: we recurse with the new integer point (x1, . . . , xp+1−
1, . . . , xd) and cursor p+ 1

– the integer points y with yp+1 < yp+1− 1: we pursue the decreasing of xp+1 as long as possible

• the integer points y with yp+1 > xp+1: we check if P ∩ {y | yp+1 = xp+1 + 1} 6= ∅. Analogously to
the item before, if P ∩ {y | yp+1 = xp+1 + 1} 6= ∅, we consider two cases:

– the integer points y with yp+1 = xp+1 + 1: we recurse with the new integer point (x, . . . , xp+1 +
1, . . . , xd) and cursor p+ 1

– the integer points y with yp+1 > xp+1 + 1: we pursue the increasing of xp+1 as long as possible.

We will use the notation ep for the vector whose all components are 0 except the pth which is 1.
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Algorithm 15: Enumeration of the integer points of a box-integer polytope without the box as input

Input: a box-integer polytope P ⊆ Rd
Output: all integer points of P

1 begin
2 if P 6= ∅ then
3 Take z ∈ P ∩ Zd an integer point
4 Generate (P , z, 0)

5 end

6 Function Generate (a box-integer polytope P ⊆ Rd, x = (x1, . . . , xd) ∈ P ∩ Zd, p ∈ {0, . . . , d− 1}):
7 if p < d then
8 Increase (P, x, p)
9 Decrease (P, x, p)

10 Generate (P ∩ {y | yp+1 = xp+1}, x, p+ 1)

11 else
12 Output x

13 end

14 Function Decrease (a box-integer polytope P ⊆ Rd, x = (x1, . . . , xd) ∈ P ∩ Zd, p ∈ {0, . . . , d− 1}):
15 if P ∩ {y | yp+1 = xp+1 − 1} 6= ∅ then
16 Decrease (P, x− ep+1, p)
17 Generate (P ∩ {y | yp+1 = xp+1 − 1}, x− ep+1, p+ 1)

18 end
19 end

20 Function Increase (a box-integer polytope P ⊆ Rd, x = (x1, . . . , xd) ∈ P ∩ Zd, p ∈ {0, . . . , d− 1}):
21 if P ∩ {y | yp+1 = xp+1 + 1} 6= ∅ then
22 Increase (P, x+ ep+1, p)
23 Generate (P ∩ {y | yp+1 = xp+1 + 1}, x+ ep+1, p+ 1)

24 end
25 end

Theorem 69. Let P ⊆ Rd be a box-integer polytope and let x = (x1, . . . , xd) be an integer point of P .
For all p such that 1 ≤ p ≤ d, function Generate (P, x, p) generates all integer points that coincide with x
on coordinates x1 to xp. For p = 0 function Generate (P, x, p) generates all integer points. Furthermore,
Algorithm 15 does not repeat twice the same solution.

Proof. We prove now the completeness of our algorithm and show that there is no redundancy.

Completeness We prove the theorem by descending induction on p. If p = d, then Generate(P, x, p) =
Generate(P, x, d) = {x}, Theorem 69 is verified. Let us show that it is also the case for all p < d. Suppose
that for some 1 ≤ p ≤ d we have the following: for all box-integer polytope P ⊆ Rd and for all integer point
x ∈ P , Generate(P, x, p) = {y | y is an integer point of P and yi = xi for all i ≤ p}. Let us show that it
is the case for p−1 too (i.e., if p > 1, then Generate(P, x, p−1) = {y | y is an integer point of P and yi =
xi for all i ≤ p− 1} and if p = 1, then Generate(P, x, p− 1) = {y | y is an integer point of P}). Consider
y = (y1, . . . , yd) an integer point of P such that yi = xi for all i ≤ p− 1. We will show that y is generated
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by function Generate(P, x, p−1). Take yp, there are two cases to consider: yp = xp or yp 6= xp. In the first
case, we know by induction hypothesis that y is generated by function Generate(P, x, p). Because in the
tree built by our algorithm, branch Generate(P, x, p) is a child of Generate(P, x, p− 1), we conclude that
y is generated by Generate(P, x, p− 1). Now consider the case where yp 6= xp. Suppose that yp < xp, let
us say that yp = xp − α. Because y ∈ P , we have P ∩ {z | zp = xp − α} 6= ∅. Hence, by Observation 2 we
know that for j ≤ α, P ∩ {z | zp = xp − j} 6= ∅. Consider the case where j = 1. Function Decrease gives
rise to two branches: Generate(P, x− ep, p) and Decrease(P, x− ep, p− 1). Either yp = xp − 1 and then
y coincides with x − ep on {1, . . . , p}. By induction hypothesis y is generated by Generate(P, x − ep, p),
which is a child of Generate(P, x, p− 1). Or yp < xp − 1 and then we repeat the decreasing process with
Decrease(P, x − ep, p − 1) until we obtain yp = xp. Finally, notice that the case yp > xp can be proven
the same way with the help of function Increase instead of Decrease.

Irredundancy Notice that each node built by this algorithm gives rise to branches that are disjoint.
Function Generate gives place to nodes with three children, one where we decrease the value of coordinate
xi, one where we fix it and one where we increase it. Function Decrease (resp. Increase) generates nodes
with only two sons, one where we keep trying to decrease (resp. increase) the value of coordinate xi and
one where we fix it.

Figures 4.10 and 4.11 illustrate the recursion tree built by Algorithm 15. In Figure 4.10 each node is
labeled with the current test of feasibility. Figure 4.11 illustrates the way the integer point taken as input
is modified into a new integer point. The coordinates in red are the one that are fixed.

Figure 4.10: Recursion Tree (1) for Algorithm 15
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Figure 4.11: Recursion Tree (2) for Algorithm 15

Now let us take a look at the complexity. In each call of Increase or Decrease it has to be checked
if the polytope is feasible. About the feasibility of a polytope, there is a result by Khachiyan:

Theorem 70. [90, Theorem 13.4] Systems of rational linear inequalities, and linear programming prob-
lems with rational data, can be solved in polynomial time. More precisely, if A is a q×d matrix, b ∈ Zq and
T the maximum absolute value of the entries A and b, then a linear programming problem can be solved in
total time O(d8 . log2T ).

Khachiyan’s algorithm for obtaining the above result uses the ellipsoid method; it is the first worst-case
polynomial-time algorithm ever found for linear programming. Although the ellipsoid method is theoret-
ically efficient, computational experiments with the method are very discouraging. Some improvements
have been proposed since [81,92]. Here, we will not focus on the best complexity.

At each node, the complexity of Algorithm 15 is in O(d8 . log2T ). The depth of the recursion tree

depends on the bounding box B(l, u) of polytope P which is in O(d(l, u)) = O(
d∑
p=0

(up+1 − lp+1)).

Observe that Algorithm 15 has to use a separate method for finding a first integer point z ∈ P . This
can be done with Algorithm 16 below, that works in the folllowing way: for P ⊆ Rd and p = 1 to d, at
each step the ellispoid method is used to find a feasible solution that maximizes coordinate xp. When a
feasible solution is found with xp maximal, we know that xp is integer, otherwise there would exists some
non integer vertices.
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Algorithm 16: Finding an integer point of a box-integer polytope

Input: a box-integer polytope P ⊆ Rd
Output: an integer point of P

1 begin
2 if P 6= ∅ then
3 Generate (P, 1)

4 end

5 Function Generate (a box-integer polytope P ⊆ Rd, 1 ≤ p < d an integer):
6 if p ≤ d then
7 Find x a feasible solution of P which maximizes xp
8 Generate (P ∩ {y ∈ Rd | yp = xp}, p+ 1)

9 else
10 Output P

11 end

Thus, this pre-processing step takes a time in d× (d8 . log2T ).

We can conclude that the total delay of Algorithm 15 is in

O((d9 . log2T ) + B(l, u)(d8 . log2T )) = O((d9 . log2T ) +

d∑
i=1

(ui − li)(d8 . log2T ))

Remark 5. A bounding box can be easily calculated by maximizing and minimizing once on each coordinate.

Enum_Integer-points-box-polytope with the box as input A variant of Algorithm 15 con-
sists in taking as input the bounding box B(l, u) ∈ Zd associated to the polytope P . Hence, instead of
trying to increase and decrease each coordinate of some integer point taken as input, we check the feasibil-
ity only with the coordinates in between l and u, i.e., for all i ∈ {1, . . . , d} we check for each yi such that
li ≤ yi ≤ ui if P ∩ {yi} is feasible or not. This approach is an instance of constructing an enumeration
algorithm out of ExtSol.

We will use the notation 0 for the vector whose all components are 0.
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Algorithm 17: Enumeration of the integer points of a box-integer polytope with the box as input

Input: a box-integer polytope P ⊆ Rd, the box B(l, u) of P
Output: all integer points of P

1 begin
2 if P 6= ∅ then
3 Generate (P,B(l, u),0, 0)

4 end

5 Function Generate (a box-integer polytope P ⊆ Rd, the box B(l, u) of P , x ∈ Rd, 0 ≤ p < d an
integer):

6 if p < d then
7 for j = lp+1 to up+1 do
8 if P ∩ {yp+1 = j} 6= ∅ then
9 Generate (P ∩ {yp+1 = j},B(l, u), x+ j.ep+1, p+ 1)

10 else
11 Output x

12 end

The proof of this algorithm is similar to the one of Algorithm 15. Figure 4.12 below illustrates its
recursion tree.

Figure 4.12: Recursion Tree for Algorithm 17
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Chapter 4. Efficient enumeration of k-arc-connected orientations in graphs

The complexity of Algorithm 17 is similar to the one of Algorithm 15 that doesn’t take the box as
input. The difference is that no first integer point is needed as pre-processing step and this time, disposing
of the box B(l, u) of P , we are able to bound precisely the depth of the tree. The delay of Algorithm 17
is in O(d(l, u)(d8 . log2T )).

Observe that Algorithm 17 specializes back exactly to the enumeration of vertices of a 0/1-polytope.
If y1, ..., yd denotes the variables of a 0/1-polytope P and if for example P ′ = P ∩ {y1 = 1}, notice that if
P ′ is feasible, then P ′ contains a 0/1-vertex. In fact, if P ′ is feasible but does not contain a 0/1-vertex,
then, all vertices of P have y1 = 0, and so every solution of P too. This is in contradiction with the fact
that P ′ is feasible. Hence, for the enumeration of the vertices of a 0/1-polytope, Algorithm 17 becomes:

Algorithm 18: Algorithm 17 for Enum_vertex-0/1-polytope

Input: a 0/1-polytope P ∈ [0, 1]d

Output: all vertices of P

1 begin
2 if P 6= ∅ then
3 Generate (P , 0, 0)

4 end

5 Function Generate (a 0/1-polytope P ∈ [0, 1]d, x ∈ Rd, an integer 0 ≤ p < d):
6 if p < d then
7 if P ∩ {yp+1 = 1} 6= ∅ then
8 Generate (P ∩ {yp+1 = 1}, x+ ep+1, p+ 1)

9 if P ∩ {yp+1 = 0} 6= ∅ then
10 Generate (P ∩ {yp+1 = 0}, x, p+ 1)

11 else
12 Output x

13 end

4.4.2 Flashlight backtrack search via cycle flips

Another way for enumerating Oα(G) is a flashlight backtrack search using Lemma 55. This method is
simpler to state and more efficient. The algorithm takes as an input a directed graph D = (V,A) ∈ Oα(G)
and a set of fixed arcs F ⊆ A. Initially D is an arbitrary α-orientation and F = ∅. The algorithm
recursively constructs all orientations of Oα(G) such that at each recursive call all possible α-orientations
contain the current F . At each recursive call, an arc a /∈ F is fixed with the two possible cases to consider:

• The α-orientations with a = (u, v): this branch is known to be non-empty since D is a possible
extension, thus we recurse with D and F ∪ a;

• The α-orientations with a− = (v, u): by Lemma 55, there exists an orientation in Oα(G) with a− if
and only if a− belongs to some directed cycle of D. Thus, if there is a directed path P in D \F from
v to u, then the directed cycle a, P is reversed and we recurse with the new α-orientation Da∪P and
F ∪ a−.

When all the arcs are fixed, we output the current orientation.

88

L 

-

L 

L 

L 



4.4. Orientations with prescribed outdegree sequence

Algorithm 19: Flashlight backtrack search for α-orientations
Input: a graph G = (V,E) and α : V → N
Output: all elements of Oα(G)

1 begin
2 if there exists D = (V,A) ∈ Oα(G) then
3 Fix an arbitrary linear order on A;
4 EnOPODS(D, ∅);

5 end
6 Function EnOPODS(D, F):
7 if F 6= A then
8 Take the smallest a = (u, v) ∈ A \ F ;
9 EnOPODS(D, F ∪ {a});

10 if D \ F has a directed path P from v to u then
11 EnOPODS(Da∪P , F ∪ {a−});

12 else
13 Output D;

14 end

Algorithm 19 takes an undirected graph G = (V,E) as input and ends after the traversal of E. After
finding one initial α-orientation D, it just consists of recursive calls of the function EnOPODS(D, F). See
the example developed in Figure 4.13 below.

Figure 4.13: Example of application of Algorithm 19
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Chapter 4. Efficient enumeration of k-arc-connected orientations in graphs

Theorem 71. Let D ∈ Oα(G) and F ⊆ A. The function EnOPODS(D, F) enumerates each α-orientation
that coincides with D on F . Furthermore, Algorithm 19 enumerates Oα(G) without repetition and with a
delay of O(m2).

Proof. We prove the completeness, i.e., for a fixed α all α-orientations are enumerated; then we show that
there is no redundancy and finally we analyse its complexity.

Completness We start by proving by induction on |A \ F | that each of the claimed α-orientations is
enumerated. If |A \ F | = 0, then EnOPODS(D, F) = EnOPODS(D, A) = {D} and we are done. Let
now |A \ F | > 0 and a = (u, v) ∈ A \ F . By induction hypothesis EnOPODS (D,F ∪ {a}) enumerates
each α-orientation that coincides with D on F ∪ {a} and EnOPODS(Da∪P , F ∪ {a−}) enumerates each
α-orientation that coincides with Da∪P on F ∪ {a−}. Since a ∪ P is a directed cycle, the digraph Da∪P

also is an α-orientation of G by Lemma 55 that fixes F , since P ∩ F = ∅.
Let us proof that if there is no directed path P from u to v in D \F , then there exists no α-orientation

fixing F and reversing a. By contraposition, suppose that D′ is an α-orientation that coincides with D on
F but differs on a. Then by Lemma 55, there is a set of arc disjoint directed cycles in D′ whose union is
D′ \D. Since both digraphs coincide on F , these cycles are disjoint from F . Since both digraphs differ on
a, one of the directed cycles C contains a− in D′. Thus, the path P = (C \ {a−})− is a directed path in
D \ F from v to u.

Irredundancy Clearly, both sets generated by EnOPODS (D,F ∪{a}) and EnOPODS(Da∪P , F ∪{a−}) are
disjoint since they differ on the orientation of a. Each node built by this algorithm gives rise to branches
that are disjoint. In one branch, if possible, the considered arc is reversed and in the other one the direction
is not changed. Already fixed arcs will not be considered a second time in the rest of the algorithm. Hence,
our algorithm does not generate twice the same solution.

Complexity Observe that Algorithm 19 has to use a separate method for finding a first element D ∈
Oα(G). It is well-known that this problem can be reduced to a flow-problem see e.g. [34]. Therefore, this
pre-processing step can be done in O(mn) time, see [84].

The depth of the recursion tree is bounded by m. In each recursion step the algorithm only needs
to check the presence of a directed path, which can be done by a single BFS from the source vertex u
towards the target v. In general the complexity of a BFS algorithm is O(m + n), however in our case
the BFS tree will be constructed only on the strongly connected component of D containing u. Since in
a connected graph m ≥ n − 1, a breadth-first search initiated on a connected component has complexity
O(m+ n) = O(m). Hence, the total delay of Algorithm 19 is bounded by O(m2).

4.5 k-connected outdegree sequences via path flips

In this section we will present an algorithm to enumerate the possible outdegree sequences among the
k-connected orientations of a graph G.

A direct corollary of Lemma 64 is the following (see also [40]).

Corollary 72. If D,D′ ∈ Oα(G), then D is k-connected if and only if D′ is k-connected.

Given G = (V,E), Corollary 72 allows to define a function α : V → N to be k-connected if there is some
k-connected D ∈ Oα(G). In this case we will sometimes call α a k-connected outdegree sequence. Having
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in mind that we want to enumerate all k-connected orientations of G and already are able to enumerate
Oα(G) for any given α, we are left with enumerating the k-connected outdegree sequences.

Enum_k-connected-outdegree-sequences

Input : a graph G = (V,E), k ∈ N
Output : the k-connected functions α : V → N

Theorem 73. The problem Enum_k-connected-outdegree-sequences can be solved with a delay
in O(knm2). In particular, the problem belongs to DelayP.

To show this theorem, we will present two different methods to generate the possible outdegree se-
quences among the k-arc-connected orientations of a graph G. The first one, stated in Subsection 4.5.1,
is an illustration of the reverse search technique; the second one, stated in Subsection 4.5.2, is more ef-
ficient and is a flashlight backtrack search similar to Algorithm 15 for enumerating the integer points of
a box-integer polytope. The latter being the more efficient and yielding the desired complexity O(knm2)
of Theorem 73 above, it will be the one retained for the final algorithm enumerating all k-connected
orientations.

Both of these techniques rely on Theorem 54 and more precisely on Lemma 58 in order to be able to
move from one outdegree sequence to another. Here in order to change the outdegree sequence of D we
will reverse a directed path Puv from u to v and thus only increase δ+

D(u) by one and decrease δ+
D(v) by one

(recall Lemma 57 and Claim 56). We have to check how reversing paths affects the number of arc-disjoint
directed paths between pairs of vertices. The following will be useful:

Lemma 74. Let Puv be a directed path from a vertex u to a vertex v in some orientation D. Then for all
vertices u′, v′, we have λDPuv (u′, v′) ≥ min(λD(u, v)− 1, λD(u′, v′)). Furthermore, for u′ = u and v′ = v,
we have λDPuv (u, v) = λD(u, v)− 1.

Proof. With Menger’s theorem (Theorem 53) and Claim 56 , Lemma 74 can be easily proved:

λDPuv (u′, v′) = min{δ+
DPuv

(X) | X ⊆ V, u′ ∈ X, v′ /∈ X} (Theorem 53)
≥ min{min{δ+

D(X)− 1 | X ⊆ V, u′, u ∈ X, v′, v /∈ X}, (Claim 56)
min{δ+

D(X) | X ⊆ V, u′, u, v ∈ X and v′ /∈ X or u′ ∈ X and v′, u, v /∈ X},
min{δ+

D(X) + 1 | X ⊆ V, u′, v ∈ X, v′, u /∈ X}}
≥ min{λD(u, v)− 1, λD(u′, v′)} (Theorem 53)

Now consider the case where u′ = u and v′ = v. We have:

λDPuv (u, v) = min{δ+
DPuv

(X) | X ⊆ V, u′ ∈ X, v′ /∈ X} (Theorem 53)
= min{δ+

D(X)− 1 | X ⊆ V, u′ ∈ X, v′ /∈ X} (Claim 56)
= λD(u, v)− 1 (Theorem 53)

Recall that in a k-arc-connected orientation D, a directed path P is said to be flippable if DP is
k-arc-connected. And we denoted by flippable a pair of vertices (u, v) for which there exists a flippable
path Puv from u to v. It turns out that if a path from u to v is flippable, then all of them are. Actually,
Lemma 74 implies more then that: if D is a k-arc-connected orientation and u, v two vertices, then each
path from u to v can be reversed without breaking the k-arc-connectivity if and only if there exists k + 1
disjoint paths in D from u to v.
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Corollary 75. Let D be a k-arc-connected orientation of some graph G = (V,E) and u, v ∈ V .

1. If some path from u to v is flippable, then all paths from u to v are flippable;

2. (u, v) is flippable if and only if λD(u, v) > k.

Proof. Consider Puv a flippable path from u to v. First we show (2): let us prove that λD(u, v) > k. Since
Puv is flippable, we have λDPuv (u, v) ≥ k. By Lemma 74, this is equivalent to λD(u, v)− 1 ≥ k and thus
we can conlude that λD(u, v) > k.

Now suppose that λD(u, v) > k and let us prove that the pair (u, v) is flippable, i.e., DPuv is k-
arc-connected, i.e., for all u′, v′ we have λDPuv (u′v′) ≥ k. By Lemma 74, we know that for all u′, v′,
λDPuv (u′v′) ≥ min(λD(u, v) − 1, λD(u′, v′)). Orientation D being k-arc-connected, λD(u′, v′) ≥ k and
because by hypothesis λD(u, v) > k, we have λD(u, v)− 1 ≥ k. This completes the proof of (2).

Let us now prove (1). Consider another path P
′
uv from u to v and let us show that like Puv, it is a

flippable path. Again, by Lemma 74, we know that for all u′, v′, λ
DP ′uv (u′v′) ≥ min(λD(u, v)−1, λD(u′, v′)).

Orientation D being k-arc-connected, λD(u′, v′) ≥ k. Furthermore, by (2) we know that λD(u, v) > k and
thus λD(u, v)− 1 > k − 1. Hence λ

DP ′uv (u′v′) ≥ k, which completes the proof of (1).

Lemma 76. Let D be k-connected, it can be decided in time O(km) if (u, v) is flippable.

Proof. By Lemma 74, we have λD(u, v) > k, i.e., there exists at least k + 1 disjoint paths from u to v
in D, if and only if the procedure of reversing a path from u to v can be applied k + 1 times. Hence, a
simple algorithm consists in finding a directed path Puv in D, reverse it and iterate in DPuv . We have
λD(u, v) > k if and only if this procedure can be applied k + 1 times. Each execution is a BFS, which
yields the claimed running time.

Algorithm 20: Checking if a pair (u, v) of vertices is flippable

Input: a graph G = (V,E), an orientation D, u, v ∈ V and an integer k
Output: is the pair of vertices (u, v) flippable?

1 while there exists a path Puv from u to v in D and count < k + 1 do
2 D ← DPuv

3 count ← count+1

4 if count = k + 1 then
5 Output: "Yes"

6 else
7 Output: "No"

Only the connected component containing u and v needs to be considered. Recall that in a connected
graph m ≥ n − 1, and thus a breadth-first search has complexity O(m + n) = O(m). Hence, Algorithm
20 above runs in O(km)

Remark 6. A natural way of extending Algorithm 20 consists in applying the procedure for all n2 pos-
sible couples of vertices, thus obtaining an algorithm for checking if an orientation is k-arc-connected in
O(n2km).
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4.5. k-connected outdegree sequences via path flips

4.5.1 Reverse search

Let G = (V,E) be an undirected graph such that V = {x1, . . . , xn} is ordered. We endow V × V with
the lexicographic order: (xi, xj) ≤ (xi′ , xj′) if i < i′ or i = i′ and j ≤ j′. We show how to enumerate all
k-connected outdegree sequences of some graph G using the Reverse Search method.

Definition of the metagraph: We want to construct and to go through a metagraph G which will give
us all k-connected outdegree sequences of G. We will construct our metagraph G = (V, E) as follows:

• The vertices V are the k-connected outdegree sequences;

• there is an edge from a k-connected outdegree sequence α to another k-connected outdegree sequence
α′ if there exist two k-arc-connected orientations D ∈ Oα(G) and D′ ∈ Oα′(G) such that D and D′

differ only by the direction of one path.

In order to construct this metagraph, we first have to define the adjacency oracle and the local search
function.

Definition of the adjacency oracle: The adjacency oracle allows us to list the neighbours of a given
vertex of G. In order to define it properly, first observe the following corollary of Lemma 64.

Corollary 77. Let u, v be two vertices of some graph G. If (u, v) is flippable in some orientation D ∈
Oα(G) , then (u, v) is flippable in every orientation D′ ∈ Oα(G).

Proof. Let (u, v) be a flippable pair in orientation D ∈ Oα(G). By Corollary 75, we have λD(u, v) > k and
with Lemma 64, we know that λD′(u, v) = λD(u, v) > k. Thus, again with Corollary 75 we can conclude
that (u, v) is flippable in D′.

Having Corollary 77 in mind, we can define the adjacency oracle as follows. First, set ∆(G) to be an
upper bound of the degree of G, and D ∈ Oα(G). Let 1 ≤ p ≤ ∆(G) and let (xi, xj) be the p-th element
of V × V .

If (xi, xj) is flippable in D, then construct δ+
D′ :

(1) δ+
D′(xi) = δ+

D(xi)− 1;

(2) δ+
D′(xj) = δ+

D(xj) + 1;

(3) for all l 6= i, j, δ+
D′(xl) = δ+

D(xl);

and
Adj(α, p) = δ+

D′

else
Adj(α, p) = 0.

Let us prove that the adjacency oracle is properly defined.

Proof. (adjacency oracle) We have to prove the two points below.
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1. if Adj(α, p) = Adj(α, p′) 6= 0, then p = p′;

2. for all α ∈ V, {Adj(α, p) | Adj(α, p) 6= 0, 1 ≤ p ≤ ∆(G)} is exactly the set of neighbours of α.

Let Adj(α, p) = α′. Let (xi, xj) be the p-th element of V × V . By the definition of Adj, we know that
α′ differs from α only on the two indices i and j. Now let p′ be the index of the couple (xi′ , xj′). If p 6= p′,
then (xi, xj) 6= (xi′ , xj′), and so by construction of our adjacency oracle, Adj(α, p) 6= Adj(α, p′).

Now let α and α′ be two adjacent vertices of our metagraph G. By the definition of E , there exist
D ∈ Oα(G) and D′ ∈ Oα′(G) such that D′ can be obtained from D by reversing one path from a vertex
xi to a vertex xj . By Lemma 57, D′ satisfies conditions (1) to (3) of our adjacency oracle. If p is the index
of (xi, xj), then α′ ∈ Adj(α, p).

Definition of the local search: Recall that the local search is a procedure that enables us to reach
from any vertex of the metagraph a predefined subset of vertices of G called the sink. This procedure
works with a function f which allows a vertex to identify its successor.

Recall that the distance between the vectors α and α′ is defined as d(α, α′) =
n∑
i=1
|αi − α

′
i|.

We define our local search (G, S, f) such that S ⊆ V and f : V \ S → V by

• S = α0 with α0 = δ+
D0

and D0 a first k-arc-connected orientation of G;

• f(α) = α′ such that

– α′ ∈ Adj(α);

– d(α′, α0) = min{d(α′′, α0) | α′′ ∈ Adj(α)}.

In the case of several minima we choose α′ ∈ Adj(α, p) with the smallest p.

Proof. We have to prove that there exists k ∈ N such that fk(α) = α0. Let the sequence (ul) =
(d(f l(α), α0)). For all l we have ul ∈ N and it is enough to prove that (ul) is strictly decreasing.

Let us first compare d(f(α), α0) and d(α, α0). Take D ∈ Oα(G) and D0 ∈ Oα0(G). Because D and
D0 are two k-arc-connected orientations with different outdegree sequences, by Lemma 58

• there exists xi ∈ V such that δ+
D(xi) > δ+

D0
(xi);

• there exists xj ∈ V such that δ+
D(xj) < δ+

D0
(xj);

and reversing a path from xi to xj gives us a new orientation D′ still k-arc-connected and such that

• δ+
D′(xi) = δ+

D(xi)− 1;

• δ+
D′(xj) = δ+

D(xj) + 1;

• for all l 6= i, j we have δ+
D′(xl) = δ+

D(xl).

So we have

• |δ+
D′(xi)− δ

+
D0

(xi)| < |δ+
D(xi)− δ+

D0
(xi)|;
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• |δ+
D′(xj)− δ

+
D0

(xj)| < |δ+
D(xj)− δ+

D0
(xj)|;

• for all l 6= i, j we have |δ+
D′(xl)− δ

+
D0

(xl)| = |δ+
D(xl)− δ+

D0
(xl)|.

As a consequence we have
d(δ+

D′ , α0) < d(α, α0)

with δ+
D′ ∈ Adj(α). So by the definition of f(α) we have

d(f(α), α0) < d(α, α0).

We have shown that u1 < u0, and it can be shown in the same way that if f l(α) 6= α0, then ul+1 < ul.
We conclude that there exists k such that uk = 0.

Analysis of the complexity Let tAdj (resp. tf ) be the time to calculate Adj(α, p) (resp. f(α)) for
some α and some p.

First notice that ∆(G) is defined as n2. Indeed, a vertex α of G is adjacent to a vertex α′ if there exists
a directed path, from a vertex xi to a vertex xj , in some orientation D ∈ Oα(G) that is directed in the
other sense in some orientation D′ ∈ Oα′(G). There can be n2 such pairs of vertices of G.

Let us now estimate tAdj . Orientation D being k-arc-connected, we know by Lemma 76 that checking
if a pair (xi, xj) is flippable can be done in time O(km). If the pair of vertices is flippable, we construct
orientation D′ from D such that the indegree increases by 1 on vertex xi and decreases by 1 on vertex xj ,
this takes a constant time. Hence, the time to calculate tAdj is in O(km).

Calculating f(α) for some α can be done by going through all n2 possible neighbours of α during the
construction of tAdj and identifying the one with smallest distance to the sink α0. Calculating the distance
d(α, α0) takes a time in O(n), thus, the total time to calculate tf is in O(n3 × km).

We can conclude that the total time of Reverse Search is

O(|V| ·∆(G) · (tAdj + tf ))

= O(|V| · n2 · (km+ n2km)).

Meanwhile, the delay is bounded not according to the total number of solutions but depending on h, the
height of the tree covering G described by f . The height of the tree is bounded by max{d(α, α0) | α ∈ V}.
Since d(α, α0) =

n∑
i=1
|αi−α0i | and

n∑
i=1

αi =
n∑
i=1

α0i = m, we have
n∑
i=1
|αi−α0i | ≤

n∑
i=1

αi +
n∑
i=1

α0i ≤ 2m and

hence we can conclude that our delay is

O(h ·∆(G) · (tAdj + tf ))

= O(m · n2 · (km+ n3km))

= O(n5km2).

This complexity analysis can probably be improved with a more involved analysis, but we will here
focus on another way of solving Enum_k-connected-outdegree-sequences that will prove to be
much more simple and efficient.
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4.5.2 Flashlight backtrack search via path flips

As for Enum_α-orientations, we can use the flashlight backtrack search method for solving Enum_k-
connected-outdegree-sequences. The algorithm takes as input a first arbitrary k-arc-connected
orientation D with outdegree sequence α and a subset of vertices F . Then D is modified step by step into
a new k-arc-connected orientation D′ whose outdegree sequence differs from D. At each recursive call, a
vertex v is considered, there are three possible cases to deal with:

• the k-connected outdegree sequences β with β(v) = α(v): this branch is known to be non-empty
since α is a possible extension, thus we recurse with D and F ∪ v.

• the k-connected outdegree sequences β with β(v) < α(v): we know by Lemma 58, that there exists
a k-arc-connected orientation with outdegree sequence β only if there exists a vertex u such that
(v, u) is flippable. If the pair (v, u) is flippable, there are two cases to consider:

– the k-connected outdegree sequences β with β(v) = α(v) − 1: we recurse with the new k-arc-
connected orientation DPvu and F ∪ v;

– the k-connected outdegree sequences β with β(v) < α(v)− 1: we pursue the decreasing of α(v)
applying Lemma 58 as long as possible;

• the k-connected outdegree sequences β with β(v) > α(v): we know by Lemma 58, that there exists
a k-arc-connected orientation with outdegree sequence β only if there exists a vertex u such that
(u, v) is flippable. If such u exists, there are two cases to consider:

– the k-connected outdegree sequences β with β(v) = α(v) + 1: we recurse with the new k-arc-
connected orientation DPuv and F ∪ v;

– the k-connected outdegree sequences β with β(v) > α(v) + 1: we pursue the increasing of α(v)
applying Lemma 58 as long as possible.
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Algorithm 21: Enumeration of k-connected outdegree sequences

Input: a graph G = (V,E), an integer k
Output: all k-connected outdegree sequences of G

1 begin
2 if there exists a k-connected orientation D for G then
3 Fix an arbitrary linear order on V ;
4 EnODS(D, ∅);

5 end

6 Function EnODS(D, F):
7 if F 6= V then
8 take the smallest v ∈ V \ F ;
9 Reverse−(D, F , v);

10 Reverse+(D, F , v);
11 EnODS(D,F ∪ {v});
12 else
13 Output δ+

D;

14 end
15 Function Reverse−(D, F , v):
16 if there exists u ∈ V \ F such that (v, u) is flippable then
17 Take a directed path Pvu from v to u ;
18 Reverse−(DPvu, F , v) ;
19 EnODS(DPvu, F ∪ {v});

20 end

21 Function Reverse+(D, F , v):
22 if there exists u ∈ V \ F such that (u, v) is flippable then
23 Take a directed path Puv from u to v ;
24 Reverse+(DPuv , F, v) ;
25 EnODS(DPuv , F ∪ {v});

26 end

Theorem 78. Let D be a k-connected orientation of G = (V,E) and F ⊆ V . The function EnODS(D,F)
enumerates the k-connected outdegree sequences coinciding with D on F . Furthermore, Algorithm 21
enumerates all k-connected outdegree sequences of G exactly once and with a delay in O(knm2).

Proof. We prove the completeness of the described algorithm, then we show that there is no redundancy
and finally we analyse its complexity.

Completeness We show the first part of the proposition by induction on |V \ F |. If |V \ F | = 0,
then EnODS(D,F) outputs δ+

D and the proposition holds. Consider now the case |V \ F | > 0 and let
v ∈ V \ F be the next vertex. By induction EnODS(D,F ∪ {v}) enumerates every k-connected outdegree
sequence coinciding with D on F ∪ {v} exactly once. We have to show that Reverse+(D,F ,v) (resp.
Reverse−(D,F ,v)) enumerates all k-connected outdegree sequences coinciding with D on F and having
outdegree of v larger (resp. smaller) than δ+

D(v). Also, we have to show that each of these outdegree
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sequences will be enumerated exactly once. Note that this implies that globally each solution is produced
exactly once.

Let us prove this for Reverse+(D,F ,v). So let D′ be a k-connected orientation of G such that
δ+
D(F ) ≡ δ+

D′(F ) and δ+
D(v) < δ+

D′(v). By Lemma 58 item (1) there exists a vertex u ∈ V \ F such
that (u, v) is flippable, i.e., for any path Puv the orientation DPuv is k-connected, its outdegree sequence
coincides with D on F and δ+

D(v) + 1 = δ+
DPuv

(v).
We proceed by induction on δ+

D′(v) − δ+
D(v) to show that δ+(D′) is enumerated exactly once. So for

the base case δ+
D′(v) − δ+

D(v) = 1 we have δ+
D′(v) = δ+

DPuv
(v) and by induction δ+

D′ will be enumerated
exactly once by the next call of EnODS(DPuv ,F ∪ {v}) and not at all by Reverse+(DPuv , F , v) since the
latter outputs degree sequences with α(v) > δ+

DPuv
(v). Suppose now that δ+

D′(v) − δ+
D(v) > 1. We have

δ+
D′(v) − δ+

DPuv
(v) < δ+

D′(v) − δ+
D(v), so by induction hypothesis Reverse+(DPuv ,F ,v) enumerates the

outdegree sequence of δ+
D′(v) exactly once.

The analogue proof works for Reverse− using Lemma 58 item (2).

Irredundancy Each node built by this algorithm gives rise to branches that are disjoint. Function
EnODS gives place to nodes with three children, one where we decrease the outdegree of the considered
vertex, one where we fix it and one where we increase it. Function Reverse− (resp. Reverse+) generates
nodes with only two sons, one where we keep trying to decrease (resp. increase) the outdegree of the
considered vertex and one where we fix it.

The Figures 4.14 and 4.15 illustrate the recursion tree built by Algorithm 21. In Figure 4.14, each
node is labeled with the the current test of flippability and the way D is modified. Figure 4.15 illustrates
the way the outdegree sequence of the k-connected orientation D taken as input is modified into a new
k-connected outdegree sequence. The coordinates in red are the ones that are fixed.

Figure 4.14: Recursion tree (1) of Algorithm 21
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4.6. Simple and modular enumeration of k-connected orientations

Figure 4.15: Recursion tree (2) of Algorithm 21 with δ+
D = (α1, . . . , αn)

Hence, our algorithm does not generates twice the same solution.

Complexity In each call of Reverse+ or Reverse− a pair (u, v) is checked to be flippable at most n
times. Each check can be done in time O(km) by Lemma 76 and finding a directed path from u to v is
done in O(m). So a call costs O(knm). Finally, the depth of the recursion tree is in O(m). To see this
compare the δ+

D′ of a leaf orientation with the δ+
D of orientation D at the root. Between any two calls of

EnODS, there will be a sequence of at most deg(v) calls of Reverse+ or Reverse−. This way δ+
D will be

approached to δ+
D′ coordinate by coordinate, where previous coordinates are not affected by modifications

on latter coordinates. Thus, there are at most
∑

v∈V deg(v) = O(m) calls.
Note that Algorithm 21 has to use a separate method for finding a first k-connected orientation D of

G. This pre-processing step can be done in O(k3n3 +kn2m) [62]. Recall that in a k-connected orientation
we have kn ≤ m. Therefore, we get an overall delay of O(knm2).

4.6 Simple and modular enumeration of k-connected orientations

In the two previous sections, we have solved Enum_α-orientations and Enum_k-connected-outdegree-
sequences each time using two different methods:

1. Enum_α-orientations

(a) Flashlight backtrack search via integer points of polytopes
(b) Flashlight backtrack search via cycle flips

2. Enum_k-connected-outdegree-sequences

(c) Reverse search
(d) Flashlight backtrack search via path flips
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Chapter 4. Efficient enumeration of k-arc-connected orientations in graphs

The best complexities we derived are for (b) and (d). Combining algorithms 19 and 21 we obtain a
simple, modular algorithm to enumerate k-connected orientations. The fact that it is modular allows us
to give a better analysis of the amortized time, that improves over what could be expected from simple
ExtSol approaches as outlined in Section 4.3.

Final Algorithm 22 uses Algorithm 21 for finding all k-connected outdegree sequences. Each time a
new outdegree sequences is found, Algorithm 19 is called in order to generate all orientations respecting
this outdegree sequence.

Algorithm 22: Simple enumeration of k-connected orientations

Input: a graph G = (V,E), an integer k
Output: all k-connected orientations of G

1 begin
2 if there exists a k-connected orientation D for G then
3 Fix an arbitrary linear order on V ;
4 EnODS’(D, ∅);

5 end

6 Function EnODS’(D, F):
7 if F 6= V then
8 take the smallest v ∈ V \ F ;
9 Reverse−(D, F , v) ;

10 Reverse+(D, F , v) ;
11 EnODS’(D, F ∪ {v});
12 else
13 EnOPODS(D, ∅);

14 end

See the Figure 4.16 for an illustration of the recursion tree built by final Algorithm 22.

We need the following easy result for analysing the amortized complexity.

Lemma 79. Let G = (V,E) be a graph and α a k-connected outdegree sequence, then
|Oα(G)| ≥ (k − 1)n+ 2.

Proof. Let D ∈ Oα(G). We will show that D contains at least (k− 1)n+ 1 directed cycles. Since for each
directed cycle C, the orientation DC is a different element of Oα(G), we obtain the result.

Let G = (V,E) be an undirected graph and C be the set of all cycles of G. Let D ∈ Oα(G). We
associate to C and D a vector space X as follows. We give a direction of traversal for each cycle C of C
and we associate to each such cycle a vector xC ∈ Rm:

∀a ∈ D : xC(a) =


1 if a ∈ C
−1 if a− ∈ C
0 else.

It is well known, that in the case of strongly connected graphs, for such a vector space there exists a base
constitued of the xC where C is directed in D, see [50]. Moreover, it can be found in most books on
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4.6. Simple and modular enumeration of k-connected orientations

Figure 4.16: Algorithm 22 with G = (V,E) and V = {x1, . . . , xn}

(algebraic) graph theory that in the case of weakly connected digraphs, the dimension of such a vector
space is m − n + 1, see e.g. [51, 71]. Hence, the number of directed cycles of D is at least m − n + 1.
Orientation D being k-arc-connected, m ≥ kn and thus D contains at least (k − 1)n+ 1 directed cycles.

Theorem 80. Let G be a graph and k ∈ N. Algorithm 22 enumerates all k-connected orientations of G
with delay O(knm2). If k ≥ 2 the amortized time is in O(m2).

Proof. Recall that the pre-processing step, which consists in finding a first k-connected orientation, takes
a time in O(k3n3 + kn2m) [62]. Thus, the correctness and the delay follow directly from Theorems 71 and
78, see Figure 4.17.

Figure 4.17: Delay of final Algorithm 22
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Chapter 4. Efficient enumeration of k-arc-connected orientations in graphs

Let us compute the amortized time complexity as an average over the delays. Let s be the number of
solutions, i.e., the total number of k-connected orientations and t be the number of k-connected outdegree
sequences of G. There exists some constants c and c′, such that the overall running time of our algorithm
is bounded by cknm2t + c′m2s. Since for every k-connected outdegree sequence α there are at least
(k − 1)n+ 1 orientations, we have that t ≤ s

(k−1)n+1 and thus

cknm2t+ c′m2s ≤ cknm2 s

(k − 1)n
+ c′m2s = O(m2)s

where for the last equality we use k ≥ 2. Hence the amortized complexity is in O(m2).

Remark 7. Note that this analysis requires k > 1. The case k = 1 is solved in [21] where an enumeration
algorithm with delay O(m) is presented for strongly connected orientations. Hence, we can conclude that
the problem of generating k-arc-connected orientation can be solved in amortized time O(m2) for all k.

4.7 Conclusion

As seen in Section 4.3, the fact that we can decide in polynomial time if a mixed graph can be extended to
a k-connected orientation, leads to Algorithm 14 which enumerates all k-connected orientations with delay
in O(m(k3n3 + kn2m)). However, understanding and implementing the extension of a mixed graph to a
k-arc-connected one, is rather intricate. We proposed a careful analysis of the problem Enum_k-arc-
connected-orientations by dividing it into two subproblems of independent interest. We proposed
for the first one - enumeration of all orientations respecting some fixed outdegree sequence - two different
ways of solving it: through a flashlight backtrack search and the reduction to the problem of enumerating
the vertices of a 0/1-polytope, and through a flashlight backtrack search algorithm via cycle flips. We
cast the first problem as a special case of integer point enumeration of box-integer polytopes, for which
we gave a simple polynomial delay algorithm. For the second subproblem - generation of all k-connected
outdegree sequences - we proposed again two different ways of solving it: through a reverse search and
through a flashlight backtrack search.

For the generation of all α-orientations we thought of using a similar reverse search as presented in
Section 4.5.1 for the enumeration of k-connected outdegree sequences: the metagraph has as vertex set
the α-orientations and there exists an edge between two α-orientations D and D′ if D′ can be obtained
from D by the reversal of one directed cycle. This technique works only in the case where there exists a
subset of cycles X of the graph G such that X is polynomially bounded in |G| and any directed cycle of
G can be obtained by reversing a sequence of directed cycles of X. In [34] a notion of essential cycles in
the case of planar graphs is introduced. It is shown that the number of these essential cycles is linear in
the number of vertices of G and that with reorientations of essential cycles we can commute between any
two α-orientations. Hence, such reverse search algorithm would work for planar graphs. Using the same
idea as in [34], we did also convince ourselves that such cycle sets exist for graphs of bounded genus and
k-chordal graphs. However, for general graphs, the existence of such a set is open. A first open graph class
are hypercubes. In particular, it is open whether there is a constant c such that every strong orientation
contains a directed cycle of length at most c. With the example of Figure 4.18, shown to us by Torsten
Ueckerdt, we know that c > 4.
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Figure 4.18: A strong orientation of Q4 with no directed cycle of length at most 4

For both subproblems Enum_α-orientations and Enum_k-connected-outdegree-sequences,
the best complexities we derived came from the second method. Together these two flashlight backtrack
search algorithms gave us an alternative solution, Algorithm 22, for the enumeration of k-connected
orientations. This resulting algorithm is very simple, has a better delay and even better amortized running
time than Algorithm 14, stated in Section 4.3. Table 4.7 summarizes the different methods presented in
the chapter to solve Enum_k-arc-connected-orientations.

Problem Algorithm Delay

Enum_α-orientations
Reduction to Enum_vertices-0/1-polytope O(d(l, u)(d8 . log2T ))

Backtrack search and cycle flips (1) O(m2)

Enum_k-connected-
outdegree-sequences

Reverse Search O(n5km2)

Backtrack search and flippable paths (2) O(knm2)

Enum_k-arc-connected-
orientations

Backtrack search and extension of partial orientation O(m(k3n3 + kn2m))

Backtrack search (1) + (2)
delay: O(knm2)

amortized: O(m2)

Table 4.1: Recap table for Enum_k-arc-connected-orientations

Maybe the delay of our method could be improved with the introduction of additional sophisticated
data structures. For example it is maybe possible to decrease the complexity of the BFS during the
generation of the α-orientations. In Algorithm 19, a BFS is used each time to check the existence of
a path in a graph that differs from the previous graph only by the direction of one cycle. One could
expect that having this information the BFS running time could be improved. It may also be possible
to decrease the complexity of the test of flippability during the generation of the k-connected outdegree
sequences. Algorithm 21 uses as subroutine Algorithm 20 which verifies if a pair of vertices is flippable by
reversing k paths between these vertices. Maybe we can reduce this number of reversals with particular
data structures. About the amortized time, the complexity of O(m2) is a particularly interesting result.
In fact, to get such a good time with Algorithm 14, we would need to be able to do partial orientation
extension in O(m), which is far better than the best-known algorithms.

The weakness of our approach is that finding the initial solution, i.e., finding a k-connected orientation
of a graph, is algorithmically the most complicated part. We already mentioned the complexity O(n3k3 +
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kn2m) by Iwata and Kobayashi in [62] and Lovász’s result which yields a running time in O(n6). The
best improvements and implementations using splitting off techniques lead to computation time of roughly
O(n5) [44, 74], it would be interesting to find simpler methods.

A dual analogue of k-arc-connectivity could be called k-acyclicity, where at least k arcs of D have
to be contracted in order to destroy its acyclicity. As mentioned in the introduction, acyclic orientations
can be enumerated with polynomial delay. On the other hand, it is easy to see that a graph G admits a
2-acyclic orientation if and only if G is the cover graph of a poset. The corresponding recognition problem
is NP-complete [16] and the proof can be extended to show that testing whether G admits a k-acyclic
orientation is NP-complete for any k ≥ 2.

Using [26, Theorem 13] one can show that enumerating k-acyclic orientations (as well as k-vertex
connected orientations for k > 2) are DelNP-hard under D-reductions and IncNP-hard under I-reduction.
Since with an NP-oracle one can decide if a given partial orientation extends to one of these types, a
flashlight backtrack search algorithm like Algorithm 14 yields that the above problems can be solved with
a polynomial number of calls of an NP-oracle. Thus these problems are in the class DelNP (and a fortiori
IncNP), and therefore are indeed complete in both settings.

Another notion very close to k-arc-connectivity is the k-vertex-connectivity. An orientation of a graph
is k-vertex-connected if it is strongly connected and if the removal of at least k vertices is needed to
destroy the strong connectivity. Checking if a graph admits such an orientation has been proven to be
polynomial for k ≤ 2 but NP-hard for k > 2 [28]. Little is known about vertex-connected orientations.
It would be interesting to make a similar work for k-vertex-connectivity as the one done in Chapter 4
for k-arc-connectivity in order to answer the question whether such orientations can be enumerated in
polynomial delay as well. In [5] Bang-Jensen et al. pose as an open problem the question if a partial
orientation can be extended into a 2-vertex connected orientation in polynomial time. A positive answer
to this question would yield a polynomial delay enumeration algorithm by the ExtSol method, as we did
for k-arc-connnected orientations in Section 4.3.
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5

Conclusion

We addressed two issues from graph theory: the enumeration of vertex set properties and the enumeration
of k-arc-connected orientations. For these two problems, we developed efficient output-sensitive algorithms.

In Chapter 3, we carried out a general study of the former. We proposed a general framework that
allows for the study of enumeration of a large class of vertex set properties in graphs. We proved that when
such a property is locally definable with respect to some linear order on the vertices, the corresponding
enumeration problem reduces to the enumeration of paths in directed acyclic graphs. This provides a
general method to design linear delay algorithms for the enumeration of such vertex set properties. We
applied this general method to enumerate minimal (connected) dominating sets and maximal irredundant
sets in interval graphs and in permutation graphs with linear delay. We extended this framework to
cyclically ordered graphs and thus obtained linear delay algorithms for generating minimal dominating
sets and maximal irredundant sets in circular-arc graphs and in circular-permutation graphs.

The collection of specific problems covered by this technique is various, but it also leaves room for
further research. An obvious extension of this work would be extending the scope of the method by
searching for additional vertex set properties and classes of graphs to which the method can apply. From
a methodological point of view, an interesting line of research could be identifying key problems, like the
enumeration of paths in a DAG, that help designing efficient enumeration algorithms through reductions
to them.

The second part of the thesis was devoted to the study of the enumeration of k-arc-connected ori-
entations. In Chapter 4, we proposed a simple and polynomial delay algorithm to solve this task. Our
algorithm has quadratic amortized time, which seems hard to improve with current techniques.

The construction of this enumeration algorithm gave rise to the study of two different enumeration
problems of independent interest: the enumeration of orientations respecting some fixed outdegree vector
and the enumeration of outdegree sequences for which there exists at least one k-arc-connected orientation.
The weakness of our approach lays in the pre-processing, with the search for a first k-connected orientation
of a graph. This task is algorithmically the most complicated and time-consuming part of our algorithm
and further study should be conducted to find a simpler pre-processing method.

Another natural way of pursuing this work is to find efficient enumeration algorihms for further sets
of orientations or prove the hardness of these problems. We already discussed k-vertex-connected and k-
acyclic orientations. Another natural class would be that of (k-arc-connected) orientations of given digirth
d, i.e, orientations in which all directed cycles are of length at least d.

Furthermore, a more general direction of research is about the comparison of counting complexity
and enumeration complexity. It appears that, as far as graph orientation is concerned, there are more
results and research about counting than about enumeration. Is there a generic framework that links

105



Chapter 5. Conclusion

enumeration algorithms and counting algorithms for orientations? A particularly interesting line of work
is suggested by the Tutte polynomial of a graph G whose evaluations give the size of different sets of
objects associated with G. In particular, it counts the acyclic orientations, the outdegree sequences, and
the strongly connected orientations of G, see [8,49,70]. Can the recursive definition of the Tutte polynomial
be used to get efficient enumeration algorithms for the counted sets of objects? In particular what would
be the delay for enumerating outdegree sequences (not necessarily k-connected)?

Several contributions to enumeration theory are made in this thesis, through the development of both
general methods and specific algorithms. In particular, the very general study of vertex set properties gives
an insight into the structure that allows for linear delay enumeration for a broad class of problems. General
results of this form, which allow the design of algorithms for a whole class of problems, are rare in the field
of algorithmic enumeration. In contast, our study of k-arc-connected orientations examines different ways
to tackle some specific enumeration problems. It completes a detailed comparison of different enumerative
approaches for these problems.

The enumeration complexity is a rather recent issue, its main concepts and definitions just begin to
stabilize. In particular, the two fields developed in this thesis contain a lot of open questions and in view
of the technological developments, application domains will become more numerous. Thus, it leaves room
for a large field of inquiries for further research.
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