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TWISTED WHITTAKER CATEGORY ON AFFINE
FLAGS AND CATEGORY OF REPRESENTATIONS OF
MIXED QUANTUM GROUP

Ruotao Yang

Abstract

We prove the twisted Whittaker category on the affine flag variety and
the category of representations of the mixed quantum group are equivalent.
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For simplicity, we assume G to be a semi-simple connected group which is also
simply connected, B is its Borel subgroup, N its unipotent radical, 7' C B is G’s
maximal torus, and G is Langlands dual of G. Let g, b,n,t and § be their Lie
algebras. We denote by A the coweight lattice of G, and denote by A the weight
lattice. By choosing a Borel, we define the semi-group of negative coweights and



denote it by A9, Tts inverse is denoted by AP*. We denote by A* (resp. A™)
the semi-group of dominant coweights (resp. dominant weights). We denote by
A the root system of G, and we denote oy, as, ..., , the simple coroots. Let W
denote the finite Weyl group and W¢** denote the extended affine Weyl group.
Let w® be the longest element in W.

We will work with D-modules’, so we need to assume that we are working
over an algebraically closed field K of characteristic 0. Given a G,,-gerbe G on
the corresponding de Rham prestack of ), we denote by Dg()) the category of
G-twisted D-modules. (for the precise definition, please see Appendix Section
B.3)

Define K = k((¢)) and O = K([[t]]. We will denote by G(K) (resp. N(K))
the loop group of G (resp. N), and I the Iwahori subgroup of G(O). Let x
denote a non-degenerate character of N(K'), normalized to have conductor 0 (see
(3.1) for precise definition of x). We denote by Grg = G(K)/G(O) the affine
Grassmannian and by Flg = G(K)/I the affine flags.

Let X be a global curve (projective, connected and smooth) over k. Given a
scheme Y, and a closed subscheme Y’, we denote by Dy the formal completion
of Y in Y and denote by D3, the complement of Y in Dy-.

1.2 Introduction to FLE
1.2.1 The statement of quantum local Langlands

Denote by g4 . the critical level of g, i.e, —% times the Killing form. Given a
Weyl group invariant symmetric bilinear form

k:AXA—Kk (1.1)

Because t = A @K, k — kg4, gives rise to a symmetric bilinear form
z

txt—Kk

If the above bilinear form is non-degenerated?, we have an isomorphism t ~ {,
hence, we get a bilinear form
txt—k
Regard A as a lattice in {, we get a bilinear form. After adding Rg,co We
denote the resulted bilinear form by &

BE:AxA—Kk
It is called the dual level of k, denoted by k.

If we denote by G(K) — mod,, the (2-)category of categories with an action
of G(K) at level k (i.e, categories admitting an action of the monoidal category

IWe could also work with ¢-adic sheaves, the method is the same, but the gerbes used in
this paper should be replaced by the gerbes in [ |-
LA bilinear form & is non-degenerate if for any A € A, x(X\, —) : A — K is 0 implies A\ = 0.



D.(G(K)) 3) . Then, the quantum local Langlands conjecture in [G:1.1] and
[ ] is
Conjecture 1.1.

G(K) — mod,, ~ G(K) — mod_j 2., (1.2)

Notice that the groups of both sides are very large, this conjecture looks
too difficult. The following conjecture about the Whittaker model and the
Kac-Moody model provides us a way to approach Conjecture 1.1.

It is expected that the equivalence (1.2) satisfies the following property

Conjecture 1.2. If one category C corresponds to a category C under the
equivalence (1.2), then, ]
1). the Whittaker model of C is equivalent to the Kac-Moody model of C, i.e,

Whit(C) ~ KM(C) (1.3)

Here, Whit(C) = CNE)X gnd KM (C) = CEE)weak s the G(K)-weak invari-
ant*of C.
CG0) ~ (GO (1.4)

¢l ~ ¢! (1.5)

1.2.2 Original FLE

We note that the assignment that sends a G(K)-module category at level s to
its (strong) G(O)-invariants is co-represented by D, (Gr¢), and similarly for the
Langlands dual counterpart. As a result, under the equivalence (1.2), D,.(Grg)
corresponds to D_j 19z, (Grg). Let us see what will happen if we apply (1.3)
to the above fact.

If we denote by gz the central extension of §((t)) corresponding to &, then
we notice that the category of Kac-Moody modules is equivalent to the weak
G(K)-invariant of the category of twisted D-modules on G/(K) with respect to
the right action of G(K) on G(K), i.e,

ﬁ;i — mod ~ D_k+2,géyc(é(K))é(K)’wmk
Take G(O)-invariants with respect to the left action of G(O), we have

KLHG) = gx—mod®©) ~ D_y 55, (Grg) S0k = KM(D s o5, (Grg))
(1.6)

3the quantum parameter & determines a Gp,-gerbe on G(K), we denote by D, (G(K)) the
corresponding k-twisted D-module category on G(K). Please check [Yu] and [Zh3] for the
precise definition of this category.

4We will recall the definition of weak invariant and strong invariant in Appendix A, readers
could also check [Yu].



We define,
Whit,(Gre) = Whit(D,.(Grg)) = Dy (Grg)N )X
Hence, apply (1.3), we could get a conjectural equivalence

Conjecture 1.3. o
Whit.(Grg) ~ KL*(G) (1.7)

Conjecture 1.3 is called the fundamental local equivalence (FLE).
We could get Conjecture 1.3 another way. We note that the assignment:
G(K) — mod, — DGCatcont (1.8)
C~ KM(C)
is co-represented by D, (G(K))GE)weak o

KM(C) ~ Functg(k)—mod, (DK(G(K))G(K),wcak’C)

Here, Functc(x)—mod, (D, (G(K))GE)weak ) denotes the (oo)-category of
functors from g, — mod to C.
And the assignment that sends a G(K)-module category to its Whittaker
model is co-represented by Whit, (G(K)). Hence,
Whit(G(K)) ~ §z — mod (1.9)

under the equivalence (1.2). By applying (1.4), we could also get Conjecture 1.3.
By the main theorem of [K1],

Repy(G) ~ KLF(G) (1.10)

here, Repq(é) is the category of representations of the Lusztig quantum group
U,(G), and the quantum parameter

g: AN —k/Z
is given by q(\) = 3 - k(A, ) (modZ) for A € A.
Hence, Conjecture 1.3 is equivalent to the following equivalence

Whit,(Grg) =~ Rep,(G) (1.11)

1.2.3 Iwahori FLE

By using the property (2) of Conjecture 1.2, we got the statement of FLE. Let
us see what will happen if we apply the property (3) of Conjecture 1.2.

Apply the property (3) of Conjecture 1.2 to (1.9). Then, we obtain the
following conjectural equivalence

Conjecture 1.4. ]
Whit(Flg) ~ §z — mod’ (1.12)



This conjecture is called the Twahori FLE. i
The idea of proving Conjecture 1.4 is to find an analog of Rep,(G) and then
prove both sides of Conjecture 1.4 are equivalent to the analogous category of

Repq(G). §
The right replacement for Rep,(G) is Rep,

(G), the category of representa-

mixr
q

tions of the mixed quantum group. The category Rep["®(G) is defined in [Gal].
It could be regarded as the category of representations of a quantum group
whose positive part is given by the Lusztig quantum group with locally nilpotent
condition and the negative part is given by the Kac-De Concini quantum group.

We will recall its definition in Section 3.2.

Theorem 1.1.

Whit,.(Fl) ~ Rep"™(G)

In this paper, we prove Theorem 1.1 with the method of | | under some

mild assumptions® on q.

1.2.4 Relationship

We will explain the relationship between the FLE and the Iwahori FLE. Roughly
speaking, Theorem 1.1 could be regarded as an approximation of Conjecture 1.3.

In this section, let us denote by H the metaplectic Langlands dual group (for
definition, please check 6.3.2 | ]) of G over k and we denote its distinguished
defined Borel subgroup by By, its unipotent radical by Ng. Let us denote by
BH the classifying stack of H, similarly for other groups.

Because of the geometric Satake equivalence ([Zhu]), the category of rep-
resentations of H acts on both sides of Conjecture 1.3. And the conjectural
equivalence is supposed to be compatible with the actions of the monoidal cate-
gory Rep(H) ~ QCoh(BH). In particular, we could regard the equivalence (1.7)
as an equivalence over the classifying stack BH.

Then, let us consider the following diagram:

BTH HBBH (1.13)

|

BH

We could approximate the equivalence (1.7) by its pullback to stack BBy,
i.e, we hope to prove the following equivalence:

Whit.(Grg) ®  QCoh(BBg)~ Rep,(G) ®  QCoh(BBy) (1.14)
QCoh(BH) QCoh(BH)

Consider its further pullback to BTy, we have:

Whit,(Grg) ®  QCoh(BTy) ~ Repy(G) @  QCoh(BTw) (1.15)
QCoh(BH) QCoh(BH)

5We require q avoids small torsion. For its definition, see Section 3.2.1.



(1.15) has already been proved in [GL1] Theorem 19.2.5.
When there is no twisting, it is proved in [AB] (combined with | ]) that

Whit(F1) ~ QCoh(it/B) (1.16)

When there is twisting, Whit,(F1) and QCoh(ng/Bg) are no longer equiva-
lent. But it could be seen that the category QCoh(ng/By) still acts on both
sides of the equivalence in Theorem 1.1. It is expected that Theorem 1.1 is an
equivalence over ny/Bp.

The inclusion {0} € n gives rise to a map:

BBy — nu/Bu (1.17)

The pullback of both sides of Theorem 1.1 along with the above map (i.e,
tensor with QCoh(ng/By) over QCoh(BBy)) is supposed to coincide with
(1.14). Hence, from Theorem 1.1, we could derive Conjecture 1.3 to BBy.

1.3 Motivations of this work

In this section, we will explain why we expect Theorem 1.1 to be true and recall
some former works which motivated this paper.

1.3.1 Casselman-Shalika theorem

The first work goes back to the geometric version Casselman-Shalika theorem
in | |. The original Casselman-Shalika theorem interprets the values of the
spherical Whittaker function as characters of the irreducible representations of
the Langlands dual group. The authors of loc.cit proved a generalization of
the geometric version Casselman-Shalika formula, and hence, they proved the
category of representations of the Langlands dual group could be interpreted by
the Whittaker D-modules (equivalently, ¢-adic sheaves). The latter statement
could be stated as follows,

Whit((Bun% )eo-z) = Rep(G) (1.18)

Here, the algebraic stack (Bun%)oc.o classifies the generalized N-bundles on
a global curve X which are allowed to have a pole at a fixed point x. It will be
defined in Definition 7.2.

Remark In [Ga2], the author considered the twisted version of the equivalence
(1.18) and proved it for irrational q.

The geometric Casselman-Shalika formula also gives us a hint about how
to construct a functor to relate the category of Whittaker sheaves and the
category of representations. For example, if we want to compare the category of
Whittaker sheaves on affine Grassmannian with the category of representations
of G. Assume F € Whit(Grg), then, the de Rham cohomology of IC\ ® F could
give information of the corresponding representation of F. Here, IC denotes
the IC-extension of the constant sheaf on G(O)t*G(0)/G(O), the G(O)-orbit
passing through t* € Grq.



The functor F'* (see Section 6.3 for definition) constructed in this paper (as
well as [Ga2], [G1.2], etc) also follows from this idea.

1.3.2 Work of [AB]

The study of Whittaker sheaves on affine flags goes back to [AB]. In [AB], the
authors defined a category Whit*®®(FI) which is by definition the full subcat-
egory of the D-module category on Flg with (I%~, ¢)-equivariant condition.
Here, 1%~ is the pro-p unipotent radical of the negative Iwahori subgroup I~
and ¢ denotes the character D-module on 1%~ defined by the !-pullback of the
exponential D-modulebexp := D1 - €%, 0e* = e* on G, through the following
morphism:

1 s NT(E) " 7 Nk A N S 6, (1.19)
In [AB], the authors constructed a functor:
W hit*® (Fl) — QCoh(1/B) (1.20)

and showed that it is an equivalence. It should be regarded as the degenerated
case of Theorem 1.1 and we want to deform the above equivalence. [AB] gives
us two hints about Theorem 4.1.

The first hint is how to characterize the equivalence given in Theorem 1.1. A
crucial observation in [AB] is that the equivalence (1.20) is not only an equivalence
of plain categories, but also an equivalence of highest weight categories. It means
that we could define a collection of standard objects and costandard objects of
both sides, and the functor of (1.20) preserves standards and costandards.

Hence, we may expect our main theorem Theorem 1.1 is also an equivalence
of highest weight categories.

In order to clarify the highest weight categories structures of our theorem
1.1, first of all, we need to figure out what are the standards and costandards of
(1.20). In (1.20), the standards of the right hand side are given by the pullback
of the G-equivariant line bundle O(\) on G/B along with the following map:

i/B~N/G~T*(G/B) — G/B (1.21)

Here, N denotes the Springer resolution of the nilpotent cone and T*(G/B)
denotes the cotangent bundle of G/B.

The standards of the left hand side of (1.20) are given by applying the

average functor to the BMW D-modules’. Let us be more precise. We denote

by D(FI)! the category of Iwahori-equivariant D-modules on Flg. There is a

unique monoidal functor

A —s D(FI)! (1.22)

which sends A € AT to the !-extension of the perverse constant D-module (i.e,
the constant D-module with a cohomological shift such that it concentrates in

SIf we are working with ¢-adic sheaves, we need to consider Artin-Schreier sheaf instead.
"In some papers, BMW D-modules are also called Wakimoto D-modules.



degree 0) on I -t*I/I C FI. For any A € A, the D-module corresponding to A is
denoted by Jx. We call such D-modules the BMW D-modules (in some papers,
they are also called the Wakimoto D-modules).

We denote the irreducible baby Whittaker D-module supporting on 1%~ -
1I/I C Fl by A" Then, the convolution from right with A}**Y defines a
functor:

Avg : DI(FI) — Whit*** (F1)

1.23
Avg : F — AV 5 F (1.23)

The standard objects in Whit*®®(F1) are { Ave(Ja), A € A}. It is shown in
[AB] that under the equivalence

Whit*®®¥ (Fl) ~ QCoh(i/B)

constructed by the authors, Ave(Jy) goes to O(N).
In | |, the author proved that the baby Whittaker category is actually

equivalent to the (adolescent) Whittaker category Whit(F1), and under this
N(K)7X(~
In)

equivalence (with some non-essential modifications), we could see Av

corresponds to Avg (Jy). Here, the l-average functor AvIN (B)X i the left adjoint
functor of the forgetful functor

Whit(F1) —s D(F1)

Hence, we expect that the standards in the left hand side of Theorem 1.1
could be given by applying the !-average functor to BMW D-modules and they

will correspond to ’some distinguished objects’ in Repfl””(G).

The second hint given by [AB] is about what should Repg””(é) look like.
Let us, at first, decode the definition of the category QCoh(#/B).

A quasi coherent sheaf on #t/B is given by a O(#t)-module with a compatible
action of B. It could be regarded as a vector space with compatible actions of
Sym(i~), N and T. An action of T' could give this vector space a A-graded
vector space structure, an action of N could be regarded as an action of U (#)
with the locally nilpotent condition, and Sym(fi~) could be regarded as the dual
of U(#). Tt is to say that a quasi coherent sheaf on #i/B is a A-graded vector
space with an action of U(#) and a compatible action of the graded dual of U(#).

Through the above description of QCoh(it/B), the standards O()) could be
described as the Verma module Vy™® (i.e, the induced module which is induced
from the 1-dimensional module k* € Rep(B) of B corresponding to the character
\) of Rep™®(G).

To consider the deformed version of QCoh(ii/B), we first consider the de-
formation of U(#). There is a candidate for the deformation of U(#), namely,
the Lusztig quantum group Uq(N ). Hence, the category of the mixed quantum
group should be the category of A-graded vector spaces with an action of the
positive part of the Lusztig quantum group U, (N ) (with the locally nilpotent
condition) and a compatible action of the dual of the positive part of the Lusztig
quantum group.

10



And we expect that there is an equivalence between W hit,,(F1) and Rep™*(G)

q
and this equivalence sends Av;" "X (3,) to Vymie,
Remark We may also expect that there is an analog of [AB]’s result about
describing W hit,(Fl) as a quotient category of D,(FI1)!. But I do not know how
to do it now. It is conjectured by D.Gaitsgory in a letter that:

Conjecture 1.5.
Dga (F1)! ~ IndCoh(Sty)

H denotes the metaplectic dual group of G and St denotes the Steinberg variety.

1.3.3 Small quantum groups

The representation category of the small quantum group has already been studied
in [GL1]. In loc.cit, the authors proved that the Hecke eignsheaves of the twisted
Whittaker categories on affine Grassmannian is equivalent to the same category
of representations of small quantum groups. The small quantum group is very
similar to the mixed quantum group, because the positive part and negative part
of small quantum groups are also dual to each other. Hence, the method used
in [GL1] indicates the way to prove our theorem 1.1 and offers us models for
the construction of the functors and stacks used in our paper. For example, the
key idea of the proof of our main theorem is to use local-global equivalence of
Whittaker categories and then prove the theorem in the global setting, it comes
from [GL1].

1.4 Some higher category

In this section, we will review some notions from the higher category. For a
more detailed explanation, please check [Lul], [Lu2] and Chapter 1 of [GRI1].
Categorical setting The theory of infinite category is needed for this paper to
give the local definition of Whittaker D-modules on affine flags. We denote by
1 — Cat the co-category of (oo, 1)-categories and by Spc the (oo, 1)-category of
spaces (i.e, co-groupoids).

Given two (0o, 1)-categories C and D, we denote by Funct(C,D) the (oo,
1)-category of functors from C to D.

Stable categories An (0o, 1)-category C is stable, if it satisfies the following

property:

1. It has pullbacks and push-outs (in particular, C has pullback and pushout
for empty index set, hence, C has a final and and an initial objects)

2. The morphism from the initial object to the final object is an isomorphism.
We denote it by 0.

3. The diagram:
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Co—=¢C

|

Co —>¢C3
is a pullback diagram is equivalent to it is a push-out diagram.

For any such category C, we could define shifts onside: ¢[1] = 0 x 0 and
(&
c[-1]=0uU0
C

By 3). of the definition of a stable category, [1] and [—1] are inverse operators.

Limits and colimits In the context of infinite categories, limit and colimit are
well-defined. It is one of the advantages of infinite category over triangulated
category.

Given a functor F' : D — C, the restriction along with F’ induces a functor
for any category &:

Funct(C, &) — Funct(D,€)

The partially defined left (right) adjoint functor of the above functor is called
the left (right) Kan extension.

In particular, if C is the ordinary category with one object and the morphism
is id, then, we get the definition of colimit and limit. That is to say, we could
regard a colimit (resp. limit) diagram in £ as a functor F from an index
category D to €. Then, the colimit (resp. limit) of F is the resulted object in
& = Funct(C, ) given by the left (resp. right) Kan extension.

An (o0, 1)-category is cocomplete, if it admits filtered colimits.

A continuous functor is a functor preserving filtered colimits.

The following lemma gives us a way to relate limit to colimit.

Given a functor

I —1-Cat

Assume that each transition functor C; — C; admits a continuous right
adjoint functor. By passing to right adjoint, we get a functor:

1 — 1 —Cat
Then, by Corollary 5.5.3.4 of [LL.u2]
Lemma 1.1.
colIimCZ- ~ lIiZZLCZ- (1.24)

Straightening/unstraightening In this part, we will use the notions in Vol 1

[GR1J.

Given a category C, we denote by Cart/c the category of fibrations over
C (see Chapter 1, 1.3 | ] vol 1). And we denote by (Cart/c)st the 1-full
subcategory of Cart/c requiring the functors preserving fibration arrows.
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Lemma 1.2. There is a canonical equivalence

(Cart/c)str — Funct(C,1 — Cat)

And under the above equivalence, the full subcategory of (Cart/c)st, consisting
of fibrations over C in spaces (i.e, co-groupoid) corresponds to Funct(C, Spc)

DG-categories We denote by Vect the category of chain complexes over K.
Then, a differential graded category is a category enhanced over Vect. In this
paper, when we talk about a category, we will mean a differential graded category.
Without specific remarks, the DG-categories that we will consider are stable and
cocomplete. It means filtered colimits exist. We denote by DGCat the (oco-)
category of such categories. And we denote by DGCat oy, the 1-full subcategory
of DGCat consisting of continuous functors among cocomplete categories.

Compactly generated category We will use the notation RHomc(c1,c2) € Vect
denote the morphisms from ¢; to ¢z in C. And we denote by Hom the degree 0
of RHom.

As same as the ordinary category, we could define the notion of compact
objects in a given DG-category. By definition, an object ¢ € C is compact, if
RHomg(c,—) is continuous. Le,

RHome/(c, colime;) =~ colimRHome (¢, ¢;)

Given any DG-category, we denote by C¢ the full category of compact objects
in C.

A category C is compactly generated if C¢ generates C, i.e, if an object ¢y € C
such that for ¢ € C°, RHome(c, cp) = 0 could imply ¢y = 0.82

By Proposition 5.4.5 in Section 1 of | |, a compactly generated category
is the minimal cocomplete stable DG-category containing its subcategory of
compact objects.

Monoid Given an oo category C, we define the simplicial object in C to be
the functor from A°P; the simplex category, to C.

If C admits all finite (including empty index set) product, we could define
the Segal condition for the simplicial object. We say that a simplicial object

c.: A’ —C

satisfies the Segal condition if ¢. preserves all limits.

we denote by Monoid(C) the category of monoids in C, i.e, the category of
simplicial objects in C satisfying Segal condition.

And we denote by ComMonoid(C) the category of commutative monoids in
C if we replace the simplex category A by fSet,, the category of pointed finite
sets.

Prestack We denote by PreStk the category of prestacks, i.e, the category
of functors

(Sch* )P — Spe

Here, we denote by Sch®// the category of affine schemes over K.
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Remark Many prestacks appear in this paper are 0 — truncated®, such as
the Ran space Ranyx, affine Grassmannian Grg, affine flags Flg and the loop
group G(K).
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2 (Geometric Preparation

We hope to introduce the precise statement of our main theorem as soon as
possible, but before that, we need to introduce some important notions. In this
section, we will define these basic geometric objects used in this paper, they are
the bricks of the constructions in this paper.

We will, first of all, recall the definition of Ran space and Configuration space
(Section 2.1 and Section 2.2), and then give the definition of affine flags and
affine Grassmannian and their Ran-ify version in Section 2.3 and Section 2.4. In
Section 2.5, we will explain the gerbes used in this paper which could give us
the right deformation of (1.16).

2.1 Ran space

In this section, we define the Ran space.

Given a global curve X over K, as | |, we can consider its Ran space
Ranx. This geometric object gives us a chance to relate local objects and global
objects.

Definition 2.1. We define the Ran space Ranx to be the prestack classifying
non-empty finite sets of Maps(S, X), here, S is a finite type affine scheme.

Let us explain why Rany is so important. By [BL] (or Section 2.4), the
affine flag variety and the affine Grassmannian could be defined by choosing a
point in a global curve X, A.Beilinson and V.Drinfeld told us that we could
consider their Ran-ify objects, it means that we could choose several points and
we could let the chosen points move and coincide (for further details, please
check Section 2.4). This idea is very important because we can encode global

8That is to say, these prestacks take value in Set C Spec.
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information inside. Another importance of Ran space is that we can talk about
the factorization structure once we introduced it.

We denote by fSet*“"J the ordinary category of finite sets with surjective
morphisms between them. Given any finite non-empty set I € fSet*“™/, we
denote by X7 the |I|-th power of X. We have a natural map from X! to Ranx by
mapping {x;,i € I} € X! to {;,i € I} € Ranx. And any surjection f: [ — J
induces a diagonal map:

Apg: X7 — X1 (2.1)

{:L’l, ,} — {l‘f(l), }

The image of this morphism is a subset of X’ consisting of points
{v1,29,...,} € X'

such that x;, = x;, if f(i1) = f(i2).
Note that we have

Ranx ~ colim X! (2.2)
I€fSetsurs

One of the most important features of Ranx is that Ranyx admits a (non-
unital) monoid structure by taking union. Namely, we have a map

U : Ranx X Ranx — Ranx (2.3)

(11,12) — Il UIQ

Definition 2.2. Denote by (Ran¥)us; the open subset of Ran% consisting of
ordered |I|-points in Ranx with disjoint supports, i.e, (I1, Iz, I3, ..., 1| 5|) € Ran’
belongs to (Ran% )ais; if and only if I;, N 1;, =0 for any j1 # jo.

Remark We note that the map | is finite and it is étale when restricting to

(Rany ) dis;-
We could define the Ran version affine Grassmannian Gry gey, (4.6.2 [GL1]):

Definition 2.3. For any affine scheme of finite type S € Sch® -t we ask
MapS(S,G’I"T,Ran) = {(Ia,PT7O[)|,PT a T bundle on DSX]}a [0 ,PTIDEXJC =
P%|DEXI}’ here P3. denotes the trivial T-bundle.

Inside G7r,Ran, we could define a closed substack denoted by G?“%e}g%an.

Definition 2.4. An S-point (J,Pr,a) of Gro gan is in Gry‘s,. if it satisfies
the following two conditions

e Regularity: for every dominant weight A € At, the meromorphic map of
line bundles on S x X § §
ANPr) — A(P3) (2.4)

induced by «, is regular.
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e Non-redundancy: for every point s € S and every element j € J there
exists at least one A\ € At |, for which the above map of line bundles has a
zero at the point of X corresponding j to s — S — X.

In addition to Ranyx, we may fix a point x € X and consider the corresponding
fixed point version Ran space Ranx . Sometimes, we will write it as Ran, for
simplicity if the curve X is clear.

Definition 2.5. We define the prestack Ranx , such that for any affine scheme
of finite type S, Maps(S, Ranx ;) = {I C Maps(S,X)|I is a non-empty set with
a distinguished element &}, here, T denotes the constant map & : S — x — X.

There is a forgetful functor:
Ran, — Ran

Definition 2.6. We define an open subset of Ran% x Ranx ., denoted by
(Ran” x Rang)ais;: a point (I1, I, .0y, I) belongs to this open subset if and
only if the supports of (I, Ia,...1 5, I) are pairwise disjoint, i.e,

(RanJ X Rang)dis; = (Ran‘] x Ran)q;s; X (Ran‘] X Rang)
Ran’ x Ran
In particular, if a point (I, Is,...I;;, I) belongs to this open subset, then,
fﬂ([l Ulhu..U I‘]‘) = 0.
Taking union defines a map

U : Rang( x Ranx , — Ranx 4 (2.5)

x

This map is finite and étale if we restrict it to (Ran% x Ranx z)disj- So, if

we want to consider the pullback along with [ J, it does not matter whether we
xr
consider ! or * pullback.

| gives Ranx , a module space structure of Rany which means that Ranx

xr
is a module of the non-unital algebra Ranx in Spc.

2.2 Configuration spaces

In this section, we need to recall the definitions of the Configuration space
Conf(X,A™9) and its fixed point version Conf(X, A"9) ., ([GL1]), they can
offer us factorization gadgets which will be useful for us in Section 4.

When we consider the categories of sheaves and gerbes on the configuration
space, it is equivalent to consider the corresponding categories on Grr gan
(Lemma 2.2). And the former categories are easier to handle with than Gre rop.-

Definition 2.7. The scheme Conf(X,A"9) is defined to be the prestack clas-
sifying the colored divisor of X with coefficient in A™9,
i.e, it classifies:
D= Xk, A € A9 — 0 (2.6)
k
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Connected components of Conf(X, A™®9) are indexed by A" — 0,

Conf(X,A"9) = |_| Conf(X, A"e9)A
Aneg—(

Here, Con f(X, A"®9)* denotes the subscheme of Con f(X, A™*9) where we require
the total degree of D (i.e, > Ag) is A.

Note that we assume that G is simply connected, so any coweight could be
written as a sum of simple coroots with coefficients in Z. Given a A € A" — 0, if
we assume A = Y n;(—aqy), then, it is easy to see that the connected component

Conf(X,A"9)? is isomorphic to
Hx(m)
i

Here, X(™ is the n-th unordered power of X.

For a non-empty finite set .J, we define an open subscheme Con f (X, A"9)7. ; C
Conf(X, A"9)” to be the subscheme classifying the point { Dy, Do, D3, Dy} e
Conf(X,A"9)7 such that for any ji; # jo, D;, and D;, have disjoint supports.

Remark given D = > Ay -z, its support means its projection in Ran, i.e,
keJ
the finite subset {x1, 22, .75} C X.

Similar to Ran space, we have an operation that gives Conf(X,A™) a
structure of non-unital commutative semi-group.

add : Conf(X,A"9)” — Conf(X,A") (2.7)

D1, Do, D3, D‘J‘ — D1 +Dy+ ...+ D‘J‘

If we restrict this morphism to Conf(X, A”eg)jisj, then, it is étale.

When G is semi-simple and simply connected, elements in Con f(X, A™9)
is bijective with the non-zero monoid morphisms from AT to the monoid of
effective divisors on X:

Div(X) = | | xt™ (2.8)
n>0

Given any point in Gr}5,., we note that taking zeros of (2.4) gives rise to

a monoidal functor: §
AT — Div(X) (2.9)

Hence, we obtain a map of prestacks:
Gr;f}g%an — Conf(X,A™9) (2.10)
According to Lemma 8.14 in [Ga7] and Lemma 4.6.4 in [GL1], we have:

Lemma 2.1. The morphism (2.10) induces an isomorphism of the sheafifications
in the topology generated by finite surjective maps.
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In particular, (2.10) induces an equivalence between categories of gerbes on
GT7 Ry and Conf (X, A"°9).

Fix one point x € X, we could consider a fixed point version Configuration
space which allows the coefficient of x can be an arbitrary element in A instead
of just in A™¢9,

Definition 2.8. We denote by Conf(X,A"9) ., the ind-scheme classifying
the colored divisor on X with A-coefficient:

D=A$~$+Z/\k~xk (2.11)
k

such that A\, € A9, X\, € A and x) # x.
To simplify the notation, we also denote this ind-scheme by Con f..

Definition 2.9. We denote by Con f<,,.. the closed subscheme of Conf, where
we require Ay < pin (2.11).

We could give Conf, an ind-scheme structure by:

Confy =~ colim Conf<,.»
neA -
The transition morphism here is given by closed embedding:
Confep,o — Confeapya, if po — p1 € AP (2.12)
The connected components decomposition of Conf<,,., is given by
Conf<pa = |_| C’onféﬂ,z (2.13)
/\GlL+A"69

where X is the total degree of D (i.e, A = Az + > Ag).
If we assume that A\ — u = > m; - (—qy), then,

Conf%u_z o H X (mo)

Note that Conf could act on Conf,, i.e, for any finite set J with a distin-
guished element *, we have

addy : Conf’=* x Confy, — Confy, (2.14)
D1, Do, ...,D|J|,17D/ — D1+ Dy + ...+ D|J|,1 +D

Regard Conf as a (non-unital) algebra in PreStk, the above map gives
Conf, a module structure of Conf.

Note that in Conf’ x Conf,, we could take out an open subscheme with the
disjoint support condition. To be more precise, we denote by (Conf” xCon fa)disj
the subscheme of Conf’ x Conf, consisting of points: {D1, Dy, ..., D, D’}
where we ask the supports of {Dy, Dy, ..., D)z, D'} to be pairwise disjoint.

Remark If we restrict add to (Conf” x Confy)ais;, then it is étale and finite.
Hence, add' ~ add*.
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Definition 2.10. For any affine scheme S of finite type, a S-point (J, Pr, )
of Grr,ran, belongs to (Gr;ﬁ,elg%an)oo.w if there exists a T -bundle Py on S x X
and an isomorphism o' : Phlsxx—z =~ Prlsxx—sz, such that the resulted point
(J,Ph,d o) of Grr pan, belongs to:

Ran, x Gryp..
Ran ?

Be similar to the definition of the map (2.10), evaluation on fundamental
weights defines a map of prestacks:

(GTT fran)oo-e — Confo (2.15)

Lemma 2.2. (4.6.7 [GL1]) The morphism (2.15) induces an isomorphism of
the sheafifications in the topology generated by finite surjective maps.

2.3 Factorization prestacks

In this section, we will recall the definitions of factorization prestacks and
factorization module prestacks. They are the key structures of many prestacks
that we will deal with in this work. The content of this section is a review of
Section 1 and 3.1 of [GL1], the readers who are familiar with the definition of
factorization prestacks could skip this section safely.

Given a prestack ) over Ran. Naively, the terminology factorization means
the fiber of ) over the point {z1, 9, ...z} € Ran can be canonically identified
with the product of the fiber over each x; € {1, x2,...z;}. From this point of
view, we can recover the fiber of a factorization object over an arbitrary point in
Ran once we know its fiber over X.

It is easy to see that the scheme X' admits a stratification given by X7.
Here, 3 is a pattern of |I|. We denote by Vs the fiber product of ) and X# over
Ranx:

V=Y x XP

Ranx
Remark If we know how to glue Vg together in addition to the fiber of Y
over X, we can recover ). It is the content of 1.10 [Ho| and | ]

Definition 2.11. A prestack Y over Ranx is factorizable over Ranx, if there
are a collection of isomorphisms for any finite set J:

Y x (Rani)ais; =Y’ x (Rany)aiss
Ranx Ran)J(

and satisfy some higher associative properties.

Furthermore, given a factorization prestack )y over Ranx, we can define the
notion of factorization module prestack with respect to )y as follows:

Definition 2.12. ), is a factorization prestack over Ran, then, a prestack Y
over Ran, is factorizable with respect to Yy, if for any J, we have a canonical
isomorphism:
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J J J
Vi x (Rany x Ranx z)aisj ~ Yy x Vi X (Rany x Ranx ;)disj
Ranx Rani X Ranx

with additional higher associative properties.

In order to spell out the higher associative properties in the above definitions,
we would apply the method used in | | section 3.1.2.

The factorization property of Ranx gives us a right-lax symmetric monoidal
functor (for definition, see [GR1] 3.2.2 Chapter 1, Volume 1):

Rangges : fSet — PreStk

which sends a finite set J to Ran‘g{isj.

Given any I,J € fSet, the right-lax symmetric monoidal functor structure
means that we have the following map:

Ranéﬁ?—)Ranéisj X Ranjisj (2.16)

which is given by inclusion.
In particular, for any non-empty finite set I, we have:

I C] © e _ I
Rang;s; — Rang;; x Rang.... X Rang ; = Ran (2.17)

[I| many items

Here, © means a set with one element.

Remark We use the notation © instead of * here, because we will leave the
later notation for the marked point in Definition 2.13.

Then, a factorization prestack ) over Ran could be regarded as a right-lax
symmetric monoidal functor:

Yiset : fSet — PreStk
J — yJ
with a natural transformation to Range; with the following conditions:

1. YV, — Ranjisj R>< Yo induced by Yy — Vg and V; — Ranjisj is an
an

isomorphism.

2. Yy — Ran({isj R>< I(ye)J induced by V; — (Vo)” and Y; — Ranjisj
an-:
is an isomorphism.

Consider the image of © under the functor Vyge:, we denote the resulted

prestack by )y. By definition, ), satisfies the factorization isomorphism in the
definition 2.11.

Definition 2.13. We denote by fSet:“™ the ordinary category consisting of
pointed finite sets with surjective and point preserving morphism between them.
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Taking the disjoint union gives fSet*""J a (non-unital) algebra structure.
Furthermore, taking disjoint union gives fSet;""” a module structure with respect
to the algebra fSets¥"J.

We note that the factorization property of Ran, with respect to Ran gives
rise to a module functor with respect to Ranyge; (i.e, compatible with respect
to the right lax symmetric monoidal structure of Ran fs'et):

fSetdsi — PreStk

Rangser, : (xeJ)— Ranisj X Ran, (2.18)
Ran

here, the map Rangisj — Ran is given by the projection sending to the
component corresponding to .

The right-lax module functor structure means that for any I € fSet* i and
(x € J) € fSet:""? we have a morphism (compatible with the right-lax structure
of Ranyse) :

Ranéfs‘; X Rang — Ranf;isj X Ranjisj x Ran, (2.19)
Ran Ran
The above morphism is given by inclusion.
We define a factorization module prestack of Vygse: to be a functor y} Set.
which is compatible with respect to the monoidal structure of Vyge::

Viser, : [Sets"™ —s PreStk

(2.20)
(xeJ)— V)

with a natural transformation to Ran ¢ge:, satisfying the following conditions:

1. V) — Rany,,; kS Ran, x Y, induced by V; — Rany,,; S Rang

ang

and ), — Y. is an isomorphism.

2.V, — Rani-sj X Rang X (VI x V)
Ran Ran’—*x Ran,

Consider the image of (* € x) under the functor Vjg,, , we denote the
resulted prestack by );. By definition, ) satisfies the factorization isomorphism
in the definition 2.12.

We will call )y a factorization prestack over Ran and )); a factorization
module prestack with respect to ) for simplicity.

By definition, if we denote by Yoz (resp. )1,3) the fiber of Vy(resp. M)
over the point Z € Ranx (resp, ¥ € Ranx ). If Nz = (), then,

Mzue =2 Vi,z X oz
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2.4 Fl, Gr and their Ran-ify stacks

Let us recall the definitions of the most important geometric objects in this
paper: affine flags Flg and affine Grassmannian Grg.

We start from classical (non- Ran-ify version) Grg and Flg. By the lemma
of Beauville-Laszlo, we could define them as follows:

Definition 2.14. Given a point x € X, the prestack Grg, is defined by:
Maps(S,Gra,.) ={ (Pg,a)| Pa € Bung(S), a:Pcl(x—z)xs = P&l(x—z)xs}
for any affine finite type scheme S. Here, Pg denotes the trivial G-bundle on
X xS.

Definition 2.15. We define the affine flag variety, Flg. ., to be the prestack clas-
sifying the following data: for any affine finite type scheme S, Maps(S, Flg 5) =
{(Pg,a,€)|Pg € Bung(S),a : Pal(x—a)xs = Pa&l(x—a)xs: € : a B—reduction
of Pg at x x S}

According to the Lemma of Drinfeld-Simpson (ref. [DS]), we could identify
the affine Grassmannian Grg , with the fpgc stack quotient G(K,,)/G(0O,), and
identify Flg , with G(K,)/I,. Here, the Iwahori subgroup I, € G(O,) denotes
the preimage of B under the evaluation map (at z) G(O,) — G.

It is known that:

Lemma 2.3. Grg,, and Flg, are formally smooth ind-schemes.

Next, we review their Ran-ify prestacks, Grg, ren and Flg ran, -

[ | gives us a way to consider the Ran version of Grg and Flg. Namely,
we can consider the prestack Gra rany (resp, Flran sz) which is defined over
Ranx (resp, Ranx ) such that, its fiber over the point x is Grg . (resp, Flg )
and the fiber over a point y € X — x is Grg 4.

Remark Tt is known that affine flags is not factorizable, i.e, we cannot define
a factorization version affine flags over Ranyx such that given I,I> € Ranx,
if I; NI = (), then the fiber of this prestack over I; U I5 is isomorphic to the
product of its fibers over I; and I>. Actually, it is even impossible to define such
a prestack over X2. For more details, see | | page 3 footnote 7. However, it
is indeed possible to define a factorization module prestack over Ranx , with
respect to the Ran version affine Grassmannian such that its fiber over x is given
by Flg,. To be more precise, it means given I; € Ranx, (v € I2) € Ranx g,
if I; NI, = (0, then the fiber of this prestack over I; U I5 is isomorphic to the
product of its fiber over I5 and the fiber of the factorization affine Grassmannian
over ;.

Definition 2.16. Ran affine Grassmannian is defined to be the prestack assigns
every finite type affine scheme S € Sch®f -1t to the set consisting of (I, Pg,a),
here, I € Ranx(S) a finite subset, Pa € Bung(S) and o : Pglxxs-r; =
Pélxxs-1;-

Here, we use I'; to represent the image of the corresponding graph of I €
Maps(S, X).

22



An important feature of Grg, rqn is that it is factorizable over Ran. That is
to say, for any J € fSet we have a canonical isomorphism:

G7¢ Ran R>< Ranéisj ~ Grg ran B GrG Ran X ... N Grq, Ran (2.21)
an

Ranj’is]’
and (2.21) satisfies higher associative conditions.
We could also define the Ran version affine flags.

Definition 2.17. We define Ran version affine flag Flg . to be the functor
assigns to every finite type affine scheme S to the set of data (I, Pg, o, €), here
(I,Pa, ) € Gra,rany (S), € is a B-reduction of Pg at x x S.

Fl¢ Ran, is a factorization module prestack of Grg gran, 1.e, for any (x €
J) € fSet, we have:

Fla ran, R>< (Ran‘]_* X Rang)dis;

ang

~ (2.22)
GrG,Ran X m&FlG,RanI |(RanJ—* XRanz)disj

with higher associative conditions.

2.5 Gerbes used in this paper

The deformation of the right hand side of (1.16) is given by the category of the
representations of the mixed quantum group and the deformation parameter is
given by gq. What is the corresponding deformation parameter of the left hand
side, or, how to deform the left hand side of (1.16)?

The corresponding twisting gadget is given by G,,-gerbes (its definition
and how to twist a sheaf of category using a gerbe are explained in Appendix
Section B). In general, given a G,,-gerbe G on a prestack, we could consider the
corresponding twisted sheaf category.

In this section, we explain the gerbes used in this paper. For further expla-
nation, we also refer to Section B.

We start with a gerbe G in FactGrb™9(Grea, ran), the category of factor-
ization tame gerbes on Ran version affine Grassmannian (see Definition B.6).
Consider the following diagram of prestacks:

GTB,Ran

SN

GTG,RU/!L GrT,Ran (223>
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The pullback of G& along with the left morphism gives a tame factorization
gerbe on Grp ran. By Lemma B.2 b), this regular factorization gerbe could
descend to a regular factorization gerbe on G7r ren. We denote the resulted
gerbe by GgT.

By definition and Beauville-Laszlo Lemma, the Hecke prestack

Heckec = G(O)\G(K)/G(O)

classifies the data: (Pg 1,Pg,2, ), here, Pg 1 and Pg 2 are G-bundles on X and
a:Pgilx—z = Pag2lx—g. Then, by Lemma B.3 a), GC gives rise to a gerbe on
the Hecke prestack. We still denote the descent gerbe on Heckeg by G©.

Let us fix a square root of the canonical line bundle w on X and denote it by
w®z. We define w” to be the T-bundle induced from w®? by the morphism of
group schemes

2p:G,, — T (2.24)

Here, p is defined to be the sum of all fundamental coweights.
Note that in the definition of Grg, gen (Definition 2.16), we could replace the
trivial principal G-bundle P2 by any G-bundle. If replace P& by the G-bundle

T
Pl := wf x G in the definition of Grg, gan, then, the resulted prestack will be
denoted by GT‘&’TRM. Similarly, we could also define F’ l‘é’fRanw, Grgjw, F lgw,
I3 p I3 p
G(K)w ’ GT%J“,Ran? (Gr(i)",Ran)neg? (GT%,Ran)gg'{]T? ete.
By definition, taking Pg 1 to be P/, defines a morphism:

0
Gr& Ran — Heckeg

Pullback G¢ along with the above map, we get a factorization gerbe on
GT@TRW- With some abuse of notation, we also denote it by G&.

Do the same for G, we could get a factorization gerbe G7 on G’r‘j*i,pRan.
Similar to (2.10) and (2.15), by taking zeros, we have maps:

(Gr% ran)"®? — Conf (2.25)

(GT%TRan)Zgi — Conf, (226)

By Lemma 2.1 and 2.2, (2.25) and (2.26) induce equivalences of factorization

gerbes. Hence, we could descend a factorization gerbe G on (Gr4z,,,)"Y (resp.

(Gr4 pan )% to a factorization gerbe on Conf (resp. Conf,). We denote the

resulted gerbe by GA.

From now on, when we use the notations G, G7 and G*, we will mean the
gerbes obtained by the above procedures.

It is shown in [GL2] that any factorization gerbe on Grg, gan could descend
to a gerbe on Bung, such that the pullback of the resulted gerbe along with the
projection:

Gra,ran — Bung (2.27)

is G¢. We will denote the resulted gerbe on Bung by the same notation.
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3 Statement of the main theorem

In order to make our motivation be more clear, we introduce statement of the
main theorem as quickly as possible. To achieve this goal, we should introduce
two sides of the Iwahori FLE:

1. the category of Whittaker D-modules on affine flags
2. the category of representations of the mixed quantum group.

The introduction to the Whittaker category in Section 3.1 is the most
economic one satisfying our requirement in Section 3. But it is not enough for
the proof of the main theorem. Hence, we will give a more detailed exposition
about the Whittaker category on Flg in Section 5.

Then, in Section 3.2, we will introduce the notion of the mixed quantum
group and the category of its representations.

After the preparation given in Section 3.1 and 3.2, we could give an explicit
statement of the main theorem (Theorem 3.1) of this paper in Section 3.3.

At last, in Section 3.4, we will explain the strategy to the proof of Theorem
3.1.

3.1 Definition of Whittaker category (through invariant)

Given a tame factorization gerbe G on affine flags. (For the definition of a tame
factorization gerbe, please see Definition B.6 in Appendix B. ) In this section, we
will give a quick definition of the G@-twisted invariant Whittaker category (i.e,
the category of (N(K), x)-invariant D-modules) with the D-module theory on
infinite-dimensional schemes introduced in Section A. The references are [Ber|,
[Gad] and [Gadl.

Consider a non-degenerated character x on N(K) which is defined as follows:

X N(E) SN (K (N (K), N(E)] = GL(K) 5 Go(K) — G, (3.1)
Here, the last map Gq(K) — G, is given by sending f(¢) = 3,5, a;t' to

a_1 and r is the rank of G.

Remark The definition of x is not canonical, i.e, we need to pick a local
parameter of K. We can fix this problem by replacing N(K) by the w?-twisted
ind-pro-scheme N(K)*”. We will introduce such w-twisted groups later (Defini-
tion 6.1).

Note that according to Lemma A.1, N(K) is an ind-pro group scheme. We
can write N(K) as:

N(K) ~ | ) Ad_,N(0) (3.2)
k>0

With some abuse of notation, we also denote by x the restriction of x to
Ad_j,N(O). Then, by (A.6) in Section A, we have:

Whit,(Fl) = Dge (F1)NE)x = lim Dge (F1)Ad=reN(O):x (3.3)
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Here, ¢ is the quadratic form attached to G&. For further explanation about
how to get ¢ from G, please check Section B.4 and Section B.5.

Now, let us fix a nature number k£ > 0. By (3.3), we only need to define
Dga (Fl)Ad-reN(©O)x,

Note that by Lemma 2.3, Flg is an ind-scheme of ind-finite type, hence we
could write Flg as a colimit of finite-dimensional scheme Y;. What’s more, we
could assume that each Y; is Ad_j,N(O) invariant. Then, by

Dge (Flg) = lim Dge (Y;)

we have:
Dga (F1)A4=keN(O)X = [im Dge (Y;) A9k N(O)X (3.4)
K3

The transition functor is given by !-pullback functor.
Next, we only need to define Dgc (Y;)A%-#-N(©O)X We note that Ad_j,N(O)
is a pro-scheme of finite type, so we can write it as:

Ad_,N(0) = lim N}

such that each N} is a finite-dimensional unipotent group scheme and the
action of Ad_j,N(O) on'Y; factors through N!. Then, we define

Dge (V;) AN @)X .= D (V;)Nix (3.5)

The above definition is independent of the choice of N} because for any I’ > 1,
the kernel of N,i' — N, ,lc is unipotent.

Now, we have already reduced the definition of Whit,(F1) to the theory of
D-modules of finite dimensional schemes which is well-known.

By the way, through the construction above, we know that Whit,(F1) is a
full subcategory of Dga (F1). We denote by oblvy k), the fully faithful forgetful
functor:

oblvy (i) 5 : Whity(Fl) — Dga (FI) (3.6)

Because we are working with cocomplete DG-categories and oblvy k),
preserves colimits, the functor oblvy k), admits a right adjoint functor by

general categorical reason (adjoint functor theorem). It is denoted by AvY (B

AvYFIX Doa (FI) — Whity(F1) (3.7)

What’s more, oblvy (g, admits a (partially defined) left adjoint functor

which is denoted by AU,N(K)’X.

K).x

Because Av!N( is a (partially defined) left adjoint functor, it commutes

with filtered colimits. On the contrary, AvY ()X i5 discontinuous.
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With the ind-pro group scheme structure of N (K'), we may describe A’U!N (K):x

and Aviv ()X 35 follows:

A = i Ao MO (3.8)

A,U!N(K)»X — colkim A,U!Ad—kpN(O)»X (39)

!Ad’k"N(O)’X(}") can be defined for any k, then, AvIN(K)’X(]—') can be

If Av
defined.
Remark In particular, AU!N(K)’X can be defined for (twisted) ind-holonomic

D-modules.

3.2 Mixed quantum groups

In Section 3.2.1, we will introduce several different quantum groups, such as
free quantum group, cofree quantum group, Lusztig quantum group, and Kac-
DeConcini quantum group, etc. They will be used to give the definition of the
category of representations of the mixed quantum group in Section 3.2.3. The
readers who have already known the mixed quantum group in | | could skip
this section safely.

3.2.1 Five quantum groups

In Section B, from a tame factorization gerbe G, we could get a symmetric
bilinear form

b:AxA—k/Z (3.10)

Denote by b’ a linear form, such that &' (A1, A2) + ' (A2, A1) = b(A1, A2). We
take the quadratic form g associated to b’,

q: A —k/Z (3.11)

In addition, we require ¢ satisfies the following conditions:

a). ¢ is W-invariant, i.e, ¢(A) = q(w(N));

b). b(a, A) = (A, &) - g(a),Va € A, X € A.

¢). q avoids small torsion|Gab]: if for every simple factor in our root system
and (any) long coroot a! in it, we have ord(q(a!)) > d+ 1, where d = 1, 2, 3 is
the lacing number of that simple factor.

We let Vect{; denote Rep, (T ), the category of representations of the quantum
torus 7. It could be regarded as the category of twisted A-graded vector space. If
we do not have twisting here, the category Vect® admits a symmetric monoidal
category structure given by the usual tensor product. Vecté\ has the same
underlying category as Vect®, the difference is that the braiding of VectfzX is
different from the symmetric one.

8By [ ] 29.1, the objects defined in this section only depend on g. A choice of b’ amounts
to give an identification of Vect{]\ and Vect?.
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If we denote by k) € Vectflx the 1-dimensional vector space placed in the
degree A, then, the braiding of Vectfl\ is generated by the braidings®:

£2mib’ (A1, 2)

k)\1+)\2 = k)\1 X k,\2 x — k)\2 ® k)\l = k)\2+)\1, here A\, o € A (312)

Given the fact that Vectf]\ is a braided monoidal category, we could consider
Hopf algebras inside. The first one we will consider is the free Hopf algebra
Ufr(N).

We denote by K; the 1-dimensional vector space placed in the degree o;. @k;
is the object in Vectfl\ which is k in the degrees {1, ..., a,} and 0 elsewhere.
Then, we define U, ({ "(N) to be the associative algebra generated by ©k;. In other
words, U,{ "(N) is the object satisfying the following universal property:

A

¢ we have the canonical isomor-

e For any associative algebra A" in Vect
phism:

RHomVecté\ (@kzv A/) = RHomAAlg(Vectg) (U({T(NJF)a A/) (313)

Here, AAlg(Vectf]\) denotes the category of associative algebras in Vecté\.
Dually to the definition of U, ({ " (N ), we may define a coassociative coalgebra

cogenerated by K; in Vectfz\, and it is denoted by U;"f "(N). To be more precise,
it is the object satisfying the universal property:

e For any coassociative coalgebra B in Vectfz\

HomVect{J\ (Bv EBkZ) = HomCCAlg(VectQ) (Bv UqCOfT (N)) (314)

Here, C’C’Alg(Vecth\) denotes the category of coassociative coalgebras in Vecté\.
Then, we define Lusztig quantum group UqL and Kac-DeConcini quantum
group UqK D,
We choose v;, such that,

v? = exp(2mi - q(oy)) (3.15)

The quantum numbers are defined to be

’U? - ’U;n n—1 n—3 —-n
[n]i:m =u 4o 4Lt (3.16)
T [

[l = T1lsls (3.17)

s=1
the quantum binomial coefficient is:
n [n];
= i 3.18
[mL [m]}[n — m]} (3-18)



Definition 3.1. The quantum Serre relation is defined to be:

> {W] KKK =0, Vi,j  (3.19)

p+p'=1—(i,&;) g

Definition 3.2. The Kac-DeConcini quantum group UqKD(NJr) is defined to
be the quotient of Uqu(Nﬂ by the quantum Serre relations.

It can be shown (ref. [Ri]) that UXP(N) also acquires a Hopf algebra
structure: the product and coproduct of Uqf T(N *) factor through the product
and coproduct morphism of UqKD (NT).

By sending k; to k;, we get a morphism from Uqu(N) to Ug"f”(]\v]). It can
be shown ([Ri]) that it factors through UqKD(N)7 ie,

Ul"(N) — UFP(N) — UI(N) (3.20)

Definition 3.3. We define the Lusztig quantum group UqL(N) to be the graded
dual of UqKD(N).

UqL(N *) could be regarded as a Hopf subalgebra in Ug"f "(N7), it consists
of linear functions on UJ"(N*) which is zero on the elements:

’ 1 - 75 o7 ! . .
S (- {M] KPK;KY i, j
pHp' =1—(a;,a;5) p i

Here, k; and K; are regarded as objects in U, ({ "(N). By the above description,
the morphism UJT(N) — UfD(N+) factors through UF (NT).
We have the following sequence by | |:
UI"(N) = UFP(N) — uy(N) = UF(N) < UL (N)

Remark In existed papers, the quantum group uq(N ) is called the small
quantum group. For the theory of its representation category, please see | ]

(g is rational) and [AG], | ] (¢=1).

Remark The above definitions of UqL and U,IK D are different from the ones
in | | for general q. But when g avoids small torsion, the definitions are the
same.

3.2.2 Relative Drinfeld center

In order to define the category of representations of the mixed quantum group,
we will need the notion of the relative Drinfeld center.

Definition 3.4. Given a monoidal category O and a braided monoidal category
C which acts on O from right. Then, the relative Drinfeld center of O with
respect to C is the universal braided monoidal category acting on O on left and
commutes with the right action of C. It is denoted by Zp,c(O).
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It can be described as follows: the objects of Zp, ¢(O) are M € O with a
collection of isomorphisms for V¢ € C:

aMe: M®c—3c M (3.21)
such that they are compatible with the monoidal structure of C, i.e,

QM c1®cy
oass

M ® (C1 & Cg) (01 ® CQ) QM (322)
(M®61)®62 Cl®(CQ®M)
lahl,ul ®idec, Tidcz ®aM,cq

(1 @M)®cy ——c1 @ (M ® c2)

commutes.
And ay,c is compatible with the right action of O, i.e, for Va € O,Vc € C

QM ca

M®(c-a)——=(c-a)®@M

l’N \LN
QM,c

M®c)-a—>(c®M)-a

comimutes.

3.2.3 Mixed representation category

With the preparations before, we could define Rep;’“'””(G)7 the category of
representations of the Ir}ixed quantum group.
We denote by UF(N) — mod!™ the derived category of finite-dimensional

UE(N) modules in Vect}. And we denote by UF(N) — mod'*"" the ind-
completion of UF(N) — mod/™.

Remark An object in the category UqL (N) — mod'*“"* can be regarded as
the union of its finite-dimensional submodules. Hence, the category UqL (N ) —

mod'°¢" can be regarded as the category of UqL (N )-modules, and the augmen-
tation ideal action is locally nilpotent. This description is the reason why we
put "loc.nil" in the upper index.

Definition 3.5. We define RepZ”‘”(G) = ZDr,Vectg (UqL(N) — mod'oc i)

Let us explain why it is called the category of representations of the mixed
quantum group. Recall that the relative Drinfeld center Z DT’VeCtQ(UqL(N ) —

mod'°¢™) admits a naturally defined forgetful monoidal functor to Uk (N) —
modloc‘nil

Obl’UU(f’(N) : ZDT",VethZ\ (UQL(N) — modloc-nil) — UqL(N) _ modloc.nil (323)
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In addition, there is also a forgetful functor to UXP(N~)-mod,

oblvg s (y-y : Zpryeas(Uy (N) = mod ™) — UFSP(N7) —mod  (3.24)
(3.24) is given by

ZDT,VectQ(UqL (N) - modloc.nil) ;> ZDT,Vecth‘(UqKD(N_) - comod) ( )
3.25
N UqKD(]\V/'*) — mod
The functor 'R’ sends an object (M € UqKD(]\Vf*) — comod, o'y ) to M with

a UKD (N™) action given by:

’
aM.Ug(D(N*)

UKP(NT YoM '~ MoUFP(N") 2 M (3.26)

Hence, we could understand the relative Drinfeld center Z DT’V&Cté\(UqL (N) -
mod'“"") as the category of UF (N)-module in Vectfl\ such that the augmenta-

tion ideal action is locally nilpotent and also admits a compatible UqK b (]\7 e
action.

We denote by indp—p, (resp. coindr_ p,) the left (resp. right) adjoint
functor of (3.23). Similarly, we denote by indx p— p, (resp. coindk p— p,) the
left (resp. right) adjoint functor of (3.24). Then, we could define a collection of

standard objects in Rep;"” (G) by:

Vinie . —indy_, p, (kM) (3.27)
VAmix’v :=coind g p_spr(K") (3.28)

It is known that ([Gal]):

RHOm pgpyie (o (V™ VM ™Y) = Kyif A=

'V
and . .
RHomRepg”'i’(é)(V):rnzx7 Vllnzw,V) = 07 Zf A 7é H

3.3 Statement of the main theorem

Now, we could give the statement of the main theorem.
In Section 5.5, we will define the metaplectic BMW D-modules Jy. And then,
we will define a collection of standard objects Ay in Whit,(F1) indexed by A by:

Ay = ApN X (3, (3.29)
We define a t-structure of Whit,(Fl) such that, F € Whit,(FI)=° if and only if

Homyypir, (riy(Ax[K], F) = 0,YA € Aand k > 0 (3.30)
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Recall that in (3.27) in Section 3.2.3, we have already defined a collection of
standard objects V™" in RepZ”“”(G). Similarly, we could give a t-structure of

Rep™®(G) by V € Rep™®(G)2° if and only if
HomRepgzir(é)(mex, V)=0,YA€Aand k>0 (3.31)

Our main theorem says,

Theorem 3.1. When q avoids small torsion, there exists a t-exact equivalence:

Whit,(Flg) ~ Rep™™(G) (3.32)

q
which preserves standard objects, i.e, Ay sends to V™",

Let us explain here, why we define the t-structures of both sides of (3.1) by
(3.30) and (3.31).

First of all, because any N(K)-orbit of Flg is of infinite dimension, the
original t-structure of the category of D-modules behaves badly for Whittaker
sheaves. For example, if we consider the Whittaker D-module A’U!N (K)7X(50),
then, by the same analysis as in Remark 6.3.7 | |, we could prove that this

Whittaker D-module is infinitely connective. It means for any n € Z, we have:
obloy (k)5 © Avp' FIX(80) € (Dga (FL))=" (3.33)

If we expect the equivalence of Theorem 3.1 to be t-exact, we need to find a
t-structure on the left hand side which is friendly with the category of Whittaker
sheaves.

Luckily, the naturally defined t-structure on the category of representations
of the mixed quantum group could be described by some distinguished objects
(by (3.31)) in the heart, such as Vy"* and V;™**. Hence, we only need to look
for the corresponding objects of V{* and V" on the left hand side of (3.32).

By the analysis in Section 1.3.2, we have already seen that the equivalence
of our main theorem is supposed to send Ay to V{™®. Hence, we define the
t-structure of Whit,(Flg) in this way.

3.4 Road map of proof
Strategy Let us explain how to prove Theorem 3.1.

1. The first step (Section 4) is to restate Theorem 3.1. We will replace
Repqmiz(é) by a category of D-modules on the configuration space (to be
more precise, it is the category of factorization modules on Conf, with
respect to the factorization algebra 957 we will explain these notions in
the next section). The advantage of this new expression is that both sides
of Theorem 4.1 are geometric objects and it is similar to the case of the
Jacquet functor.
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2. The second step (Section 6, in particular, Section 6.5) is to give a proof
of Theorem 4.1 modulo Theorem 9.2 and Proposition 6.11. The proof
of Theorem 9.2 (in Section 9.2) will be obtained during the proof of
Proposition 6.11, hence, we only focus on the proof of the latter.

3. The third step (Section 7) is to use a global construction to decompose
Proposition 6.11 as two parts: Theorem 7.1 and Proposition 7.4. The rest
of this paper will be devoted to the proof of Theorem 7.1 and Proposition
7.4. In addition, the proof of Theorem 7.1 b). could be used to prove
Theorem 9.2 without essential difference.

4. The fourth step (Section 8 and Section 9) will be devoted to the proof of
Theorem 7.1.

5. And the fifth step (Section 10) will be devoted to the proof of Proposition
7.4

Prop.7.4

/

Prop.6.11 <—— Thm.7.1a).

—

Thm.3.1 ——Thm.4.1

Thm.9.2 <= Thm.7.1b).

Here, A — B means that the A participates the proof of B, A — B means
A essentially implies B.

Guide for readers

Let us explain the organization of the paper.

The subject of the first part is the introduction. It occupies Section 1- Section

In Section 1, we introduce the notations, categorical settings in this paper.
We also explain the motivation and the history of studying Whittaker sheaves
and why we expect such a result.

Section 2 is devoted to the introduction of some geometric objects that we will
use in this paper, such as factorization gerbes, affine flags, affine Grassmannians,
Ran spaces, configuration spaces, etc.

Section 3 is a very short course on the categories that we deal with in
this paper. Namely, Whit,(F1), the Whittaker category on affine flags and
Repf]"“”(é), the category of representations of mixed quantum groups.

Section 4 is about the equivalence between the category of representations of
mixed quantum groups and the category of factorization modules of factorization
algebras. In this section, we will find a geometric replacement (Q — FactMod)
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of Rep;””(G) and once we established such an equivalence, we will only focus on
the proof of the equivalence between Whit,(F1) and the lately defined category
(Theorem 4.1).

Section 5 serves as a complement of Section 3.1 which offers more details of
Whity(Fl). The principal goal of this section is to give the definition of BMW
D-modules which will be used to construct standards Ay in Whit,(FI) and

match the Verma module in Rep™(G).

The second part is Section 6.

In Section 6, we construct a functor F* : Whity(Fl) — Qf — FactMod. In
Section 6.4, we will prove that the !-fiber of F'X is co-represented by Ay based on
Theorem 9.2. Then, in Section 6.5, we will make our first attempt to the proof
of Theorem 4.1. Actually, we will prove that we only need to prove standards go
to standards. It is the content of Proposition 6.11.

The third part of this paper is about proof of the key proposition, Proposition
6.11. The proof of Proposition 6.11 will be like peeling an onion. We follow the
idea of | |, i.e, we want to construct a globally defined Whittaker category
using Drinfeld compactification and then construct the corresponding functor.
At last, prove this global functor could send the standard objects in the global
Whittaker category to the standards in QqL — FactMod.

In Section 7, we will give the definition of the global Whittaker category
W hity((Bun%)so.») and construct a functor F ngob maps the global Whittaker
category to Qg — FactMod.

In Section 8, we will prove the local Whittaker category on Flg and global
category are equivalent.

In Section 9, we will compare the semi-infinite (I.e, N (K)-equivaraint+ 7'(O)-
equivariant with respect to a character) D-module on Flg and the ! extension of
the constant D-module on the Drinfeld compactification. As an application of
this comparison, we could prove that the local functor and global functor are
isomorphic.

In Section 10, we will prove that the global functor could send the global
standard objects to standards of Q(I; — FactMod.

Then, for the convenience of readers, we supply some appendix related to
this paper.

mi

4 Geometric Replacement of Repy

The goal of this section is to replace Theorem 3.1 by a stronger theorem (Theorem
4.1) which is a totally geometric statement. In order to have a totally geometric
expression of our main theorem (Theorem 3.1), we need to find a category of

sheaves on some scheme which could replace the category Rep;’m(G). The
solution is to replace Repflmx (@) by the category of factorization modules with
respect to a factorization algebra.

The origin of factorization algebras goes back to [ |. Then, it is known

(such as [Lul]) that the category of factorization modules of a certain factorization
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algebra could be used to describe the category of modules of an Ey-algebra. The
latter could be regarded as the category of representations of a Hopf algebra by
the Koszul duality.

Let us explain the organization and content of this section:

In Section 4.1, we will explain the definition of factorization algebras and
factorization modules (Section 4.1.1). Then, we will study the structure of
A — FactMod, the category of factorization modules of a certain factorization
algebra A (Section 4.1.2). Also in this section, we could give an intrinsic definition
of t-structure of A — FactMod (Proposition 4.1).

In Section 4.2, we will explain the relationship between the category of Hopf
algebras and the category of factorization algebras, as well as their module
categories. The factorization algebra which is important for us in this paper
is Qg, we will explain this factorization algebra explicitly in Section 4.4 by a
totally geometric way given in [Gaf].

In Section 4.5, as an application of the equivalence given in Section 4.2, we
could give a new expression of Theorem 3.1.

4.1 Factorization modules
4.1.1 Factorization algebras and factorization modules

The object on the left hand side of our main theorem is in the geometric natural
while the object on the right hand side is a representation category. The tool
that makes the comparison easier is factorization algebra.

In this section, we will recall the notion factorization algebra introduced
in | |. And then, we will also study its module category. In particular, we
will focus on the factorization algebra QqL in the next section. It is QqL—FactMod
which is equivalent to the category of representations of mixed quantum groups
and play a role as a replacement for the latter.

The advantage of the category of factorization modules over the category of
the representations of the mixed quantum group is that the former one is also
geometric and the twisting could be related to the twisting used in Whittaker
category easily. In our expected equivalence, Whit,(F'l) ~ Qé — FactMod, the
left category is a collection of twisted D-modules defined on Flg and the right
category is on the configuration space which is essentially the same as Gr;’elg{anz
by Lemma 2.2. Hence, it falls into the case of a Jacquet functor.

The notion of factorization algebras have already been well-known for experts
and there are many good studies about them and their module category, | | ete.
Naively speaking, factorization algebras are some D-modules (or, constructible
sheaves) on the Configuration space Conf (X, A™9) and compatible with the
factorization property of Conf(X,A"9) = Conf. If F is a factorization algebra
on Conf, then, over a point
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, the fiber of F will be canonically isomorphic to

here, F»,., denotes the fiber of F over A; - ;.
To spell out the precise definition, we restrict the addition map add in (2.7)
to Confi,, jt

add|gisj : Confgy; — Conf

Given a (twisted) D-module on Conf(X,A™), we could !-pull it back to
Confi, ;» then, according to the factorizable property that F should satisfy, we

have:
add'|gis;(F) = FRFR ... RRF|copss (4.2)

But we need to notice that there are some extra higher associative properties
needed. To formulate the definition of these homotopy coherence, we still adopt
the method used in [GL1].

Given a factorization tame gerbe G* (see Section 2.5) on Con f, let us consider
a right lax monoidal functor:

fSet**"i — DGCat (4.3)
J — D(gA)J(Confc‘l]isj)

By Grothendieck straightening theorem (See Lemma 1.2), this right lax
monoidal functor can be explained as a Cartesian fibration of symmetric monoidal
categories: _

Dga(Confl5") — fSet*d (4.4)

It could be described as follows: the fiber over J € fSet*J is given by
D(QA),J(ConfU‘l]isj), and if J — I and F; € D(gA)I(COnféisj), then the ob-
ject in D(gA)J(COTLf&IiSj) is given by the !-pullback of F; along with the map
C’onfdjisj — C’onféisj induced by J — I.

We could define

Definition 4.1. A factorization algebra is defined to be a symmetric monoidal
Cartesian section of the Cartesian fibration (4.4).

From this definition, we could see that a factorization algebra consists of an
object A in Dga(Conf), a compatible collection of factorization isomorphisms
(4.2) and homotopy-coherent conditions.

We could define a full subcategory Dga(Conf)¢ of Dga(Conf), such that
F € Dga(Conf)e if it is compact when restricting to each connected component
Conf* C Conf. We have (Dga(Conf))V := Funct(Dga(Conf),Vect)

And the Verdier duality defines a coinvariant equivalence between compact
objects of Dga(Conf) and D(gay-1(Conf)Y.

D : Dga(Conf)“? — D(gay-1(Conf)° (4.5)
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An important feature of D is that it preserves the factorization property. That
is to say that the Verdier dual of a factorization algebra is also a factorization
algebra.

Given a factorization algebra A on Conf, we could define its module category
on Conf,. Naively speaking, if we consider the restriction of the map add, in
(2.14) to (Conf’=* x Confy)ais;

addy|g;s; : (Conf‘]** x Confy)ais; — Confy

, a factorization module of A is a (suitable twisted) D-module M on Conf,
such that:
add'|4is;(M) ~ AR A... I M (4.6)

with higher homotopy-coherence.

To be more precise, given the factorization tame gerbe G* on Conf and
the gerbe G on Conf, which is factorizable with respect to G. We consider a
functor:

(fSetsvmiy — DGCat (4.7)

x€J— D(gA)J—ﬂng((COTLfJ_* X Confm)disj)

By straightening (Lemma 1.2), it gives rise to a Cartesian fibration:
Dga ((Con TS x Confy)aisj) — fSets'r (4.8)

The fiber of Dga((Conf?S¢"" x Conf,)ais;) over (x € J) € fSets" is
given by D(gA)J—*ggA((Conf‘]_* X Confx)disj).

This Cartesian fibration has an action of the symmetric monoidal cate-
gory Dga(Conff3t"™""") (see (4.4)) and this action is compatible with the
action of fSet*“d on fSeti"’ given by taking disjoint union. Recall that

we defined a factorization algebra A to be a symmetric monoidal section of
Dga (Conf!5et™"") — fSet**ri. Hence, we could define:

Definition 4.2. A factorization module of A is a Cartesian section of
Dga((Con 5™ x Confy)ais;) — fSets (4.9)
which is compatible with the action of A.

We denote by A — FactMod the category of factorization modules of A.
For our future use, we recall the Verdier duality functor for ind-scheme
(ind-stacks).

Lemma 4.1. If Y is an ind-scheme of ind-finite type, then D()) is compactly
generated.

Proof. Tt follows from the fact if ) can be written as a colimit of Z; such that Z;
are of finite type and Z; — ) is closed embedding for any 4, then, we could take
compact generators of each D(Z;) and they form a set of compact generators of

D(Y). O
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Assume Y to be an ind-scheme of ind-finite type, and G is a gerbe on ). The
same proof of Lemma 4.1 applies to twisted D-module category, one can show
that Dg()) is compactly generated. In particular, it is dualizable.

Remark When there is no twisting, it is shown in | | and [Ber] that if
D(Y) is dualizable then its dual is exactly D()) and the #-direct image functor
becomes !-pullback functor under the dual functor. In the case of ind-scheme of
ind-finite type (more generally, ind-placid scheme in [ ]), a dimension theory
gives an identification of the category D(Y) and its dual category.

When there is a twisting, we have a canonical identification

Dg (Y)Y = Funct(Dg(Y),Vect) ~ Dg-1(Y) (4.10)

The duality functor introduces an equivalence:

D : Dg(¥)% — Dyy1(V)° (4.11)

Inside Dg (), we could define a full subcategory Dg())!°“¢ of Dg(Y). It
consists of the twisted D-modules F such that:

1. The support of F is a scheme.

2. For any quasi-compact open subscheme U in ), the restriction F|y €
Dg(U)¢, ie, Flu € Dg(U)COh.

The functor (4.11) introduces the following Verdier duality:
D: Dg(y)loc'c’Op N Dgil(y)loc.c (4.12)

In particular, we have a well-defined Verdier duality functor on Con f,.

An important feature of this duality functor is that the dual of a factorization
module of a factorization algebra A is a factorization module of the factorization
algebra D(A). The Verider duality defines a coinvariant equivalence of categories
of such factorization modules.

4.1.2 Structure of A — FactMod

Given the factorization gerbe G* on Conf and a factorization algebra A €
Dga(Conf)¢. In addition, we assume that A is holonomic as a twisted D-
module. In this section, we will list some general properties of the category
A — FactM od which is defined in the last section.

Given p € A, we denote by Con f—,,.; the locally closed subscheme of Con f,
consisting of points: {D = p-x + > Nzi| Ay € A9, x; # x, Vi}. It is an
open subset of Conf<,,., (for definition, please see Section 2.2). Between these
prestacks, we have the following functors:

Definition 4.3.
j)\,Coan : Conf:)\-x — COnf§A~m
EA,Confx : C’O?’Lfg)\.fC — Confm

Ix,Confs = \,Confx © JA,Confa
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If we restrict ourselves to (twisted) ind-holonomic D-modules, then, all six
functors between (twisted) D-module categories can be defined.

The following easy lemma is useful for describing our ¢-structure on A —
FactMod,

Lemma 4.2. jy conys, 5 affine for any A € A.

Proof. We could restrict jx cony, to the connected component C'on f’S‘ »z- Then,
this open embedding is of the form: (X — z)(™ — X Tt is affine. O

Note that the restriction of the action (2.14) to Conf’~* x Conf—,., gives
Conf—,.. a factorization module prestack structure with respect to the fac-
torization prestack Conf, hence, we could also define factorization module on
Conf=,., with respect to a factorization algebra A on Conf. We denote by
A—FactMod—, the category of factorization modules on Con f—,,., with respect
to A.

Denote by G|y.. the restriction of G at A - 2. Then, we have:

Lemma 4.3. Taking !-fiber at \-x defines an equivalence between Vectg, . and
A — FactMod—,. Here, Vectg|, , denotes the category of G|x..-twisted vector
spaces.

Proof. First of all, we note that a factorization algebra A on Conf could extend
to a sheaf A on Conf’ = ConfU{0-z} by letting the sheaf A on the component
{0 -2} be k. Notice that for any J € fSet**"7, we have the following morphism:

add’ : (Conf")! — Conf’ (4.13)

and we define ((Conf’)7)4is; to be the open subscheme of (Conf’)’ such that
the supports are pairwise disjoint. Here, we regard the support of {0-z} € Conf’
as (.

We could see that the resulted sheaf A also requires a factorization algebra

structure. _ _ .
A Al Con ) )aies = add (A (Congr) ) aies (4.14)

And a factorization module of A is also a factorization module of A with
respect to the following factorization map:

add : ((ConfUO0-z) x Confy)aisj = (Conf x Confy)dis; |_|Confm — Conf,
(4.15)
Here, the map Conf, — Conf, is given by identity.
Consider the restriction of the factorization morphism to ((Conf U {0-z}) x
{A - 2})aiss:
((COTLf U {0 ' .13}) X {)‘ : x})disj — CO?’lf:XI

It is an isomorphism of schemes. So, a factorization module with respect to
A is determined by its ! fiber at A - z. The other direction is just by taking
I-pullback. U
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Under this equivalence, we could define our standard objects and costandard
objects in the category of factorization modules now. We notice that if we
assume A is holonomic, then, the object of A — FactMod—,, is holonomic as a
twisted D-module on Conf—,.,. In particular, all six functors could be defined.

Definition 4.4. In the category A — FactMod—,, we take out the generator
of this category and consider its x (resp, !)-direct image in A — FactMod, we
denote the resulted D-module by Vi a4 (resp, Ax 4 ).

Va4 is called costandard object of A— FactMod and Ay 4 is called standard
object.

By the definition of Ay 4 and V) 4, we have the following property which
explains why we call them standard objects and costandard objects:

Proposition 4.1. Give \, u € A, we have:

Hom.AfFactMod(A)\,.A[k]v V;L,.A) = kv Zf A= M, k=0

and
Hom a—pactmod(Ax,alk], V,,4) = 0, otherwise.

From now on to the end of this chapter, we assume that A is in the heart of
the t-structure of the category of D-modules when it is regarded as a (twisted)
D- module.

Forgetting A-module structure, we get a functor from A — FactMod to
Dga(Confy), the next proposition gives us an intrinsic way to define the t-
structure of A— FactMod, i.e, we could describe the ¢-structure of A— FactMod
by the objects inside.

Proposition 4.2. An A-factorization module M on Conf, is coconnective as
a (twisted) D-module if and only for any A € A:

HomA,FactMod(AA’A[k],M) = O7 lf k>0 (416)

Proof. Consider the t-structure of A — FactMod given by (4.16). We should
prove that the forgetful functor is t-exact.
Because we assume that A is in the heart, the forgetful functor is left ¢t-exact.
For right t-exactness, we note that A — FactMod=" is generated under
colimits by Ay 4, so it suffices to prove that any Ay 4 regarded as a plein
D-module, it is a connective object. It is because the morphism jy cony is an
open affine embedding, it is t-exact. O

Note that both of Ay 4 and Vy 4 are in Dga (Con f,.)!°%¢. If we apply Verdier
duality functor to them, we have:

Proposition 4.3.
D(Ax4) = Vapa), VA €A

Here, Ay 4 € Dga(Conf,) and Vb € D(gA)—l(COnfw)
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4.2 Factorization algebras and Hopf algebras

In this section, we will recall the equivalence between the category of factorization
algebras and the category of Hopf algebras, as well as the category of their
modules. In particular, at the end of this section, we will apply this equivalence
to the mixed quantum group and obtain a factorization algebra denoted by Qé.
Then, we will reach the equivalence:

RepZ”"”(G’) = QqL — FactMod (4.17)

From Hopf algebra (such as UqL(N )) to factorization algebra, there are two
steps. The first one is from Hopf algebra to Es-algebra, the second one is from
Es-algebra to factorization algebra. We will review some notions in order. The
main references of this section for us are [Ro] and [Lul].

4.2.1 E,-algebras

In this section, we will recall the definition of E,-algebras. For more details, see
Section 5 [Lul].

Es-algebra is an important bridge for us to relate Hopf algebra and factoriza-
tion algebra. Furthermore, because of the close relationship between E,-algebras
and factorization objects, E,-algebras could offer us another way to study the
factorization objects used in this paper, such as factorization gerbes, factorization
spaces(stacks), factorization algebras, etc.

E,.-algebra is a generalization of the associative algebra. In fact, it is the case
when n = 1. There are many (equivalent) ways to introduce E,-algebra in the
existed literature. The classical definition of an E,-algebra is given by induction:
given a monoidal category C, we define E; — alg(C), the category of E;-algebras,
to be the category of the associative algebras inside. If we have already defined
E,—1 — alg(C) for an E,-category C, then, E,,_; — alg(C) is a monoidal category
and we define the category of E,-algebras in C to be E1(E,—1 — alg(C)). In
particular, a symmetric monoidal category is an E,-category for any n € N, we
could define E,-algebras inside.

In this section we adopt the definition of E,-algebra given in [Ro]. The
advantage of this version of the definition is that it arises naturally from the
factorization object. As a result, it is more convenient for us to get a Es-algebra
from a factorization algebra.

Remark For simplicity, we only consider the notion of E,-algebra in a sym-
metric monoidal category. The definition of E, -algebra in an E,-category should
be similar.

The notion of E,-algebra is essentially higher categorical.

In ordinary category, an E,-algebra in Vect is a commutative algebra when
n > 2. An E;-algebra in the category of ordinary category is a monoidal category,
and an E,-algebra is a braided monoidal category when n > 2 and symmetric if
n > 3. But when we work with co-category, there will be some higher associative
structures (homotopy coherent).
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In the definition of Ranx, we note that if we replace X by any smooth
manifold M, we will get some topology space Rany;. For any symmetric
monoidal category C, we could consider the constructible sheaves on Ran,; with
value in C. In this category, we could define factorization algebras by the same
definition in Section 2.3. We denote by FactAlg(M,C) the resulted category. It
is called the category of factorization algebras with value in C.

Taking M to be R", then, we arrive the definition of E,-algebras,

Definition 4.5.
E. —alg(C) := FactAlg(R",C)

Remark FactAlg(M,C) equips with a symmetric monoidal category given
by tensoring on each power of M.
The following lemma is claimed in [Ro],

Lemma 4.4. Given two manifolds M and N, then,
FactAlg(M x N,C) ~ FactAlg(M, FactAlg(N,C))

From this lemma, we recover the classical definition of E,-algebra. It is true
because we observe that if n = 1, then E; — alg(C) = Alg(C); when n > 2,
E, — alg(C) = FactAlg(A', FactAlg(A"~1,C)) = Alg(E,_1 — Alg(C)).

R™ admits an O(n)-action, and this action induces an action of O(n) on
E, —alg(C). We denote by E,, — alg(C)o(n) the resulted quotient category.

It is known that factorization algebra can be described by its infinisimal
restriction to the tangent space of each point.

Lemma 4.5. [Ro] The category of factorization algebras on a n-dimensional
manifold M is equivalent to the category of locally constant family of factorization
algebras on the tangent spaces for all points of M.

i.e, it is the category of lift

E, —alg(C)
Mo BO(n)

The map from E,, — alg(C) to BO(n) is given by O(n) action on E, — alg(C).

In this paper, we will concentrate on the case when n = 2.
If M is the underlying topology space of a global curve, then, we have a
functor:

Ex — alg(C)so2) — FactAlg(M,C)

We study the case when C = DGCat. In this case, the SO(2)-equivariant
structure can be expressed by the notion of ribbon twist.
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Definition 4.6. Let (C,Q, V') be a braided monoidal category. A ribbon twist
on C is a natural transformation of braided monoidal functors between T and the
identity functor. Fxplicitly, it consists of an isomorphism:

Ox: X — X
for each X € C such that for every X,Y € C the diagram

Qv x oy
l(?x QY \LGX & oy
XQY Y- X®Y
commutes.

In particular, Vectf]\ is a braided monoidal category with a ribbon twist. It
is given by

Hk. : kl XB;) kl

i

It comes from the fact:

b(z,y)q(r)q(y) = q(= +y)

4.2.2 From Hopf algebra to E;-algebra

Given a Hopf algebra A in Vectg, we could attach to it a factorization algebra
on Conf. In this section, we will explain the procedure of getting a factorization
algebra from a Hopf algebra.

In this section, we will further require that A € Vect{z\pos, dim(A%)=1 and
dim(A4*) < oo, for all \.

We have a naturally defined functor ¢rivs which sends a vector space to
A — mod“™ with the same underlying vector space and with the trivial A
action:

trivg Vecté‘ — A — mod'ocm (4.18)

By general categorical argument, triv, admits a right adjoint functor. By
definition of A — mod'°®™" finite-dimensional representations are compact. As
a result, the functor triv, sends compact objects to compact objects.

Note that we have such a lemma from the category theory.

Lemma 4.6. Given a pair of adjoint functors (F 4 G) between compact gener-
ated categories. If F' preserves compactness, then, G is continuous.

Hence, we have that the right adjoint functor of ¢riv4 is continuous,

inva : A —modemt — Vectf; (4.19)

Under our assumption for A (A° =k and dimA* < o0), finite-dimensional
vector spaces generate finite-dimensional A module category under the functor
trivs. Hence, as a corollary of the following lemma, inv,4 is conservative.
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Lemma 4.7. If the image of a left adjoint functor F' generates its target category
under colimits, then, the right adjoint functor of F' is conservative.

The following lemma from Theorem 3.4.5 [L.u3] is a higher categorical analog
of the classical result of [BW] and [Bec],

Lemma 4.8. (Barr-Beck-Lurie) A right adjoint functor is mondaic if:
- 1t 15 conservative.
- preserves colimits.

Note that if a right adjoint functor is continuous, then, it satisfies the last
condition.

In particular, inv4 is monadic.

According to the definition of monadicity, the monad 7 = inv4 o trivy
induces an equivalence of categories, i.e, the functor :

invg : A —modoemit — Vectg
factors as the decomposition:
A — mod" et = T — mod(Vect;\) — Vectflx

and the first functor is an equivalence.

Note that the monad 7 commutes with right action of Vectf; on itself, so
it is given by an associative algebra, we denote by B the resulted associative
algebra. A is a Hopf algebra, the coalgebra structure of A gives A — mod a
monoidal category structure. The above equivalence gives B — mod a monoidal
category structure.

And we note that B = T (kg), it is the unital object in T —mod. In particular,
B acquires an Es-algebra structure. In fact, B is Kosz(A"), the Koszul dual of
AV,

If we regard ko and Kk (for definition, we refer to Section 3.2.1) as A-modules
with the trivial action, then the A-component of B is given by

HomA—mod(k()y k/\)

The following lemma is claimed in | |, and will be proved in L.Chen and
C.Fu’s upcoming paper.

Lemma 4.9. (A generation of 4.36 in [Fra]) Given an Eg-category O and an
Es-algebra B inside, then, we have:

Zpr,0(B —mod) ~ B —modg, (O) (4.20)

Apply the above lemma in our case, we get the following equivalence:

ZDT,Vecth\(UqL(N) - modloc.nil) 2ZDT’,V&'ctQ (UqI(D (Ni) - ComOd)
~ZprVecth (Kosz(UfD(Nf)) —mod) (4.21)

ZKOSZ(ULIKD(Ni)) — modg,
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4.2.3 From Es-algebra to factorization algebra

In this section, we will apply the content of Chapter 5 of [Lul] to obtain a
factorization algebra from an Es-algebra.

Recall that in Section 4.2.1, given an O(2)-equivariant Es-category (for
example, a ribbon twist category), we could get a factorization category on any
global curve X, i.e, we have a functor:

Fact : E3 — alg(DGCat)o(2) — FactAlg(X, DGCat)

O — Fact(0) (4.22)

The following lemma is from [Ro]:

Lemma 4.10. The above functor (4.22) sends Vect{l\ to Dgr (Grr pan)™". Here,
D" means the category of regular holonomic D-modules.

Furthermore, it is claimed in [ | that any Es-algebra object B in O
corresponds to a factorization algebra Qp in Fact(O). What’s more, there is an
equivalence between the category of Es-modules of B and the category of the
factorization modules of Qp.

In our case, O = Vecté\ and Fact(O) = Dga(Grr,ran)™". In Lemma 4.10,
if we ask the Es-algebra B to be in Vecté\mg*o, then we could regard Qp as
a regular holonomic D-module supporting on the closed subscheme Gr;elg?an
([GL1] 29.4.2). According to Lemma 2.1, we could regard Qp as a factorization
algebra in the category Dga(Conf (X, A"9)).

Hence, we have the following equivalence:

B — modg, ~ Qp — FactMod (4.23)

The relationship between B and 2p is that the !-fiber of Qp at X - x is given
by A-component of B. The relationship between an E; module M of B and the
corresponding factorization modules of 2 is that the !-fiber of the factorization
module at A\ -z is given by A-component of M.

From now on, when we talk about the factorization algebra Q(A) corre-
sponding to a Hopf algebra A, it means the factorization algebra corresponds
to the corresponding Es-algebra of that Hopf algebra, i.e, Q(A) := Qp where
B = Kosz(AY).

Take A = U;‘(Z\Vf)7 then,

Definition 4.7. we denote by QL the factorization algebra Q(UqL(N)). And we
denote by QKD the factorization algebra Q(UqKD(N)).

Combined (4.23) with (4.21), we have:

Proposition 4.4.

Rep™@(G) = Zp, Vectg;(UqL (N) — mod'°™) ~ QqL — FactMod (4.24)
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4.3 Description of Q(A) and Q(A, M)

In this section, we will study the corresponding Qg—modules of standards V;"@

and costandards V" Y of Repg”“'(é) under the equivalence in Proposition 4.4.
Given a Hopf algebra A and an object M in the relative Drinfeld center
Z Dr,Vect) (A —mod"*™). In this section, we will give an explicit formula for the
factorization algebra 2(A) and the corresponding factorization module Q(A, M).
By the description below (4.23), given an A-module M, the !-fiber at u - = of
the corresponding factorization module is given by:

loc.nily oblv loc.nil Mv4 A ~
ZDrVecth (A —mod*™") =" A —mod'**™" — Vecty — Vectl ~ Vect

The third functor is given by projection to the A-component and the last
equivalence is given by taking a (non—canonical)v trivialization of G*.
And we apply it in the case when A = U‘f(N ™)

oblv g inv g
vl () vk (x)

ZDr,Vect) (UF(N) - mod'em) UL(N) — mod'oenit

q

l’l’L'I}U% (1\7}

— Vecté\ — Vectg ~ Vect

In other words, given an object M in Zp, vees (UqL — mod!°“™) | then, the
I-fiber of Q(UqL(N), M) at A - x is given by

Homyr ) (Ko, M)* (4.25)

By taking duality, we could get the *-fiber of Q(UqL (N), M) at -z is given
by:

(M ® k?* (4.26)
Ug(N)
Remark Note that because all (twisted) D-modules above are holonomic, we
have a well-defined *-fiber functor.
Remark In the rest of the paper, we denote by A{?Ld the D-module A, ()

defined in Definition 4.4 and by AJ*?  the D-module A, vxo(n)- Similarly for
) My
fact
Vi ]
By description (4.26) and the fact that the underlying USP (N~ )-module

structure of V" is the Verma module corresponding to A, we get that V"

corresponds to A{?Ld under the equivalence in Proposition 4.4.

Similarly, V" @V corresponds to V{\?Ld.
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4.4 An explicit description of Q{;

In this section, we will recall a geometric construction of the factorization algebras
QL and QP given in [Gad].

[e]
We note that Con f(X, A™9) has an open subset Con f removing all diagonals.
That is to say if we write

Conf= || Conf*~ || I x

AEAneg—0 AEANCI=0 A=S"n,(—ay) i

Then Conf is the open subset defined by

conf= || Conf ~ | fom

AEAnea—0 AEATCT=0 A= (—av;)

Here, X (™) denotes the open subset of X (") erasing all diagonals.

Using the expression given in (4.1), the point D € Conf is of the form
D =3 —a;, x) such that z; # x; if i # j.

Under our requirement for the quadratic form ¢ in Section 3.2.1, the following
lemma comes from [G1.2]

Lemma 4.11. G*| . is canonically trivialized.
Conf

Under the above trivialization, we have:
Dga(Conf) ~ D(Conf)

o
Given n € N, we could define the sign local system on X (™. To be more
° o
precise, we have a S,-étale cover of X (™) given by X". S,, has an order 2 normal
o]

subgroup A,. So, we could get a 2-cover of X (™). Consider the constant perverse
[e]

D-module on this cover and *-push-out it to X (). Then, it can be decomposed
as the sum of constant D- module and another D-module. The latter is called
the sign D- module.

Under the equivalence between Dga (Con f) and D(Conf), the sign D-module

gives rise to a twisted D-module on C'onf, we denote it by Qga. It is known
that this D-module only depends on the quadratic form ¢, hence, we could also
denote folg/\ by Solq.

We can construct a factorization algebra QqL from (OZq using the factorization
property of QqL. Given A € A"9 — 0, assume that we have already known the
restriction of QqL on C’onf’\, for any M > A. On Conf?*, by the factorization

property of QqL, we have already known the restriction of QqL on the complement
of the main diagonal:
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X < Conf?

We denote the open embedding from the complement Conf*\ X to Conf?

by .j)\,big
Jabig : Conf\X — Conf* (4.27)

We could describe Q% inductively as follows (2.3 [Ga6]):
Proposition 4.5. i). If A\ =w(p) — p and l(w) = 2, then,
Tabig. © I big(Qg) = Qg
it). If \=w(p) — p and l(w) < 3,

Ho(jk,bigy! Oj!A,big(Qg)) = Qé
iii). If X is not of the form w(p) — p, then,

Qé 22 Jxbig,lx © j!A,big(Qé))

4.5 Restatement of Theorem 3.1

This is a restatement of the main theorem of our paper,

Theorem 4.1. When ¢ avoids small torsion, there is a functor FT which
establishes a t-exact equivalence:

FY : Whity(Fl,) = QF — FactMod
and preserves standard objects and costandard objects.

From now on, we will prove this theorem instead of the original expression.

5 Whittaker category: t-structure and duality

In this section, we will give a more detailed description of the local Whittaker
category on Flg. The principal goal of this section is to give the definitions
of standard objects in Whit,(Flg) and the duality functor. The dual of the
standard object will play an important role in the proof of our main theorem.

The content of this section:

In Section 5.1, we will study the N(K)-orbits of Flg and determine which
orbits could admit a non-zero Whittaker D-modules supporting on it.

In Section 5.2, we will give the definition of metaplectic BMW D-modules
Ja for dominant coweights. To achieve the definition of metaplectic BMW D-
modules J», we need to input another twisting on Flg from right, hence, the
notations in this section will be a little bit complicated (especially in Section
5.2.2).
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In Section 5.3, we will define the convolution product for metaplectic D-
modules and prove that our metaplectic BMW D-modules behave similarly as
non-twisting BMW D-modules.

In Section 5.4, we will extend the definition of J) to any coweight A using
the convolution product given in the previous section.

In Section 5.5, finally, we could give the definition of the standards Ay €
Whity(Flg) using the definition of Jx. Then, we could also define costandards.

In Section 5.6, we will prove that the standard objects compactly generate
Whitq(F1).

In Section 5.7, we will study the t-structure of Whit,(Flg) given by Ay and
prove that our standards and costandards belong to the heart.

In Section 5.8, we will study the Whittaker category defined by coinvariant.
Through this definition, we could define the Verdier duality for compact objects
in Whitg(F1).

In Section 5.9, we will use the duality functor to prove that costandards
are compact when ¢ is irrational which are not compact when ¢ is rational and
degenerated.

5.1 Relevant orbits

Note that N(K) is a unipotent group, hence, the category of Whittaker D-
modules on each orbit is equivalent to Vect or 0. To study Whit,(Flg), we
should at first study when a N(K)-orbit admits non-zero Whittaker D-modules
supporting onside.

It is known that the N(K)-orbits of Flg are indexed by the extended Weyl
group We*t, Here, W ~ W x A. But not all orbits admit non-zero Whittaker
objects supporting on them. W¢** admits a map to G(K), we will denote the
corresponding element in G(K) by w as well.

Definition 5.1. Given any w € W, we denote by S}?l the N(K)-orbit passing
through w - I /1. - -
And we denote by S, the closure of SE; in Flg.

Definition 5.2. Given two elements w, w' € W, we denote by
w<yuw (5.1)
the condition: Sgl - S’gl/

Remark By | ], [La] and | ], the partially defined order <y is given
by semi-infinite Bruhat order.

Definition 5.3. We call such orbits admitting non-zero Whittaker D-modules
supporting on them to be relevant orbits. And if N(K)w - I/I is a relevant
N(K)-orbit, then we say w € W is relevant.

It is easy to see that the necessary and sufficient condition for a N(K)-orbit
N(K)w-I/I C Fl to be relevant is:

Staby gy (wl/T) C Ker(x) (5.2)
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Definition 5.4. Given an element w € W, we denote by l(w) the dimension
of its Twahori orbit in the affine flag. (or the length of W)
If & = t*w then, we have

(@) = > | <aA> |+ > |<aA>+1  (5.3)
GEAT w1 (&)>0 &EAT w1 (&)<0
Proposition 5.1. A N(K)-orbit N(K)w-I/I C Fl is revelent if and only if w
can be written as the form: t=° L(t") for some t* € We here, L(w') means the
unique maximal length element in Wa' C Weet,

Proof. Denote by AJF the sets of the roots corresponding to the Iwahori subgroup
I. II* denotes the set of positive simple roots of G. II~ denotes the set of
negative simple roots G. r; denotes the simple reflection in W given by the
simple root &; of G and ¢ is the positive imaginary root generator.

Staby xy(w-I/1) =wlw ' NN(K) C Ker(x)

o @R )N (Tt -6} =0
o @A) NPT} = 0
o tp"[E(EJr) N{II"} =90 (5.4)

= {17} c tP{E(AJr)
sw 'tP(AT) <0
sl(w Mt rr) <l(w 't r),VieJ
< l(ritPw) <I(tPw),Vie T
So, by [Kac] we have w = ¢t=* {(@') for some element w'. O

Using the length function (5.3), we could decode the relevant condition in a
more explicit way. Through the proof of the proposition above, we could see if
we write @ as t*w, t* € A,w € W, then we have the following description of the
relevant condition:

Corollary 5.1. (i). If w=(&;) € A, then, (A, &) >0

(ii). If w=i(c;) € A, then, (A, &) > —1

Here, (—,—) : A x A — K is the natural pairing.

Note that the above corollary has an equivalent expression: given & € At,

then,
(-z:).w:(éz) € At = A+p,a)>1 5.5
(1) w H(a@) e A = (A4 p,d) >0

Remark In the above description, we allow the test object & to be in AT

. . ot e . .
instead of just in [[ . In some cases, the second description will be more
convenient for us.
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Definition 5.5. Let Whitq(Sgl) denote the category of W hittaker D-modules
on S§,.

Notice N(K) is ind-pro unipotent, we have:

Proposition 5.2. i
Whit,(SE;) ~ Vect

if W is relevant and

Whit,(Sg,) ~0
otherwise.

Given any relevant N(K)-orbit S%, C Fl, we define:
Ja,ru: S — SHy (5.6)

to be the corresponding open embedding.
Then, we could define direct image functors and pullback functors along with
this morphism:

Ja,ru, : Whitg(Sg) = White(SE) : ji.m (5.7)
Jmr Whity(Sp;) = White(S) : jao,ru. (5.8)

j@) r1,1 is well- defined because W hittaker D-modules are ind-holonomic. By the
same reason, x-pullback of Whittaker D-module is also well-defined.
Let us denote

ja.ei: Sp — Fl (5.9)
Ja,pu, : Whitq(Sgy) = White(F1) : ji g (5.10)
Ja pu s Whitg(Fl) = Whity(S2) : ja,ri« (5.11)
And N
iﬁ,Fl : S}f—fl — Fl (512)
i, 0 Whity(Sg) = Whitg(Fl) i g, (5.13)
it Whitg(FU) = White(SE) : igris (5.14)

We could give a highest weight structure to Whit,(F1) with the !-extension
D-modules and *-extension D-modules from relevant orbits.

Definition 5.6. Assume that w is relevant, then, we define:

A% = Ao X (G [l (wot? @) + Lt w)]
Va" = Jo i 0 Jp m(AF")
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Remark The cohomological shift here is to let A%Z" and V" match with
their global corresponding objects defined in Section 7.2.
By definition, we have the following property of AX" and V&'

Proposition 5.3. i). AY" (resp. VI ) compactly generated W hit,(F1)
ii).
Homw i, (A%, V" [k]) =0

!

unless w = w' and k = 0. And in this case,
Homwni, (A%, V") =k
Hence, we could describe the compact objects in Whit, (Fl) very explicitly.

Proposition 5.4. An object F € Whity(F1l) is compact if and only if F is a
compact object in Whit,(S%,) for some relevant orbit N(K)w-I/I C Fl.

Proof. We note that the direct image along with a closed embedding preserves
compact objects. Hence, we only need to prove any compact object F supports
on S¥, for some w € West,

Because {AZ",Vw relevant} are compact generators of Whity(F1) and in a
compact generated category, compact objects are finite extensions of compact
generators. As a result, any compact object supports on some S'I’?l. O

Definition 5.7. We define a t-structure of Whitq(Fl‘;;p) as follows:

o A twisted W hittaker D-module F on FI1%” is coconective if for any relevant
Aw, we have

Homyy pir, (riery (AXG K], F) = 0,VEk > 0

We denote the heart of this t-structure by Whit,(FI)®" (we use ’ here because
we will define another t-structure which is more important for us and we leave
our heart © for this one. )

Given a t-structure of Whit,(F1) as above, then, we could prove :

Proposition 5.5. i). A", VX" € W hit, (F1)®

i1). Irreducible objects of Whitq(Fl)Ul are given by

LE" = jarie © i pi(AFT)

iii). LI is compact.
Proof. The first claim will be proved in Section 8.2 after introducing the global
definition of the Whittaker category.

ii). Assume that F € Whit,(F1) is irreducible, then, there exists a relevant
extended Weyl group element, Aw, such that there is a non-zero morphism

A}S" — F, hence it is surjective by the irreducibility of . Similar, we could
find a relevant extended Weyl group element tMw’, such that there is a non-zero
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morphism F — V457 ,, and it is injective also by the irreducibility of . Hence,
the composition
ver

S — F — Vi (5.15)

is non-zero. So, by Proposition 5.3 ii). A = A and w = w’. And jix,, gy 1. ©
jéxw 1 (ARXT) is the unique D-module satisfying the requirement for F in (5.15).
L2¢" is irreducible: if not, it admits an irreducible submodule of the form

L25". Hence, there is a non-zero map:

o — LT
it implies w = w'.
ili). Because L™ could be obtained by finite extension of A O

Regarding A" as standard objects and V" as costandard objects, we
can prove that it gives Whit,(F1) a highest weight category structure. But the
problem is that it is difficult to define a functor from Whit, (Fi) to QqL —FactMod,
such that, the standard objects, and costandard objects of both sides match
under the given functor.

We need to define another highest weight category structure of Qg —FactMod,
such that standard objects(resp. costandard objects) go to the standard objects
(resp. costandard objects) in QF — FactMod. The work of [AB] tells us that we
should use the Whittaker object constructed from BMW D-modules.

5.2 Right monodromic D-modules

[AB] indicates us that we need to define the metaplectic BMW D-module Jy
and use them to define our standard objects Ay = Av!N(K)’X(J,\). So, how to
define J,7

The naive attempt fails, the objects in Dga (FI)! are too few. That is to say,
if we still consider the category Dge (F )!, and define our standard objects in
Whit,(Fl) by applying the !-average functor to some distinguished objects in
Dga (F1)!, then, we cannot get many objects. The reason is that the trivialization
of the twisting G on each Iwarohi orbit is not necessarily Iwahori equivariant!
Instead, it is equivariant with respect to certain character D-module on I. For
example, when ¢ is irrational, on the I-orbit I - t*w - I/I C FI, there is no
I-equivariant D-module on this orbit unless A = 0. Because of the twisting,
we will have fewer objects’ in Dge (FI1)!. The solution to fix this problem is
to consider pro-p-Iwahori, I°, equivariant D-modules, instead of considering
Iwahori equivariant D-modules.

We could consider metaplectic Iwahori equivariant D-modules as I°-equivalent
D-modules on G(K)/I° which are monodromic with respect to left T-action and
a certain character and also with respect to right T-action and some character.

Sections 5.2-5.4 are devoted to constructing the metaplectic BMW D-modules.

Let us, first of all, recall the classical BMW D-modules. They are a collection
of Iwahori equivariant D-modules {J,} indexed by A with the following property:
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1. the convolution product gives a monoidal structure:
:‘n *3)\ = :‘n+)\ (516)

2. when A is dominant, J, should be isomorphic to the !-extension of its
restriction to the Iwahori orbit I - A/l and when —\ is dominant, Jy
should be isomorphic to the *-extension of its restriction to the Iwahori
orbit I-X-I/I

Let us explain the organization of Section 5.2-5.4. First of all, in Section 5.2, we
will introduce the equivariant D-modules that we will use. This section contains
two parts:

1. GC-twisted I°-equivariant D-module on Flg,

2. G% ® G-twisted I%-equivariant and right monodromic D-module on Fl:=
G(K)/I°. Here, G denotes the restriction of G& at t* and I° is the pro-p
unipotent radical of I.

The second part is very important for us to form a meaningful convolution
product.

In this section, we could also give the definition of the metaplectic BMW
D-module Jy (resp. their variations o(Jx),) for A dominant.

Then, in Section 5.3, we will define a convolution product functor for the
equivariant D-modules defined in Section 5.2.

Finally, in Section 5.4, we will construct the metaplectic BMW D-modules.

5.2.1 G%-twisted D-module on FI

Assume @ = t*w, A € A,w € W. Denote by FI? the Iwahori orbit of FI which
contains w. It is an affine space and hence contractible. Because I is pro-
unipotent, there is a unique (up to a non-canonical isomorphism) I°-equivariant
trivialization of the gerbe G% on FI” C FI.

Hence, under this I°-equivariant trivialization of the gerbe G on FI¥,
we could regard the category Dge (FI’E)I0 as D(Flﬁ)lo. By taking !-fiber at
w € Fl, this category is (non-canonically) equivalent to Vect. We may take
the constant local system on FI% and we denote it by cg. It is a generator of
Dge (FI?)" ~ D(FI?)!",

Let

Jar : Dga (FI") — Dga (F1)

denote the !-direct image functor of twisted D-module categories.
Definition 5.8. We define Ja1 to be Jg = Jwi(cp)[(W)].

Remark Because cg is an (ind-) holonomic D-module, !-direct image functor
can be defined on such an object.
Similarly,
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Definition 5.9. We define g« = Jox(ca)[1(W)].

Here, Jas : Dge(FI®) — Dgo(Fl) is the *- direct image functor of the
twisted D-module category.

Remark The objects J g+ and J 4 that we constructed above are I°-equivariant
D-modules, but they are not necessary I-equivariant. In fact, ¢z € Dga (FI®)!
if and only if b(\, ) = 0 for any p € A.

By our philosophy of BMW D-module, we expect that there will be a
convolution product for Jx, or Jx . like (5.16).

But now, we meet a problem: there is no interesting monoidal category struc-
ture for Dga (F1)! 0, i.e, there is no convolution product of a right I-equivariant
D-module and a left I%-equivariant D-module if the later is not left T-equivariant!

5.2.2 GY® G*-twisted right monodromic D-module on G(K)/I°

In order to define a good convolution product, we need to modify a little here
by adding some twisting on the right. The author thanks D.Gaitsgory again for
sharing generously this idea.

As we said before, the D-modules that we constructed above, cg, Jw 1, Jw,«
(here, w = t*w), they are I°-equivariant but not T-equivariant. But we notice
that the I%-equivariant trivialization of the gerbe G& on FI? is T-monodromic
with respect to the character by := b(A,—) : A = K/Z, so all of the objects listed
above are T-equivariant with respect to the Kummer D-module by .

The exact sequence:

11T T —1

is split, hence we may consider the right action of T on FI := G(K)/I°. In

particular, we can define the notion of D-module on F'l which is right monodromic
with respect to a character of T

In the function case, given two I%-equivariant functions fi, fo on G(K)/I°,
if f1 is right (T, b)-equivariant and fs is left (T, b)-equivariant, then, we could
define a function f; x fo on G(K)/I° by

(fix f2)(g) = / fi(@) fo(x™ g)da

2€G(K) /I

Definition 5.10. Let Dge ®ga(ﬁ)ﬂ’>\ be the category of G& Q) G -twisted left

(I, bx)-equivariant and right (T,b,,)-equivariant D-modules on Fl.
If w = t*w € W, we note that there is a right T-equivariant projection
fo: Pl =Ial/Iy — T (5.17)
ilt)‘w7;2 — w’ltlwtg, here i1 = il,Otla 1o = 7;2,0t2,i170,7;270 S Io,tl,tg eT

It is easy to check that the definition of fz is independent of choices of i
and is.
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Given the Kummer D-module b, on T, we consider its !-pullback along with
the map fg. It is a right (7', b, )-equivariantand and left (7, b,,(,))-equivariant

D-module on Fi . We denote it by (cw) € D(E?‘vlw).
We consider the I O—equivariaglt trivialization of G& on FI® C FI and pullback

it to a trivialization of G& on ﬁw, it is of course also I°-equivariant. What’s more,
this trivialization is left (T',b,)-equivariant and right T-equivariant (because it
is a pullback from F1).

Under this trivialization, we could identify Dgec (ﬁw) with D(ﬁw). In

particular, we could regard (cg), as an object in Dgc (ﬁw) And after taking
into account the T-monodromy of the above I%-equivariant trivialization of G,
(ca)u is aright (T, b,)-equivariant and left (T, by (y))-equivariant D-module
as a twisted D-module in Dgc(ﬁ).

Remark Note that by definition, (cg), actually belongs to Dga(ﬁ)#.

Definition 5.11. Let (Jw,1).(resp, (Ja,«)u) be the I (resp, *)-extension of the
perverse D-module (cg),[l(w)] with respect to the morphism.:

Ja: ﬁw — E‘/Z
Similarly, we could define o(Jz,1), and o(Ja,«), € Dge ®ga(ﬁ)#.

From now on, if the symbol ,(?), appears in this paper, we should keep
in mind that it indicates that this object is a G% @ G*-twisted right (T, b,,)-
equivariant D-module on Fl.

We need to note here that if we fix some trivialization of G, then, we will have
an equivalence between G¢ ® G*-twisted D-module category and G%-twisted
D-module category. In particular, we could regard ,(?), as some GE-twisted
D-module. And we could define the convolution product of these twisted BMW
D-modules (with G* twisting) when take trivializations and regard them as
GC twisted D-modules. (no G* twisting)

5.3 Convolution product

The convolution product is given similar to the non-twisted case. Consider the
following diagram:

G(K) x G(K)/I° (5.18)
G(K)/ 10 G(K) x G(K)/T° G(K)/T°
G(K)/1°
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Denote by 7 the natural projection from G(K) to Fl,
7:G(K)— G(K)/Iy (5.19)

Given F; € Dge g go (F/l),\7 we have that 7'(F}) is a right (I, by )-equivariant

G @ G*-twisted D-module on G(K). And we take F» € Dgc g gs(F1)I™.
Then, we consider the following diagram,

R

I
—=GK)xI xGK)/Io —z G(K) x G(K) /Iy > G(K) x G(K) /I
(5.20)
The equivariant condition of F; and J5 translates to the descent conditign. So
the external product 7' (F; )X F, can descend to a twisted D module ¢'(F; )XF, €

I ~
DgG®ga><gG ®RGh (G(K) X G(K)/I), s.t, W!(ﬁ!(fl)gfg) ~ 7?'(.71) X ]:2.
Definition 5.12. We define

Fi x Fai=ma((7 (F1)BF)) € Dgo g gots (FL), (5.21)

Here, the gerbes on G(K) x G(K) and G(K) match because of the multiplicative
property of GG,

Sometimes we will just write x instead of I*/\ for simplicity.

Remark

I
my, my : Dge @ goxge @ g# (G(K) X G(K)/Iy) = Dge g ga+s(G(K)/Io)

It does not matter whether we consider !- or x-direct image functor, because
m is (ind-) proper.

For @ € We*t, if we can write it as @ = t*w, then, we use symbol @ denote
A

Remark o(3@,2)u (7= 1 or *) is left (7', bz;)-equivariant and right (7',b,)-
equivariant.

In order to extend the definition of metaplectic BMW D-module to any
coweight X\ € A, we need the following lemma which is an analog of lemma 8 in

[AB].
Lemma 5.1. w,w’ € W [(ww') = l(w) + (@), and p € A, then,
i);
,!)u = ( @E’,!)u
Qo )z * Qo )p = Faa s )u
i), (315,!)@—71H* Qa-1,0)u = (00)u (3@,*)13*1“ * (Ja-1,0)u

Proof. the proof is similar to the non-twisted case. Here, we sketch the proof.
i) we only prove the first claim, the second one follows from the same
argument.

Q@) * Qe

*
*

1%

R =
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Qo )z * Qo )p = Qaa,
Consider the convolution diagram (5.18), by Cartan decomposition of G(K)
I
by Iwahori subgroup I, the map m : G(K) x G(K)/I° — G(K)/I" is an isomor-

phism after restricting to Twl X Iw'T/1° — Tww'T/I°. And we notice that the
trivializations of gerbes on both sides are compatible.

Both (J@,1)z7* (Ja,1)u and (Jgzar 1), have zero x-fiber outside Tww'I /I C
Fli.

Consider the *-fiber of (Jg,1) =77 * (Jar 1) over the point ww' € FI. It can be
identified with the *-fiber of (Jgg 1) at the same point. This identification is
I-equivariant.(both of them are T-equivariant with respect to a same character
D-module and I%-equivariant).

It can imply the first assertion.

ii).From the first assertion of this lemma, we may reduce the question to the
case when 1 is a simple reflection. In this case, IwI/I C FI is isomorphic to PL.

Then, we consider Twl - Tw=1I/I% according to the Bruhat order, it is
contained in I@I/I U I/I%note w? = 1). It is a closed subscheme in FI. We
should prove that the -fiber of (Jw)[)m*(‘jq’[)—l,*)‘u is zero at w and canonically
isomorphic with !-fiber of (d¢), at 1.

The direct image along with the map: G(K) — G(K) : g = gog~
functor

L induces a

Sgo : DG& (F1),0 — Digey-1 @ g, (F1) - (5.22)

Given any point gg € G(K)/Iy, its preimage in G(K) X G(K)/Iy under m is
identified with G(K)/I by the composition of projection p; : G(K) x G(K)/Iy —
G(K)/Ipand G(K)/I° — G(K)/I. We can regard m~*(go) C G(K) X G(K)/I°

as Fl, and under this identification the l-restriction of (Jgz1)z=1 (dw 1) to
m~1(go) is identified with

()5 © 590 ((Fa-1.)4) € Dg (FI)
Ve

By base change, the !-fiber of (Jg
by

* (J-1,+)u at the point go is given

H(FL, (35, =1, ® 540 ((Fz-1,4)u)) € Vectgg

here Vectgc means the twisted vector space category.
The !-fiber of (@) z=; * Fa-1,4)u at w is identified with

H(Fl (Jw ) ®5w<(3@*1,*)l4«))

Because w is a simple reflection, we have I {ﬁ =~ P!, Under this identification,
!

the D-module (35»1)m®55((313’17*) 1) can be identified with *-pushout from
some G,,-monodromic (with respect to certain Kummer D module) D-module
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on G,, to Al, and then !-pushout to P'. By Braden theorem, its cohomology is
zero. (See | ])- And over the point 1 € F, the !-fiber can be calculated as

HFL () 5= @ s1(@a-.0)0))

And we notice that this tensor product is I-equivariant. Its restriction to Al

is isomorphic to the constant object.
1

By projection formula, (3@,1)m® 55((J-1.4)u) is x-pushout from A!, and
it is k. O

5.4 Metaplectic BMW D-modules

With the preparation given in the last several sections, finally, we are able to
construct BMW D-modules in twisted cases.

Definition 5.13. Given X € A, s.t, A = A1 — Ao, A1, A2 € AT, We define the
metaplectic BMW D-module (Jx), € Dga(F1),, to be:

(:‘/\)p, = (3)\1,!)—>\2+u * (3—)\2,*)p (523)
Similarly, we define the dual BMW D module:
(JQ)H = (3>\1,*)*)\2+# * (J*AQ,!)IL (524)

The definitions are independent of choices of A1, Ay according to Lemma 5.1.

This definition can be generalized to the definition of o (Jx), € Dge g go (ﬁ) "
and a(\,}?),u € DgG ®ga (FZ)N
By Lemma 5.1, metaplectic BMW D-modules admit a convolution product:
i.e,
~ ~ ~ Tt s
@), 3, B3 = @yer)u € Dga (F" (5.25)

If we also add G* and G? twistings:

N N N S Lbass
a@n)r+n /\’(+M,8(d>\>u ~ a+8Jn+2)u € Dgo @ gats (F1) " (5.26)

5.5 Standards and Costandards

In this section, we will define the standard objects and costandard objects of
W hitq(Fl) which will match the standard objects and costandard objects of
Qg — FactMod constructed in Section 4.1.2.

From Dgc (F1) to Whit,(F'l) we have a functor denoted by AvN X which
is right adjoint to the forgetful functor. But this functor is not continuous, i.e, it
does not commute with colimits. So, it is not practical for our categories (our
categories are cocomplete DG-categories, so it would be convenient for us to ask
functors among them commute with colimits).
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Let I ;- denote the =-fiber of Ny /Ny, at 1. If we ignore the Galois action,
then, li, 5 is just a shift by relative dimension. Given k < &/, there is a functor:
AvNex Ui i ®Avivkl’x given by the Lemma 4.2 in [Ber]. Now we could

define another functor Aviv (K)x,

Av[" = colim AvNEX 2
v, colk@m 8 ®lo,k (5.27)

It is easy to see that Av[°"(F) € Whity(F1). What’s more, it is defined by
colimit, so it is continuous. We will see this functor can be used to describe
many important Whittaker D-modules.

In the category Whit,(F1), we define

Definition 5.14.

Ay = A X (gy) (5.28)
Vi~ Av; (%oel}\@(lja,*)ka L;a‘ska,*) (5.29)

We call Ay standard objects of Whit,(Fl) and V) costandard objects.
A basic property of these objects (also where the names ’standard’ and
‘costandard’ come from) is the following proposition:

Proposition 5.6.
Homyypir, (r1y(Ax, Vuli]) = K, if A=p,i=0

and
Homuyypi, (r1y(Ax, V,uli]) = 0 otherwise.

Proof.

Homwnir, (r1y(Ax, V,ui])

=Homwnir, (7o ( A0 "X (@2), AL colim((FasJu-a | Iu-asli)

:colimHomWMtq(Fl)(AvIN(K)’X(Cj)\),Av:e"((ﬁa,*)#,a * Jp—axlt])
acAt Iu—a

. N(K),X /~ ~ ren ((~
:fxoel}\ql HomWhitq(’Fvl)u,a (AU[ ( )X(\j/\* (\Ja—u,!)u—(x)aA'U* ((\J(X,*);L—O{

* 3u—a,*[i] * (:‘(x—u,!)u—a)
I, p—a

. N(K),
= colim Homyy, iy, (A0 ¥ Orromp)umal-2A + @ — u],

AV (ba) p—al=2l] +1])

By the following lemma 5.2, AU!N(K)’X(&\+Q,H)H,Q[—2|)\ +a—pf] is -

extension from its restriction to S%"O‘_” C Fl and Avl*"(0a)p—al—2|a| + 1]

is the x-extension of its restriction to S%l C Fl.
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Hence, we have
Homy,, .\ (A% Va2l a—pl], AVT(80) ool —2]al+i])
Whity(Fl)y—a ! Ada—p/p—a K], AV, a)u—a
=k if and only if A = p and i = 0 and
Hom — (AN X )iea =2 A Fa—p|], AT (64) o —2|a|+i])
Whitq(Fl)y—a ! Ata—p/p—a K] AUy a)p—o

= 0 otherwise.
O

Lemma 5.2. Given A\ € A", then, we have:
AV (5)[=2A] = sy, . 0 by (Bn) = AU (3)..)
ii).
Ay =AY = A X (5,)[=2|A]

Proof. i). If X is dominant, then N(K)t"] = N(K)It*I. Hence, all these
three D-modules are *-extension from their restrictions to Sy, C FI. As they
are (N (K), x)-equivariant, we only need to prove that their !-fiber at t* € FI
coincide.

Then, the isomorphism follows from

i\ (AVX QYo k(Ix1)) = i (AvleX (R 1o k(3. +))
~ i3 (AvlYeX @) lo 1 (63 [—2|A[]))

The proof of the second claim is similar. O

5.6 Compact generation property

In this section, we prove that Whit,(F1) is compactly generated by Aj.

Recall Proposition 5.3, A%" compactly generate Whit,(F1I), so we want to
study the relationship between Ay and AZ¢". If A%" can be generated by finite
extensions by Ay, then Ay, A € A compactly generate Whit,(F1).

Let us denote wy € W the longest element in the finite Weyl element,
we consider the relevant orbit N(K)t~Pwg C FI. Tt is the minimal relevant
N (K)-orbit, i.e, its closure contains only one relevant orbit (itself).

From this description, we have:

Lemma 5.3. Any Whittaker D-module on Spf"° is clean.
On this orbit, we define a twisted D-module,

Definition 5.15. the Steinberg W hittaker D-module St is defined to be

AN, (P w0)]) (530)
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According to [AB] lemma 4 c), we have the following property of St.
Lemma 5.4. For any w € W, we have St =2 St % Jyy1 =2 St x Joy «.

With the cleanness property of St in Lemma 5.3, we claim the following
property:
Proposition 5.7. St = A_,

~ N(K),x ~ :

Proof. We note A_, * (J,)—p = (Ao)-, = Ay, ((60)—p) and (Jp)—, is
invertible. So, we need to prove that St (J,)-, = (A¢)—,. According to
the lemma above, we have St % (J,)—p = St * Juwy« * (Jp)—p. Because I(t¥) =
l(’wo) + l(t_pw())a we have 3w0,* * (39)—P = (37110“’,!)—/7'

And according to Lemma, 5.5, when t~Pwyt*w is relevant, we have:

N(K)t~Pwolt*wl = N (K)t~Pwot wl

From this equality, we know St * (J,)—, is l-extension from some object on
N(K)I/I C Fl. Only need to prove the ! fiber of St x (Jugtr1)—p at 1 € Fl
is canonically isomorphic to K. It follows from the fact that the convolution
product m in Diagram (5.18) is an isomorphism after restricting to:

I
N (Kt Pwol x Twgt?I/I° — N(K)I/I°
O

Lemma 5.5. For A € A,w € W, the following two conditions are equivalent:
(i). t~Pwot*w is relevant.
N (K)t~Pwolt*wl = N(K)t~Pwot wl
Proof.
N (Kt~ Pwolt*wl = N(K)t™Pwot*wl
sTwt* ¢ N~ (K)wt* T (5.31)
st ™ o NT(K)wlw™!
And the last condition is equivalent to the following conditions for A and w:
o If > 0,w twy(a) > 0, (a, wow(N)) > 1
o If a > 0,w twy(a) > 0, (o, wow(N)) > 0.
By (5.5), it is equal to say t“°*M=Pygw is relevant. O

From now on until the end of this section,, in order to simplify the notations,
we will only consider the case when there is no twisting. The proof of general
cases is the same after modifying Iwahori equivariant property by adding a
character and change notations by adding twistings.

The following lemma is well-known,
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Lemma 5.6. If F is [-equivariant, then, AU!N(K)’X(]:) ~ Ag* F.

With this lemma, we could calculate the image of Jyx,, 1 (resp. Jiay, ) under
the functor St x — : D(Fl) — Whit(Fl).

Lemma 5.7. If t Pwot*w is relevant, then,
A OBy ) [ (W) + 1(Ew0)] = Stx Fyras

Proof. Because of the lemma 5.5 and 5.6, we know that both sides are !-extension
- A
from their restrictions to S}lpwot . Then, we only need to compare their !-

fibers at t~Pwot w. The isomorphism of their !-fibers comes followed the fact

I
that the convolution diagram: N(K)t~Pwol x It*wl — N(K)t~Pwot*wl is an
isomorphism if t—Pwot w is relevant. O

Given w € We, recall that we denote by ' the longest element in the left
coset, of finite Weyl group W containing w (W@ C West).

Definition 5.16. Then, we define ¢(w) = t=° .

Given an [-equivariant D-module supporting on the closure of IwI/I C Fl,
we claim that we can calculate the support of St x F.

Proposition 5.8. If F € D!(FI) and supp(F) = Iwl/I, then,
supp(St* F) = N(K)p(w)I /I (5.32)

Proof. We can prove it by inducting on the length of w.

If I(w) = 0, we have () = wo, so (1) = tPwew. And because Twl/I is
a point, we have supp(St* F) = N(K)t=Pwowl/I. The claim is true.

We assume that for [(@0') < n, we have already proved the claim. Given F
supported on Twl /I, [(w) = n. Note that we can regard F as an extension of Jz

and some D-module 7’ whose support belongs to N(K)wI\N(K)wl/I C FI.

So, we only need to prove two following lemmas:

D). supp(St x 3o.1) = N(R)H@)I/T.

ii). supp(St*F') C N(K)p(w)I/I\N(K)p(w)I/I.

For the first claim, we assume !(@) = w, then, we have St x Jz1 = St %
Jwow,x * Jw,! = St * Juwoww,! by Lemma 5.1 and Lemma 5.4. Hence, we have:
N(EK)p(w)I/I C supp(St* Juweww,!) C N(K)t—Pwolwowwl/I = N(K)p(w)I/I.

To prove the second claim, we need to prove if @' <j @, then, ¢(0’) <y ¢().
Here, <; means the Bruhat order, I.e, @' <; w if and only if I&'I C ITwl.
And <y denotes the semi-infinite Bruhat order, i.e, w' <y w if and only if
N(K)w'I C N(K)wl.

It is true. By definition, @’ <; @ means [w'lI C Iwl. So, G(O)w'I C
G(O)wI. Note that we have G(O)wI = I'(w)I, so I'(w')I C I'(d)I.

We claim: when A dominant, then, N(K)I[t*wl = N(K)t*wI. It is true.
Because A dominant = ¢t *N~(tO)t* C N~ (t0) C wlw™! = N~(tO) C
trwlw 1t A = I ¢ N(K)twlw 't = N(K)t*wl = N(K)It*wl.
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If we write l(ﬁ)) = t*w, then, A dominant. Hence, we have

NE) (@) = N(EK) (@)1

N(K) (@I = N(K)T' (@]

As a result, we have:

N(K){(w")I = N(K)I'(w')I c N(K)I'(w)I = N(K)Y(w)I
O
As a direct corollary of this proposition, we can calculate the support of Aj.
Corollary 5.2. supp(Ay) = N(K)o(p + NI/1

Proof. Tt follows from Ay = Ag*xJx = St xJp1 *Jn = St xJp+a. And the
support of supp(Jat,) = [t**PI/I. (by Lemma 5.8) O

The following lemma is from [Be2] (Lemma 11).

Lemma 5.8. For any A € A, we have: supp(Jx) = It*I/I, and we have
Wlawer/I = Inlgemi/!
For general A, A, is different from A%*". But we have the following property:

Corollary 5.3. A\|N(k)g(x+p)1/T = Agf§+p)|N(K)¢(>\+ﬂ)I/I'

Proof. According to Lemma 5.8, we know the support of Ay is the closure
of N(K)p(A+ p)I/I. And according to Lemma 5.8 and the proof of Lemma
5.8, when restricting to N(K)p(A + p)I/I, we have: Ax|n(x)g(atp)1/1 = St *
InINE) 6O+ 17T = BG4 p)- L

With the above preparation, we could get the most important proposition in
this section:

Proposition 5.9. {Ay, XA € A} is a collection of compact generators of W hitq(F1).

Proof. By definition of relevant orbits and ¢, we know ¢(A), A € A is one-to-
one corresponds to relevant orbits. Now the proposition directly follows from

supp(Ax) = N(K)@(tr+ )1 /1, and rank(Ax|nx)p(p+ay1) = 1 (Le, Ax[N(x)p(o4n)1T
is a generator of th'tq(S%er)‘))). O

The following Proposition is independent of the goal of this section, we write
it just for completeness. We could describe Ay explicitly if A is anti-dominant.

Proposition 5.10. If A is strict dominant, then Ay xy—p = V{51,

tAwo

Proof. Aygn)—p = St * Jpuwon) o« = St * Jug s * Jpwo ) s * Juwg,l * Juwg,x = ST x
:‘two(wo(k))’* *Swm* ~ St *Jt)‘wo,* = v;z/\e;o. -
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5.7 t-structure given by A,

In this section, we will define the important t-structure on Whit,(Fi) with
metaplectic BMW D-modules which have already been proved to be a collection
of compact generators of Whit,(Fl) in the last section. We will denote this
t-structure by t5 and its heart is denoted by W hit,(FI)®.

This new t — structure is important for us, because it is this t-structure
which could make our main theorem 4.1 to be t-exact.

Recall the following lemma in [BRR],

Lemma 5.9. If we assume C to be a compactly generated category with compact
generators {c;}.
Then, there is a t-structure given by

C=% .= {c|Home(ci[k], ¢) = 0,Vi,Vk > 0}

and
C<%:= {c|Home(c,c') = 0,¥c¢ € C="}

Definition 5.17. In the category Whit,(Fl), we define a new t-structure by
the compact generators Ay, i.e,

o F € Whit,(F1)=° if and only if
HOmWhitq(Fl)(A)\[k],f) =0, VAeAand k>0
The first thing that we need to do is to see whether A is in the heart of this
t-structure.
Proposition 5.11. Ay and V) are in the heart of this t-structure.

Proof. We prove this proposition as a corollary of our main theorem. Assume
that we have already proved Theorem 4.1, then, because A{aft and V{aft are in

the heart of the t-structure of QqL — FactMod, we have Ay and V) are in the

heart (F'” preserves standards and costandards).
O

From the definition of the ¢-structure of Whit,(F'l), we know:
the t-structure is compatible with filtered colimits, i.e, F; € Whit,(FI1)=°
(resp, Whit,(F1)<°), then, colim F; € F=°(resp, Whit,(F1)=°).
i€l

Indeed, because A is compact,
RHomyy pit, (r1y(Ax, colimF;) = colim RHomyypi, (r1y(Ax, Fi) (5.33)
And there is a natural isomorphism for any ¢ € Whit,(F1):
RHomyypit, (r1y(colimF;, ¢) = lim RHomywpiy, (F1y(Fis €) (5.34)

Definition 5.18. we denote Ly the image of Ay in V) in Whitq(Fl)o.
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After we proved our main theorem, we will see that V) and A are of finite
length for all A € A if and only if ¢ is irrational. When ¢ is rational, costandard
objects and irreducible objects are not compact, but standard objects are still
compact.

Given a relevant orbit N(K)wl/I C Fl, we denote by x.1+ the Goresky-
Macpherson extension ( i.e, image of !-extension to *-extension) of the restriction
of the D-module Av¥ %X(6,:)[~1(wotP@) + L(t~Pwo)] to N(K)dI/I C FI. We
note by definition, it can be regarded as St x J;—pqw 1. Because every I-orbit
in F1 is affine, we have J;-py,m,1« is @ D-module concentrated in degree 0.

Then, we propose a conjecture about how to describe L.

Conjecture 5.1. L) is isomorphic to colircrz Xr,lx % IA=Ap %
A EA

5.8 Coinvariant

In Section A, we see that there are two different definitions of the Whittaker
category: one is constructed as invariant and another one is constructed as
coinvariant. In Section 3.1, we studied the definition given by invariants. Now,
we will consider another definition given by coinvariants. Through considering
this category, we could get the definition of Verdier duality functor for Whit,(F1).

In [Gab], D.Gaitsgory constructed a functor from the coinvariant Whittaker
category to the invariant Whittaker category and the author in loc.cit proved
that it is actually an equivalence of categories.

In this section, we will review some parts from [Ga5], for the readers who
are familiar with this paper and the equivalence between coinvariant Whittaker
category and invariant Whittaker category can safely skip this section.

To start with, for any DG-category C and its subcategory C’, we could define
its quotient DG category C., by the universal property: for any DG-category D,
we have

Funct(Ceo, D) ~ Funct(C,D) X Funct(C',DI"P)
Funct(C’',D)

Here, D9"P denotes 1 — full subcategory of D which contains only isomor-
phisms in D.

Definition 5.19. We define Whity(Fl)c, to be the quotient DG-category of
Dgc (F1) by the full subcategory generated by:

Fib(AvYeX(F) — F) (5.35)
here F € Dga(Fl), Ny = Ad,—+,(N(0)),k € Z.

Remark It is equivalent to the definition of coinvariant Whittaker category
given in Section A.
We could write Whity(F1)., as

colkim Dgc(Fl)n,
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Here, the transition functor is given by projection functor
Dga(Fl)n, x — Dga(Fl)n,, v, k' >k

For the definition of Dga (F1)n, , please check Definition A.8.
And as Ny is pro-unipotent, the natural projection

Dga(Fl)N, x — Dga(F1)Nex

induced by AvY*X : Dge(FI) — Dge (FI)N*X is an equivalence. Hence, we
could identify Whit,(Fl)., as

colim Dge (F1)Nex (5.36)
The transition functor for this colimit is given by
Dga(FI)N»X — Dge (FO)NvX : F —s AotV X(F) k< K/ (5.37)

Recall that we have Whit,(F1) ~ li;n Dga (F1)Ne-X | the transition functor is

given by forgetful functor.
In (5.27), we have already defined a functor Av[®" : Dge (F1) — Whit,(F)

TeEN .— y Nk)
AV, F) = col}gmlo7k®Av* X(F)

Remark. The name of the functor Av]*" used in [Gab] is "Ps-Id’

AvZ™ maps all morphisms of the form (5.35) to isomorphisms. So, it induces
a functor from Whit,(F1)s, to Whity(F'l). With some abuse of notations, we
also denote Av’®™ this functor. The main theorem in [Ga5] is that:

Lemma 5.10.
Avye"™ : Whity(Fl)eo —> Whity(FI) (5.38)

is an equivalence of categories.

Let us denote V) ., the image of

colim(ﬁa,*),aH\I *  (J—atrx) € Dga(FI) (5.39)

acATt ,—otA

in Whit,(F1)., under the projection Dge (F1) — Whity(Fl)co-
According to the definition of V) and V .0, we get the following proposition:

Proposition 5.12.
AU:en(vA,CO) =~ v)\

for any A € A.
As a corollary of Lemma 5.10, we have,

Corollary 5.4. Whity(Fl)., is dualizable.
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Proof. By Lemma 5.10, Whit,(F1)., is equivalent to Whit,(F1). O

Let us denote Whit,(F1)Y, the dual DG-category of Whit,(F1)c,. By defini-
tion, it is the functor category given by

Funct(Whity(Fl)co, Vect)
Proposition 5.13. The duality functor defines an equivalence:
D : Whitg(F1)), ~ Whit,:(Fl) (5.40)
Proof. By universal property,
Funct(Whity(Fl)eo, Vect) C Funct(Dge (F1), Vect)

is the full subcategory generated by the functor from Dgec (F1) to Vect such

that all counit morphims of the form Avd ®X(F) — F maps to isomorphisms

in Vect. And the right hand side of (5.40) is a full subcategory generated by
(N(K), x)-equivariant D-modules, i.e, by all F € Dge (F1), s.t, the counit map
Aol X(F) = F is an isomorphism in Dge (F1), for any k.

Note that Verdier duality functor gives us an equivalence

Dge(F1)Y := Funct(Dge (Fl),Vect) ~ Dgoy-1(Fl) (5.41)
We only need to prove that the corresponding subcategories of both sides of
(5.41) coincide. That is to say, given a functor
Dge(Fl) — Vect

, it belongs to Whity(F'l)y, if and only if it corresponds to Whit,—:(F1) under
the equivalence (5.41).

First, let us consider the ’only if’ direction. Indeed, given such a functor
belongs to Whity(F1)Y,. Then, it is of the form:

Dge(Fl) — Vect
F — (F, Fo) (5.42)

for some Fy € Dgay-1(F1).
By definition, we have: for any F € Dge(F1) and k,

(AvJX(F), FO) = (F, F)

(F, Av=X(F0)) = (F, F9)

From here, we get Aviv’“’x(]:o) ~ FO for any k. Hence, F° is an object in
Whit,(F1).

The other direction is similar: if 70 € Whit,-1(F1), then the functor corre-
sponding to FY belongs to Whit,(F1)Y,. O
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Definition 5.20. We define the Verdier duality functor:
D : (Whity(FI1)°)°P — Whit,—1(F1)°
to be the composition of functors:
(Whity(F1)¢)P — Whit,(F1)S, (i;) Whit -1 (FI)° (5.43)
We claim that the dual of standard object Ay could be described by the dual
BMW sheaf:
Proposition 5.14. For any A € A, Ay € Whit,(Fl), we have
D(Ay) = Ave" (37) (5.44)

Proof. AvT®™ maps 3§ to Av7¢"(JD), we only need to prove under the equivalence:
Whity(F1)Y ~ Whit,—1(Fl)co, Ay goes to .
We only need to prove for any F € Whit,(Fl), we have

RHomy it (p1y(Ax, F) =~ (F,33)
It follows from:
RHomw pit, (k1) (Ax, F) 2RHomp,, (r1)(Ir, F)
~(F,3%)

The first isomorphism is because of adjoint property, and the second comes
from the fact J goes to J ? under the equivalence

(Dgc (Fl))v ~ D(gc)—l(FZ)

and the definition of the pairing between Whit,(F'l) and Whit,—1(F1)co.
O

5.9 An application of duality functor

This section does not participate in the proof of the main theorem, it just studies
some special phenomenon when ¢ is irrational.

In general, the support of V) contains infinite many N (K)-orbits in FI,
but when ¢ is irrational, its support is contained in the union of finite many
N(K)-orbits.

Proposition 5.15. When q is irrational, we have Vx * Jug.t =2 D(AX) * Fupg,x-
Here, Vy is in Whit,—1(FI), Ay € Whit,(F1).
In particular, ¥V supports on finite many N (K)-orbits.

Proof. O

And in the irrational case, we could relate Ay with D(Aj).
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Proposition 5.16. If g is irrational and A € AT, then, for Ay, € Whit,(F1)
and Ay -1 € Whit,—1(F1), we have:

Aq,)\ ~ D(Aq—17/\)

Proof. It follows from Ay ~ St * (Jppa1) = St * (Jpirs) = D(Ag-1 ).
I,p+X I,p+X ’
O
Corollary 5.5. When q is irrational, and X\ € AT, A\ % Jug s« * Jwg.x = VA =
Xivg * Juwo -
Conjecture 5.2. If q is irrational, then:
{AXN * Jue,1, A € A} and {A¥", w relevant} are the same.

If G is of type A!, then, it is true.

6 Proof of the main theorem

The organization of this section is as follows:

In Section 6.1, we want to introduce a closed substack (S%I,Ra%)oom of
Flg Ran,- Theorem 6.1 ensures that we could regard a Whittaker D-module on
Flg as a Whittaker D-module on (5% pay,. )oo-z-

In Section 6.2, we introduce configuration version affine flags and affine
Grassmannian. There is a pull back functor from Flg ran, to Flg,cony,, hence,
we may regard a Whittaker D-module on Flg as a Whittaker D-module defined
on configuration version affine flags.

In Section 6.3, we will give the definition of local functors used in this paper.
In particular, the functor F appeared in Theorem 4.1 will be defined in this
section.

In Section 6.4, we will give a description of the functors defined in the previous
section by calculating the !-fibers of F' and FEP at X -z € Conf,.

In Section 6.5, we will prove the main theorem modulo Proposition 6.11.

In Section 6.6, we will supply proof of Theorem 6.1 used in Section 6.1.

6.1 Whittaker category on Flg gan,

The construction of the functor F¥ uses a lot of factorization prestacks. Recall
that we have already defined Flg ran, and Grg, Rran in Section 2.4, in this section,
we will study the corresponding Whittaker categories onside. We will focus
on the Whittaker category defined on a closed substack of Flg ran,, and then
compare it with the Whittaker category on Ran, x F'l,. And the most important
stuff of this section is Theorem 6.1 which claims that these two categories are
equivalent. But because the proof of this theorem is quite technical and is
independent with other content of this paper, hence, we postpone the proof
of Theorem 6.1 in Section 6.6. Another important proposition introduced in
this section is Corollary 6.1, from this Corollary, we could get a factorization
structure of the functor F' constructed in Section 6.3.
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In this section, our schemes and groups will be schemes and groups over the
Ran space (or fixed point Ran space).

First of all, let us explain the definition of Whittaker D-module on Fig ran,
and related geometric objects.

T
By replacing Pg by P, := w” x G, we could get a w’-twisted version affine
flags F1%" and affine Grassmannian Gr¥”, similar for N(K)“", G(K)*”", etc. On
N(K)“", we have a canonically defined non-degenerated character:

p projection
.

TES

X : N(K) N(K)Y" /IN(K)" ,N(K)2"] = w|p: % w|p. —Z Ga |
6.1

Let us define some stacks over Ran and Ran,:

Definition 6.1. Let G(K )Ran denote the group prestack classifying the data:
(Pg,a,1,7v), here, (Pg,a,I) is an element in GTG’RM and vy is an isomorphism
between Pg and Pl on Dj.

(;?(K)‘ﬁ,imgr is the fiber product of G(K)%.. with Ranx . over Ranx
Vi,
is a factorization module space with respect to G(K)4%.,,.. The fiber of G(K)%.
over one point y is given by:

From definitions, G(K)%, , is a factorization space over Ranx, and G(K

G(K)y

We could define a factorization ind-pro group subscheme of G(K)%, Ban» such
that the fiber over the point y E X is given by N(K) . We define N(K)4%. . to
be the fiber product of N(K)%,, and Ran, over Ran.

We have a natural action of N(K)%,, on Gr%,,., and an action of N(K)%.,,
on GrRan and Flﬁfm

Now, we define a closed N(K)%,
Flng{mm, it is defined as:

. Qwo
an,-ivariant subspace (Sg0, ooz C

Definition 6.2. A point (I,Pg, o, ¢€) € FlRan belongs to (S%gnm r)oox if
and only if for any dominant weight A € AT, the composite map:

R AWP) S (w2) A — v,V (6.2)
is regular on X —x. Here, the second map is the map mapping to the highest weight
vector in Vé. Vé is the Weyl module of G corresponding to the highest weight A

. T
and V{}G is defined to be Pg’s associated vector bundle. And Pf, = wf x G.

If we require (_62) to be regular on the whole curve X, then, we denote the
resulted stack by Spo, -

Remark We introduce (532 Ran, ooz 18 because it is very important for us to
do a global and local comparison in Section 8 and Section 9. We will see later
that we have a naturally defined map:

TFLRan, (Sg?,Ranz)oo'l (Bun% ). (6.3)
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What’s more, the map 7p;, : FI¥" — (Bun%’)..., factorizes mp; pan,. We
will use this observation in the proof of Theorem 7.1. B
We could also define the stack S%,,, o, C Gr& pa, as well as (5%, gr)oca C

Grﬁfmm (we use the same notations as in [Gal]):

Definition 6.3. A point (I, Pg,a) € Grég., belongs to Sy, ¢ if we have: for
any dominant weight A\ € A™, the composite map:

K (w%)<5"2"> — V;gé; — V;;G (6.4)

is regular on X.

If we replace the condition ’regular on X’ by ’reqular on X-z’ (after we fized
a point x, so we also need to replace Ranx by Ranx ), then, we denote this
substack in Gr“é';nx’w by (Sgr,Ranw)OO'l'

The most important feature of these stacks are their factorization property.

Proposition 6.1. a). We have ‘S_’%an,Gr s a factorization space, i.e,

Q0 ~ Q0 Qo0 o
SGT,Ran RX (Ran X Ran)diSj - SRan,G'r X SGT,Ran X (Ran X Ran)dlsj

ang Ranx Ran
(6.5)
with homotopy coherence. -
b). (Skon, F1)ocs and (S%T,Ranz)oo‘r factorize w.r.t S%cm,GTf i.e,
(Sggnz ooz X (Ran x Rang)disj
? Rang
~ (6.6)
S%an,cr X (5’;‘{2%7”)00.@ RanXxRan (Ran x Rang)dis;
(Sgr,Ranw)OO'w X (Ran X Ran:p)disj
Rang
~ (6.7)
S?%an,Gr X (gg‘r,Ranm)oom X (RanX X Ranm)disj
Ranx Rang

with homotopy coherence.

Proof. We only prove the first claim of b). The proofs for other claims are similar
(just forgetting the Iwahori structure).

Given a point s; = (Pg1,(z € I1),a1,€) in (‘gggnw,m)ww and a point
s2 = (Pg,2,I2,2) in S%an,Gr' Because I; NI, = 0, X\I; UX\IL, = X. We
define a new point s3 = (Pg3,(x € I Uly),as,€) in (7%‘;”%”)00% by the
following assignment: We let Pg 3 be Pg1 on X — I and be Py on X — I;. On
X — I U Iy, the transition map is given by alagl. And a3 is a3 on X — I and
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is ag on X — I . Because Pg 3 and Pg,1 are the same on X — I, in particular,
we could identify their fiber over x. We let € be € under the identification of
Pc,3 and Pg,1 over z.

The inverse map is easy. Given a point (Pggs,(z € I1 U I3),as,€¢) in
(Shan, Fi)oc-zs We could recover s1 = (Pg1,(z € I),a1,€) in (Sgo, oo
and a point sy = (Pg 2, [2,@2) in 5%, g, by the following assignments:

Pg1 = Pgs on X — I, and equals P, on X — I;. The transition map is
given by a3 on X — Iy and id on X — I;. € is given by ¢’ with the identification
of Pg,3 and Pg 1 over x.

S9 is given similarly. O

Remark In order to simplify the notations, from now on, we will use the
following simplified notations:

((Sggnwﬂ)mx)dmj = (Sﬁgnz,ﬂ)oo-r Rgnx(Ran X Rang)dis;
(S%anx,Gr X (gggnz,Fl)Oo'i)disj = (S%CWL,GT x (SEZnI,Fl)OO'I)

X (Ran x Rang)d;s;
RanXx Rang,

((S(C)?r,RanI)OO'w)diSj = (S’gr,Ranx)OO"T Rx (Ran X Ranﬂ?)disj
angy

and

(S%anx,Gr X (S%T,Ranz)oo‘w)disj = (S%QR,GT X (S%T,Ranm)oo'w)
X (Ranx x Rang)dis;
Ranx Rang,

The stack S%,,, . g, admits an open dense N(K)%n, -orbit Shan.cr

Definition 6.4. We define S, ar C Shan.cr (07 SRan,.cr C (S&, ran, ooz
OF Shan. #1 C (Shon. pi)ooa) to e the substack consisting of the points such

that maps & are injective on X (resp, X — x) for any A € A+,

Recall in Section 5.1, we denoted by S§, the N(K)“’-orbit passing through
w € FI*". Similarly, we could also define the N (K)“’-orbit passing through
t* € Gr and denote it by S}, . For example, the subscheme Sgr,y - Gré’jy

classifies the data (Pg, @) such that VA € A*, the map
K (w%)O"Q”> — V})& — V;;G

is injective on X. Its closure is denoted by Sg‘r,y - Grg’jy. The difference

between the definition of S'%Tyy and Sg‘r,y is that we only ask x* to be regular,
i.e, it may has torsion. -
We note that the fiber of (S%Z,Ranm)oo'iv over the point I = {x, 21,2, ..., 21} €

Ranx , is isomorphic to the product Fl, x [T,<;< S&,,,- And the fiber
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of Sgr,Ran over the point I = {x1,2s,...,2x} € Ranx is isomorphic to

0
ngigk SGr,xi'

Note that the gerbe G is multiplicative, and the gerbe G on F' lg’jRanz is
equivalent w.r.t G on G(K)%,,,. under the action of G(K)%,, on FIZ . .
wP
Rang

under the action of N(K)“éfmm on Flg:Ranm. Because IV is unipotent, we have

In particular, the gerbe G& on Flg?Ranw is equivalent w.r.t G& on N(K)

N(K )“f;anz is an affine space. Hence, there is a canonical trivialization of the
restriction of G& on N(K)“p So, the gerbe G¢ on FZETRMJ is equivalent

Rang*
with respect to the action of N(K )‘f{mz It means that we can talk about
N(K )‘ﬁznm—equivarian‘c trivialization of the gerbe on each N(K )“j;;m orbit (up
to a non-canonical isomorphism which involves the choice of the trivialization at
a point).

In particular, given any character D-module x on N (K)%,

Ran,» We may consider

the category of (N (K )“f{;nz » X Ran )-€quivariant D-modules.
If we denote by X graen the composition of maps as follows:
w? w? w? w? r
XRan * N(K)Rcmw — NRanm (K)/[N(K)Ranva(K)Ranx] — WRang (K) —

take residue Ay
a,Ran,

— Ga,Ranw
(6.8)

then, we could define the (twisted) Whittaker category on F lg:Ranw,
Definition 6.5.

W hity(FIZ pan.) = Dga (FIE gy, )N ) rans Xnan

Remark The twisting w” does not change the category essentially. This
twisting only let us have a canonical choice of X gan-

We note that (S50, )ec-s is invariant under the N(K)%,, -action. We de-
note by Whitq(Flg:Ranz)S? the full subcategory of Whitq(Flnganm) consisting
of objects supporting on (Spo,  p)oc-a-

The aim of this section to compare Whitq(Fl"éfRanw)SO with the Whittaker
category on Flf;jp X Ran,. Let us consider the product space Ran, X FZ;’”. The
N(K)¥" action on Fl“épz gives a N(K)%"-action on Ran, x Fl‘épT The pullback
of the gerbe G& on Fl"c’;pz to Ran, x FI1¢’ is still denoted by G&. This gerbe is
N(K);’p—equivariant, we define the W hittaker category on this product space

to be:
Whity(Rang x FI2") := Dga(Rang x FIg p,, )N x (6.9)

We have a canonical morphism:

P

unit : FI° x Rang, — FlRan, (6.10)

Definition 6.6. unit : FI¥" x Ran, — Fl%,, sends (Pg,o,€),x € I to
(l‘ € IaPGaaae)'
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similarly, we have:
unitg, : S&, x Ran — S'grﬂlm (6.11)

A useful observation is that the functor unit factors through the closed
subspace (Sg0,,  py)ooz Flijanm. It is true because « is an isomorphism on
X — 1z, s0 for any A € AT, KN (w%)<5"2”> — V%é is a regular morphism (in fact,
it is even injective) of vector bundles outside x by definition. Hence, we could
also denote by unit the map:

unit : FI°" x Ran, — (Sﬁgnw,m)wx (6.12)
Note that ! — pullback along with the projection
DTRan, : Rang X Fl;"p — Fl;’p
gives rise to a functor
Prian, : Dga(F12°) = Dga (FI2° x Ran,) (6.13)

This map commutes with N (K)%”-action, so we have pr%{anz induces a functor

between corresponding Whittaker categories:
Whit,(FI") — Whit,(FI¥" x Ran,) (6.14)

Now, let us consider unit' : Dge (( 7%3% r)ooz) — Dga(FI¥° x Rany).
We claim that this map could induce a functor between the corresponding
Whittaker categories:

unit' : Whitg((SpS,. p1)eca) = Whitg(Rang x FIS")

Let us explain why the functor unit' can induce a functor between the
Whittaker categories.

Remark The Whittaker conditions of two sides of the functor unit' are
different: the Whittaker condition in the definition of Dge ((SE2, m)oc-s) iS

Rang,
(N(K)‘g;nx,XRan)—equivariant and the other side is (N (K)%”, x)-equivariant.
Despite of the difference of the equivariant conditions, unit' sends Whittaker
objects to Whittaker objects. Consider the closed subgroup N’ in N(K)%m,
whose fiber over a point {x,x1,xs,...,xx} € Ran, is given by N(K)¥" x
[1; N(O)2". Restrict to x gives a projection:
N — N(K)“" (6.15)

x

We note that the map unit is compatible with N’-action, where the action of
N’ on FI¢" x Ran, is given by the projection above and the action of N (K)~”
on Fl‘;’p. Then, we notice that the kernel of the projection (6.15) is a product of

N(O),, which is pro-unipotent, so we have an equivalence:
’ ~ wP
oblvuns . n(xyer + Dga(FIZ™ x Rang)N'X <=5 Dga (FI2" x Rang )N X
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0.
So, unit’ induces a functor:

DgG((S’ggn Fl)OO:p)N(K)uél;n‘n yXRang — DgG (Fl?;p « Rana:)N/vX ~
) , L (6.16)
Dga (FI¥° x Rang )Nz x

i.e,

unit' : Whity((Spo,  m)oca) — White(FI%" x Ran,) (6.17)

Similarly, if we consider the !-pullback of unitg,-. Then, by the same analysis
as above, we could get a functor:

unit, : Whitq(Skan.cr) — Whitq(Sg, x Ran) (6.18)
In Section 6.6, we will apply the same method used in [Ga5] to prove:
Theorem 6.1. Functors (6.17) and (6.18) are equivalences.

Note that the projection:
Skan.cr — Ran (6.19)
admits a canonical section:
SRan : Ran — S%a, cr (6.20)

Let Vac denote the W hittaker D-module on S%an,cr uniquely characterized
by the property that its pullback to Ran is the dualizing D-module on Ran, i.e,
S!Ran(Vac) ~ WRan-

As a direct corollary from Theorem 6.1, we have the following factorization
property:

Corollary 6.1. a). Vac is a factorization algebra on S%T’Ran, i.e,

VacK Vac|(§fér7mm = Vac\(

<=0 <0
XS Gr Ran)disj SGr . Ran)disj

b). Any F € Whitq((gggnmﬂ)oo.z) is factorization module of Vac, i.e:

VacK ]-'|(§2;7WRM = Fligwo

X(SRon ., pi)oo-a)disj Rang,F1)oo e )disj

Proof. We only show b). a) follows from the same proof.

For any & € 5%,,, a, — S%an.qr» We have staby gyer (2) ¢ Ker(Xpran)-(given
a point = € FI%, . the condition staby (gywe (z) C Ker(xXRan) is equivalent to
x lies in Sk, g0 A € AT). Tt implies Whity(S%,, ¢r — Shan.cr) = 0. So, we
have, Whit(](g%an,(?r) = Whitl](s%an,Gr)

Taking !-fiber at the canonical section of Ran in S%,, 4, gives us an equiv-
alence: Whitq(S%a, ar) ~ D(Ran). Indeed, it is because N(K)%.,, acts trans-
versely on S, , over Ran and N(K )4» . is ind-pro-unipotent.
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We consider the following diagram:

wP unit Qwo
Ran, x FI¥ (SFI,RanI>OO'$

addxidT T

P SRan X UMDY Sw
(Ran X Rang X FI )aisj = (5°Gr.ran X (SF] gan, )oo-)disj

It is commutative. Both of the images of a point (Ip, I, Pg, a,€) € (Ran X
Ran, x F l‘;;p)disj through the clockwise composition and counter-clockwise
composition are (Io U It, Pa, a|x—1,un,) € (SE} pan, )oc-a-

Given a Whittaker D-module F on (SVF?’RMI)OO% we need to prove

(add x id)! o unit'(F) =~ wran X unit!(]:)|disj

And it follows from the fact any (twisted) D-module on Ran, factorizes
with respect to wran, i.e, for any (twisted) D-module M € D(Ran,), we have
add' (M)]aisj = w & M|gis;- O

6.2 Configuration version of Gr and Fl

Recall that in Theorem 4.1, we need to construct a functor sending to Conf,.
Hence, it is convenient to consider the stack over the Configuration space. In
this section, we will explain the configuration version of Gr and F1I.

Definition 6.7. Let Grg’jc(mf be the prestack over Conf that classifies the data:
(D, Pg, ), here,

D= > \a; € Conf, (6.21)
1<i<k
Pg € Bung,a: Phlx—1 =2 Palx-1, I ={z1,22, ..., 21},
Definition 6.8. Let Fl‘*G"jconfz be the prestack over Conf, that classifies the
data: (D, Pg,a,¢€), here,
D=\ x+ Z Ai-x; € Conf, (6.22)
1<i<k

Pe € Bung, « : Phlx—1 = Palx—1, I = {z,z1,22,...,2}, and € is a
B-reduction of Pg at x.

Given a point in Conf, (resp, Conf) of the form (6.22) (resp. (6.21)). Then,
it is easy to see that the fiber of F l“é/jCOn . (resp. Grgfc(m f) over this point is
canonically isomorphic to:

FIg" < ] &y’ (6.23)

1<i<k
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(resp.

I & (6.24)

1<i<k
Now, we define some substacks in the stacks defined above.
Definition 6.9. We denote by Sgr,Canf the closed sub prestack of Grgjconf
such that,
a0 ao
SRan,Gr R>¢§n Gr;,elg{an = SConf,Gr Cfnf GT;?]%an (625)

as substacks of the following isomorphism:

w? neg ~ wP neg
GTG,Ran Riin GTT,Ran - GTG,Conf C’fnf GTT,Ran (626)

Definition 6.10. We denote by 5;,’?700nf-m the closed sub prestack of Flngonfw
consisting of the points (D, Pg, a,€) s.t,

neg ~ QWo neg
GTT,Ranm - SConfm,Fl X GTT,Ranx (627)

So X
Fl,Rang Rang Conf,

here, we regard both sides as substacks of the following isomorphism:

wP neg ~ wP neg
FlG',Ranw R;(ﬂ GTT,Ranm ~ FlG,COTsz CO>7<lf GTT,R&TLI (628)

x x

And we denote by (Sg?,Confw)oo'f the closed sub prestack of Flg/,JConfw con-
sisting of the points (D, Pg,a,€) s.t,

(Sg?,Ranw)00"»8 Rjn GT’?",eIg%anw = (Sg?mfz,Fl)Oo‘x Co>7<zf , Gr?{i}%anm (629)

By Lemma 2.2, Gry,,,  — Conf, induced an isomorphism on the topology
generated by finite surjective morphisms. Hence, the pullback functors induce
equivalences of the category of gerbes and the corresponding twisted categories:

wP ne wP
DgG (FZG,C()nfz CO>7<lf GTT,]g?anm) ~ DgG (FZG,Confw) (630)
DgG (‘gggnfz,Fl Coiifx Grgflganz) = DgG (S’ggnfx,Fl) (631)

There is a functor from Dge (Flg:Ranm) to Dge (Flg:confz) given by first
pullback to Dge (F lg’:Ranm 25 G17 han,) and then use the equivalence with

Dge (Flg[:Confx Co>7<1f. G ban, ) given by (6.28), and then descend to a D-module

in Dge (Flg,)confz) by (6.30). To simplify, we will also call this functor to be
pullback from Dge (Fl%,, ) to Dge(FIg,, ;).
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According to the same proof as Proposition 6.1, we have:

S’gr,Conf CO>’:Lf (Conf X CO’I’Lf)dis_j

~ (6.32)

Q0 Qo0
SG’I‘,CO’I’Lf X SGT,C'onf ConfifConf(Conf X Conf)disj

(Sggnft ooz X (Conf x Confy)ais;
° Confe

~ (6.33)
0 _
SGT,Conf x (Sg?mfz,Fl)OO‘-T Conijonfm(Oonf x Confr)disj
Definition 6.11. a). We lejﬁ S’ggs}igr be the prestack classifying the data
(D, Pg,a), such that for any A dominant, the induced maps:

W @O~ D) — Vv, — Y,
which are a priori defined on X — I extend to injective maps on the whole curve
X and satisfy Pliicker relations.

b). We let Sgg:/’f:’m be the prestack classifying a data from Sgg:]{,cr and a
B-reduction of Pg at x.

But the ones that we will use in the future are their negative counterparts.

Definition 6.12. We let Sa(’)g;"gr be the prestack classifying the data (D, Pg, o),

such that for any X dominant, the induced maps:

KN VR =V (w2) (A, D))
which are a priori defined on X — I extend to surjective maps on the whole
curve X and satisfy Plicker relations. Here, "V* is the dual Weyl module of G
corresponding to dominant weight \.
SE;S;%T is defined to be the closure of SE;S;%T in GTEI:COM. It classifies
the data (D, Pg, @), such that the induced maps:

KNIV, =V, = (W) (3, D))
which are a priori defined on X — I extends to genuine maps on the whole curve
X and satisfy Pliicker relations.
We let Sgof:;fj;il be the prestack classifying a data from Sgéf:;fgr and a
B-reduction of Pg at x.
SEOS;;?J;?Z is defined to be the closure of Sgog;f];;l in Flé?conf, It classifies
the data (D, Pg,a,€), s.t the induced maps k= which are a priori defined

on X — I extends to genuine maps on the whole curve X and satisfy Pliicker
relations.
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By [GL1], Sg;g;"gr is a factorization space.

Scomtdr % (Cont x Conf)ai

~ (6.34)
—,Conf —,Conf
Con;:nGr x SCOH;,nGr COnfifConf (COTLf X Conf)diSJ
And by the same proof of Proposition 6.1, we could see that 5582;:,%1 is a
factorization module space with respect to Sgégjocngr.

The prestack Saggzlﬁﬁl admits a stratification given by the 'relative position’

of B reduction given by € and B~ -reduction at = given by x~*. To be more
precise, the morphisms x> are surjective, so they induce a B~ -reduction at z,
i.e, we have a map:

—,Con fa -

Fl,Coo?:zJ,‘fm — pt/B (6.35)
given by sending a point of S;l’%ooﬁf}; to its reduced B~ -bundle at z. In addition,
€ gives a map:

—,Confa
Fl,COoT;szw — pt/B (6.36)

We note that their compositions with inductions to G-bundle coincide (both
of them are Pg at z), so we have a map of relative position:

rp: SpiCmds = pt/B X pt/B~ ~ B\G/B~ (6.37)
P
The Bruhat decomposition gives double coset decomposition of (B, B~) in
G:
G= || BwB~
weWw

And it induces a decomposition of B\G/B~, we denote by Br* the cell
corresponding to BwB ™.

B\G/B~ = | | B (6.38)
weWw
Definition 6.13. We denote by S;l%g’;f}lfl the preimage of the w-cell Br¥ in
—,Conf,
Spicmds wew.

—,w,Confy, —,Conf,
Fi,Confzf > SFl,Conffm (6.39)
Brv B\G/B~

In particular, Br! is the unique open cell of B\G/B~, the corresponding

-1 . . _
subspace Sg; Cffl?f“ is dense in SFl’%OOT;];?'.
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Follows from the same proof as Proposition 6.1, we could get S Flﬂgfno}if * and
—,Conf, f

Ficont, (and their closure in FlConfz) factorize with respect to S(_;TCC?:J]C. Le,
Proposition 6.2.

—,w,Conf,
Fl,Confy Co>7<zf (C’onf X Confx)disj

= (6.40)

—,Conf aw,Confy
x Sg X Conf x Confy)dis;
Gr,Conf Fl,Confs CoanConfz< w) isj

R
Gt oo (Conf x Confy)ais;
= (6.41)
c —w,Confa
Ser cogff SFl’%o:};f X (Conf x Confer)ais;

ConfxConfy

It is easy to see that the fiber of SFZ%S:}LfZ over the point D of the form
(6.22) is canonically isomorphic to:

;ltzw X H G'r xl (642)

1<i<k

A
Here, S;;". " C FI¥" denotes the N~ (K)*’-orbit passing t*w € FI¥” and
S&’r)‘;i C Gré’; denotes the N~ (K)“’-orbit passing t* € Grg;
Remark The above identification of the fiber is compatible with the one given
n (6.23).
We denote by j. v con s the open immersion

—w,Confy

o . g— w,Confy

Jw,Fl,Conf, * SFl,Confw - SFI,Confl, (6.43)
< C . . ..
Srr (;:nff is a substack in F' lgpcon .o We still denote the restriction of G€ to

,Con fa . .
this substack by G¢. And S C?:nff admits a map to Conf,, we could consider

the gerbe G* on it by pullback G* from Conf,. (definitions please see Section
2.5)

Confe
Definition 6.14. We define a gerbe on Sp; (;O:me by

gG,T,mtio — (gA)—l ®(gG> (644)
——1,Conf. . .
The restriction of G&Tratio o S C(’;ZT;f ©C S Fl,C’ofr):}f admits a canonical
N=(K) f,-equivariant trivialization. We have:

,Conf:\N— (K ~ 1,Confas\N— (K on
DgG,T,rano(SFl Confe ) ( )Confz D( i Confo ) ( )c fx
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Definition 6.15. Let us denote by Wg—1,Consy the GG Tiratio_tyyisted D-module
Fl,Confy
corresponding to the dualizing D-module on S;llc(:;z?}f“

In Section 9, we will study the existence of !-extension D-module for a semi-
infinite (i.e, N(K)-equivariant+7'(O)-equivaraint with respect to a character)
D-module on a N(K) (sometimes, a N (K)gqn)-orbit. In particular, by the same
proof of Corollary 9.2, we have the following existence property:

Corollary 6.2. The left adjoint functor

e . ) —w,Confz (g—w,Confy
]w,Fl,Confz,! . DgG,T,mtmo(SFl’Confz ) — DgG,T,ratmo(SFl,Confw )

of
=—,! . (a—w,Conf, ) —w,Confy
jw,l,Fl,Confm . DgG’T’mtw( Fl,Confy ) DQG’T’T‘“W( Fl,Confy )

can be defined on N~ (K)‘é’fszar -equivariant D-modules.

Similarly for the semi-infinite D-module on Grg;n Iz

Warning The proof of this corollary is quite far from the subject of this
section, hence, readers could pass its proof in the first reading and check it when
necessary.

In particular, we could define the !-extension of wg—.1,cons, and wg—.cons . In

Fl,Confyg Conf,Gr
order to shorten the notation, let us denote by ji(wgy-.cons ) (resp. ji(wg—,w.cons.))
Conf,Gr Fl,Confa

the i, arcongt (Wsz,Cons ) (V68D Ty 1, cong, 1 (W wconta)).

These twisted semi-infinite D-modules satisfy factorization properties. Recall
that by |GL1], 7( 502;73;) is a factorization algebra on SE;S;"CJ;, ie,

H(Wwe-, -
Meggema Nsscnd, x (Conpxconpra,

onf
= (6.45)
'! Wa—,Conf X '[ Wo—,Conf —,Conf —.,Conf

J ( SCOn;,ﬂGT) J ( SCOW;T]GT)|SGT,C?:nfXSCon;,ﬂGr ConféConf(Confxconf)diSj

By Proposition 6.2, we have that wy—.cons, factorizes w.r.t wg—.cons . i.e,
Fl,Con fg Gr,Conf

W o—,w,Conf —,w,Confg
Spi Confy |SFz,COn,f,, v Co>7<1f (ConfxConfz)dis;
"

= (6.46)

Wa—,Conf X Wa—,w,Conf —,Conf —,w,Conf
SGr.Cons Spi Gonfy |SGr,CoanSFl,Confz v ccnfxxconf (ConfxConfr)disj
xT

As a corollary, we have:

Mg conte)lsgmconts < (ConxConfiluis

Confg
~
n(w —,C & n(w —,w,C o —,C —,w,C o
Mg gant ) B W conte s icont xspwSops | x  (ConfxConfaais

ConfxConfg

(6.47)
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6.3 Constructions of functors
In this section, we will define the functor FZ:
FL . Whit,(FI') — Dga(Conf.) (6.48)

To start with, let us summarize the stacks defined in previous sections of this
paper in the following diagram:

UJp
FlG,Confm
(‘wo ) S—,Confm
Fl,Conf, /o0 Conf,,Fl
FI o, % Rang > (S0 ) (SES Gomp. Joow N Sgimg i
G,Ran Ay Fl,Ran, /oo Fl,Conf, /00T Conf,Fl
lpTRa'rLIXFlHFl
Fl1e’ VCon fo
G,z
Conf,
(6.49)

The morphism unit : FI¢" x Ran, — (S Ran, )oo-z 18 given by (6.12).
Construction The construction of the local functor FX can be constructed
through the following steps:

1. Given a twisted Whittaker D-module F € Whit,(FI2"), first of all, we
I-pullback it to F’ lg’jRanz X Rang. We get a twisted Whittaker D-module
on FI¢" x Ran,.

2. By Theorem 6.1, the !-pullback along with the morphism unit defines
an equivalence between the category of twisted Whittaker D-module on
F l;p X Ran, and the Whittaker D-module on F lééRanz supporting on
(S}J?,Ranm)oo% So the twisted D-module obtained in the first step will
correspond to a twisted D-module on (SEf 5o Voo

3. Under the isomorphism (9.41), we have the following identification:

(Sglo,Ranm)OO'I X (GTT,Ranz)Zg-gz:(S’ggnfm,m)oom X (Grr,Ran, ) oo
Rang, Confz
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we could !-pullback the resulted twisted D-module in the step 2) to
(SE Ran. Joow X (GTT,Ran, )oor and then, by Lemma 2.15, it could de-
;Rang R

™

scend to a twisted D-module on (S%} ¢, 1, Joc-a- We denote this twisted
D-module by sprdg;(F).

sprdpi : White(Flg) — Dge ((SE) cony, )oos) (6.50)

. - G <—.Confx
4. Taking the restriction of sprdpi(F) to (Sg} cons, Jooz N Scon(}:f}l, and we

take its -tensor product with the !-restriction of the semi-infinite !-extension
. < Confa . .
D-module ]I(wS;l,}éizyfl f”) on Sc,, s~ defined in Section 6.2.

5. Then, take ! (or equivalently, take *)-direct image along with the projection
VConf, With cohomology shift (), 2p) on the connected component Con f;)
of Conf,. We denote this shift by [deg].

The resulted D-module F£(F) belongs to Dga (Conf,). Indeed, sprdp(F) €
Dga((SII;J?,Ranm)OO'I) and jg(wsaﬁ;nf;l) S D(gG,T,ratio)—l(Sgéi;::’%l). By the defi-
nition of G&T-ra4° it is the quotient of G& by G*. Hence, the resulted D-module
is GA_twisted.

To summarize,

FY . Whity(FIE ) — Dga(Conf,)

!
F — ’Uconfw,*(spT‘dFl(]:)kgwo L @ (wg=.consa ))[deg] (6.51)

Fl,Ranz)w Confz,Fl

Similarly, we consider the following diagram,

Gré?Conf (652)

T
T

50 ‘o—,Conf
SGT‘,COTLf SConf,Gr
a0 unitg, a0 a0 W
SGT X Ran —> (SGT,Ran) (SGT,Conf) N SConf,Gr
\LPTRanxGraGr
Sgr VConf
Conf
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By applying the same steps 1), 2) and 3) as the above construction (with
tiny modifications), we could get a functor:

SpTdGr : Wthq(Sg'r) — DQG((S%T,Conf)) (653)
Then, we define a functor:
FL - Whit,(S2,) — Dga(Conf)

given by:

!

F— Uconﬁ*(sp?“d(;r(]:)kgo ) Q@ hn (UJS—,Conf ))[deg] (6.54)

Gr,Conf Conf,Gr

It is easy to see that Whit,(S%,) ~ Whit,(S2,) ~ Vect, hence, there exists

a unique irreducible Whittaker D-module on S&,..

Definition 6.16. We denote by QqL,/fact € Dga(Conf) the image of the unique
irreducible Whittaker D-module on S2,. under the functor (6.5]).

The most important feature of ng wct 18 its factorization property.

Proposition 6.3. Q;/fact is a factorization algebra on Conf.

Proof. Because vcony is compatible with the factorization, hence, it suffices to
show that

!
) @1 (WSE‘CO"f )[deg]

onf,Gr

sprdg,(F)

(8. cons

is factorizable.

By construction, the image of the unique irreducible Whittaker D-module
on S?;r under sprdg, is given by the pullback of Vac to S%T,Con Iz According to
Corollary 6.1, Vac is factorizable. And the pullback from Sgr, Ran tO Sgr,Con 7 s
compatible with the factorization structure, hence, the image of the irreducible
object in Whit,(S%,) under the functor sprdg, is still factorizable.

What’s more, by (6.45), we have j (wsgg,f;"gr) is factorizable.

Now, Proposition 6.3 comes from the fact that the tensor product of factor-
ization algebras is still factorizable. O

L/
q,fact

L

¢.fact> We could define the category of {2

Given the factorization algebra 2
factorization modules on Conf,.

Qi’}act — FactMod — Dga(Conf,)
L,

a0 fact> We claim that the

According to the above constructions of F* and Q

functor F factors through QqL:fact — FactMod.

Proposition 6.4. Given any F € Whit,(Fl), its image FL(F) has a naturally
defined Q(’;’/fact factorization module structure.
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Proof. Because vcony, is compatible with the factorization of vcon s, hence, it
suffices to show that

! .
o @ 3l gonse ldeg]

sprdpy(F)]((guo  Confa)oo

factorizes with respect to sprdar(F)|(so, cons) ® ju(wsf Cons )[deg].

According to Corollary 6.1, we have that any Whlttaker D-module on
(S}”? Ran, )oo-x factorizes with respect to Vac. And the pullback from (g}fi? Ran, )oo-
to (S’%’,C(m £ )oo-z 18 compatible with the factorization structure, hence, the image
of any Whittaker object on Flg , under the functor sprdp; is a factorization
module with respect to the pullback of Vac.

What’s more, by (6.47), ju(wsf 1 Confz) factorizes with respect to jx(wsf Conf ).
nfa

nf,Gr
Now, Proposition 6.3 comes from the fact that the tensor product of Factor-

ization modules is still a factorization module with respect to the tensor product
of corresponding factorization algebras. O

Hence, we could write the functor F'¥ as:

FL : Whity(Fl) — QF,

q,fact

— FactMod (6.55)

Similar to the constructions of FZ and Ff_, if we replace the semi-infinite
l-extension D-module by semi-infinite *-extension D-module in the construction
of FL , we could also get functors:

FED  Whity(Flg,) — Dga(Confy)
!
F = voons, s (sprdr(Flsee . ., @ Jx(Wg 1.conss))|deg] (6.56)
FEP - Whit,(5%,) — Dga(Conf)
!

® julwgz,cons ))|deg] (6.57)

F — voong« (sprdar(F )|(SG,« cons) S.cod

Definition 6.17. We denote by Qé{ﬁct € Dga(Conf) the image of the unique

z'rreducible Whittaker D-module on S&,. under the functor (6.57). And we denote
by oF fact — FactMod the category of factorization modules on Fact-

And we have the analog of Proposition 6.3.

Proposition 6.5. FXP factors through 0x
a functor

a fact — FactMod, i.e, it gives rise to

FEDP . Whit,(Flg,) — QKJPM FactMod (6.58)

Remark The functor FEP is not the one that we will use to construct

equivalence, but it will be used to prove the factorization structure of the global
functor F g}l<01g constructed in Definition 7.17 and the latter will be important for
us in the proof of Theorem 4.1.
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6.4 Calculation of the !-fiber of FX and FXP

Note that because of Section 4.1.2, in the category of Q4 — FactMod, we know
that the standard object Ay 4 could be uniquely characterized by its *-fiber at
p-x,pp € A and the costandard object V) 4 could be uniquely characterized
by its !-fiber at p -2, € A. Hence, in order to prove that F' sends standard
objects to standard objects, costandard objects to costandard objects, we only
need to find an explicit expression of the !-fibers and -fibers of the image of F.

The theory of D-modules is friendly with !-fiber. There are two reasons: the
first one is because the !-pullback functor is always well-defined, the second one
is because we have a base change theorem (Lemma A.5), hence, the calculation
will be much easier than the calculation of x-fiber.

In this section, we will give an explicit formula for the !-fiber of FX at \ - z.

The most important observation of this section is Proposition 6.6, i.e, the
twisted BMW standard object Ay corepresents the functor H(F1, —® j (CUS;Z,/\T)).

Here, wg—» denotes the dualizing sheaf (with a cohomological shift [2|)\|])"on
Fl,x

S—*. And we have a similar result for FX? (Proposition 6.7).

By definition, given a point D = XA-xz + >, \; - 2; € Conf, such that
x,T1,..., Tk are pairwise disjoint. Under the identification (6.23), the fiber of
(Sgg,Con f.)oo-z over D is canonically isomorphic to:

FIg" < 1] 8. (6.59)
And the fiber of 5552;:;’;?1 over D is canonically isomorphic to:

a—A G—hi

Sein x ]I Sar, (6.60)

Hence, the fiber of 5’5;2;:];?1 N(SEe Conf,)oox OVEr A - is given by 5‘;1’);.

Considering the following Cartesian diagram:

—A g—Confz
SFl,ac SCon;:,J;l n (SF?,Confm)Oo'm (661)

i lvcom

)\'I%CO’H,.}%

We denote the embedding of 5;;; into 55;2'}:%[ by z;g;: ff:,

—.Conf, . a—,\ a—,Conf,
Z)\,Confz . SFl,a; — SConfz,Fl (662)
And we denote by i\%,,, .

ilAl),OCOTLfm : Fl(;p - (Sg?,C'onfm)00'3C (663)
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Then, after taking a trivialization of G*, by base change theorem, we have

!
-l -

iN(FE(F)) 'zi!/\ o ’Uconfm,*(Sp’l"dFl(]:)‘((vao Yooa)®

Fl,Confy
Iwsggon )AL (6.64)

!

wf w ,I -
~H(FlY, ix-Confs (sprdpi(F)) ®
—.Confg,!/ .
Z)\,Conf]; (.7' (wSEOI,LJ?OTIL?{L )) [2|>‘|])
By the construction (6.50), we could see:

N p, (sprdpy(F)) = F, YA € A, F € Whity(FI2")

Later, in Section 9, we will prove the following statement (Theorem 9.2 and
(9.63) in Corollary 9.7):

- Confu.l( : » A
zA,C;)rTLL;; (3!(‘*}55;}22‘)’%1))[2|)‘H = ]!(wS;ii) = tA]!(Ws;i?x)[QP‘H
As a result,

Proposition 6.6. By taking a trivialization of G*,
!
WA F) ~ HFE F @ ji(ws» ) (6.65)

Similarly, we have:
Proposition 6.7. By taking a trivialization of G*,
!
I(EPK(F) = H(FE  F & ju(wg ) (6.66)
The following corollary related our functor F'* with the standard objects

that we constructed in Definition 5.14.

Corollary 6.3. Given X\ € A and fiz a trivialization of G*, then,
we have:
i\N(FE(F)) ~ RHomwhir, (Ax, F) (6.67)

Proof. In order to simplify the notations, let us just omit the twisting notations.
According to Proposition 6.6, we have to prove:

!
H(Fl;’”7f®j1(wsgi§ )) ~ RHomWhitq (A,\,f)

According to the definition of the Whittaker category, F is (N(K)%”, x)-
equivariant. In particular, it is (N(O)%", x)-equivariant, and we notice that
X|n(oyer is trivial.

So, we have:
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o !
H(FI, F @ ji(wg-)) =H(FI¥", Feo Al (]-(wsf )

!
= H(FE F o)

Prop.6.s
=RHomyypit, (Av N(K)’X(50),.7:*3—A)
=RHomyynit, (Av, N(K), X(30), F*J_»)
=RHomyw i, (Av " (30) 35, F)
=RHomw i, (Ax, F)

O

Remark The isomorphism of (6.67) is actually canonical, because both sides
are defined rely on a choice of the twisting G, and they are compatible.

Proposition 6.8. Given u € A,
AvY D (G r(wg n)) =37 (6.68)

Proof. First, we write j,1(wg-n ) as colim t*o(J-atp1)[(e,2p)]. And we no-
Fl,x a—peAt

tice that o(J—atp,!) is (I, bu—a)-equivariant. And for an (I, b, )-equivariant D-
module F, we have Avl (9 (1. F)[(a, 2p)] =~ Avl#~/TOr1=e o FY[(o, 25)] ~
—aJa)p—a s * F. So, we have:

o

A O colim 10 (3-arpn)l(02)]) = colim (Bas)p-a* (B-atn)

:35
(6.69)

Similarly, we have:

Proposition 6.9. Given u € A, then, we have

N(O), .
Avy (Ju,*(ws;iz)) = ZOEZJZ\T(\M *)n a (3—a+u,*)

6.5 Proposition 6.11= main theorem

This section we will be devoted to the proof of Theorem 4.1. But let us replace

the factorization algebra QL by 0k In fact, we will see in Corollary 9.8 and

q,fact’
Lemma 9.11, when ¢ avoids small torsion, Qg and QqL,}act are isomorphic.

Assume Qf ~ QqL’/ when ¢ avoids small torsion (it is the statement of
Corollary 9.10 which will be proved with a lemma from [Ga6]), then Theorem
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4.1 could be implied by the following more general theorem:
Theorem 4.1°. For any g¢,

FL: Whity(FI¥") — QL — FactMod

q,fact

is a t-exact equivalence.
First of all, let us check the compatibility of costandard objects under F~.

Proposition 6.10.

FHVA) =V, o (6.70)
»éq, fact
Proof. Followed from Proposition 5.6 and the isomorphism (6.67) O

Then, we prove Theorem 4.1’ with the following proposition:

Proposition 6.11. Given A € A, then, the functor

FL: Whity(FI¥") — QL — FactMod

q,fact

sends standards to standards, i.e,

L = ’
F (AA) - Aq’Q;Yfact
The proof of Proposition 6.11 will occupy the rest of the paper and finally
be given in Section 10.5. Now, we will give the proof of Theorem 4.1°.

Proof. (of Theorem 4.17).

Because standards Ay generates the category Whit,(F 1¥) and standards
L’
A,\,QQL“ q,fact
the functor F'* is essentially surjective by Proposition 6.11.
The fully faithfullness comes from the isomorphism (6.67).
We need to prove that the following map is an isomorphism,

FY(F), FH(F))

generates the category 2 — FactMod, so we could conclude that

RHomWhitq(Flf;’p) (]:1’ ]:2) = RHomﬂj’}acthactMod(

for any Ji, Fo € Whit,(FI<").
Because standards Ay[k] generate the category Whit,(FI%”) by colimits, so
it is equivalent to prove:

RHomyy iy, (1w (Ax, F2) ~ RHom (FE(AY), FE(F))

Q‘I;"}act —FactMod

for any Fp € Whit,(FI%").
It is true by the following reason:

RHomyy i, (pise) (Ax, F2) — i\(FH(F))

FL isomorphism 6.67

= RHom (FE(AY), FH(F))

= L
prop 6.11 Qs —FactMod
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And by definition of ¢t — structures on both sides, both sides are defined by the
"Hom’ with standard objects, and we have already seen from above (Proposition
6.10 and 6.11) that the functor F'* preserves standards and costandards. Hence,
we get FLis t — exact. O

6.6 Proof of Theorem 6.1

This section supplies the proof of Theorem 6.1. It is different from the theme
of this paper, hence, readers could skip this part and it won’t influence the
understanding of other parts.

Now, we essentially copy the proof used in [Ga5] to prove Theorem 6.1. The
proof of (6.17) and (6.18) are the same, so we only prove the second one.

The strategy is as follows:

1. We first reduce the question to X’ from Ran,.

2. Then, we prove Theorem 6.1 on X? C X! which forms a stratification of
X!, From here, we know that the functor unit' is conservative.

3. The last step is to prove the left adjoint functor of unit' is fully faithful.

We recall that Ran, can be written as colim X! x{x}. Similarly, we
{xcI}efSeti"™’ X
have:
Quw . Quw I
(SRzoznm,Fl)OO'w = C{ZZ’P;(SRgnm,Fl)OO'I anz(X ;{x}) (6.71)

We denote by (S}f‘l);l)ooﬂC the fiber product (5;2%,}”)0@1 Ry (X! ;{m}), we

ang

have (5}53” Fl)ocx = c{oli;r}z(g}“(l’,l)oom. From this identification, we have:
2an, e ,

Dge ((Sgan,,pi)oos) = {ljg}} Dge (ST p1)o0)

here, given any surjective map ¢ : {x € I} — {*x € J}, s.t ¢(%) = *, the transi-
tion functor is given by A;: here, the induced inclusion map Ay : X7/ x{x} —
b

el ;{x} is given by: (z = zo,21,...,27) = (T = 20, 2| = Ty(1), ..., T) = T1))-

After adding equivariant conditions, we have the following description of
— wP
DgG ((Sgg‘nm,Fl)OOm)N(K)Ra"T 1XRang .

Do (S50, pr)ocwa) N ) fane Xione o Tim Diger((Sy)oc.) VIO

{xeI}
It suffices to prove:
Proposition 6.12.
Dgo (S} )oera) VT X1 5 Dg(FI" x XPNUOx - (6.72)
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And Theorem 6.1 is the limit of the claim above.
Given a point in X! := X x {x}, it means |I| many points in X (some of
X
points can be coincident). We can classify them according to the pattern of
collision of points. We can give X! a stratification as follows:

I
x! = L] X7
B a pattern of |I|

Denote - -
(S5% ) soa = (51 % )ocm X X7
X!

We claim:

wP
Proposition 6.13. Dgc ((555;)ec) VI X8 5 Do (FIS" x XN x0

Proof. If we restrict our claim to a pattern (3, all geometric objects considered
in this section become much easier to describe.

For any pattern 3, we could find a number n € N, s.t, Xf ~ (X —x)" — Diag.
Here, Diag denotes the diagonal divisor of (X — x)". (actually, n equals the
number of different points in the pattern S -1).

Then, we have the following identifications:

(SE%)oca = (X — )" — Diag) X Sam.car) X F1&° (6.73)
and
N(K)4" = (X — )" — Diag) XN (K)$mn) x N(K)2" (6.74)

Because there is no Whittaker D-module supported on S_'%an’Gr — S%an’ G
Do (X — 2)" = Diag) X Sfuncr) x Fla" NI x
Ran !

is equivalent to

Dy (X = 2)" = Diag) x S%unr) x FIz" )N x
Ran ’

And we note that under the identification (6.74), N, [’3 is isomorphic to

(X = )" = Diag) x N(O),) x N(K):'

,and N (O)ﬁfm is a pro-unipotent group over Ran such that the restriction of
XRan onside is trivial. As a corollary, Dgo ((((X — 2)™ — Diag) x S%.. cr) X
P )

an

Fl;’p)N(K)UBJP’X is equivalent to Dge((((X — )™ — Diag) x FI" )N X~
Dga (FI&" x XBYNUI)™ xs. O
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The next step is to glue the equivalence of categories given by Proposition
6.13 to an equivalence over X 1.

By Proposition 6.13, unit} is conservative (if unit'(F;) ~ unit}(Fs), then,
um’tlj(}])\xfxﬂf ~ unitll(fQ)‘Xfol:p for any 3. Hence, by proposition 6.13,

]:1|Fzg” ~ ‘FQ‘Flg"' FI¢" is the union of FI¢", hence, F; =~ F5). Now, by lemma

6.1 we need to prove unit' admits a left adjoint functor (unit;)” such that
unitl o (unit')¥ ~ id. In fact, we only need to prove the existence of the functor
(unith)L.

Lemma 6.1. Given a pair of adjoint functors F' 4 G between two categories:

F
C—=D
G

i).if id 2 G o F, then, F, G induce an equivalence between C and D if and
only if G is conservative.
ii). if G is conservative, then, G is an equivalence, if and only if id — GoF.

Now, we prove Proposition 6.12 with the following Lemma:

Lemma 6.2. unit} : Whitq((g}‘j(j,l)oo.m) — Whity(X1 x FI¥") admits a left
adjoint functor (unitr)™ : Whit, (X' x FI¢") — Whitq((g}",‘},l)oo.x) and this
left adjoint functor commutes with D(X1)-action, i.e,

The proof of Lemma 6.2 will be given in Appendix C.

Proof. (Proposition 6.12) We denote g the locally closed embedding,
L8 : Xf — Xi
Because X! is the union of X2, in order to prove id — unit} o (unit})L, it
suffices to prove:

LE@ = LE@ o unity o (unith)*

Note that the above functor can be factorized as:
! n TRV ! n Ty
tg — unitg o (unitg)”™ oty — (1g) o unity o (unity)
We have id — um’t!B o (um’tlﬁ)L by proposition 6.13. So we have to prove:

um’t!ﬁ o (um’tig)L o (tg) == (15)" o unit o (unith)*

We have L!B o unity =~ um’tlﬁ ° I,!B. So we only need to prove:
(unity)" o (1) <+ (15)" o (unity)”

Given two twisted D-modules Fy € Whit, (X1 x FI<"), Fy € Whitq(Fl‘gp)
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RHomWhitq(Flgp)((unitlﬂ)L o (1) (F1), Fa)
ZRHomWhitq(XEXFl:p)((Lg)!(}"l),unit!ﬁ(]—}))
~RHomy piy, (x1xpizr) (L)« © (t5) (F1), (1p)« 0 unity(F2))
~RHOMy pit, (x1x 127y (16)x © (1) (F1), (unity) o (15)+(F2))

~RHomy i, (x1x piz) (1)« © (W s) QY(F1), (unith) o (15).(F2))

~RHOmy iy, (pige (unit) F ((06)s 0 (wyes) QY(F1)), (1) (F2))

ZRHomWhitq(Fl‘;p)((’/ﬂ)* °© (wxfj) ®((unit!])L(]-'1)), (16)(F2))
~RHoMyy i, pie ) ((tp)x © (16)" o ((unity)* (F1)), (15)(F2))
:RHomWhitq(Flgp)((Lﬁ)! o ((unity)"(F1)), Fa)

It implies (unity)" o (1p)" =~ (15)' o ((unity)".
As a direct corollary,

unit' : Whitg((S7%))sc-a) — Whity(Ran, x FI5")

is an equivalence. O

7 Whittaker category: global definition

In Section 6.5, we have already reduced the proof of the main theorem (i.e,
Theorem 4.1) to the Proposition 6.11. From now on, we will focus on the proof
of this proposition. As we noted before, it is hard to calculate x-fiber. But
luckily, we could use duality functor to transfer the calculation of *-fiber to a
calculation of !-fiber. To make the calculation possible, we introduce the global
counterparts of Whit,(Fl) and FL. In this section, our aim is to construct a

globally defined Whittaker category on affine flags and a functor from such a
L,l

a0 fact — FactM od and show they are the same as locally defined

category to ()
ones.

The content of this section:

In Section 7.1, we will use Drinfeld compactification to define some algebraic
stacks.

Then, in Section 7.2, we will define the global Whittaker category by in-
putting an equivariant condition on the category of D-modules on the Drinfeld
compactification. And we will study this Whittaker category by giving Drinfeld
compactification a stratification.

In Section 7.3, we will introduce the global counterpart of the !-extension

semi-infinite D-module j.(wg-.1.cony. ), ete.
Confg,Fl
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In Section 7.4, we will recall the definition of Zastava space and its affine
flags variant.

In Section 7.5, we will define the functor F ngob which sends the global Whit-
taker category to the category of factorization modules.

In Section 7.6, we will decompose the proof of Proposition 6.11 into two
parts: Theorem 7.1 and Proposition 7.4.

7.1 Drinfeld compactifications

Fix # € X, in this section, we will use [Gal], | ] ’s method to define the Whit-
taker category by a global construction. The key tool in this section is Drinfel’d
compactification. We will define Whity g ((Bun% )s.,), the (twisted) global

Whittaker category on affine flag, as a full subcategory in Dgc ((Bun“](,‘)l)oo.x)
satisfying some equivariant property with respect to a certain groupoid.

Given a scheme S and a G bundle Pg on S, a data of N-reduction of Pg
on S is equivalent to a collection of injective morphisms of vector bundles
(KA 1 (w2)P20) V3., VA € AT}, such that x* satisfy Pliicker relations.
Drinfel’d compactification means, we only require x* to be regular instead of
injective, i.e, the quotient is not necessary torsion free.

Now, we define several algebraic stacks using Drinfeld compactification. We
will use them to construct the global twisted Whittaker category.

Definition 7.1. (W)wa

Let (BunY/)...,, be the stack classifying the following data: (Pg, {nj‘,v}\ €
A A

At} €). Here, Pg € Bung, > is a family of maps of coherent sheaves: k
((,u%)o"z”> — V%G, such that it is reqular outside x € X. € is a B-reduction of
Pa at x.

Ignore the Iwahori structure at x, we may construct the following stacks

Definition 7.2. Let (Bun% ). be the stack classifying the following data:
(Pg, {x*,YA € At})). Here, Pg € Bung, v is a family of maps of coherent

A (wz)h2e) Vég, it is reqular on X — x.

sheaves: Kk

If we require K> to be regular on the whole curve X, then the resulted stack
is denoted by Buny, .

The stacks defined above are Artin stacks, we have well-defined category of
D-modules on such stacks.

If we pull the gerbe G on Bung back to the stacks defined above through
the obvious morphisms (forget x*, e, etc):

(Bun%')se., — Bung

(Bun% )oo.e —> Bung

Bun% — Bung
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we may get gerbes on (Bun%' )’ .., (Bun% )so.» and Bun¥ and we could consider

the corresponding twisted D-module categories.
In the construction of the global counterpart of FZ, we also need to consider
the following algebraic stacks:

Definition 7.3. We define Bun',_ to be the algebraic stack classifying a B~ -
bundle on X with a B-reduction at x of the induced G-bundle and Bun'y to be
the algebraic stack classifying a N-bundle on X with a B-reduction at x of the
induced G-bundle.

We denote by Buanl the Drinfeld compactification of Bun',_.

By forgetting the Iwahori structure, we could define Bung- .

Bun/y_ has a map to B~\G/B. We will denote the preimage of Br*,w € W
in Bun'y_ by Bun,_. For convenience, we denote by Bun;_ the stack Bun}g_.
And through this section, if we mark a bar ~ over some stack, it means the
Drinfeld compactification of the corresponding stack.

7.2 Global Whittaker category

In this section, we will define the global Whittaker category which is expected
to be equivalent to the locally defined one.
Let us define the global Whittaker category
Whitqpi((Bunf)oe...) € Dge ((Bunf )i ..)
and
Whity cr((Bun%’)) C Dge ((Bun%/))

We perform the definition of Whity pi((Buny')’..,,), the definition of the
latter is by the same way.
Given a point § = {y1,y2, ..., Yn} in Ran, which is disjoint with z, i.e, x # y;

!/
oo ?

for any i. We can define an open substack ((Bun%’)’..)good at g in (Bun%)

Definition 7.4. ((Bun%)s.»)good at 5 C (Bun%' )., is the open substack

oo

where we require the maps k™ to be injective on the fiber over any y; € 7.

It means that x> are injective bundle maps (quotient are quotient free) on
the neighborhood of §. Because x* are injective maps near 7, they give rise to a
N-reduction of Pg near g, it means:

B
PG|DQ g'PB|Dy x G

B
for some B bundle Pg on Dy and ﬁg P xT = wP.
By [BD], we could construct a N (O)%’p—principal bundle over the stack

((Bun%' )io.) good at 5- It is denoted by 5((Bun%’)..)good at 3 Which classifies

<. T B
the data {(Pg, {x*, VA € AT}, B5,€)|By : w’|p, x B=Pp,B; x T = BQT}
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By some standard glue procedure, we can extend the N (O);ﬁp—action on

7((Bun%) 5.2 )good at g to an action of N(K);ﬁp. The proof used in Lemma 3.2.7
in | ] can be used to prove this claim without an essential difference: in
the proof in | |, there is a chosen identification P; ¢|x—5 = P2,¢|x—g, and
because our x is not in ¥, so the G fiber of Py ¢ and Py g over x can be identified.

And we may just ask the action of N(K)‘g“p does not change .
Note N(K)2" = [Ty<;<, N(K)%/ .

We define a character xy on N (K )%’p as follows:

Xy N(K);" = N(K)3"/[IN(K)y" N(K)'] —

Y y o

. - (7.1)
= T wlo;, =5 T Ga add s,

here r is the rank of G.

With respect to this character of N(K)%’p, we could define (N(K)%”, —xy)-

Y
equivariant object on a scheme or an algebraic stack admitting a N (K );t’p action.

In particular, 5((Bun%’)’.2)good at -

Definition 7.5. We denote by Whit,(((Bun%)5.2)good at 3) the category

oo

—_— Wp _ _
Dga (5((Bung) .2 good at Q)N(K)y X

Remark Every object in the category W hity(((Buny )s.»)good at 3) iS (N(K);:’p, —X3)-
equivariant, in particular, N (O)%’p-equivariant. We note that the group N (O)gﬁ
is a pro-unipotent group scheme. As a result, any object in Whit,(((Bun%)..)good at §)
could descend to a twisted D-module on ((Bun¥’)"

oo T

)good at 5- Hence, we could
also regard objects in the category Whity(((Buny )se.z)good at 3) @s (twisted)
D-modules on ((Bun%)s.»)good at g-

To study the basic property of the global Whittaker category, we should
give (Bunf')or good at 5 @ locally finite stratification, and study the Whittaker
D-modules supported onside:

Given a point z = {x,z1,...,&m} € Ran, which is disjoint with § and
a series of coweights pg, p1, ..., tm such that p, € A and pu;, € A™9. If
w e W, let (Bun%p)/"w be the locally finite algebraic substack

oox,good at Y,T,M

of (Bun]{,”p)oom,good at  With the condition:

/ij‘ : (w%)</\’ép> — V;},G (Z(X/Jk)xk)
k

are injective bundle maps and the relative position map to

B\G/B~pt/B x pt/B (7.2)
pt/G
given by B-reductions of Pg at z is in Br*>* := B\BwB/B.
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The inclusion map is a locally closed embedding

rop T
(BUTLNM )g}oz,good at y,T,[t — (Bunjipr)OO%gOOd at g (73)

We consider the restriction of the N(O)gp—bundle g (Bun%’).2) good at g

on (Bun;\’,“)p)ooz7good at g tO (Bun;{,“’p)g’ow’good at gzp- We denote it by Bg’ﬂ’“’.
Note that By*" is N(K)%"-invariant, hence, we could consider the Whittaker
D-modules onside.

With the method given in | |, we have the following property:

Proposition 7.1. If t*=w satisfies the relevant condition in Section 5.1, and
w; =0, then
i wP
Dga (By ™ )N X == Vect

Otherwise, it is equivalent to 0.

Proof. We only consider the case of § = y, our cases are similar.

Changing w” by any T-bundle Pr, we could define the group ind-scheme
N(K)P*. Similarly, we could define N(O)"" and NZ?};’y = Maps(X —y, NP7).
If we fix an isomorphism Pr ~ w?” in the neighborhood of g, then we could
identify N(K)P* with N(K)‘;p. Let us denote by D = i - & + >, 1 - ;.

We denote by

NP D)
the subgroup which maps to wN;;)p(*D)w_l N Ng‘fp(*D) C N;Jp(fD) under the
map:

pr(—D) N N;u"(fD)

out,y

given by restricting to . We have the identification:

B o N O\ N () (7.4)

z
Yy out,y

We notice that N(K )?“jp is pro-ind unipotent and Nj:t(,;D) is connected, as a

result, Whit,(Bj#") = Vect if the restriction of x to N;J:tSJD)’w is trivial and
Whit,(By#") = 0 otherwise.
Consider the character map x,, : N(K)%" — G, defined in (7.1), it is equal

Yy
to the following composition given in | ]:

Xy NG — JTH(X =y w(=D.di) —

; (7.5)
— [LHWDw((-D.a) — wh, "4

The image of N;fé;D)’w in [TH(X —y,w((—D,d;))) is
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I[I HX-yw(-Da))

w1 (d;)>0
X (7.6)
H HO(X_y,w(<_Dvdj>_x))
w1 (a;)<0

If our t#=w is not relevant, then, we could take one j, such that, w‘l(dj) <0
and (D,d;) < —1 or one j, such that w™'(d;) > 0 and (D, ;) < 0.
Assume the first case, then, we may take an element

v e H)(X —y,0((-D,d;) — x))

s.t, its image under the composition:

HO(X - y?w(<_Dadj> - l‘)) — HO(D;7OJ<<_DaOZj> - .T)) — wD; — Gll
does not vanish. And its image under the map:
HY(X —y,w((=D,d;))) = H*(D;,,w({=D,d;))) = wp; — Gq

vanishes for any z;. Then, by residue formula, the image of v € H(X —
y,w((=D,d;))) = wps — G, does not equal to 0. So, xy is not trivial on
N (D)

out,y
The analysis for the second case is similar.

Also, we could prove that if some p; # 0, then we could take v € H?(X —
y,w((—D,d;))) such that its image under the character map is non-zero. Hence,
we could prove that the restriction of yx, is non-trivial when restricted to

w?(—=D),w
Nout,y .
Now, if we assume that u, and p; satisfy the hypothesis, the restriction of
P(_ P
Xy to N(:uutsgD)’w is indeed trivial. It is because in this case, it is easy to see that
the image of (7.6) in w},. is holomorphic, hence, it is the image under residue
Y

map is 0. O

((Bun% ).z )good at y forms an open covering of (Buny/)...,. The relation-
ship between them is:

o if y1Uy2 =9, then7
((Bun§)se-a)good at 5 = (Bun¥)e.z)good at g1 N (BUNK )oo.z)good at g2

On this intersection, there are three different versions of Whittaker categories.
Namely,

1. (Ng,, —xg, )-equivariant D-modules
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2. (Ny,, —Xg, )-equivariant D-modules
3. (Ng, —xy)-equivariant D-modules

By a similar proof of Lemma 4.14 in | |, we could get three categories are
equivalent. Hence, we could define:

Definition 7.6. we define twisted Whittaker D-module on (Bun%/).,., to be the

twisted D-module on (Bunf/ )., such that its restriction to (Bun¥’' ). go0d at g

is a twisted W hittaker D-module for any § disjoint with x. And we denote the
category of twisted Whittaker D-modules on (Bun%f' ). ... by Whit,((Bun% )s.»)-

A-z,w
classifying the data such that k> : (w2)*20) —s Vp., (LN )y is ingective
for any dominant weight X, and the relative position of the B-reduction given by
€ and B-reduction given by k> is of relative position w.
Similarly, we define (Bun% )x.. the algebraic substack of (BunX") classifying
the data such thavt A (w2)32) V%G(Zk<;\,ﬂk>xk) is injective for any
dominant weight .

Definition 7.7. Let us denote by (Bun¥) the substack of (Bun% )h.»

We denote by jglob,f)\w7pl7Ranm the open embedding:

jglob,tkw,Fl,RanI : (BunL]}JVp)/)\-w,w — (Bun?)\fp)l)\-z,w (77)
Here, (Bun¥/'))., ., is the closure of (Bun‘j’vp)’)\_z’w in (Bun%' )l o

As Definition 7.6, we could define the category of twisted Whittaker D-

modules on (Bun‘j(,p)’x%w. According to Proposition 7.1:

Corollary 7.1.
W hit,((Bun$ )s. ) = Vect

Az, w

if t*w is relevant, and

W hit((Bun% )s.pw) = 0

A-z,w
otherwise.
By the same proof, we have:

Corollary 7.2.
Whit,((Bun%y Ya..) ~ Vect

if A\=0, and
Whit,((Bun% )a.z) = 0

otherwise.
In particular,

W hity(Bun%) ~ Vect
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Definition 7.8. On each relevant stratum (Bun% )Mcw, there is a unique
irreducible twisted D-module up to a scalar Zsomorphzsm then, we denote its

I-extension by AYS and its x-extension to be VU

glob Aw glob, \w*

Given two strata (Bun¥/ )\ 2.0, a0 (Bun% )/\ 2wy Uhen, the closure relation
is also given by the semi-infinite Bruhat closure relatlon.

e, (Bun%)) C (Buny if and only if

/
A1, wy ))\ 2T, Wo

t*Mwy <y t2ws

We note that the relevant strata have a minimal one and the relevant strata
are filtered. As a direct corollary,

Proposition 7.2. {AY¢ t*w relevant} (resp. {VV¢,

globAw? t*w relevant})

glob,A\w>

compactly generates Whit,((Bun% )s.)

7.3 Global semi-infinite !-extension D module

The semi-infinite D-modules jl(ws— Cons ), jn(ws_ w, Confm) defined in Section 6.2
s " fa

have corresponding globally deﬁned obJects In thls section, we will introduce
these D-modules.

The gerbe G is canonically trivial on Bun¥, and (Bun%p)67w0, hence, we
could consider the constant D-modules on them. We denote them by CBuns’

and C(Bung? V. g respectively.
Denote d, := dim(Bun¥;)
Definition 7.9. The !-extension of cg,,er [dg] (respectively, C(Buns? ) ., [d +

dimN]) to Bun 7 ( respectively, !-extension to BunN ) is denoted by ji giob,Gr
(respectively, ]!,glob,Fl)

Remark The function that we add shifts in the definition is to make the
objects perverse, i.e, concentrated in degree 0.

We could also consider the twisted !-extension D-module on the closure of
Bunp-. First of all, let us introduce a gerbe on Bun',_ which corresponds to

the gerbe ggg’mm defined in Definition 6.14 (6.44).

Definition 7.10. Under the diagrams below:

o \
Bung Bunyp

o \
Bun’G Bunyp

101



We define gerbes ggGlfl}”“O on Bung- and Bung- to be (GF) Q(GT)1,

i.e, the ratio of G& (pullback from Bung) and GT (pullback from Bung ).

By the definition of G& and GT in Section 2.5, we could see that the gerbe
gjfl:’mm is canonically trivial on Bun’,  C Bung- and Bung- C Bung-.
Hence, we could regard the category of twisted D-modules on Bun/}_ and

Bunpg- as the category of non-twisted D-modules. Similar to Definition 7.9, we

may define the twisted !-extension D-modules on Bung- and Bung- .

Definition 7.11. We denote by 1 glob, Buny x Rany Fl (resp. j/;globﬂunTxRamGr)

the !-extension of the perverse constant D-modules on Bun’j,_ (resp. Bunpg- ).

Remark We give these !-extension D-modules such complicated names just
in order to match their names after introducing relative stacks in Section 9.3.
(Bunp could be regarded as a relative version of Buny over Bunr)

Let us define some substacks in Bun%’ and Bun%/ .

Definition 7.12. Givenn € A™Y, then Bun‘}(,p’" C Bun%/ denotes the algebraic
substack such that the total defect of the generalized defect of B-bundle is exactly
—.

Given w = t"w, n € A™9, then Bunfvp’ T C Bunj‘(,p/ denotes the algebraic
substack such that the total defect of the generalized defect of B-bundle is exactly
—n and the relative position is w.

w

7.4 Zastava spaces

In this section, we will recall the definition of Zastava spaces and their mod-
ifications. They will play an important role in our global construction of the
equivalence functor and they will be a useful tool for us to compare local and
global semi-infinite D-modules.

Recall that we denote by Bung, the algebraic stack classifying a G-bundle
with a B-reduction and we define Bun/,_ to be the algebraic stack classifying
B~ -bundle with a B-reduction at z of its induced G-bundle.

We denote by p’ : (Bun%')L,., — Bung and @' : Bun’y_ — Bung, the natural

maps. Similarly, we denote by p : (Buny) — Bung and q : Bung- — Bung
the natural maps.

Definition 7.13. a). We define: Bunl,_ C Bung- classifies the data:

(Pr, Pa, {x~*, VA € A*})

where we ask the degree of Pr is of degree —n + (29 — 2)p,

b). If we have w = t"w, we define: Bun/E’g C Bun'y_ classifies the data
(PT,’PG7{I€_’5‘,V5\ € AT}, €) where we ask the degree of Pr is of degree —n +
(29 —2)p, and the relative position of this B~ -reduction and the Iwahori-structure
given by € is w.
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Definition 7.14. We define the affine Grassmannian Zastava space and its
modifications as follows:
(Zar)oow := (Bung’) . x' Bung-

(Z6r)ou.n = (Bunsy)

ZG’I‘ (BU
Zg, = (Bun¥)
78, = (Bung/

ZG’I” (BUTL‘]‘\J,

Z8° = 72
Gr ar Conf

wP
NN

Bung

) x/ BunB—
oo
ung

) x' Buang-

Bung
x' Bung-
Bung
x' Bung-
Bung
x' Bung-
Bung

Conf", if n € A™c9

Here, x’ meaps that Wgz take an open subset of the product such that the
composition of k* and k= is non-zero.

We denote by qz : Zg, — Bun%/ and by py : Zg, — Bunpg-
Then, we define the affine flags Zastava space and its variations

Definition 7.15.

Definition 7.16.

e (PP =
Zpie = (Bung') x' Bun_
Bunc
! (PP
Zpye = (Bung) X' Bunp-
Bunc
o e (WP "
Zpy o = (Bung/) x" Bung_
BunG
Zi, = (Bungl) x' Buny”
’ BunG

Zgl,;v = (W)/ x' BunB,

Bung,
~ o ,
Fio = Buny " X' Buny”
’ BunG

(Zr1a)ece = (B, ! Buy

’
Bung,

[ ,
(Z}:‘lﬂ?)oo'w = (Bun?)\fp)oom X/ BU’I’LB*

7
Bung,

—_—
(Zp1z)oon = (Bun%) . x! BunB,
BunG

;-
/ , W
X BunB,

’
Bung,

( }Ul’f;)oom: (Bun

)OOZE

T —_— 7~
(Z%Uz,x)oom = (Bun‘j{f)oo,gc x' Bun;®

B
BunG
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We denote by 0 : (Zri,2)00e — (Bun%’' ).,

Bunp- . And we denote by ay : (Zrie)l.. — (Bung’)
_
(ZFl@)goa: — BUTLB— . i §
Taking poles of the composition of x* and ™" gives us maps:

and by % : (Zpis)oos —
' and by p’, -

oo-T

VRl ¢ (ZFl,ac)oo~ac — Con fy (78)
VGr,x - (ZGT)OO~I — Confz (79)
var : Zagr — Conf (7.10)

The map vpy, factors through (Zg,)oo.s, i-€, it decomposes as follows:
(ZFl,m)oo~m = (ZG'I")OO’I' X Bun/G — (ZG'I")DO’I' — COTLfI
Bung

According to | |, we could see that the Zastava space Zg, is a factorization
space over Conf:

Lemma 7.1.

Zar % (Conf x Conf)ais; = (Zar X Zar) X (Conf x Conf)as;
Conf ConfxConf

Imitate the construction in | |, we could see that the affine flag Zas-
tava space (Zpyz)oo-z 1S a factorization module space with respect to affine
Grassmannian Zastava space Zg,:

Proposition 7.3.

(ZFl,w)oo-mCX (CO’IIf X Conf:r)disj

onfz
o (7.11)

Zar X (Zr1.2) ooz X Conf x Confy)disi
( ¢ ( Fi, ) >Conf><Confm( f f )d J

Proof. Assume that given a point z; = (Pr,Pg, s, k) € Zg, and a point
2o = (Pp, Pg, KN KT €) € (Zp1z)o0-, if the support of z; and the support of
zo(contains ) does not intersect, then, we need to construct the corresponding
pOiIlt z3 = (73,%77387li/,’)‘,/ﬁ‘,//’_’A,éll) S (ZFl,a;)ooq; in (ZFZ,.L)OO.L

We define Pg|x —supp(z1)t0 be Pl x —supp(z,) and we define Pg|x —supp(z,) tO
be Pa|x —supp(zs)- Outside supp(z1), morphisms k' determine an isomorphism
Palx —supp(z1) = ’P(1;|X_Supp(zl). And outside supp(z2), k' determines an iso-
morphism P x —supp(z2) = P&l x—supp(z1)- It determines the isomorphism of
Pe and P, on the intersection of X — supp(z1) and X — supp(zz). €’ is given
by € because the fiber of Py, and P¢. on = can be identified.

The opposite direction is given similarly.
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7.5 Construction of global functors

In order to prove Proposition 6.11, we need to use a global explanation of the
functor F'X.To start with, let us consider the following diagram:

(Zp1z)oow (7.12)

Conf,
We define global functors as follows:

Definition 7.17.

FngOb : Whity((Bun% )a..) — Dga(Confy)

’ ' 7/ - .
Fngob<]:) = UFl,m,!(Elz’!(]:> ®pz’!(J!,glob,BunTxRanz,Fz [dim Bung]))

(7.13)
€ Dga(Confy)
Fli : Whity((Bun%/ )5,..) — Dga(Confy)
DK ') LN P . /
Fglob (‘7:) = ’UFl,JU,I(qZ (]:) pZ (]*,glob,BunTXRanz,Fl [dszunG])) (714)
€ Dga(Confy)
Similarly, we consider the diagram without Iwahori structures,
Zar (7.15)
Pz
az
(BUTL‘]'JVP) v BunB_
Conf

We define affine Grassmannian global functors as follows:

Definition 7.18.
FgIZob,G'r : Whity((Bun%)) — Dga(Conf)
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by, .
F;iob,Gr(F) = UGT,!(ElZ(‘F> ®pZ(]I,glob,BunTXRan,Gr[dszunG])) (716)
€ Dga(Conf)

F;l(ol'g,GT : Whity((Bun%)) — Dga(Conf)

!
)

Fgll(og,Gr(‘F) = UGTJ(EI!Z(]:) ®pZ(j;glob,BunTXRan,Gr[dimBunG])) (717)
€ Dga(Conf)
By Corollary 7.2, we have Whit,((Bun%/)) ~ Vect, hence, we could take

the unique irreducible object inside. We denote it by Fy. We could define two
twisted D-modules on Conf by applying Fngob,Gr and Fglfoacr to Fp.

Definition 7.19. The twisted D-module QqL' € Dga(Conf) is defined to be

/ _ Yy .
Qg = ’UGT,*(q'Z(‘/—:@) ® p!Z(j!,glob’BunTXRan,G’r‘ [dszunG]))

And the twisted D-module QqDK, € Dgn(Conf) is defined to be

/ _ Yy, .
Qé(D = UGT,*(qIZ(-F(D) ®pIZ(]!,glob,BunTXRan,Gr[dlmBunG]))

By using the same method of Proposition 6.3, we could prove that le and
QqD K" are factorization algebras on Conf. Furthermore, if we apply the same
method in | | we could get the factorization property of FngOb and Fgffolg with

respect to QqL/ and QfD/. But we do not perform the proof of this method here,

it is because that the factorization property of F ngob and F gfl(o% follows directly
from the isomorphism of F¥ (resp. FXP) and FngOb (resp. Fglfog ) in Proposition

FKD

7.1 b)., hence, we postpone the proof of factorization property of Fngob and lob

in Section 9.6 after we proved Proposition 7.1 b)..

7.6 Theorem 7.14+Proposition 7.4=- Proposition 6.11

!/
ooz

Note that there is a projection from FI%° to (Buny’) namely,

TrLe : FIE" — (Bun% ) . (7.18)

This morphism sends (Pg, a, €) € FI¥* to (Pg, {/Qj‘,V}\ € A}, €) Here, K> is
induced from «, i.e,

. Lo . .
K (w2 V;;g =5 V{}G
Similarly, forgetting €, we have a projection functor from S2,. to Bun¥:

TGra  Sgy — Bun¥/ (7.19)

It is easy to see that Proposition 6.11 could be divided into two steps:
The first step is to prove:
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Theorem 7.1. a).
T © Whity((Bun¥ )s.,) — Whity(FI%")
is an equivalence.
TGra : White(Bung) — Whit,(S,)

is an equivalence.
b). Under the equivalence:

T Fl [dg] : Whity((Bun%')o.) — Whitq(Flucj;,)x)
we have:

FY . White(FlE ) — Dga(Conf,)
and

Fliop : White((Bun%/)l,.,.) — Dga(Confy)

are isomorphic.
Under the equivalence:

5 aeldg] : Whity(Bun%) = Whit (S,
we have:

FL. - Whit,(S2,) — Dga(Conf)

and
Fliop.ar : Whitg(Bun%/) — Dga(Conf)

are isomorphic.
The second step is to prove:

Proposition 7.4.

Fl (A)\lob) ~A

glob g (720)

0L

8 Proof of Theorem 7.1 a). Local Global compar-
ison

In this section, we will prove the local definition and global definition of the

Whittaker category on affine flags are equivalent. It is the statement of Theorem
7.1.

107



8.1 Local Whittaker vs Global Whittaker

We want to study the relationship between the local Whittaker category Whit, (FI<")
and the global Whittaker category Whit,((Bun%/)’,.,) (and the relationship
between Whit,(S%,) and Whit,(Bun¥)).

We consider the !-pullback functors along with the morphisms 7, and
7Gr,z- They define functors:

ﬂ-}'l,w : DQG((Bun(K/'p)éow) — DQG (Fl‘;p) (81)

Tara * Dge (Bung))) — Dga (5¢,) (8.2)

Lemma 8.1. a). Functors (8.1) and (8.2) send the Whittaker subcategories
Whit,((Bung)5o...) C Dge (Bunf')s.) (resp. Whity((Bung')) ) to Whit,(F1¢") C
Dga(F1") (resp. Whit,(58%,) C Dge(5%))).
b).
W%z,z : Whitq((Bun}"vp)’ = Whitq(Sj}ﬂ}”)

Az, w
and
! . WP .
TGre @ Whity((Buny )az) =~ Whit, (S,
Proof. The proof of this lemma is an analog of Theorem 5.1.4 in [Ga5]. Here, we

only prove the affine flags part of Lemma 8.1, the case of affine Grassmannian is
similar to the case of affine flags.

It is easy to see that a twisted D-module F on F’ l;"p belongs to the subcategory
Whit,(F1%") if and only if its l-restriction to each relevant N (K)<"-orbit satisfies
the W hittaker equivalent condition. And we notice for any t*w € W, the

morphism 7p; , restricts to a morphism
A P

So, we only need to prove for any relevant t*w € We®, the pullback functor
sends the corresponding twisted Whittaker category Whit,((Bun%')}., ») t0

A-z,w
the twisted Whittaker subcategory Whity(S2y,) in Dge(Spy,) and it is an
equivalence.

Recall that any twisted Whittaker D-module F on (Bun¥)) could be

Az, w
H w?\/ T, A\ w
regarded as a twisted D-module on (Bun%; )\ . w.good at 5 descend from By ™.

We notice that the morphism (8.3) factors through
w w?
S})\T'l,m - (BUTLN )/Aw,good at g (84)

and the latter lifts to a morphism:

N(K)Z" x Spi, — By (8.5)

and the morphism (8.5) is N(K)%’p—equivariant where the action of N(K)gp

on N(K)%’p x S2 is right multiplication on N(K)gp and the action on the
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Bg AW g given by the standard gluing procedure which extends the natural
N(O)%’p action.

By the equivariance property of the morphism, the !-pullback of W hittaker
D-module to N(K)gp x Spi, is (N(K)gp, —Xg)-equivariant. What’s more,
the pullback of any twisted D-module from By AU iy Nout,z g-equivariant with
respect to the diagonal action on N(K)gp X S},’l"x Here, Noyt, 2,y is the group
scheme classifying the map from X —z — ¢ to N. It could be regarded as a
subgroup of N(K), or N(K)y. It is easy to see that Xo|N,u,.y T Xgl Nowr.e.y = 0-

Then, it is easy to see pullback along with:

w w? w
S}{;l,w —>N(K)gj X Slél,x

(8.6)
s —(1,s)

defines an equivalence of category of Noy: 5 g-equivariant and (N (K )%’p, —Xg)-
equivariant D-modules on N (K)2" x Sy, and the category of (Nout x5, Xa)-
equivariant D-modules on S f}?’w

Hence, we know that the pullback of Whittaker D-module along with the
morphism (8.3) establishes an equivalence of W hit,((Bun%/')}.,) and the cate-
gory of (Nout,w,ga Xz )-equivariant D-modules on S’}’l"T We only need to prove
that the latter is equivalent to Whit,(Sp¥.).

It follows from the fact that the unipdtent group Noyt z g-acts transversely
on S%jz and the stabilizer is connected, so taking !-fiber at Aw defines an
equivalence: if t*w is relevant,

Dga (Spi ) NewtmoXe o~ Vect (8.7)

and we know taking !-fiber at Aw defines an equivalence(Proposition 5.2): if
tMw is relevant,

Whitq(Spt,) ~ Vect (8.8)

Hence,
Dga (Spyy)NowtrvXe o~ Whity (Spt,) (8.9)
O

The main theorem of this section is to prove Theorem 7.1 a).

The proof can be divided into two parts. The first step is to prove w; is
essentially surjective. The second step is to prove it is fully faithful.

The surjectivity is not very difficult. It follows from Proposition 8.1. We
could easily give an explicit description of the image of Verma costandard objects.

ver

Corollary 8.1. W}l,x(vgfgb,xw)[dg] = Vaw

Proof. Tt follows from the base change of %-extension and !-pullback and Propo-
sition 8.1. O
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By orthogonal property of Verma standard objects and Verma costandard ob-
jects, we could prove that A{®" and Aglegh \ Match under the functor W},M(after
a cohomological shift).

Corollary 8.2. ﬂ'!Fl’I(A”e’”

glob,)\w) [dg] = AK?J

To prove the functor 7TIFl7r : Whity(Bun%y).) — Whity(FI¢”) is fully
faithful, it suffices to prove
Tt * Dgo (Bung )oe.q) — Dgo (FIZ")

is a fully faithful functor. Indeed, it is because both two subcategories are fully
faithful subcategories.

To prove the latter, we need to introduce a notation of universally homological
contractible introduced in D.Gaitsgory’s paper [GaT7] Section 3.

Definition 8.1. Assume X and Y are two prestacks. f: X — Y is called a
universally homological contractible map, if for any prestack Z and any morphism
Z —'Y, the resulted functor:

D(Z) — D(Z X X)

is fully faithful.

Given an algebraic group H, use the same notation in | |, we can define
the prestack Bunf;" classifying the following data:

e an open subset U in X x S such that each fiber over x € X is dense in U.
e a H bundle Py on U,

i.e, Buny;" classifies a generic H bundle on X x S.
Take H to be N, then, according to [Ga5] Theorem A 1.10, we have:

Lemma 8.2. Grg, ran — Buny;" X  Bung is universally homological con-
Bun%en

tractible.
From Lemma 8.2, we get:
Corollary 8.3. Dgc((ggfﬂanm)oox) — Dge ((Bun%')..) is fully faithful

Proof. Tt follows from the Cartesian diagram:

QW
(SF?,Ranm)OOI GTG’,Ran
(Bun%/ )., — Buny" x Bung
Bung™
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Proof. (of Theorem 7.1 a).)
Surjectivity of 7'('!Fl7x has already been proved in Corollary 8.1 and Corollary

8.2, we only need to prove that 7, , is fully faithful.
We notice that the morphism:

TrLe : FIET — (Bun% ) .
can be decomposed as the composition:

FI2" — Rang x FI&" ™ (520 1 ) cw 3 (Bun%) )so-s
The !-pullback along with 7gren, is fully faithful by Corollary 8.3, the !-
pullback along with unit is an equivalence if we restrict to Whittaker subcate-
gories according to Theorem 6.1.
So we have the !-pullback functor along with the morphism:

Ran, x FI" — (Bun% ) .

is fully faithful if we restrict to Whittaker subcategories.
We note that this morphism can be decomposed as:

Ran, x FI" — FI¢" ™% (Bun%)' .,
So, 7T!FM is fully faithful. O
By Corollary 8.1, 8.2 and 7.2, we have:

Corollary 8.4. The equivalence in Theorem 7.1 is compatible with duality
functor, i.e,
!

D o (m,[dg]) = (my[dg]) o D (8.10)

8.2 Compatibility of t-structures

In this section, we define two t-structures ¢} and t4 on Whit,((Bun%/')’.,,) and
compare with the t-structures defined in Definition 5.7 and 5.17 on W hit,(F 1<°)

under the functor w%w[dg}.

The fist t-structure ) on the algebraic stack (Bun%).,., is the classically

defined t-structure of D-module category. We denote by O the heart of the
category of twisted D-modules with respect to this t-structure. Let us study its
relationship with ;.

By an analog of Proposition 3.3.1 in | |, we have:

Lemma 8.3. The open embedding:

(Bun(j{/'p)/)vx,w — (Bunﬁlp)l)\':c,w

s affine.
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Recall that the Verma standard object Ay, |, is the l-extension of the

irreducible object in Whit,((Bun%, )4,,)% . Hence, we have:
Al aw € W hity(Bun, )s..)” -
And the t-structure ¢} on Whit,((Bun%)s.,) can be described intrinsically

as follows:

Definition 8.2. A twisted W hittaker D-module F on (Bun¥').,.,, is coconec-
tive if for any relevant Aw, we have

HomWhitq,FL(G)( glegb,Aw[kL‘F) =0,if k>0

By Definition 5.7, the t-structure ¢; of Whit,(FI<") is given by:
- A twisted Whittaker D-module F on FI¢" is coconective if for any relevant
Aw, we have
Homyy pir, (17 y (AN K], F) = 0, 4f k>0
We notice that the functor m\[d,] sends Abiop aw to AY and Vit o to
V4er, so the functor 7} [d,] is t — ezact with respect to these two t-structures.
In particular, we proved the Proposition 5.5 i)..

Proof. (of Proposition 5.5 i).) Because 7} [d,] is t-exact and Corollary 8.1 and
8.2. O

Now, we need to define a new t-structure of Whit,((Bun%/)..,) which is
compatible with the naturally defined t — structure on Qé — FactMod defined
in Proposition 4.2, i.e, the t-structure of local Whittaker category defined in
Definition 5.17.

Although we do not really need to explain the ’right’ ¢ — structure on
Whity((Bun%)l.,) (we could define it directly by the equivalence between
Whit,(F1¢") and W hit,((Bun%’)’..,) given by % [d,]), we still present it in an
explicit way in order to be complete.

We hope we could define this ¢ — structure by choosing a collection of compact
generators and then define it like before. So, our aim is to describe the twisted
D’—module on (Bun%’).,., corresponding to Ay under the equivalence given by
7T'Fl,aL'[dg]'

If A € AT, then, according to Corollary 8.2, the corresponding twisted
D-module is just AT .

In order to find the twisted D-module corresponding to Ay for general relevant
A, we need to introduce a right convolution action of twisted BMW D-modules
on White((Bun% )s.)-

Consider the algebraic stack (%p)éox which classifies the following data:

e A point (Pg, {x*,€) of (M”)gox
e An isomorphism of Pg and P, on D,, the formal disc of z, and € corre-

T
sponds to the B-reduction of P¢, given by w” x B.
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It is an I-bundle over (Bun%’)., .,

By a standard gluing procedure, we can extend this action to an action of
G(K)“".

In order to simplify the notations, in this part, we only consider non-twisted
case. For twisted case, it is the same except we also need to put right twist.

Consider the following diagram:

—_~—

(Bun& )., x G(K)/I (8.11)
glob "Tglnb
% ‘LW \
[— ! —_ I
(Bung ). (Bunf¥ )ee.. x G(K)/1 G(K)/1
(Bun¥ )oo./1

So, given a W hittaker D-module F; on (Bun%')’, ..., and a BMW D-module
Fa, we may define their convolution product:

Fi1xFo = mZZOb(]‘_l % ]:2) (8'12)

Here, 71 X F is the module descend from F;XF; on (mp)’mr x G(K)/I.

It is easy to see that the convolution product is compatible with the equiva-
lence given in Theorem 7.1, i.e:

Proposition 8.1. W},W(]ﬁ * Fo) o 7r!Fl7x(]:1) * Fo

As an application of Proposition 8.1, we could define the corresponding
D-modules on (Bun{’)’ ., corresponding to Aj:

Definition 8.3. Given A € A, and A = A\; — A2, A1, A2 € AT,
We define the standard objects Agiop,x to be

Agiob s * -
By definition, we have:
Corollary 8.5. W!I:l@(Agzob,A)[dg] ~ Ay
And by orthogonal property and compact generation property, we have:

Corollary 8.6. w}l’x(vglob,k)[dg] ~ V,
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9 Proof of Theorem 7.1 b). Semi-infinite equiv-
ariant D-modules

In this section, we will prove Theorem 7.1 b). Because we have already established
an equivalence between local and global Whittaker categories, hence, we should
pay attention to the comparison of local semi-infinite D-module and the global
ones defined in Section 7.3. To be more precise, we will consider the !-extension
and *-extension D-module on F lg’:m m F lgjc(m 7, and Drinfeld compactifications.

The content of this section:

In Section 9.1, we will study the existence of !-extension of semi-infinite
D-modules.

In Section 9.2, we will compare the local semi-infinite D-module and global
semi-infinite D-module.(Theorem 9.1)

But in order to satisfy our requirements to prove Theorem 7.1 b)., we need to
consider a relative version of Theorem 9.1. Hence, we study the relative stacks
in Section 9.3.

In Section 9.4, we will introduce the relative version of Theorem 9.1. The
proof of the relative version is the same as non-relative one, so we omit its proof.

In Section 9.5, we will give the Zastava spaces another description using
factorization stacks. Hence, we could compare F and F ngob.

In Section 9.6, we will prove Theorem 7.1 b)., i.e, we prove FL ~ Fﬁob.

9.1 Local !-extension semi-infinite D-module

In this section , we will study the existence of !-extension of semi-infinite D-
module. The most important property of this section is Corollary 9.2 which said
I-direct image functor could be defined for these D-modules.

We mimic the method in the first section of [Ga4]. In loc.cit, the author proved
the existence of l-extension of semi-infinite D-module on affine Grassmannian
when there is no twisting. The proof in loc.cit could be used to prove the
existence of !-extension of semi-infinite twisted D-module on affine flags in the
same way.

We define a substack S, p,,. Of Flran,, it classifies (Pg, a,€) € Flran,

such that the induced map \(w”) — V%G is injective on X and the relative
position of the N-reduction and € is w. And we denote by S§, r,, the closure
of Sgl,Ranz in Flgran,. We denote by ju, ri ran, the open immersion

= . Qw Qw
Jw,Fl,Ran, * SFl,Ranw SFl,Ranw (91)

we want to prove that jw, Fl,Ran,, can be defined on the subcategory of
N(K )‘*éznz—equivariant twisted D-modules on SE; g, -

Definition 9.1. Given (x € I), we let F1$" denote the fiber products:

x

FI¥" =Fi%, x X!
“ Ra

x
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Here, X! := X1 x
X

Definition 9.2. Inside Conf x Ran,, we define a substack (Conf x Ran,)“
to be the substack consisting of the points (D, I) such that the support of D is
contained in the support of I.

Definition 9.3. Given w = t"w € West such that n € A™°9, we define a locally
closed substack S p. in (Conf" x Ran,)< x FI%. . as follows:
b €T R x

ang

o A point (D,I,a,¢) € (Conf" x Ran,)~ X Fl‘jf{;nm belongs to Sgl,Ranw

Rang
if the induced morphisms

K (w?) 20 (—(X, D)) — Vf;é; — V3.,

which are a priori defined on X — I extends to injective maps on the whole
curve X and the induced B~ -reduction and the B-reduction given by € is
of relative position w.

And we denote by S‘%LRW the closure of Sgl,Ranm in

(Conf" x Ran,)< x Fl‘jéjmz
Rang

Their fiber product with X! over Ran, is denoted by Sf ; and 5’? Fi-
As Lemma 1.3.9 in [Gad], we have:

Lemma 9.1. The composition:

S®i Ran, — (Conf" x Ran,)S x Flg., — Flg,, (9.2)

ang

is a locally closed embedding. And on the geometric point level, every point in
STl Ran, 8 in the image of a unique S, g, —such that n € A™.

Chosen a regular dominant coweight, and consider the resulted G,-action on
the fibers of Si} ; over X[, then, as same as Lemma 1.7.2 in [Cad],

Lemma 9.2. The attracting locus of this G,, action is

w
L SFi1

W=tmweWest, ncAneg

The repelling locus is

-
|_| SFlJ

w=trweWeet, neAmnes
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Definition 9.4. We denote functors among stacks as follows:

= . QW s G
jFl,ﬁ,Ranm . SFl,Ranw SFl,Ranw
S

Upl@,Rang * OFlRan, Flu();,)Ranm
j;l,ﬁ?,Ranm = i;‘l,@,Ranx © jEl,ﬁ,RanT,
Similar definition applies to 5;1@71,1;1@71, and JrLmr-
Then, we define its negative counterparts:
JFL@, Ran, Sgl,Ranm — ggl,Ranm
iFl,ﬁ,Ranx : Slgl,]?amT — Flijanm
JFL®,Ran, *= iFL@,Ranx © JFL@,Ran,

Similar definition applies to jFl’a’[,Z'Fl’uj’[, and jri,m,1-
There is a natural projection:

pﬁ7 : Sgl,Ranz — (CO’I’Lfn X Ranm)c

as well as p:’w, p}ﬂ and pl_’w.

p® and p~® admit canonical sections, we denote them by

sg 1 (Conf" x Ran, )< — Sgl,RanI

and _
S_ @ (Conf" X Ranz)c - S;l’wRanp

. . . . P
The images of s and s_ 5 c01nc1d£e in Flg,R(mw.
The semi-infinite D-modules on S, could be studied by studying the
semi-infinite D-modules on the stratification of ngﬂ ; given by 5'1%7 IE

Lemma 9.3. qu’l : D((Conf" x XH)©) — Dgc(Sgl’I)N(KWp induces an
equivalence of DG-categories.

Proof. Tt is because N (K)%" acts transitively and the stabilizer of sg ; ((Conf" x
X)) is a pro-unipotent group scheme over X .. O

Proposition 9.1. The partially left adjoint functor
JRLar: DQG(S%),[) — DQG(Sgl,I)

of

JFL@I " DgG(ng,I) — DQG(Sﬁ,I)

can be defined on N(K)$" -equivariant objects.
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Proof. Given any N(K)4’-equivariant D-module F in Dgc (S}”? 7), according
to the lemma above, we only need to prove the D-module s’ o Jrier(F) €
ProD((Conf" x X1)<) actually lies in D((Conf" x X1)<).
Indeed, according to the Braden theorem, we have
sk 0 s (F) = 8% 50 jmite f(F) =D gm0 it 1(F) € D((Conf™ x X1)%)
O

As a corollary of the lemma above, we have the existence of !-extended functor
for N(K)-equivariant D-module.

Corollary 9.1. The left adjoint functor jp a1, of j},l@J : Dga (Flp)*" —
DQG(Sgl,I) can be defined on N(K)$" -equivariant D-modules.

Proof. Follows from the duality functor on D-module category and under duality
functor f, goes to f*. O

Lemma 9.4. Assume (x € I) — (x € I), and denote by A : X}t — Xt the
corresponding map. We consider the following commutative diagram:

~ A ~
w w
SFZ,Il - SFl,12

ijm,m,[l ljm,m,&

_ A _
wo wo
SFZ,Il > SFZ,12

We have:
! <% ~ ik !
Ao Iriw,1, = JFi,w,1, © A

Proof. Consider the diagram:
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Xh A X 12

x €T

T

&l
v
£

_ A _
w w
SFz,I1 SFZ,I2

JFL,@,1, JFL,@,1y

Jri,w,1, TFi, .1y

Fiy’ 2 Fig!

It is suffice to prove A'o s% °Jrim, = 5;5 °Jria.g, © A'. According to the
Braden theorem in [ ], it is equivalent to the isomorphism:

! 1 ~ ! !
Aop_ g °JrLw, 1. = P05+ °JFlm,1, © A

And the above isomorphism follows from base change.

Lemma 9.5. jiy p,,, can be defined on N(K) %, -equivariant objects.

Proof. According to lemmas above, given F € Dgec (Flﬁfmt) satisfies the N (K)y"

equivariant condition , we can define a collection of N(K )‘}’p—equivariant D-

modules {jz,; 5 ; © AYF) € DgG(Sgl)I)}, and they give rise a N(K)%,

Rang~
equivariant (also T’ (O)‘j,f{;mm monodromic) D-module. And the adjoint property
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can be shown:

Homp o (sg, p. ) UFL3,Ran, (F): G)
:HongG(Sgleanw)(colimA! O Jiim.1© A(F),G)
:limHongc(S%,Raw)(A! ° i1 © A'(F), Q)
:limHongG(SEI)(]';I@J o AY(F), Ao (9))
:limHongG(Flgfl)(A!(f),sz,a,I,* o Ao (G))
zlimHongG (Fi) (A'(F),A' o JFl,@,Rany +(G))
’:limHongc(Flg’fRanm)(A! o AYF), jri5,Ran.,+(G))
~Homp, . (pigr,, (colimA o A (F), jri.5,ran, +(9))

EHongG (FIZ pans) (F, JPL@, Rang 9))

By duality, we could get

Corollary 9.2. The left adjoint functor
jFl,@,R(lnm»! : DQG (Sgl,RanI) — Dgc (FléfRanz)

of
. p ~
JFl,ﬂi,RanT, : DgG (Flg,Ranz) — DQG (S%Ul,Ranz)

P

can be defined on N(K)%,.. -equivariant D-modules.

ang

In particular, we could define the !-extension of the dualizing D-module on
wo
Fl,Rangy "

Definition 9.5. We denote by ji ran, ri the 1-extension of the dualizing D-
module on Sggnw,ﬂ'

Applying the same method used in this section, we could get:

Corollary 9.3. The !-direct image functor from Sk, o, to GT@TRM is well-
defined for the dualizing D-module on S%MVGT.

We denote it by j1 ran,Gr-

9.2 Local semi-infinite vs Global semi-infinite

In this section, we will show the following theorem:

Theorem 9.1. Denote

. Q0 P
TRang,Gr + SRan,GT B“”LKI
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. ow o wP
TRang,Fl * SRgnw,Fl » Buny

Then, we have:

7TIRan,G'r (.7' ,QIOva”‘) [dg] = j!,Ran,GT

T Ran. #1(JLgiob,71)[dg + dimN] ~ ji gan, p1 € Dg (S pan.)

Proof. Both of claims could be proved as a tiny variation of theorem 3.3.3 in
[ |, here, we only perform how to prove the second claim, the first claim
follows from the same way. We consider the Cartesian diagram:

= TRang,Fl p /!
wo > wr,
SRanw,Fl > Buny

jwo,Fl,Raan Tjglob,wO,FL,Ranm

g TRang,

Fl
Rang,Fl (B’U,’I’L‘X]p )/

O,UJO
The theorem above is equivalent to prove a base change theorem(for the
constant object on (Bun‘j(,p)gywo):

! = = !
7-‘-Ranm,Fl © ]glob,wo,Fl,Ranw,! = Jwo,Fl,Ran,,! © 7-‘-RanI,Fl (93)

By the proof of Proposition 8.1, we know both sides of (9.3) are in the
category Dga (Sgy,, Fl)N(K)Ra"w, and (9.3) is an isomorphism is equivalent to
the claim that the !-pullback of both sides of (9.3) to Sganm ;18 an isomorphism
for any w <y wg. (That is to say, w = t"w, n € A"9)

Hence, the theorem 9.1 comes from the following lemma. O

Lemma 9.6. Given any w <y wg, we have:

. 1 .
J;%,Fl,Ranz O TRang,Fl (Jr.gtob,F1) =0 (9.4)

= TRang,Fl b7
wo z w?,
SRanm,Fl > Buny

sz‘Fl,Raan Tjglob,ﬁ;,Fl

~ TRang,Fl wP !
w ] I
Rang,Fl > Bun

Let us only prove the claim (9.4) over X!, the claim over Ran, follows
directly from the claim over X! by taking the limit.

Before we start our proof of Theorem 9.1, we summarize the notations used
in this section in the following diagram. If readers forget the notations, please
could go back and check the notations here.
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P”I X “izw

_—_/
T
Bun¥f <—<ZF1$% (Confn x xI)< o e ZE o

il

p o~/
Buny, ™ ———— Conf" <7 (Conf" x X<

Jglob,@,FL

TI,%,Fl

Sgl,[ (Conf" x X7)< o

SI,%

Fl; : Spi

Proof. (of Lemma 9.6)
According to Lemma 9.3, proving Lemma 9.6 suffices to prove: for any

w <N Wo,

511,@ ° Jis. k1.1 © 77 g1 (Jr,gtob,p1) =0 (9.5)

By the Braden theorem, for any semi-infinite D-module F on Fl¢g ; supporting

Qwo .
on SFU, we have:

! o %
P’ % JgFir = Shw © Jw, Pl (9.6)
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Hence, we have:

! -k ! .
S1,@ ©Jw,Fi1,1 © 1, FI (J,gtob,F1)

— % ! ! .
(9%) 1w ©Japur © T (Jtglob, i) (9.8)
_ a5 = | .
(9:7)}7* o JaFir© 7T'I,Fl (J1,gtob, F1)
Hence, Lemma follows from the following lemma. O

Lemma 9.7.
—,w .—,! | . B
Dy 90, mi1 ° 7y 1 (Jrglob,F1) = 0

In order to prove above is 0, we need to use the notion of (affine flags) Zastava
space introduced in Section 7.4.
w = t"w with n € A™9. Note that under the map

v Z}:Em — Confy

Zgl’ow maps to Conf". Here, we define Conf* := pt = {0 - z}.
Easily from constructions, we have the following identifications:

Lemma 9.8. There is a canonical isomorphism:

S0 N Spi =~ (Conf x X1)E  x  zZ5° (9.9)
Confn

And under the above isomorphism, the morphism

_ e _ T

Swo NSy T §we TLE Bun®)” (9.10)

coincides with

/'I)de @ ’ -
(Conf" x XD x  z&e " e gme W (9.11)
on @) Compn D EbE Flx uny :
And _ B

S A o e g B P (o 1 s X T)C 9.12
s N Spip — Spip — (Conf" x X3) (9.12)

coincides with
(Conf" x XS x 73 Y (Conf" x X1)© (9.13)

Confn

122



So, by above identifications, we could identify Lemma 9.7 as

—~

S y
P °Jm ri,r ©TILFI (J1.gt0b,F1) 9.14)

—~

~ - (id x v). o (prf X idgs) o a (jigion,F1) 9.15)

Lemma9.8

Consider the following diagram:

pf}DXidZ}}JL _
w,o T w,o
(Confm x XzI)C Coif" ZFl,;L' - ZFl,J; (9.16)
\Lidxv v
(Confn x XI)< i Confn

It is easy to see that it is Cartesian. So, by base change theorem, we have:

. By Yoql(s
(id X v). o (prf X idzs)' © 4z (jigiob, Fi) (9.17)

o .
:(pT}U)! 0OV 0qy (]!,glob,Fl)
To prove Lemma 9.7, it suffices to prove that:
Lemma 9.9. v, o C|/Z’I (J1,910b,71) =0

Proof. Let us study the morphism v : Z;9 — Conf", we claim it admits a
canonical section. 7 ,

Indeed, note that we have a distinguished point in Bun‘;,p’w’ given by the
trivial N-bundle and a B reduction of relative position w, hence, we have a
canonical map:

q° : Conf" — Bun%’/ (9.18)
given by
Conf" — Conf" x Bun?’\,p’w’/ (9.19)
induced by pt — Bun‘x,p’w’,.
Similarly, we have the map:
¢ Conf" — Bung’: (9.20)
By (9.18) and (9.20), we got a map:

sz : Conf" — Zgl’f; (9.21)
which is a section of v.
We take a dominant coweight, the action of G,, on N induces an action
—_—
on Bun‘;’vp , and Ji giop, 1 is Gpp-equivariant with respect to a character. Hence,

qIZ’! (J1.glob, F1) also shares the same equivariant property. Because G,, acts on the
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fiber of v and by the choice of coweight, this action contracts to the image of sg.
By Proposition 3.2.2 of [DG], we have:

’

Vs 0G5 (i giob, 1) = 555 © 45 (jr.giob,F1) (9.22)
Hence, Lemma 9.9 follows from the Lemma 9.10. O
Lemma 9.10. Yw <y wyp, we have:
5505 (Ggton,r1) = 0
Proof. Consider the Cartesian diagram:

Jglob,@,Fl

_, —
Bun'y Bun'y’ (9.23)
q% a7z
@, F7.@ FL @
Buny X Zp ., —Zp,
Bun“’p‘,
N
We only need to prove:
. apy S AR .
J%.w.571 095 (Jrglob,F1) = Q7" © Joiop.5,r1(J1glob,F1) (9.24)

Indeed, if (9.24) is true, then, we consider the composition:

. n w?w, @ @
sg : Conf" — Bunjy X ZFM — ZFl,m
wP 7

Bun'y

Then, it is easy to see:

SrquJ (Jgiob, 1) =0

Now, we focus on (9.24). The proof is an analog of the proof in [Ga3] 3.6.5
b).
The proof of 9.24 can be divided into two parts: the first step is to prove the
lemma for n very anti-dominant, and the second step is to reduce the problem
to the case above by factorization property.
I). When 7 is very anti-dominant, we have the map: Bun}_ — Bung is
smooth, and by definition Z;’l’ox is an open subset of Bun‘}(,p’/ X Bung_, we
’ Bunl,
have ¢, : Z?l’f’m — Bun“&p’/ is smooth. By smoothness property, !-pullback and
x-pullback differ by a shift, so we have the claim holds in this case.
IT). For general n, we could always find a very anti-dominant coweight
€ A™9, st 1+ pis very anti-dominant. We take w0’ := t7HHw.
over Conf*. We

denote it by (Conf* x Bun“l\’,p’/)go"d. By definition, it is an open subset of

. . . . p !
In this case, we consider the relative version of Bun'y,’
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(Conf* x Buny) where we ask all K> are injective on the neighborhoods of the
support of the point from Con f*.

It has a N(0)%, su-torsor by adding an isomorphism data of the correspond-
ing N-bundle on the neighborhood of the support of the point from Conf*,
we denote this N(O)“éznf,‘,—torsor by . (Bun%’))good at n- This N(O)“é’;nﬁ, ac-
tion extends to an action of N(K)‘g;nf,b([ D. N(K)‘éf;nf” admits an ind-pro
group scheme structure over C'on f*, it is the union of its pro-scheme over Con f*.

We could take a big enough sub pro-group N’ of N(K)% us Which contains
N0, s and makes the following diagram commute:

(265 % 25 iy ——(Zin") | X (Conf" x Conf)

(9.25)

/
disj

vXid ZlidConf"Xq

(Confr x Zpi Vs (Conf# x Buny/")seo!

Z | idconfn Xq l

(Conf* x unf\,p’/)g"‘)d ———— (Bun%’) ) good at u/N’

(Buny'™)

The morphism in the first column is given by factorization. The lower
left morphism, lower middle morphism and lower right morphism are given
by projections. Given an object in (Zf X Z3;°)aisj, its images in left lower
(Conf* x Bun%"')9°°¢ and in right middle (Conf* x Bun% " )9°°? have the
same generalized N-reductions on the complement of the support of the point
in Conf* and same Iwahori structure at z. And quotient by N(K)%, u could
ignore the generalized N-reduction near its support. Hence, we could take a big
enough N’ such that the diagram commute. Further more, we could require the
middle lower and right lower morphisms are smooth.

We need to prove that the !-pullback of ji 100,71 along with the composition

o

of the left three maps is isomorphic to the !-extension D-module from (Z;. x
Zpiy)dis-

Because Conf" is smooth and (Conf#* x Bun‘fvp’,)g""d is an open subset
of (Conf# x Bun?’vp’/), hence, the lower left morphism is smooth. We should
prove the !-pullback along with v x id o (idconsn X q) of the l-extension D-
module on (Conf* x Bun% ")9°°¢ extended from (Conf* x Bun‘;\’;’w"’/)g""d is
the l-extension D-module on (Z5° X Z1:°) dis;-

The map (Conf* x Bun‘fvp’/)g"(’d — (Conft x ,(Bun¥) )good at u/N’
is smooth, hence, we should prove the pullback of !-extension D-module on

125



w(Bun%’) ) good at /N’ along with the counter-clock composition is the l-extension

D-module on (Zg:’ X Zﬁl’o)disj which corresponds to the !-extension D-module

on (Z}f’:l/’o)disj extended from (Z%’o)disj by the factorization isomorphism.
Hence, it suffices to prove: the !-pullback along with idcenm X q’ of the

l-extension D-module on (Conf#* x Bunfvp’/)g""d is the l-extension D-module on
(Zg?) < (Conft x Confm) ;.

Confntn
Note that: (Conf* x Bun%')9°°¢ — Bun% is smooth, hence, the !-
extension D-module on (Conf#* x Bun“&p’l)go‘)d is the !-pullback of !-extension
D-module on Bun%".

Hence, we should prove the !-pullback of the !-extension D-module on Bun‘x,p"
along with:

(ZZ°)  x  (Conf" x Conf")ais; — Bun%y”
Confrtn
is the l-extension D-module.
But according to our assumption on @', it has already been proved in the

first part of the proof.
O

Through the proof of Theorem 9.1, we could notice that the Ran space does
not matter the proof: that is to say, we could replace Flran, by Flg and then a
tiny modification of the proof could be used to prove the following theorem:

Theorem 9.2.

ﬂ-jF‘l,x(j!,glob,Fl)[dg + dimN] ~ ji gan,  Fi (9.26)

What’s more, we could replace Ran, by any other prestack equipped with
a map to T(O)gan, \Ran,, and by the same proof, we could prove similar
statements for relative stacks. We will achieve this in Section 9.4. Before that,
we need to introduce the notion of relative stacks.

9.3 Relative stacks

In this section, we will offer a different method to study the Configuration affine
Grassmannian and affine flags. The tool is the relative stacks.

Recall that the stack Si¢ C FI%” classifies the data (Pg, o, €), such that the
induced map x* is regular for every A € AT

In order to satisfy our further requirement, we need to consider its relative
version. It means we need to consider a relative version affine flag variety
parameterized by a base stack. The idea also comes from | ]

In loc.cit, athours considered algebraic stacks over the bases (Gr%ﬁRan)"eg
and (G4 gz, )56 % We will use same bases.

Let us start with some notations:
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Definition 9.6. Given a prestack Y equipped with a map to T(O)pgan\Ran, we
define affine Grassmannian over ) to be:

yGT = y X T(O)Ran\GrG,Ran (927)
T(O)Rran \Ran

Given a presheaf Y equips with a map to T(O)gan, \Ran,, we define affine
flags over Y to be:

yFl = y X T(O)Ranm \FZG,Ranm (928)
T(O)Ran, \Rany

To be more precise, yGr parameterizes the data (Pg, I,y, Pr,a), Pg is a
G bundle on X, I € Ran, Pr is a T bundle on X determined by y, a is an
isomorphism of G-bundles between Pg and Pr x G.
T

yFl parameterizes the data (Pg,I,y,Pr,a,€), Pg is a G bundle on X,
I € Rang, Pr is a T bundle on X determined by y, « is an isomorphism of
G-bundles between Pg and Pr x G. € is a B reduction of Pg at x.
T

That is to say, the difference between y F'l and FI1*" is that we replace w” by
a family of T-bundles on D; parameterized by ).

According to the construction and the same proof as the proof of Proposition
6.1, we can see the following factorization property of y,Gr and y, Fl.

Proposition 9.2. If YV, is factorizable with respect to Vo, then, we have: y, Fl
is factorizable with respect to y,Gr, i.e, there is a canonical isomorphism:

wFl x (Ran x Rang)disj =~ y,Gr x y, Fl X (Ran x Rang)qis; (9.29)

Rang Ran X Rang

which is compatible with higher associative properties.
And the gerbes on the corresponding stacks are compatible with the factoriza-
tion.

Given an element w in extended Weyl groupyWe“7 like Definition 9.3 we
may also consider the corresponding substack 35, in yF1 as well as 3 Sg;.
For example, for the longest element wy in finite Weyl group, ySp) C yFlis

the closed substack in yFl where we ask the induced map & to be regular for
every A € AT.

Definition 9.7. We denote by jy@pl the open embedding:

Jv.@,F1 ySE = ySE (9.30)

by iy @, ri the proper morphism:

gy,zﬂ,Fl : yggl — yFl (931)

and denote by jy & 1 the locally closed embedding:

Jv.@.Fi = 1y.@,F1° Jy.@.Fl (9.32)
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Similarly, given an element A € A, we could define the corresponding substack
yS2, C yGr as well as S, . The corresponding maps are denoted by:

Jv.a.ar: yS& < yS&, (9.33)
gy’@’gr : yggr — yG’I“ (9.34)
Iv,@,Gr = 13.@.Gr © Jy,@,Gr (9.35)

In yFl, we could define another substack denoted by (ySgy)ec. Which is a
relative version of (S} )sc.c. By definition, it classifies the data (Pg, I, y, Pr, a, €)
as the data in y FI, but here, we ask maps x* induced by « are regular on X —x
for all A € AT,

In [:1.2], the authors proved G& on Grg gan is G(O) pan-equivariant. In par-
ticular, it is T(O) ran-equivariant. It descends to a gerbe on T'(O) ran\GTc,Ran-
Its pullback to yGr is denoted by yGY. The gerbe G¥ on Flg ran, is given
by the pullback of G on Grg Rran- Through the construction, we see this
gerbe is also T'(O)Rgan,-equivariant. As a result, it descends to a gerbe on
T(O)ran, \Flc Ran,- And then, we pullback this gerbe to y FI under the projec-
tion: yFl — T(O)ran, \FI, we denote it by yG.

According to the same proof in Corollary 9.2, we could get the following
propositions:

Corollary 9.4. a). The !-extension functor
Jy,aro,! - Dygc (yngT) — Dygc (yG’I”wp) (9.36)

can be defined on N (K)yx ran-equivariant objects.
Similarly,
b). The !-extension functor

39, Pl Dyge (ySE) — Dygo (yFI4°) (9.37)
can be defined on N(K)yx Ran, -€quivariant objects.

Note the gerbe G on 352, is canonically trivialized, so, the dualizing
D-module on it can be defined. We denote it by w, g0 .

Definition 9.8. Apply !-extension functor to wy,50, € Dygc(ysgr), we obtain
a twisted D-module on yGr. We denote it by j1y Gr.

Similarly, we can define the !-extension of the dualizing D-module w_ ., .
Fl
We denote it by 1.y Fi.
x-extension functor is always well-defined in the context of D-modules, so,
s0

we could also define x-extension of the dualizing D-module w,, on YS2, and
Gr

W, gwo 0N ySpy, we denote the resulted twisted D-modules by j.y,ar and jiy i
Fl
respectively.

In this paper, we will concentrate on the cases:

1) (GT%TJR(m)neg Gr and (GT;PR ynes, Fl 2) BunTXRanGT and Bunr X Rang Fl.

,Rang
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9.3.1 (Gr )nch’I“ and (GT 2 pans ne_{;Fl

(Gra” )qur (or, (Grgan )25, F1) maps to T(O) gan \Ran (or T(O)gran, \Ran)

by sendmg (I, Pr,ar) to (I, Pr).

We can describe (GrPman. )25, F1 as the following data: (Pr,Pg, I, ag,ar,€).
Here, Pe € Bung, (Pr € BunT, I € Rang, ar) is an element in (G’/’T Ranl)gfr‘é,
ag is a G-bundle isomorphism between Pg and Pr >< G on X\I. The description
of (Graefe. ynes Gr is similar, but without € and I is an element in Ran instead of
in Rariz.

According to the above descriptions, there are canonical isomorphisms of
stacks:

(Gr an)™e9 Gr ~ (GTT Ran)neg Rﬁn Gr‘é‘:Ran (938)
w? neg
(Grg! Rmu)"eg Fl~ (GTT,Ranz)oom Rz?nz FZG Rang (939)

Under the above isomorphisms, we have:
ng ~ (gT)—l X gG

It follows from the multiplicativity property of G©.
By definition, we have the following isomorphisms of stacks:

o P
(GTT Ran)neg X Gré,Ran — (GTT Ran)neg X GT@,Conf (940)
Ran Conf
P P P o
(Gr%,Ranm)ggi X Flué,Ranm = (Gr%,Ranz)ZOGi X Flg,Confz (941)
ang Conf,

Under the isomorphism (9.40) and (9.41), the substacks ng,%fon sand Sgl’%o;;f ;;
that we defined in Section 6.2 could be regarded as substacks of (Gr$7 ) s Gr
and (Gr8 )5, Fl,i.e,

P Conf 0
(GT%,Ran)neg C?nf Gr,Conf — (GTT ran) V9 SGr (942)
w? neg w,Con fy ~
(GTT,Ran, Joc's % 1. SFi.Confe = (Gril,,, )50 S (9.43)

Similar for their closure and the negative counterparts(S;i%g;f }1 fo 5TCC?£§C I

etc and their closure).
From the construction, we have the following important factorization prop-
erty:

Proposition 9.3. j (Gl VS, L factorizes with respect to j, (Grl ) G
i€,
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]!,(Gr%fRan)n€97Gr &]!,(Gr“’p g Fl|A

T,Rang /o0 T

~

]!a(Gr;J",pRanl. )neg Fi |B

oo x>

Under the isomorphism:

Bi= _ .o .o FL X (Ran x Rang)gis;
(GTF Rang oo Rang
A= Gr x Fl X Ran X Rang)dis;
(GT%{JRG,TL)’”eg (Grﬁl‘if)Rangc)oo-gp Raananz( ) /

By replacing N by its negative counterpart N~ in (9.42) and (9.43), we have
the equivalences:

Dge.rraiio (Sgicions) = Dy(go)-1((Grer,,. e Sar) (9.44)
d
" Dge.rraio(Spionta”) = Dyger-1((@rsryy. s, Sri”) (9.45)
which are compatible with |
Dge.r.raiio (Sgicons) = Dy(go)-1 ((Grgey, e Sar’) (9.46)
Dge.rraio(Sri onta”) = Dyger1((@rsryy., s, Sri”) (9.47)

Then, under the above equivalences, Proposition 9.3(replacing N by N ™)
essentially recovers Proposition 6.47.

9.3.2 BunTXRanGT and BunTxRaanl

BunyxRan, Fl classifies the data: (Pr, Pg, ag,€) as in the case of Gro.pan, F'l-
(but the data used in gunsxRan, Fl does not contain ar, so, we do not have a
canonical map from pun; x Ran, F1 to FI1+") Bung x Ran, F'| is similar.

The factorization property of ji Bun, x Ran,,Fi Says:

Proposition 9.4. ji un; x Ran,,Fi factorizes with respect to ji Bung x Ran,Grs €

j!,BunT X Ran,Gr X j!,BunT X Ran,,Fl |A

~

J1,Buns x Ran.,Fl|B

Under the isomorphism:

Bi= . ran, Pl X (Ran x Rang)dis;
Rang
A= Bung X Ran Gr x Bunp X Rang Fi x (Ran x Ranw)diSj

Ranx Rang
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9.4 Compare of !-extension D-module on relative stacks

We will compare D-modules Jt glob, Bun x Ran,Gr (‘resp. It glob, Buny x Ran, F1) With
the semi-infinite D-modules ji(w SE;’CCDZQ) (resp. ji(w SpiLConts )). It is the content

of Corollary 9.7. ]L,glob,BunTXRan,Gr and J!,glob,BunTxRanI,F
. L L . . .
construction of Fj , . and Fyj,, j!(wsé;.,cc?g”ff) and JI(WSE}&ZZ%””) were used in

, were used in the

the construction of F5, and FL. The Corollary 9.7 is important for us in the
comparison of locally defined functor and globally defined functor.

If we forget the isomorphism of G-bundles on the open subset of X, we could
relate yFl and yGr with the corresponding global objects.

Similar to Section 9.2, in relative setting, we have the following canonical
maps:

_ [ —
. w P p—
T Bunr x Rang,Fl * BunTXRanzSF? ? BunTBunujiv[ - BUTLB (948)
Similarly,
. <0 [
T Bunr x Ran,Gr * BunTxRanSGr ? BunTBun(K[ = Bunp (949)

it sends (Pr, I, Pq, ag) to (Pr, Pa, K;\), here 5™ is the map induced by a.

We are going to introduce the gerbes on Bunp and Bunp corresponding to
BungxRan, 3¢ and Bunyx RanG® under (9.48) and (9.49). We also denote them

G,T,ratio
by gglob .

Definition 9.9. Under the diagrams below:

o \
Bung Bunr

o \
Bun’G Bunr

We define gerbes ggi’m“o on Bung and Bung to be (GF) ®(GT)!.

By construction, it is easy to see that the gerbe G& T2t corresponds to
Bungx Ran, 3° and Bun,x RanG® under (9.46) and (9.47).
Similar to the case of Bunp- and Bun’,_, we could define the relative global

l-extension D-modules on Bun’; and Bung:

Definition 9.10. We denote by j!,glob,BunTXRanz,Fl (resp. j!,glob,BunTXRan,G'r)
the -extension of the perverse constant D-module on Bun'}, (resp. the perverse
constant D-module on Bunpg ).
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By the same proof of Theorem 9.1 (also, Theorem 14.4.8 in [GL1]), we
have the following theorem of comparison between ji Bun, x Ran,,glob, i ( T€SP.

j!,BunTXRan,glob,Gr) and j!,BunTXRanm,Fl ( resp. j!,BunTXRan,GT)'

Theorem 9.3.

ﬂ-IBunTXRan(jl,BunTXRan,glob,G'r‘)[dg + dlm(BunT) + d@g]
~ (9.50)

. )
', Bunt x Ran,Gr S DQG,TVV'@“’O (BunT XRanSGr)

7.‘-IBunTXI’%axnw (j!,BunTxRanz,glob,Fl)[dg + dzm(BunT) + deg + dsz]
~ (9.51)

. Qw
I, Bunrx Rang,Fl € DQG,T,T'ain(BunT x Rang Flo)

Here, deg = (\,2p) on Buny. x Bungp.

Bunrp
Consider the projection:
(GrT Ran, )osd, — Buny X Rang (9.52)
It induces a map:
(Gr8lpamn ) (SFI) — Buneram(S;?) (9.53)

By the definition of G indicated in Section 9.3, the pullback of the gerbe
BunyxRan, GC along with (9.53) is canonically isomorphic to (Grfpn )2e5, Ge.

And we have the following Cartesian diagram:

(Gr§ pan, )os % S?lo) T~ BunrxRang (Sg?) (9.54)
(Grg! RMT)ZJ lo) T~ BunrxRan, (5’%?)

| |

(Gr$’ pan, )os% ———————— Buny x Ran,

Hence, the !-pullback of ji Buns x Ran.,Fi 1S isomorphic to j, (Gl ymes I

Rang /oo-x»

We compose the map (9.53) with Tgun, x Ran,,Fi, then, we have the map:

TFl+ - (GT‘T rans neg (SFl ) — BUTLIB (955)

By Theorem 9.3,
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Corollary 9.5.

71,4 (J1.glob, Bung x Ran,. 1) [dg + dim(Bung) + deg + dimN] ~ j,

T
(9.56)
Similarly,
(GTE)",/)R{;,T,,E)"W (Sg?”) - BunTXRan(ngr) (957)
(GT%pRan)neg (S%T) - BunTXRan(S%r)
(Gr#fRan)neg Bunr X Ran
we have the map:
TGt (Grglpan) e (S2,) — Bung (9.58)
And
Corollary 9.6.
7T!Gr,+(.j!,glob,BunTXRan,Gr)[dg + dzm(BunT) =+ deg] ~ 7 Gr (959)

7(G7,¥{’Ran)neg )

Because N orbits and N~ orbits are essentially same(just differ by a wq
twist), we could get similar results if we replace N by N .

Then, by (9.44), (9.45), (9.46) and (9.47), we could relate global twisted
constant D-modules with semi-infinite twisted D-modules on Configuration affine
Grassmannian and affine flags. Namely, if we denote by

- Sa g, — Bung- (9.60)
and B
mr— : Sgin gt — Bunly (9.61)

the natural maps, then, we have:

Corollary 9.7.

”!Gr,—(jfglob,BunTxRan,Gr)[dim.B"mB*] = j!(wsa;§g:7{f) (9.62)

and
i1, Ul gtob, Bun x Ran,p1) [dim. Bun -] ~ Iwg 1.conss) (9.63)
Here, the shift [dim.Bung_] = dim.Bung, on the connected component
dim.Buny,_. And the shift [dim.Bung-] = dim.Bun’g’l, on the connected

. A 4
component dim.Bunp_.
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9.5 Local description of Zastava spaces

In order to compare the locally defined functor and the globally defined functor,

we also need to identify affine flags Zastava space (Zpiz)o0.r With 5’502;:1;31 N

(Sg?,c’on fz><>0-I and identify Zg, , with Saﬁ;?gr N (S%r,&m f) (and also identify
their substacks under this identification). After these identifications, Theorem
7.1 b). will follow directly.

Proposition 9.5. a).
Q —,Con ~
(Sgr,Conf) N SGT‘,CO’I{f — ZGr,z (964)

And under the above identification, we have:

o —,Con ~ o
(S%T,Conf) N SGT,Cm{f — ZGr,z (965)
b).
Gwo ——,Conf, ~
(SFl,Coan)OO-w n SFl,Confw — (ZFlﬂc)oo-w (9-66)

And under the above isomorphism, the following isomorphisms hold:

(S8 o, oo N Si Cont. == Ziots (9.67)
(552 Gong, Joow N Spiomsl™ = Z3u, (9.68)
(S8 Gonp. Joow N Spi Gont?™ =5 (Zf10)o0n (9.69)
(S52 Gong. Joow N Spi Gont T = (Z5i%) o (9.70)

And the above isomorphisms are compatible with the projections to Conf,.

Proof. The proof of Proposition 9.5 is given in | |, Proposition 20.2.2. In

order to be complete, we copy the proof here.

a). We want to construct two maps between (g?;r,Conf) N S’g;,cc?:{f and Zgy o

which are inverse to each other. The map (Sg‘r,con f) N SC_;T%?;;{ > Zcrg 18

easy. Given a point (D, Pg,a) in Greons, o induces a collection of morphisms
{k*, X € At}. By the definition of S&r.Confs K is regular on X — z. Similarly,

k™ is genuine on X. These two collections of morphisms are induced by an

isomorphism « on X — supp(D), hence, the resulted morphisms
5

K

(@H O 25 VY, — Y, AW (D))

is transversal on X — supp(D). So, a point in (S&, oy f) N Sé;CC?:Jf—)ZGT@
determines a point in Zg, 4.
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Now, we construct an inverse map Zgy , — (§gr700nf) N Sa;%’:{f. Given
a point (Pg, {n;\, Ae AT} {k=*, A € AT}, Pr) in the Zastava space ZGr.z, DY
the transversity of x* and x~*, the composition:

(wh)O2) 5 8 R K (py) (9.71)

determines a point D € Conf. And (9.71) is an isomorphism on the complement
of supp(D). Because N\NB~ /B~ =~ pt, (9.71) determines an isomorphism of
Pe on the complement of supp(D). Hence, it determines a point in (Sgr,Con f) N

—,Conf
G’I‘,C?:’I’Lf '
To prove b). We only need to notice that both sides of (9.64) tensor with

pt/B over pt/G gives an identification:

(SI;?,Confm) N SF;,Cg:nf;L L> (ZFl,m) (972)
And if we allow x* have a pole at z, then, apply the same proof, we could
get (9.66).
Both sides of (9.67) are given by (9.66) with the condition that the Iwahori
structure is transversal with the B~ -reduction of Pg at x.
All other identifications follow similarly. O

By the construction of the identifications given above, we have the following
commutativity:

Proposition 9.6. The following diagrams commute:

(Sgr,Conf) N Sé;’,céjoggf - ZGT’I (973)

| |

(Sgr,Conf) - Buno&P

(‘gg’r,Conf) N SC_;’;‘,Cé?(:L'I’Lff ZGT,:C (974)
Sé;%’:gf —— > Bung-

Gwo NS. ot Z 9.75

( FLConfw)OOﬂC Fl,.Conf, — = (ZFi2)o00n (9.75)

| |

(ng,Confw)oo‘m (Bun%p)gox
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7_7confm

(Sgaconfm)oo-z n SFl,Confm - (ZFl,m)oom (9~76)
——,Conf, i

SFl,Ccmfx —————— (Bung-)’

(S’%T,Conf) N Sa;,cc(')(:;’{f ZGT@ (977)
Conf
Gwo ——,Conf,
(SFl,confm)oo'z N SFl,ConfgC (ZFl,z)oo'z (9-78)
Conf,

By the above identifications, we could get the fiber of (Zp; z)o0.c — Confy
over D=X-xz+ Y .\ -x; is given by:

w? a0 a—sN\i
FI©" x H Sz NS,
1

9.6 Compare between local functor and global functor

In this section, we will prove that the functor FZ, FKP FL and FAP are essen-

tially the same as their corresponding globally defined functors F| ngOb, F ;l(olg, F ngOb,GT
and F;l(O%’GT.

First of all, let us combine the diagrams (6.52) and (7.15) together.
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wﬂ
GTG Conf

N

S ,Conf

Gr Conf Conf,Gr
a0 unit _
SRan X Ran —— SGT‘ Ran Zar e,

bz
TRanXxGr—Gr qz
SY (Bun%’) v Bunpg-
Conf

as well as diagrams (6.49) and (7.12):

Flg

G,Confy

— ConfT
( Fl Conf SConf I
unit W,
FlG Rang x Ranﬂ? SF? RanI 0T ZFl w o0 T TEL—
P
PTRang X Fl—F1
dy
e
F1+* (Bun%').o v Bunpg-
Conf,

Proof. (of Theorem 7.1 b).) We prove the second part of the claim, i.e, F& ~
Fgliob,Gr' The other part is the same.
By construction:
!
FC[;/’I”(’]T!C;T’,I(‘F)) = Uconfy*(sprdc”‘(ﬂ—é}r,x( ))|(S ) ® ]'(wsaoi;’gT))[deg]

Gr,Conf
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and

! — o—_ .
Fglzob7G7'(]:) = UGT,!(EIIZ(]:) ®p!Z(]!,glob,BunTXRan,Gr))[dlmBunG]

We need to prove that they are isomorphic.
By Proposition 9.5 and Proposition 9.6, we only need to prove that, under
the identification (9.64), we have:
!
! .
sprdr (T (F))(sy, o, ) © 3@ .cons )ldeg + dg)

~ (9.79)

'y )
q'Z(‘F) ®pIZ(]I,glob,BunTXRan,Gr)[dszunG]

By (9.62) of Corollary 9.7, we only need to prove:

sprder (76, (F))| zar,. = G7(F)
It suffices to prove that:

spTdGT(ﬂ-IGr,x(‘F)) = ,/T!Gr,Conf(]:)

And it suffices to prove:

0 NL ! !

(U?’L’LtGT) eranxGr—)Gr(ﬂ—Gr,x(f)) = TGr,Ran (‘F)

By Theorem 6.1, we only need to prove the above isomorphism after pullback

along with:
unitg, : Ran x S'gnz — S%Lm
And then, Theorem 7.1 b). comes from the following isomorphism:
L 1 NL ! L) !

unZtGr © (unltG'r) O PTRanxGr—Gr © 7TG'r,:v = PTRanxGr—Gr © TrG’I‘,ZL’

Y | (9.80)
= unlt.Gr © Tr.G’r,Ran

O

Apply the same argument as Theorem 7.1 b)., we could get the following
dual proposition:

Proposition 9.7. a). Under the equivalence:

7"'éc,Fl [dg] : Whitq((Bun“]\’[p)go,$) — Whitq(FlUCJ;/,Jz)

FPE  Whity(Flg,) — Dga(Confy)

and

FRYf : Whity(Bung )lx.,) — Dga(Conf.)
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are isomorphic.
b). Under the equivalence:

71';7” [dg] : Whit,(Bun%') — Whit,(S&,)

FgrD : Whitq(Gré;) — Dga(Conf)
Immediate from Theorem 7.1 b). and Proposition 9.7, we have:

Corollary 9.8.

QL ot = QF (9.81)

and / )
QKD o~ QkP (9.82)
Proof. Apply Theorem 7.1 b). to Fp. O

Combined Proposition 7.1 b)., 6.4, 6.5 with Corollary 9.8, we have:

Corollary 9.9. FngOb factors through QqL*/ — FactMod and F££ factors through
Q{?K’/ — FactMod:

Fliop : Whity(Bun%f )s...) — Qg’, — FactMod

and
FRE Whit,(Bun¥l)..) — QP — FactMod
In the paper [Ga6], the author proved

Lemma 9.11. When g avoids small torsion, then,
L. oL/
Q, ~=Q,
DK ., DK,
Q" =Q,

Hence, we could get the following statement used in Section 6.9 to get
Theorem 4.1 from Theorem 4.1’,

Corollary 9.10. When q avoids small torsion,

L . oL’
Qq — ““q,fact

DK ., ODK/
Qq *Qq7fact
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10 Proof of Proposition 7.4: Duality

In this section, we will study the relationship between F and FXP

prove that:

, we want to

FL ,(D(F)) =~ DEXD(F) : Whit,((Bun%).y..)' ¢ — QqL’/ — FactMod

g g oo

The method is given by reducing the above isomorphism to some stack where
we can apply the ULA property.
Before that, let us recall some notions.

10.1 Universal local acyclicity

The key to prove the main theorem is the Universal local acyclicity (ULA)
property of ji Bung x Ran,,glob, F1 With respect to Buanl — Bung,.

In the [BG], the authors induced a notion of Universal local acyclicity which
is similar to the definition given in [D]. In general, a sheaf on Y; is ULA with
respect to a morphism f : J; — )» is to say its singular support over each
fiber of f is the same. Another equivalent description is about finite generation
property of the stalk which will be given in Lemma 10.3.

Given a map between two smooth algebraic stacks ); and Vs, a morphism
f: V1 — Yo and two holonomic D-modules F1, Fo € D()s), we have the natural
transformation between f*[V; — dim)%s] and f'[—dimY; + dim)%], i.e:

cany : f*(F)[dimdy — dimYs] — f(F)[—dimdy + dim)s) (10.1)

Given a morphism g between two smooth algebraic stacks X and Y. Denote
by I'y : X = X x Y the graph map.

In the (10.1), we consider the case when }; = X, and Jo = X x Y.

In this case, we get a morphism :

canp, : T3 (F)[=dimY] — T (F)[dimY]

If our F has the form Fx X Fy € D(X)X D(Y) ~ D(X xY), then, the
morphism above can be rewritten as:

!

canr, : Fx Q) Fy[~dimY] — Fx Q) Fy[dimY] (10.2)
Definition 10.1. A D-module Fx € D(X) is called locally acyclic with respect
to
g: X —Y

if for any holonomic D-module F> € D(Y'), the canonical map canr, in (10.2)
is an isomorphism.

A D-module Fx € D(X) is called universally locally acyclic with respect
to g : X — Y if for any smooth morphism Y’ — Y, the pullback of Fx to
X }>§ Y’ is local acyclic with respect to X }>§ Y — Y.
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From now on, we will write "'ULA’ for universally local acyclic.
There are some basic properties of ULA listed in [BG]

Lemma 10.1. Given a D-module F € D(X) and a morphism f: X — Y,

a). ULA property is a smooth local property on the source. Ie, if there is a
smooth (resp. smooth and surjective) morphism s : X' — X, then the pullback
of F is ULA w.r.t f os if (resp. if and only if) F is ULA w.r.t f.

b). Closed embedding keeps ULA property. I.e, if we have a closed embedding
1: X — X'. And the map f : X — Y factors through ' : X' — Y. Then,
we have F is ULA w.r.t f if and only if the direct image of F on X' is ULA
w.r.t f'.

c). If X —'Y factors as X Ly X' — Y, and X —s X' is proper, then,
F is ULA with respect to f could imply p\(F') is ULA with respect to the map:
X —Y.

d). F is ULA if and only if D(F) is ULA.

By b) of Lemma 10.1, we could define the notion of ULA for any morphism.

Definition 10.2. Given morphism f: X — Y between algebraic stacks, and
Y is smooth. Then, we say it is ULA if there is a closed embedding X — X',
and the direct image of F on X' is ULA w.r.t f'.

A direct corollary of the definition of ULA is the following:

Lemma 10.2. Consider the following Cartesian diagram of algebraic stacks:

Xxy 2 ox

w
lm ifh
q1

Y ———W

If W is a smooth algebraic stack of dimension d, and F, € D(X),Fy € D(Y).
If we assume that Fy is ULA w.r.t qo. Then, the following canonical map:

P (F) Qs (Fa)d) = py(F1) R ph(Fo)ld
is isomorphic

There is an equivalent description of ULA property. The following lemma
establishes a link between the singular support of a holonomic D-module and
the ULA property.

Lemma 10.3. Given a smooth morphism f: X — Y, and a D-module F on
X, then, F is ULA w.r.t f if and only if df ~1(SS(F))\{0} = 0.
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10.2 Duality of £}, and F,;}

First of all, let us introduce a ULA theorem of ji ... « Ran. glob, 71 Whose proof
will be given in Section 10.3.

’

We denote by Bunpg- A the substack of Bung- such that the degree of
the induced T-bundle is of degree —A + (2g — 2)p. Let us denote by Bung- SZ\L

’

= A
the open substack of Bung- "~ such that the total order of degeneracy of the
generalized B~ -reductions of is no more than pu.

Theorem 10.1. There exists an integer d depends only on the genius of X,
such that, for any p € AP°°, and A € A satisfying the condition (X):

(X): (=A—p, &) > d

. . =\ .
The restriction ofj,,BmeRanm’globAFl to Bunp- £, is ULA with respect to
the natural projection:
Bung- — Bung, (10.3)

In this section, we will prove the following theorem with Theorem 10.1:

Theorem 10.2. FL

lop and FDE gntertwine with the Verdier duality functor D,
i.e,

glob

Fji,D~DFLL (10.4)
By Corollary 8.4, the duality functor intertwines with the isomorphism
between local and global functors. Hence, Theorem 10.2 could imply the following

corollary,

Corollary 10.1. F* and FPX intertwine with the Verdier duality functor D,
i.e, FI' and FPX intertwine with the Verdier duality functor D, i.e,

DFL ~ FPKD

The rest of this section will be devoted to the proof of Theorem 10.2. The
method is mimicing the proof in [GL1] Section 21.2.

Step I:

By (7.16) and (7.17), we have:

! — o—_ .
D(U! (q'Z(]:) ® p!Z(j*,glob,BunT X Ran,Fl [dlmBuan])))

~

! — —_ .
1 (EI'Z(D(]:)) ® p!Z(jI,glob,BunT X Ran,Fl [dszun/G]))

By definition, v is ind — proper, hence, it suffices to prove:

! = .— .
D(q'Z(]:) ®p!Z(j*,glob,BunTxRan,Fl[dlmBun/G])))
~ (10.5)
!

q'Z(D(‘F)) ® ﬁ!Z(j!Tglob,BunT X Ran,Fl [dszuan])
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Because we are working with ind — holonomic D-modules, six functors are
well-defined for such objects. Hence, we only need to prove:

q*Z( ) ® ﬁ*Z(D(j*_,glob,BunT ><Ran7Fl))) [_dszun/G]
= (10.6)

Az (F) @y (1 glob, Bunz x Ran, r1) [dimBung]

By the definition of j*,glohBunT X Ran,F'l and j!,glob,BunT X Ran,Fly they are dual
to each other. Hence, (10.6) is equal to:

E[*Z(‘F) ® IS*Z(j!quob,BunT XRan,Fl)) [7dlmBun/G}
= (10.7)
!
!

02 (F) @ P2 (1 giob, Bunsx ran,r) [dimBung)

We are in the same situation as Lemma 10.2.

If we could prove that I\ glob, Bunz x Ran, Fl is ULA with respect to the pro-
jection (10.3), then, (10.7) follows from Lemma 10.2. But in fact, we do not
need such a strong property. It is because F is not an arbitrary D-module on

Bunj’vp;o.x. Instead, it is a global Whittaker D-module, hence, the expected
isomorphism (10.7) satisfies a factorization property with respect to the factor-
ization property of Zastava space. We could recover the isomorphism (10.7) from
its restriction to an open subset.

Let us recall the following diagram:

/
i
BunN o Bung,

It is not a Cartesian diagram, but we note that (Zp; 4)cc.¢ is an open subset

of the fiber product Bung- " Bun?’v”oo o
Bunc

We may replace the algebraic stack Bun B,/ by its open substack Bung- <i;
such that A, u satisfy the condition (X). N

With some abuse of notations, we still use the same notations for functors
after restriction.

Definition 10.3. Denote by (Zpy, x) ! the preimage of Bung- <i; N (Zpiz)oox-

We will get the following diagram:
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whP /
Bun%  , —— Bung

Let us recall Theorem 10.1 given in this section, we have the restriction

. —— A . . . .
of 1. BunsxRang,glob,Fi ON Bunpg- <p 18 ULA with respect to the projection

Bunpg- Sj; — Buny,. Combined with Lemma 10.2, we have:

Corollary 10.2. For any twisted D-module F € Dge (Bun“&p;o_w), (10.7) is an

. . A<
isomorphism on (Zpiz)oca

Denote

(ZPi2)son = U (Zp1) Sk (10.8)
AEA,neAPOs | condition(X)

Then, by above corollary, (10.7) is an isomorphism on (Zpy z)3.,-

Step 11

Now, we want to extend this isomorphism to the whole affine flag Zastava
space (Zpiz)oos- We now prove (10.7) with the factorization property of
(Zp1,5)00- With respect to Zgy 5.

Recall that we denote by Zé‘;r the fiber product:

Zar X Conf)‘
Conf

Similarly, we denote by (Zplw)éo.x the fiber product (Zr; z)oow X Conf).
c

onfe
By Proposition 7.3, affine flag Zastava space (Zpy 5 )oo.o factorizes with respect
to Zgy, i.e,

Zar X(ZFi1,z) o0 Conf;(Conf (Conf x Confy)adis;

~ (10.9)
(ZFl,w)oo-w X (Conf X Confa:)disj

onfz

Note that this isomorphism is compatible with degree by definition, i.e,

ZMN x(Z Az X Conf x Con s
Gr ( Fl@)oo-w CoanConfz( f fz)dw]

~ (10.10)

(Zp1,e)22EM x (Conf x Confy)ais;

onfy
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Restrict to the following map:
Z2M x(Z i~ X Conf x Confy)ais;
Gr ( Fl@)oo-z CoanConfz( f fa:)dzsg
— (10.11)
(Zprw)o2 ™ o (Conf x Confy)ais;
onfay
Here, Zg = 28, N ZL.
We note that because the general B~-bundle given by the ZZ.TA ! is indeed a
B~ -bundle ( it does not have defect). As a result, given arbitrary element in
23 € (Zp12)2., and arbitrary element z; in Zg,’;\l, the corresponding object in
the right hand side of (10.11) in (Zp;,)225*t has the same order of degeneracy

oo
of generalized B~ -bundle as zs.
Zg;’;\l X(Zri,z) X (Conf x Confy)ais; admits two morphisms to

ConfxConfy
(ZFl,m)oom:

one is given by the second projection:

A2
oo

1 ZoM X (Zpre)N2 X (Conf x Confr)aisj — (Zr12)22, (10.12)

" ConfxConfy oo
another one is given by the factorization map (10.11) composed with the
second projection:

D ZIM X (L) N2 X Conf x Confy)ais; —
T2 Gr ( Fi, )oox ConfxConfz( Onf O’Ilf )d ]
WA (Zpra)2th x (Conf x Confu)ais; — (10.13)

et Confy

— (ZFl,w)i\é;)\l

Remark The images of same point under r; and ry have the same degree of
degeneracy.

Remark r1 and ro are smooth.

The key observation of proof of Theorem 10.2 is:

e inside Zg::‘l X (Zp1.2)22.,, given any p € AP we could take out an open
subset (ZZ;’T’\1 X (Zpl,m)ég_m)u whose image under 7 in (Zp 3) 005 lies in
(ZFi2)i%.s, and if we let Ay and p vary, then, the collection of stacks
{(Zg’;\l X (ZF1,2)02.0) s 0 € APPS, X1 € A"} can give a smooth cover of
(Zp1)22., by the map 7.

Now, let us explain the construction of (Zg’;\l X (ZFl,a:)égw)u-
Given p € AP°%, A1 € A™9 and )y € A, a point of (Zg;’:‘l X (Zp1,2)52.0)disj
belongs to (Z&" X (Zp1.)2.,), if and only if :

1. the order of degeneracy of the generalized B~-bundle is no more than p
(it is an open condition),
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2. A1 + A2 and p satisfy the condition (X).

If we allow A1 and M vary, we could see all the (ZZ;’:‘1 X (Zr12)A2. 2)p form a
smooth cover of (Zg, I) . by 71. The claim that we want to prove is a smooth
local claim, so we only need to prove the !-pullback to (Zg;’:‘l X (ZFi2)00.2)u Of
the morphism (10.7) is an isomorphism for any u € AP°® and \; € A™.

We note the following lemma from the argument of Section 3.9 in [Ga3]:

Lemma 10.4. Given a D-module F € Whit,(F1), there is a smooth local system
L such that:

7“2.7:‘ La) AR _£®7‘1.7:|(Z

And we note that r; and ry are smooth. As a result, we only need to prove
that the morphism (10.7) is an 1somorphlsm after pulling back from (Zp; ;) 1172
along with ry and then restrict to (ZG’T, X (ZF1p) 50 ) -

We take the open subset (Zpo)imst™ = (Zpie)i.. N (Zpia)tr2 C
(Zp1.2)2322, by Corollary 10.2, we know our claim is true onside. Hence, the

pullback of the morphism in (10.7) to the open subset r;l((ZFl’x)‘;’o)“glf)‘z)

in
ZZ;TA Y X (Zp1.2)A2., is still an isomorphism. Now, the claim follows from the fact
that (Zg’;\l X (ZF1,2)52.4 ) is contained in 75 ' ((Zp1,.)5 M2 by our choice of
/\1, )\2 and M.

So, we proved the claim in Theorem 10.2.

10.3 Kontsevich compactification

In this section, we will prove Theorem 10.1. Instead of proving such a theorem,
we prove the equivalent theorem for its positive counterpart, i.e, we replace B~
by B. The condition (X) also changes:

Condition (X)’: for any negatlve root &, we have (&=, A + u) > 2g — 2

Let us denote by Bun's® B < the substack of Bun}é’,‘J consisting of the points
such that the degree of the induced T-bundle is A\ and the total degree of
degeneracy is no more than p.

Theorem 10.3. If X\ € A, € AP°® satisfy the condition (X)’, then, the restric-
- ’)\ . 7/’)\
tion of 1. giob, Bung x Ran,,Fl t0 Bung® <, ls ULA w.r.t Buny® < Bung,
In this section, we will meet several different compactifications of Bun’y, if we

continue to use the notation ji giob, Buns x Ran,,Fi to represent the !-extension D-

module of the constant D-module on Bunp’ o , it will make readers forget its base
stack. Hence, in order to emphasize that it is dcﬁncd on Drinfeld compactification,

wo 7)\

we use ] '» to denote the restriction of ji giop, Buns x Ran,,Fi 00 Bunpg <
3 unB < >
The idea of proving Theorem 10.3 is an analog of the proof of Theorem 4.2.1
in | ]. We will mimic | | to get a proof of Theorem 10.3.
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/» with respect to the proper

wo
B <p

In order to prove the ULA property of J, =
I,Bun

/
. - wg A . . .
morphism: q' : Bunp’ < — Buny,, we need a resolution of singularity of

——ws A ‘. .
Bun'® <u such that Bunp® <’i‘t is an open substack of it and the complement

,
of Bunp’ S, isa normal crossing divisor. The construction of this resolution

7D7/
of singularity will be given in Definition 10.7 and denoted by Bunjp® . Now,

’

7D7 .
before reaching the definition of Bun}® ', let us do some preparation.
We define:

Definition 10.4. M/ denotes the moduli stack classifying the data:
1. A connected nodal curve C' of genus g.
2. A proper morphism p: C — X
3. p is of degree 1.
4. R'p,Oc =0
5. s is a marked point in the smooth locus of C'.

The moduli stack classifies 1-4 is denoted by Mx in | ].

Let us analyze the curve C' in the above definition. Denote by X the smooth
locus of X. For a geometric point of MY, because p is of degree 1 and it is
proper, p admits a canonical section X — C'. Hence, we could regard X as an

irreducible component of C. Because C' is of genus g, C\ X is of genus 0 and
simply connected. Hence, the dual graph of C' is a tree and each irreducible

[e]
component of C\ X is Pt
Note that we have a natural map

evp: My = X

which maps the marked point to a point in X. We denote its fiber over a point
x by MYy .
Remark 1t does not matter whether we consider the fiber in derived sense or
classical sense, because M% has a deformation along X, it is smooth over X.
We note that M }“C has a stratification given by the pattern of nodal points
and the marked point.

Definition 10.5. Given a point of MY ., (C,p,s), we take the dual graph of
C and we mark the subgraph of Cy (the fiber of C over x), we mark the vertex
carrying the marked point s and we also mark the vertex of X. The resulted
graph will be called the enhanced dual graph of (C,p,s). Points in MY , have
the same enhanced dual graph that will be called have the same type.

Points of the same type B form a locally closed substack of MS(@, we denote
it by M , 5
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Definition 10.6. We define BE to be the stack classifying the data:
(C,p,Pa,Pg,s,€), where

1. (C,s,p) is a point in MY,

2. Pg is a G-bundle on X,

3. Pp is a B-reduction of Pg after pullback back to C,
4. € is a B-reduction of Pg at x

5. the automorphism group of C — (G/B)p, with a marked point s is finite.

If we replace Mé(x by Mx and forgetting s in 5, we denote by BunBK the
resulted stack, it is called Kontsevich compactification of Bung in [ /

We denote by BX" the substack of BX" such that the degree of Pp is A.
By forgetting C, p, s, we get a morphism from BX: to Buni,.

Proposition 10.1. 4). BE is an Artin stack locally of finite type.
ii). BX:-* — Bunl, is proper.

Proof. i). Given a S point in Bung. Then, consider its fiber in BE' 1t
is a closed substack of the Deligne-Mumford stack M, 1(G/B)p, of stable
maps with a marked point defined on arithmetic genus g curves where the
composition with (G/B)p, — X x S has degree one and the image of s under
C — (G/B)p, — X x S'is {z} x S. It is proved in [AO] that M 1(G/B)p,
is a Deligne-Mumford stack locally of finite type, hence, the fiber of S in BE/ is
also a Deligne-Mumford stack locally of finite type. And because Bung, is an
Artin stack locally of finite type, BX is an Artin stack locally of finite type.
ii). It is because My 1(G/B)p,, is proper after fixing the degree A, hence the
fiber of S in BX is also proper. O

If we denote by MY, xpt/B the algebraic stack classifies a data of MY , and
a B-bundle at z,(equivalent, because s is a section of z in C, we could regard
the B-bundle at s canonically as B-bundle at s), then, we have the following
morphism between algebraic stacks:

1:BX' — (M) xpt/B) X Bunl, (10.14)

It maps a point (C,p, Pg, Pg, s,€) to (C,p, s,Pgls, Pa, €)
We could also define the degree of degeneracy for the points of the algebraic

stack BEY". If we consider the components of C except X, we have C\X =
U,<,, Ci- The degree of degeneracy a point of BX>" is given by

- Z deg(Pp

1EN

Ci)
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Remark C; is different from X, hence, p is constant on C;. We recall that
Pg is a B-reduction of the pullback of Pg. In particular, Pg is a B-reduction
of the trivial G-bundle when restricted to C;. As a result, the degree of Pg on
C; is negative and the defect of any point in B¥ s positive.

Given a positive coweight u, we define Bg’;”\ to be the open substack of

BX"X such that the defect is no more than b
We claim:

Proposition 10.2. If A\, u satisfy the condition (X)’, then, after restricting to
B§L7A7 the morphism 1 is smooth.

Proof. Given a point (C,p, s, Pgls, Pa,€) in (M% .xpt/B) x Bung,, the fiber
’ pt/G

of I over this point is an open subset of

Mapsx(C,(G/B)pg) X pt
Maps(s,(G/B)p)

with stable condition. Here, the map pt — Maps(s, (G/B)p,) is given by
Psls.

By Proposition 4.1.1 of | |, Mapsx (C, (G/B)p.) and Maps(s, (G/B)ps)
are smooth, hence we only need to prove the tangent map induces a surjective
map on H°.

The tangent complex of Mapsx (C,(G/B)p,) is given by

RI(C, (g/b)p5)

So, we only need to prove H(C, (g/b)p,) — (g/b)p,|s is surjective. So we
should prove (g/b)p, is globally generated.

Denote by Pr the T bundle induced from Pg.

If we denote Ax the degree of Pg restricted to X. Then, we have:

A—Ax > —p = Ax < A+, so we have (Ax,d~) > 29 — 2

(g/b)p, has a filtration such that the associated graded vector bundle is
@Daca- a(Pr). Because the degree of a(Pr)|x is bigger than 2g — 2, hence it is
globally generated. In particular, we have (g/b)p,|x is global generated.

Then, we induct on the number of components n of C' except X. According
to the proof above, we have the result when n = 0. Now, assume we have the
result for n — 1, we choose a leaf Cj of the tree C, i.e, Cy is an irreducible
component except X and contains a single nodal ¢. Denote C’ := C\(Co\{c})

According to our inductive hypothesis, we have (g/b)p, is globally generated
on C’ and we note that (g/b)p, is also globally generated on Cy because the
degree of Pg|c, is positive. As a result, we have (g/b)p, is globally generated
on the whole curve C. O

The algebraic stack BungOD’ that we want to construct is a fiber product of
BX" with the Bott-Samelson(-Demazure-Hansen) resolution. The Bott-Samelson
resolution defines a resolution of singularity of G/B (e.g, [BS], [K] and [Ra]). Tt
admits a birational map to G/B and it is an isomorphism on the open B-orbit
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BwoB/B. Outside BwoB/B, the complement closed substack in the Bott-

Samelson resolution is a normal crossing divisor. Another good property of the

Bott-Samelson resolution is that it admits a left B action and each irreducible

component of the complement of BwoB/B is B-invariant. So, we could get a

resolution of singularity of B\G/B ~ pt/B >/<G pt/B. And on the open Bruhat
pt

cell Br*o:t, this resolution is an isomorphism. The complement of Br*o:T is a
normal crossing divisor.
We denote this resolution of singularity of B\G/B by BS:

BS — B\G/B (10.15)

BX" admits two maps to pt /B: one is given by € and another one is given
by restricting Pp to s and then pullback to x by the section information s. It is
easy to see that the compositions of these two morphisms with the induction:
pt/B — pt/G are isomorphic. Hence, it induces a morphism:

BX' — B\G/B

— D,
Finally, we could give the definition of Bunfp’

7D,/ ’
Definition 10.7. We define Bun'y’ to be BX" x BS
B\G/B
——wz D, A ——wz D, A
Similarly, we could define Bun'y° and Bung’ <u

Because (10.15) is locally of finite type and BX is locally of finite type,

/

- ws D . . .
hence, Bun®  is an (Artin) stack locally of finite type.

. =K
In Section 3 of | |, the author constructed a functor from Bunp to
Bunp

BunBK — Bung (10.16)

And it is proved in loc.cit, the functor (10.16) preserves degree and degree of
defect.
It is easy to see that the functor (10.16) gives rise to a functor:

’

7D7 7
Bunpg' = — Bun}g’ol (10.17)
And the functor (10.17) preserves degree and degree of defect. It is easy to
see that (10.17) is an isomorphism on Bunp’ . Now, we want to analyze the
’ 7D7’ .
complement of Buny” in Buny® . We claim:
/ =——wgD:
Proposition 10.3. The complement of (Bungy’’ ’/\)S# in Bunig®_ " is a nor-
mal crossing divisor.

Proof. From the morphism [ in 10.14, we obtain the following morphism by base
change:

7D,'
Buny’ ' — (MY, x BS) t>/<G Bung (10.18)
p
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——wg s A o
What’s more, if we restrict this morphism to Bung® <u then, it is smooth
by a base change of Proposition 10.2. In particular, the morphism:

——ws DA
Bunp® " — My, x BS

is smooth. (Because Bung — pt/G is smooth.)

Bung"’, is the preimage of the open locus {X,id : X — X,x} x Br@o:t of
MY, x BS. Now the claim follows from the fact that the pullback of a normal
crossing divisor under a smooth morphism is still a normal crossing divisor and
the following lemma. O

Lemma 10.5. i). MY , x BS is smooth.
i). The complement of {X,id : X — X,z} x Brvot in My . x BS is a
normal crossing divisor.

Proof. i). We only need to prove M, is smooth. Because My — X smooth,
hence it suffices to prove that M is smooth.
Taking IC = [TC(—s) — p*T X], tangent complex of MY is given by

RT(C, K)[1]

We should show R=?I'(C,K) = 0. If i > 3, then, R''(C,K) = 0 is zero
because RZ2T(C, TC(—s)) = 0 and RZ?T(C,p*TX) = 0. If i = 2, then, we
should prove

HY(X,TC(=s)) — H'(X,p"TX)

is surjective
Using Reimann-Roch, we only need to prove:

H°(C,wo Qp™T*X) — H(C,we Q) T*C(s))
is injective.
It is true because it factors as:

H(C,we R p*T*X) — H(C,we Q) T7C) — H(C,we Q) TC(s))
The second morphism is injective and the first morphism
HY(C,we Q) p*T"X) — H(C,we Q) T*C)

is injective by [ |

ii). The complement of Br*o:* in BS is a normal crossing divisor, hence,
we only need to prove that the complement of {X,id: X — X,z} in MY, isa
normal crossing divisor. It could be proved by the calculation of dimension of
deformations.

Fix a type 3, we assume that M}Cmﬁ has ¢ nodal points. That is to say, for
any point (C,p,s) € My , 5, C has ¢ nodal points. Then, it is easy to see that
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X 3( »,p 18 the intersection of ¢ branches and each branch is given by smoothing
a nodal point.

Now, the claim follows from the fact that the codimension of the strata MY , 4
is exactly ¢. Indeed, having one more nodal point means we have one more P!
with a special point(the nodal point) for curves in M é(m g+ the automorphism
dimension of P! with a point is 2; meanwhile, the new nodal point could move
along with the curve, hence, adding one more nodal point also has an effect of
adding 1 more dimension freedom of moving the nodal point. To summarize
these two effects, adding a nodal point means codimension adds 2-1=1.

So, these g branches intersects transversely at M S(m 5 O

Let us analyze Theorem 10.3. It suffices to prove Theorem 10.3 for the
twisting given by the line bundle corresponding to the divisor supported on

——D,X ' /
wo wo,’ A fq it wo,", A
Bunp’ ., — (Bunp” ")<u. Then, because our gerbe is trivial on (Bunpg" )<y,

the twisting is given by O(D’), where D' = Y .riD}, D} is an irreducible
component of Bunp’ 2):\ — (Bungo’/’)‘)gu.

Using the relationship between singular support and ULA, we could get a
convenient criteria for ULA for the !-extension D-module from an open subset
whose complement is a normal crossing divisor. Given a normal crossing divisor
D = > r;D; in an algebraic stack X. Note that D could be written as the
disjoint union of X,,, n =1,2,.... Here, X,, is the locus where locally the point
can be regarded as the transversal intersection of n hyperplanes. X,, gives a
stratification of D. On the complement of D in X, the line bundle O(} " r; D;)
is canonically trivialized. We could consider constant D-module on it under
this trivialization of twisting, and then !-extend it to the twisted D-module
category on X. We denote this D-module by ji(cx,). The proof of Lemma 4.3.1
in | ] can be used to prove the following lemma.

Lemma 10.6. If X,, — Y is smooth for all n, then, we have j(cx,) is ULA
w.r.t the map f: X — Y

Proof. ULA property is a smooth local property, we could reduce the question
to the case X and Y are schemes. Then, we use the criteria given by Lemma
10.3.

According to the lemma above, we only need to prove (df)~*(SS)\{0} = 0.

And the normal crossing ensures that for a point x in X,, SS lies in the span
of the n lines in T} determined by the n hyperplanes determined by the divisor
D. It is the kernel of T) X — T X,,.

By the smoothness of f,, the image df;(,)(Y) in T X lies in T;; X,,. We got
(df)~*(SS)\{0} = 0. O

Now the theorem follows from applying the above lemma to our case. Let

us denote by j —___p, the l-extension of constant D-module on Bun'z® to
L (Bun9) B

S oo D . . . C .
(Bun%®)  in the category of twisted D-modules. We denote its restriction to

[E—
wo D/
(Bung )SM

D/
(Bunp’)., by J,
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Proof. (of Theorem 10.3) By Proposition 10.3, the boundary of (Bungo’,)g‘u in

—S—ws DA . . .. . .
Bunp® <, Isa normal crossing divisor and each strata of this normal crossing
divisor is smooth over Bung,. So, by Lemma 10.6, we have j — 5 5 is ULA
!,(Bun;0)<u
——wgD: A -
w.r.t Bun1§°<# — Bung,.
- ’

— ’
— Bun%® to Bunp” is an
p,/,» 18 isomorphic to j'

We note that the restriction of Bunfp’
isomorphism and the !-direct image of j

’x -

L(BU"EO)S# B’IJ/I‘LEOS#
Now, the theorem follows from Lemma 10.1 and the following Proposition
10.4. 0

/

D, /.
Proposition 10.4. Buny® =~ — Bun%’ is proper.

7D,, ’ ’
Proof. The above morphism decomposes as Bunp® =~ — B%" and BX' —
Bunf® . .
Buny® = — BX is proper because BS — B\G/B is proper.
—_—
And by Proposition 10.1 and the fact that Bun® is proper over Bung,

/ B wo -
B — Bun%® is proper. O

10.4 Another proof of ULA property

In this section, we will give another proof of Theorem 10.3. The author thanks
D.Gaitsgory for his observation which makes the proof of Theorem 10.3 much
more easier and we do not need to use Bott-Samelson resolution. ,
Note that we could right convolve any twisted D-module on Bunz” with
(metaplectic) BMW D-modules like the diagram (8.11) and functor (8.12).
We could define an I-bundle of Buny, by adding one more data of isomorphism
of Pg and P2 on D, and € is given by the trivial B-bundle at = under this

/!

isomorphism. We denote it by Bung . The algebraic stack (Bun%’).,., in
—~— J—
Diagram 8.11 is the pullback of Bung to (Bun%/)..,. We denote the pullback
—_— P
/) by (Zpi.4)oos (resp. Bung- ). Then,
/
/

replacing (Bun%/)’,., in Diagram (8.11) by (vam)ml (resp. B/u_ﬁ; ), we
could define the convolution product of metaplectic BMW D-module on twisted

li —
of Bung t0 (Zpiz)cc-x (resp. Bung-

D-modules on (Zp z)oo-2 (resp. BunB_/ ).
Recall that we want to prove the following isomorphism for any F €
Dgc<(BunL]qu)OOz>7

qz(F)® ﬁ*Z(j!,BunB_ /)[—dimBun’G] |(ZFl,a:))\’Sp‘
=~ (10.19)

Yy .
q‘Z(]:) ® p‘Z(J|7m,)[dszun/G] |(Zpl,m))‘=§“
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s is the

(for definition of (ZFZ,I)Q;%.“, please see Definition 10.3 and j,

Bung_

l-extension of the constant D-module(concentrated in degree 0) on Bun';_ )
(10.19) is equivalent to the following:

az(F) ®(ﬁ*Z(j!7WwOv/) * jwo,l)[_dimBun/G]‘(ZFL,I)NS“
~ (10.20)

q'Z(]:) ®(ﬁ2(j!7mwof) *jwo,l)[dimBun/GH(Zpl,z)*’S“

(J
on Bung‘i’/ to Bung- )
(10.20) is equivalent to the following;:

-+ is the !-extension of constant D-module(concentrated in degree 0)

wo
L,Bun g

(az(F) * Jwg,x) @ ﬁ*Z(j!)mwo=’)[_dimBun/C¥] |(ZFz,z)’\'§“'
o~ (10.21)

! —_ . .
(EI'Z(]:) * Juo ) ®p!Z<J!,mwn=’ )[dZmBun/C:H(ZFl,m)/\'Su
And because the functor:
Dge ((Bun% )so-z) —>Dch(Bun7Vp)m.w) (10.22)
F —F * Juwe.x

is invertible, hence it induces an equivalence.
In particular, we only need to prove that j

wo, 18 ULA with respect

Bung_
to:

Wo ,

Bung- ' — Bung

By replacing B~ by its positive counterpart, it is equivalent to prove the
following theorem:

Theorem 10.4. If A € A, u € AP°® satisfy the condition (X)’, then, Bunglg’/u’/\

’
1,75

is ULA with respect to Bunp<, — Bung,.

In this section, we will prove the above theorem.
First of all, let us construct a Kontsevich style compactification of Bun Bl<’ M”\.

Definition 10.8. Denote by B the algebraic stack classifies the following data:
- A nodal projective curve C.
- A commutative diagram:

C ——pt/B

|

X ——pt/G
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i.e, a B-bundle Pg on C, a G-bundle Pg on X, and they are compatible under
the pullback C — X.
- A B-reduction € of Pg at x.
- A point s in the smooth locus of C over x.
- We require the map C — (G/B)p, = X >/<Gpt/B (with a marked point s)
pt

to be stable.(i.e, the automorphism group in the moduli stack of maps of curves
to X is finite)

- C — X is of degree 1.

- The restriction of the map C — (G/B)p,, to s coincides with the one given
by the pullback of the Iwahori structure at x.

We note that in BX we could take out an open subset classifies the data
(X,id: X — X,z,Pg,Pp,€), i.e, we require p to be an isomorphism, C' ~ X
s = x. This substack is isomorphic to Bung .

The assignment sends (C, p, s, Pg, Pp, €) to (Pg, €) gives rise to a map from
BX to Bunl,.

Proposition 10.5. BX is an Artin stack locally of finite type and it is proper
over Bung,.

Proof. The fiber of a point Pg € Bung in BX is as same as the fiber of a point
(Pg,€) in BX . Hence, the first claim follows the same reason as Proposition
10.1.

For the second claim, we note that the proper morphism B¥X — Bung
factors through Buny, — Bung. And the latter is proper. Hence, BX is proper
over Bung,. O

As a direct corollary,

Corollary 10.3.
BX — Bung' (10.23)

1S proper.

Proof. BX — Bun B, — Buny, is proper by the above proposition. Now the
claim follows from the fact that the second morphism is also proper. O

We denote by Bf l’;\ the substack of B such that the degree of Pp is A and
— >, deg(Pglc,) < p. Here, Cy, Cs, ... denote the irreducible components of C
except X. It is known(by the same method in | |) that the map (10.23)
preserves the degree of degeneracy and the degree. Let us denote by ji gx the
l-extension of constant D-module on Bun}g’, in the category of twisted D-modules.
We denote its restriction to Bf ;’;\ by j, gx.a.
= U<
Note that the !-direct image of j, zx.» along with 10.23 is isomorphic to
DT <p
J, = . Hence, by Lemma 10.4 c), we only need to prove that j, . is
!,BunBSH P <u

proper with respect to:
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BE» — Bung (10.24)

By Lemma 10.6, we only need to prove that the complement of Bunk </;\;
in Bi{l’f‘ is a normal crossing divisor. And the stratum X,, that is given by
codimension n in Bfl\ is smooth over Bung,. And the claims follow from the
following proposition:

Proposition 10.6.

BEX — Mk, x Bung (10.25)

is smooth.

Proof. Given a point (C,p,s,Pg,¢€) in MY, x Bung, its fiber in Bf}’f‘ is given

by the open locus of Mapsx (C,(G/B)p,) X pt given by stability
Maps(s,(G/B)pg)

condition.
By the proof of Proposition 10.2, Mapsx(C,(G/B)p.) is smooth over
Maps(s, (G/B)pg). O

10.5 Proof of Proposition 7.4

This section we will devote to the proof of the Proposition 7.4.

And recall that in Section 6.5, we proved that Theorem 4.1 could be implied
by Proposition 6.11 and which could be implied by Theorem 7.1+ Proposition
7.4, hence, it means that we will finish our proof of the main theorem in this
section. _

We define V) giop to be the Verdier dual of Ay 4i0. Now, we claim:

Proposition 10.7.

DK /o ~
Fglob (v)\,glob) = VA7Q§)K,’

Proof. In order to simplify the notations, we omit the twist notation here.

By the same proof of the first claim in Theorem 7.1 b), we have FKP ~

F;fofi o Tri,z|dg]. And we note that the Verdier duality functor commutes with

Triz[dg], hence, we only need to prove that the image of V= D(A)) under
the functor FXP is isomorphic to VA QDK -
" Eq

Recall that in Proposition 5.14, we see that Vy ~ D(Ay) could be written as
AV (3R)
By Corollary 6.7 , in order to show the proposition, it suffices to show:

H(FIY", Av™(3R) @ ju(wg-n)) =0

if A # p and

H(FI, Avy (3R) @ ju(wg—n)) = K
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if A= p.
Because Avre™(3R) is N(O)“"-equivariant, so we could apply the functor
AN ¢ Jx(wg-.n). And according to Proposition 6.9, we have:

AN©) (Gi(wg-wm)) =~ collmdn # kT
x nEA

By the proof of Lemma 5.1, we have:

H(FI¥", AvTe™ (3 )®J*(ws— w)) = RHomp_ (rizv) (00,

Av Te"(fj?)*calzm‘jn ok * T )
neAt

(10.26)

Use the analysis above, we have:

RHongG(Fl;’p)((sOa A’U:en(:’)\) * Cnoel}\qldn L,k *d n,% )

:RHongG(Fl:p)(JO,coliT(A Te”(JA)*‘jn ok % J—m))

= colim RHom G(Flwp)(dn L AV (FD) x Ty k)

neAt
_coel/z\m RHomyypy (Flwp)(Av, ’X(Jn,l), AV (3R) % Jy— i)
n
K) ren
= colim RHomyw s, (rige(Avy ¥ (@), AvIT(@R,,))

= colim RHomwyr, iz (Av "X (0. )[=2Inll, Avi™ (G- )[=21A+1 = pl)

And the last one is 0 if A # p and is K if A = p.

O
Recall Proposition 4.3, we have:
VA7QQD£,/ ~ D(A)\,Qé"/)
Proof. ( of Proposition 7.4)
According to Theorem 10.2,
Fliop (A giob) =Fyion(D(Vx giob))
=DF}, glob (vk,glob)
=D(V/\ QDK,’)
:Aq7Q£"/
O

Combined Proposition 7.4 and Theorem 7.1, we could prove Proposition 6.11:
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Proof. ( of Proposition 6.11)

FL(AA) =FFo TrLe (A glob) [dg]

= ngob<A)\,glob)
=A

L,/
q,92g"

Hence, by Section 6.9, we proved Theorem 4.1.
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Appendices

A D-module category on ind-pro-schemes

In this paper, we will meet lots of schemes(or stacks) not of finite type. But
fortunately, many of they are equipped with ind-pro schemes structure. Namely,
they could be regarded as filtered colimit of pro-finite schemes and the transition
maps are given by closed embeddings. In existed literature, e.x, [Ber], there is a
definition of the D-module category on such schemes.

A.1 D-modules on pro-schemes

The definition of D-modules used in this paper comes from applying Kan
extensions to the classical definitions of D-module categories on schemes of finite
type. Let us start with the usual definition of D-module category on a finite
type scheme.
If S € Schft, we could define D(S), the category of D-modules on S, i.e, we
have a functor:
D* : Sch’' — DGCat (A1)

which sends S to D(S) and f: S; — Sy € Sch’t to f. : D(S1) — D(S2).
Similarly, we have:

D': (SchP — DGCat (A.2)

which sends S to D(S) and f: S; — Sy € Schft to f': D(Ss) — D(S)).

Denote by SchP™ the category of pro-finite schemes Pro®™ff:surigepft,
It equals to the projective limit of Schf? with smooth affine and surjective
morphisms. By definition, each object of Sch?™® could be regarded as an
inverse limit of finite type schemes with smooth, affine and surjective transition
morphisms.

Definition A.1. We define the functor:

D* : Sch’™ — DGCat

by extending the functor D in (A.1) by the right Kan extension with respect
to the inclusion Schit < SchP

To be more precise, if we are given Z € SchP"™, and it can be written as:

Z =limZ;, Z; € Sch'' (A.3)

the transition morphisms are affine smooth and surjective

i - Zl — Zj
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Then, we have
D*(Z) := lim D(Z;)

TG, *

here, the transition functors are *-direct image functor:
T g% - D(ZZ) — D(Z])

Due to the lemma ..., we can replace m; j . by its left adjoint functor 77 ;, and
then we can write D*(S) as colim D(Z;).
71';‘7
By taking duality, we have another definition of D-modules for a pro-scheme
Z € SchPre:

D': (Sch*™)°P — DGCat
By definition, given a Z of the form (A.3), we have:

DY(Z) :=colimD(Z;) ~ lim  D(Z)
L i g, [—2di )
here, d; ; = dim(Z;/Z;)
According to this identification, if we are given a trivialization of dimension,

i.e, an assignment Z; ~ d(¢), such that d;, ; = d; — d;, then, we have an
equivalence between D'(Z) and D*(Z):

nz = limid;[—2d;] : D'(Z) = D*(Z) (A.4)

here, id;[—2d;] : D(Z;) — D(Z;) denotes the identity functor shift ed by
—2d;.

If f: X =Y € SchP™, then, we denote by f, the corresponding functor
of D*(f). And similarly, we define f' to be D'(f). Their left adjoint functors
f* and fi are only partially defined. For example, f* and f, are defined for
holonomic D-modules.

A.2 D-module on ind-pro-schemes

The inductive limit of the category of SchP" with closed embedding morphisms
will be called the category of ind-pro-schemes. To be more precise,

Definition A.2. IndSch?™ := Ind®(SchP™), i.e, a presheaf of Sch®T belongs
to IndSchP™ if and only if it can be written as a filtered colimit of pro-schemes
with closed embedding as transition maps.

From now until the end of this section, we use H to denote an ind-pro-scheme.
Then, we may extend the functors D* and D' to IndSch?™.

Definition A.3. We define D* : IndSchP™® — DGCat to be left Kan extension
of D* : SchP™ — DGCat along with the inclusion SchP™® — IndSchP™.

Similarly, we define D' : IndSch?™® —s DGCat to be right Kan extension
of D' : Sch?™® —s DGCat along with the inclusion Sch?™® — IndSch?™.
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Let us write the definitions more explicitly. Given H € IndCohP" and we

assume that we can present H as colim; Z® ~ colim lim ZJ’ Here, Z;- € Schft.
i

Morphisms between Z;l and Z;z are affine smooth surjective morphisms, and
morphisms between Z% := lim Z;l and Z% = lim Z]i? are closed embeddings.
J J

Then, we have:

D*(Z) = colimlim D(Z]’)

? J

DY(Z) = lim colim D(Z})
i

Let f. denote D*(f) and f' denote D'(f). And let f* and f; denote their
left adjoint functors respectively (if exist).
Lemma A.1. G(K) and N(K) € IndSch?™

What’s more, it is not difficult to see that N(K) could be written as the
union of its open compact subgroups. If we denote p = %ZaeNt a =), w,

G

then,

N(K) = | Ady-1,(N(0)) = ] lim Ady-1, (N(0)) /Ady-10 (N")

k>0 k>0

N7 := N(O)N K" and K" denotes the r-th congruence group of G(K). So,
N(K) is an ind pro object in the category of group schemes.

We can describe D*(N(K)) and D'(N(K)) more detailed with the lemma in
loc.cit.

Lemma A.2.

D*(N(K)) ~lim D*(N(K)/N") ~ C(T)lﬁm D*(N(K)/N")

D'(N(K)) =~ colim D'(N(K)/N")
According to Lemma A.2 and (A.4), we can relate D'(N(K)) and D*(N(K))
by the following lemma:
Lemma A.3. A trivialization of dimensions of {N"} gives an equivalence:
D{(N(K)) = D*(N(K))

In this paper, we are interested in N (K )-action, Iwahori-action and N~ (K)-
action. The action of N(K) and N~ (K) are essentially the same and because
I-orbits in Flg are of finite-dimensional which are well-known, so we only need to
specify the definition of N(K')-action and how to define its invariant, coinvariant.
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A.3 Weak action and strong action

In the classical case, given a finite type group G and a vector space V, the
functions on G is a coalgebra. The coalgebra structure is given by the pullback
along with the multiplication map m. A structure of G-representation on V is a
coaction of the coalgebra I'(G, Og) on V|, i.e,

V—T(G,00) QV

satisfies some coassociative conditions.
If we want to categorify this notation, we need to replace functions by sheaves.
There are two kinds of sheaf theories: quasi-coherent sheaves and D-modules.
Given a finite type G, *-pullback along with the multiplication map provides
QCoh(G) a comonoidal category structure,

Definition A.4. For a DG category C with a weak G-action, we mean C is a
comodule category of (QCoh(G),m*). By duality, it could be regarded as module
category of (QCoh(G), my).

We denote by QCoh(G) — mod the category of such DG-categories.

But when we define actions of pro-finite group scheme, such as G(O), weak
action definition is different. [Ras 5.

Definition A.5. The category of categories with weak G(O)-action is defined
to be:

G(0) — modyeqr, := colimQCoh(K™) — mod € DGCat ot (A.5)

Remark The functor G(O)modyear —> QCoh(G(O)) — mod is not conserva-
tive.

Similar as Definition A.4, we could define a strong action for a group
scheme(even for ind-pro-scheme).

Given an ind-pro group scheme G. According to Definition A.3, we could
define two DG-categories D*(G) and D'(G). The following lemma in [Ber] equips
them with a monoidal structure and a comonoidal structure respectively.

Lemma A.4. The x-direct image functor along with
m: GxG—gG

defines D*(G) a monoidal category structure
m..: D*(G) @ D(G)" = D*(G x G)

Dually, m' provides D' a structure of comonoidal category.

Definition A.6. For a DG category C with a strong G-action(or infinitesimal
trivialized action), we mean C is a module category of (D*(G), m.).
Dually, it equivalents to C € (D'(G), m') — comod(DGCat)
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A.4 (G-invariant and G-coinvariant

After defining the G-action on a DG category, now, we could define its invariant
and coinvariant.

Note: In this paper, we mainly deal with the D-module category, so we only
study strong G-action. For weak ones, please check [Ras 5].

Recall in the classical case, for V € Rep(G), we define the invariant V9 and
Vg as follows:

VY9 := Homg(k,V)
Vg = k® V
g

Analogously, we can define the categorical invariant and coinvariant for a
monoidal category M and its module category C.

Definition A.7. Given a monoidal category M, and a left module category C
of M, we define:

CM .= Functy(Vect,C)

Cam = Veet R)C
M
Here, Vect is the unit in the monoidal category DGCat given by the tensor
product and it is a naturally defined trivial M-module category.

In particular, we may apply the above definition to the monoidal category
(D*(G), m4«) and a category with a strong G-action.
In this case, the trivial action of D*(G) on Vect is given by the functor:

M®c € D*(G)@Vect — RP(M)@C € Vect

, here, RI" denotes the de Rham cohomology functor, it can be defined to be the
x-direct image functor along with the morphism: G — pt.

Remark For a finite type scheme, the *-direct image functor along with
the projection map to pt coincides with the definition of taking the de Rham
cohomology.

Let us write the definition given above more explicitly:

Consider the bar resolution of Vect in right D*(G)-module:

-~ =Z D"(9) Q@ D*(9) ® D*(G) === D*(6) ® D*(G) —= D*(9)
By definition, Cg = Vect (§% )C is given by the simplicial category:
D*(G
L =EDG)QD(GHRC—=D(GRQC—=C
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and CY = Functpgy(Vect,C) is given by the totalization of the simplicial:

®C—=D(9)RC—=D(9QD'(9) RC= -

The character appeared in the definition of Whittaker D-module is not trivial,
hence, we also need to define (G, x)-equivariant D-module. But the definitions
of (G, x)-invariant and coinvariant are not very far from above.

Given a group G and one character y : G — Al, we could consider the
I-pullback of the exponential D-module exp := Dp1 /(0 — 1)Dar to G. It is a
character D-module on G. With some abuse of notation, we also denote it by
x € D'(G).

Then, we may define another action of D*(G) on Vect with respect to x:

M®ce D*(G)®Vect — (M, x) ® c € Vect

{,) denotes the natural pairing between D* and D'

(,):D*® D" — Vect

Let Vect, denote the resulted module category of D*(G).
Then, given a left module DG category of D*(G), we define its (G, x)-invariant
and coinvariant as follows:

Definition A.S8.
CI9X = (C® Vecty)?

Cox = (C®Vecty)g

The forgetful functor oblvg , defines a functor from C9X to C. We denote
AvdX the right adjoint functor of oblvg . And we denote Av!g’X the (partially
defined) left adjoint functor of oblvg .

By definition, if G is an ind-pro-scheme and can be written as G := colimGy,
such that G are pro-finite group schemes. Then, we have:

CI9X ~ Lim C9kX (A.6)
and
Cg,y colkim CIkx (A.7)

The transition functors of (A.7) are given by projections.
(lemma 4.2.5 important!)
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A.5 Base change theorem

In the proof of the main theorem of this paper, the base change theorem plays
an important role. Usually, the classical base change theorem is for finite type
schemes. But the schemes that we will meet are no longer of finite type. In order
to satisfy our purpose, we need to use the proper base change theorem given in
Vol 2. | ].

Before that, we need to introduce some notations.

Definition A.9. Given a morphism between two prestacks
f:y—=)
, then it is ind — schematic if for any affine scheme S over ), the fiber product
given by Y x S is an ind-scheme of finite type.
yl

An ind-schematic morphism is ind — proper if the fiber product given above
can be written as a filtered colimit with transition maps are given by closed
embedding

y;/ S ~ colim S},

and Yk, S, — S is proper.
Then, we have the following proper base-change theorem in Vol. 2. | |:

Lemma A.5. Given a Cartesian diagram of prestacks locally of finite type:

’

I
X! 9 3y
If f: Y — V' is an ind-proper ind-schematic morphism, then, (f., f') and

(fL, (') are adjoint pairs. And the morphism induced by the adjunctions is an
isomorphism, i.e,

flog ~(g") of

Remark The fiber product considered in this lemma is the fiber product in
the derived sense. In general, it is different from classical fiber product. But
they will coincide when at least one of the morphisms f and g is flat.

It will be enough for our goal.

A.6 Other definitions

We could also define the category of D-modules as the category of quasi-coherent
sheaves(or Ind-Coherent sheaves) on the de Rham stack as in | ]. In order to
introduce this definition of D-modules, let us recall some notions in order.
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Definition A.10. Given a derived prestack Y, we could define its de Rham
prestack Yar as follows:

Maps(S,Vir) = Maps(S™®<, V) VS € DGSch%)f

Here, DGSch%;f denotes the category of derived affine schemes over ).

Srediel denoted the reduced scheme of the classical scheme part of S.

In | |, the authors defined left D-module category on a prestack ) to
be the DG category of quasi-coherent sheaves on its de Rham prestack and
right D-module category to the category of Ind-coherent sheaves on its de Rham
prestack. The first notion always can be defined, but the second one behaves
well only for the prestacks locally of finite type. The categories defined by these
two definitions are equivalent for all prestacks(locally of finite type, in derived
algebraic geometry, it should be replaced by the term ’ almost locally of finite
type’).

Remark A DG prestack:

Y : DGSch™! —s Spe

is said to be almost locally of finite type if:

- ) is convergent

- Y is the left Kan extension of its restriction to DGSch?fﬁ. DGSch?Jf’;
denoted the category of affine DG scheme almost locally of finite type.

Remark If readers are more familiar with S. Raskin’s D-module theory on
infinite dimensional varieties, then, the infinite type variety that we will meet
are ind — placid in his work | ]

And we note that the definitions of the category of D-modules of | |
and [Sam Raskin D-modules on infinite dimensional varieties| and [Ber] will be
equivalent if we only consider the case of locally of finite type classical prestacks.
The difference is that | | develops theorem of D-modules in derived algebraic
geometry case.

Remark The affine flag variety Fl is an ind — scheme of finite type and
ind — proper(over the base), so both of theories can be applied to study the
D-module category on it. And they are equivalent.

B Metaplectic parameters

B.1 Sheaves of categories

In order to give the definition of our twisting, we need to consider the sheaf of
categories.

Definition B.1. Given a prestack Y locally of finite type, a sheaf of categories
on Y means a functor:

(Sch§? I tyor — DGCat

(B.1)
(8 % y) — C(S,y) € D(S) — mod

166



This assignment satisfies the coherent property, i.e, for any morphism f :
S1 — Sy over Y: The map :

C(S2,92) = C(S1,11)
is D(S2)-linear. And the functor in D(S1) — mod:

C(S2,2) R) D(S1) — C(S1,u1)
D(S2)

is an equivalence. These equivalences satisfy functorial properties.

It is easy to see that (S - V) — D(S,y) is a sheaf of categories.

B.2 Gerbes

We review the definition of gerbe here.

In order to consider the deformation of the result (1.16) proved in [AB], we
need to consider the category of twisted D-modules. Notice that the category of
(non-twisted) D-modules on ) could be regarded as the section of the constant
sheaf of categories on ). We may hope to define the category of twisted D-
modules on Y as the section of a twisted sheaf of categories. Gerbe offers us
the tool to twist a sheaf of categories. In the context of D-modules, we need
to consider the G,,-gerbe on the corresponding de Rham prestack Y;g, i.e, a
BG,,-bundle on YVyg, if we regard BG,, as a commutative group stack. The
references of this section are [GL2] and [Zh1].

We denote by Ptd(C) the category of pointed objects, i.e, (x — | € C).
Here, * denotes the final object in C. What’s more, we denote by Grp(Spc) the
category of group objects in C.

Given a category C admitting all finite products, we define the category of
E,-algebras in C inductively.

Definition B.2. Ifn > 0, we define the category of E,, -algebras in C by

E.(C) = Monoid(E,,—1(C))

Eo(C) = Ptd(C)

Remark If C is 1 — Clat equipped with the product of categories, the resulted
category E,, (1 — Cat) is called the category of E,-categories.

Let  denote the loop functor which sends a pointed object (x — S) to * X g *.
The object * X g * is a group object in C. What’s more, it is known that if S is
an Eg-algebra, then, Q(S) is an Egq-algebra.

Let B denote the left adjoint functor (if exists) of §2, and is called the delooping
functor

B: Grp(C) — Ptd(C)
G — (x € pt/G)
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Here, * denotes the distinguished point in pt/G given by the trivial G-bundle.
The functor B exists if C = Spc or PreStk, hence, we could consider the
following adjoint functor pair

B : Grp(Prestk) & Ptd(PreStk) : Q (B.2)

If A is a commutative group object in PreStk, then, B(.A) could be regarded
as a commutative group object in PreStk in a natural way. In particular, we
could consider twofold of B, namely, B2(A).

We denote by BZ,A the étale sheafification of BZA.

Definition B.3. An étale A-gerbe on a prestack Y is a map from Y to BZ,A.
Definition B.4. Given a prestack Y, we denote by Grb()) the category

Grb(Y) := Maps(Var, B%Gn) (B.3)

B.3 Twisting construction

In this section, we will review how to twist a sheaf of categories
{(5 % Y) —C(S,y)} (B.4)

by a gerbe. The references for us are Section 1.7 | ] and S.Lysenko’s unpub-
lished notes.
We note that there is a naturally defined monoidal functor of prestacks

B&tGin(Sar) — Funct(C(S,y),C(S,y)),¥V S - Y (B.5)

Here, B;G,,(Sqr) classifies the rank 1 local system on S, we could also
denote it by Loc'(S). Loc! is a group object in PreStk and Grb = By Loc?, i.e,
Grb classifies étale Loc'-torsors.

Given an affine scheme S of finite type, D(S) admits an action of Loc!(S)
given by the tensor product of D-modules. Hence, given an étale Loc!-torsor,
G, we could define Dg(S) to be the associated category. To be more precise,
consider the sheaf of categories in (B.4), we define a new sheaf of categories

{(S5Y) — Cg(S.y)} (B.6)

as following. For any affine scheme S —2+ ) of finite type such that G is trivial
on it, we let

Cg(Sy) = (x x ) (X()S)C(S’ ) (B.7)

Here, the action of Loc!(S) on C(S,y) is given by (B.5) and the two maps
x — Grb(S) are given by the trivial one and the composition:

S -4y -9 Grb (B.8)
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By the description of Cg(S) given in (B.7), we could understand the category
Dg(Y) in this way:

For an affine finite type scheme S over ), each trivialization of G on Sygr
gives rise to an identification:

Dg(S) ~ D(S)

The change of trivialization of G|s given by L, a rank 1 local system on
S, changes the above equivalence by composing with the equivalence given by
tensoring with the local system L.

For a more precise description of Dg(Y), see [?] 3.5.1.

Remark Intuitively(topologically), an object F in Dg()) could be understood
as a collection of twisted vector space Kg(,) — mod for any x € Y and for any
'path’ v : & — y in Yyg, there is an isomorphism of v*(F,) and F, with higher
coherence homotopy conditions.

B.3.1 Factorization gerbes

In this section, we define the notion of the factorization gerbe on the Configuration
space Coonf(for the definition of this space, please check Section 2.2). For other
prestacks (such as G7, ran, G hap» €tc) equipped with a factorization property,
we could define the factorization gerbe onside in the same way.

The definition of factorization gerbes are similar to the definition of factor-
ization prestacks in Section 2.3.

A factorization gerbe on Conf is a right lax symmetric monoidal functor:

(fSetsurj)OP — DGCateont

J — Grb(Confgl]isj)

By Grothendieck straightening theorem, the above functor gives rise to a
Cartesian fibration of symmetric monoidal categories:

Grbgses — fSet*""I

The fiber of J € fSet**"J is given by Grb(ConfdJiSj).

Then, a factorization gerbe is a symmetric monoidal Cartesian section of the
above Cartesian fibration.

If we denote the fiber of the above Cartesian section over J by G7 €
Grb(Con f&’isj), then, by the definition of the symmetric monoidal Cartesian
section, we have:

-Gy = jéisj(gg‘]) Here, jaisj : (Conf?)ais; — Conf” is an open embed-
ding.

- Gy — addy;;(Go)

To simplify the notion, we just say G := Gg is a factorizable gerbe.

Similarly, we could define the notion of gerbe on Con f, which are factorizable
with respect to certain factorization gerbe on Conf.
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B.4 Relate G with ¢ in Constructible sheaf setting

Note that in our expected equivalence:

Whit,(Fl) := Dga (FI)N )X ~ Rep;nim(é)

We have two different parameters, G and ¢. In order to make sense of our
expected equivalence, we should first find a way to link a gerbe to a quadratic
form on A with value in k*(or k/Z ).

In this section, we will recall the method in [GL2] how the authors associated
a gerbe(in Constructible sheaf setting) a quadratic form.

First of all, we consider the combination version of Grr ran,

GT7 comp 1= colim X7

The index category is taken to be the category consisting of the object (I € fSet,
A : T — A). The morphism is given by
o1 NG = Y M3
ief~1()
Then, the transition map
X7 — X!
is given by sending (1‘1, X9,y uny xu‘) to (Z‘¢(1), Tp(2)y oo l‘¢(m))

Note that given an element in (I, ", (z1,...,27)) € X7, we can get an
element (O(Y_ M (i)z;),«) in Gry r(hence, an element in Grr rayn). Here, a is
the natural trivialization of O} M (i)z;) on X — {1, 22, ...,z }

This assignment is compatible with the factorization property, and gives rise
to a morphism between factorization prestacks:

GTT,comb — GrT,Ran

We denote by the same notation the pullback of a gerbe G on Grr ren to
Grr comp. And its restriction to X' corresponds to (1, M) is denoted by Gys.
Note that G has the following factorization property:

o If ¢: I — J, then, we have:
Gatlo,disj = (KG,1;)|g,dis; (B.9)

He.re, Xé,d?sj is denoted by the open subset of X', such that x;, # x;, if
P(i1) = ¢(i2).
In particular, we take I = {1,2}, and A is defined to be:

1—))\1,2—>)\2

Then, we denote by Gy, x, the gerbe G,r.
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Similarly, we denote by Gy, and G, the restriction of G on X corresponding
to 1 — A1 and 2 — Ao respectively.
According to the factorization isomorphism (B.9), we have an isomorphism
of gerbes:
Gainalxzx (G, BGy, )| x2\x (B.10)

In [GL2], the authors proved that (B.10) can give an element in Tate twist
ktors:x(—1) which is denote by b(A1, A2). In loc.cit, the authors also proved that
the map:

b:Ax A —» et (—1)

is actually a bilinear form.

B.5 Tame gerbe theory

The content of this section is a review of Y.Zhao’s tame gerbe theory in [Zh1].
Let us mimic the construction in the last section. It seems everything is good
until the step of getting a number b(A1, A2) from the isomorphism (B.10).
Given a scheme X with a smooth effective Cartier divisor Y. Consider the
following map:

k/Z — gerbes on X, r with a trivialization on (X\Y)4r (B.11)

(B.11) is given as follows: locally, we could assume that Y is cut out by a
function g on X. Then, this functor sends ¢ € k/Z to a gerbe on X r with a
trivialization outside Y g given by the Kummer local system ®.. A different
trivialization 1 of O(Y") will give rise to a transition local system 7°.

But the above assignment is not bijective!

Ezample If X = A! with a parameter ¢t and we take effective Cartesian divisor
corresponding to {0}. We consider the D-module exp(t~!) onside. Then, the
trivial gerbe admits a trivialization on A — {0} given by exp(t~!) is not in the
image of K/Z under (B.11).

Hence, we know that in the context of D-modules, the naive G, gerbe is
not the right twisting machine to work with, we could not use this procedure to
get a bilinear form from arbitrary factorization gerbe G € Gro(Grr,comp)- The
reason is that it is not ’topological’ enough.

In [Zh1], the author fixes this problem by taking a 1-full substack in Grd. Let
us denote by LocSys; the prestack classifies the category of rank 1 local systems
and by LocSys|® the sub-category consisting of the regular local systems.

Definition B.5. We define the prestack
Grb™9 := pt/LocSys;?
Given a prestack YV, Grb™9(Y) denotes the category of the étale sheafication

of LocSys]-bundles(in étale topology) on Y.
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Then, in the upcoming work of [Zh1], the author proves the following lemma:

Lemma B.1. Given a smooth scheme X and an effective Cardier s divisor' Y
inside. Then, the following functor is bijective.

kK/Z — tame gerbes on Xqr with a trivialization on (X\Y)ar (B.12)

What’s more, in loc.cit, the author proves that:

Lemma B.2. a).(descend along with finite surjective morphism) If X — Y is
a finite, surjective map between smooth schemes, then, the pullback defines an
equivalence:

Gro™9(Y) ~ Grb"™9(X)

b).(Al-homotopy) There is a canonical equivalence:

Grb™9(X) ~ Grb™9(X x Al)

Definition B.6. We denote by FactGrb™9(Gra, ran) the category of factor-
ization object in Grb™9(Grg ran). And we call the object inside the regular
factorization gerbe on Grg Ran-

Then, any regular factorization gerbe on Gr¢ Rran satisfies the following
properties:

Lemma B.3. a).(G(O)Ran-equivariant) Any regular factorization gerbe on
GT@, Ran 15 equivariant with respect to the G(O)pan-action on Gra, gan-
b). The pullback of regqular factorization gerbes on Grg ran along with the
pojection:
G(K)Ran — GTGT,R(I’!L

defines an equivalence between FactGrb ™ (Gra ran) and the category of
multiplicative reqular gerbes on G(K)Ran.-

By the same procedure as in Section B.4, we got a bilinear form:

b:AxA—Kk/Z

and if we take a bilinear form &', such that &' (A1, Ag) + b’ (A2, A1) = b(A1, A2),
then the associated quadratic form of b’ is denoted by ¢:

qg: AN —k/Z
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C Proof of Lemma 6.2

In this section, we essentially copy the proof from [Ga5].

Before we start the proof, let us give some notations.

Notation: We denote by K7 the j-th congruence subgroup and by I’ the
preimage of N(O)/N7 in G(O)/K7. i.e, we have the following Cartesian diagram:

r G(0)+"

| |

N(0)*"/N(O)*" N KI ——= G(0)*" /K7

Let G, denote the closed subgroup of G(K)%., such that the fiber

Rang,
over a point {z,y1,y2,...,yx} is given by HG(O):; x G(K)¥". Given any
subgroup H C G(K )ip, we denote by H the preimage of H under the projection
G — G(K),.

We note the map in (6.12) is a closed embedding, so we could define unit, :
Dga (X! x FI¥") — Dgc((S}’f%Z)m.m) on the whole category, but the image
of the functor unit is not (N(K)4", x)-equivariant. According to adjointness
of (unit),unit') and (A?J!N(K)}Wo’x7 oblv), (AU!N(K)U’JP’X o unity, unit') is an adjoint

wP
pair. We need to prove that the functor AvIN (B)7X can be defined on the image

of Whit, (X' x FI¢") under the functor unit) and it commutes with the action
of D(X}).

It is known that the category Whit, (X! x FI¢") is generated by the image
of Dge (X! x FI#")!"X under the functor AU!N(K)’X o oblvy; . We consider the
prestack Fl‘;’p, note the image of X x F l;ﬂ under unit) is G-invariant and the
action of G’ on the image of X x FI¥" factors through the action of G(K) on
FI$". In particular, it is true for N(K) C GY.

Hence, we have the following isomorphism of functors:

Dge (X, x FI2")'X — Whit, (FI$")

AUIN(K)I’XI o unity ~ Av}V(K)I’XI o unit, o AUIN(K)’X (C.1)

In particular, if we could prove that the functor AU!N(K)I X! o unity could be

defined on Dga (X, x FI")I"X and commutes with the action of D(X]), then,
the functor Av}V(K)I X o unit) could be defined on the category of Whittaker
modules on X! x FI¥" and commutes with the action of D(X!). And hence,
Lemma 6.2 could be proved. v
According to the above analysis, the image of Dge (X, x FI¢*)! X under

ungty is in Dge (Flfp)fj’x. Hence, we have to prove:

wP _
Lemma C.1. the functor Av!N(K)’ X can be defined on Dgc(FI$")T X,
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We define

, N(E)$ nF ,
N(K)¥ X FI$

to be the quotient scheme of N(K)%” x FI%” by the diagonal action of N(K)%" N
I7. Because the gerbe G is multiplicative, and the character D-module Y is
right N (K)%” N I7-equivariant with respect to x, hence, for any (N(K)¥"NI7, x)-
equivariant D-module F € Dga (F14”), the D-module

X®F € Dgo g g (N(K)$" x FI§")
can descend to a D-module

~ , N(K)$ nI? ,

The left multiplication of N(K)%” on FI$” gives a functor:

N(K)$" NI’
act : N(K)¢" x  FI¥" — Fly’ (C.2)

It is known that the image of F under the functor:

P\T7  oblv P Ale(K)?}pwx ) .
Dge (FIS VX 2 Do (FI9") ™" = Dge(FIy")NK) 7 x

is given by !-direct image of the desecent D-module xy X F on

WP i
e NP ,

N(K) x  Fl¥

along with the functor (C.2). Hence, we only need to prove that the !-direct

image functor can be defined on y X F and commutes with D(XZ) action.
Denote by GY the subgroup of G(K) given by Ad_;,(G(0O)).
Consider the prestack N(K)¢"Gi C G(K)$", GJ acts on this scheme from
right.

pfva P
N(K)Y GI x FlY
it is isomorphic to the product:

o
e NE) Al
I X I

And because of the same reason as before, we have a well-defined D-module

__GI
category Dge g ge (N(K)$"GI x FI§").
We have:

p—GI P p N(K)L})pmﬂ p
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~ G
We may regard x X F as a twisted D-module on N(K)%"GJ x FI%".
Under the equivalence (C.3), the functor act, is isomorphic to the !-direct
image functor along with the action map:

p74a P P
act : N(K)Y Gi x FIY" — FIY (C.4)

So, we need to prove the !-extension can be defined for the above action map.
Let N(K)¥"Gi denote the closure of N(K)%"GJ in G(K)4".
Note the map above factors as the following composition:

b= NP NGT = N(K){'NG0)
NK)Y'Gi x  FlIY" 5 N(K)y"GI X FI¥" 25 FI1Y° (C.5)

The morphism
;)74a wP act wP
N(K)¥"GJ x FIY" — Fl}

is ind-proper. Hence, !-direct image is well-defined for act.
Then, Lemma 6.2 comes from the following lemma ([locglob p rop A2.4]):

~

Lemma C.2. For any (I’, x)-equivariant D-module F on F1$", x'(exp) R F €

p—=GI oy . . .
Dge g ga(N(K){ GI x FI¢") is clean with respect to j.
Proof. The proof of this lemma could be decomposed by two steps.

The first one is to prove that the pullback of x'(exp) % F along with the
projection:

IJ
FI¥" (C.6)

P~ P p—lé" p pN(K)‘Iwm
N(K)% Gi x FI¥" — N(K)4"Gi x FI¥' — N(K)¥
is (N(K)¥", X)-equivariant with respect to the left action of N(K)$" from left
on N(K)$"GJ and also K j] -equivariant with respect the right action:
_j WP A GJ wP WP A Gi wP
K] x N(K)] G x FIf" — N(K)7 G7 x Flj
k. (ng, s) ~ (ngk™, s)
here KJJ = Ad_;,(KY).
To prove this claim, first of all, we notice that the morphism (C.6) is N(K)“fp—
equivariant, hence, the pullback is still (N(K )‘fp,x)—equivariant. Then, we
, = Gi ) , N(K)$'nGI _ ) )
could write N(K)Y GJ x FI{" as N(K)Y GJ x Fl§". Then the K-
equivariant claim is equivalent to the K ]J -equivariant claim for the action of K JJ

on GJ x F1¢” given by:

Kg x Gi x FI¥" — GJ x F1¢°
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k,(g,s) ~ (gk™1,5)

because ij is a normal subgroup of G7, hence, the action map:

G x FI$" — FI~"
is Kj] -equivariant. Now, the first claim follows from the fact that if j > 1,
Kg C I’ and X|KJJ_' is trivial.

The second step is to prove that any twisted D-module on N(K)‘I”péj C>;<'7 F14°
descend from a twisted D-module satisfying the equivariant properties in the
first step is clean with respect to the extension j in (C.5).

We only need to prove that the restriction of the *-extension of a twisted
(N(K)p, x)-equivariant D-module on N(K)‘prj/ij- x F1%" is zero outside

N(K){"GI /K] x F1y”’

It is enough to prove that the restriction of y on the stabilizer of N (K )‘I"p at any
point outside N(K)}Jpéj/K; x F1%" is not trivial.

Given such a point, assume that it is mf)‘fg/K]j € N(K)‘;’ptAféj/Kj x Fl1¢”,
here A\; := {X\; = A1, X2, ..., Ay} such that A, ¢ A*. Then, its stabilizer is
nt)"N(O_)t—Afn_l. It is not in the kernel of x;.

O
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Cette thése travaille sur I’équivalence locale fondamentale du programme
de Langlands quantique. L’équivalence fondamentale consiste & établir une
équivalence entre le modele de Whittaker et le modéle de Kazhan-Lusztig.

Supposons que G soit un groupe réductif, B est son sous-groupe Borel, NV
son radical unipotent, T est le tore maximal de G et G est Langlands dual de G.
g,b,n, t et g sont leurs algébres de Lie.

Nous allons travailler sur les D-modules, donc nous devons supposer que nous
travaillons sur un corps commutatif fermé algébrique k de caractéristique 0. En
fait, nous pourrions travailler avec une autre théorie de la faisceau. Par exemple,
la catégorie des faisceaux constructibles. Pour plus de simplicité, supposons que
notre corps commutatif soit le corps complexe, G est un groupe reductif défini
sur C.

Nous notons A le réseau de copoids de G, et dénotons A le réseau de poids.
K := K((t)) et O = K[[t]]. On notera par G(K) (resp. N(K)) le groupe de
boucles de G (resp. N), et I le sous-groupe Iwahori de G(O). Soit x un caractére
non dégénéré de N(K). En choisissant un Borel, nous pourrions définir copoids
négative A9, Soit X une courbe globale sur k. L’espace de configuration Con f
est défini comme le schéma classifiant D = > A\;x; de telle sorte que A; € A™9\0.
Fixez x € X, laissez Conf, classifier les données D = Az + > A\;z; de telle sorte
que A; € A™°9\0.

Nous dénotons:

Gr:=G(K)/G(0)
Fl:=G(K)/I

Il est bien connu sous le nom d’équivalence de Satake que le groupe de
Grothendieck de représentations complexes de G (groupe duel Langlands de G)
est équivalent & 'anneau des fonctions G(O)-invariantes avec support compact
sur la grassmanienne affine.

En tant que catégorisation de cette équivalence, nous avons 1’équivalence
Satake géométrique qui identifie Sph(G), la catégorie des faisceaux pervers G(O)
équivalentes sur grassmannin affine en tant que catégorie de représentation
dimensionnelle finie du groupe duel de Langlands de G.

Maintenant, le c6té droit, considéré comme une catégorie monoidale torsadé,
admet une déformation de famille & un paramétre dans la catégorie Rep(U,(G)),
ou, par Uq(é), nous notons le Lusztig groupe quantique.

Une question naturelle est: quelle est la déformation correspondante du coté
droit?

La déformation correspondante est les D-modules torsadé. Généralement,
étant donné un schéma X et un bundle de BG,, sur X, nous pourrions définir
les D-modules torsadés correspondants sur X.

Etant donné une forme bilinéaire symétrique invariante non dégénérée du
groupe de Weyl:

K:AXA—Kk (0.1)



il donne une forme bilinéaire symétrique:

txt—k

Par (0.1), nous avons un isomophisme t ~ {, donc nous obtenons une forme

bilinéaire:
txt—Kk
De 14, nous obtenons une forme bilinéaire:
R:AxA—k

Par le travail de S.Lysenko et D.Gaitsgory, nous savons qu’a partir d’une
telle forme quadratique ¢, nous pouvons I'associer & un gerbe sur Gr (et F1).

Il est naturel de considérer la déformation du coté Sph(G). Nous pouvons
considérer les D-modules monodromes sur G’/G(O). (G’ est I'extension central
de G(K)). Le passage de G a sa déformation quantique devrait correspondre au
remplacement des D-modules (ou faisceaux pervers) par les D-modules sur G’

/G(O) qui sont monodromes le long de la fibre avec la monodromie. Mais cette
tentative n’était pas correcte:

Repy(G) # Sphy(G)
Par ¢, nous désignons la forme quadratique associée de k, k désigne le gerbe
associé a la forme quadratique k, c’est-a-dire que le paramétre quantique
qg: AN — K"
est donné par
q(A) = exp(mir(A,\))

Une autre fagon de considérer la déformation consiste a utiliser le modéle de
Whittaker.
Notez qu’il existe une équivalence:

W hit(Gr) ~ Sph(G)

Ici, Whit(Gr) est la catégorie de D-module (N(K), x)-equivalent sur Gr. Et
Sph(Gr) est la catégorie de D-module G(O)-equivalent sur Gr.

Nous nous attendons donc & ce que nous puissions remplacer le c6té gauche
par la catégorie de Whittaker, puis prendre la déformation de I’équivalence.
Parce que le retrait du gerbe k & G(K) est canoniquement trivial sur N(K),
nous définissons la catégorie Whittaker torsadée sur Flg (resp. Grg):

W hit, (Gr) := D, (Gr)NF)X
D.Gaitsgory a conjecturé que:

W hit,(Gr) = Rep(Uy(G))



Nous notons par K L*(G) la catégorie des modules Kac-Moody G(O) - inté-
grables. Ici, g% désigne 'extension centrale de §((t)) par .
Et selon Kazhdan-Lusztig, nous avons que

KL™(G) = Rep(Uy(G))
Donc, I’équivalence locale fondamentale dit:

Conjecture 0.1. o
Whit,.(Grg) ~ KL"(G) (0.2)

L’équivalence locale fondamentale d’origine est trés difficile, nous pourrions
considérer quelques objets liés & Whit,(Gr). Par exemple, Whit,(F1).

Récemment, D.Gaitsgory a proposé une version ramifiée de 1’équivalence fon-
damentale locale. Dans ce cas, la partie de la catégorie des représentations n’est
plus Repq(é), elle est supposée étre Rep;“”(é), ici, 'mix’ signifie la catégorie
des représentations du groupe quantique mixte

Intuitivement, une représentation du groupe quantique mixte est un espace
vectoriel A-dégradé avec une action de la partie positive du Lusztig groupe quan-
tique U,(N) (avec la condition localement nilpotente) et un action compatible
du dual de la partie positive du Lusztig groupe quantique.

Pour donner la définition précise, nous devons utiliser le centre de Drinfeld
relatif:

Definition 0.1.

Repé””@) = ZDr,Repq(T)(Repq(N)loc'ml)

~ l .. l
Ici, Repy(N) 7 st I'ind-complétion de la catégorie des représentations
dimensionnelles finies de la partie positive du groupe quantique de Lusztig.
Theorem 0.1.

Whit,.(F1) ~ Rep"*(G)

Dans ma these de doctorat, j’ai démontré le théoréme 0.1 avec la méthode
de [6]. Cette thése pourrait étre considérée comme une version déformée de la
théorie de S.Arkhipov-R.Bezrukavnikov dans [AB].

En effet, QCoh(#i/AdB) pourrait étre considéré comme la catégorie des
espaces vectoriels A-dégradés admettant une action localement nilpotente de
U (1) et une action compatible de sym (™). C'est-a-dire,

QCoh(ii/AdB) ~ Rep™* (@)

Pour prouver le théoréme 0.1, nous le reformulons. Selon le théoréme de

Lurie, nous pourrions réaliser Repy"* (G) en tant que modules factorisables sur
une fasceau factorisable.

Etant donné X une courbe projective lisse connectée,



Definition 0.2. Le schéma Conf(X,A™) classe le diviseur coloré de X avec
les coefficients dans A™¢Y,
c’est-a-dire qu’il classe:

D = Z)\k “Tp, A\ € A" —0 (0.3)
k

Notation: nous désignons simplement Con f(X, A"%9) par Conf.

Nous définissons un sous-schéma ouvert Conf3, ; C Conf? comme étant le
sous-schéma classant le point {Dq, D2} € Con f2 de telle sorte que D; et Dy ont
des supports disjoints.

Nous avons une opération qui donne & C'onf une structure de semi-groupe
commutatif non unitaire.

add : Conf?* — Conf (0.4)

Di1,Dy — Dy + D>

Si nous limitons ce morphisme & Con fgisj, c’est étale.
Etant donné Q sur Conf, on I'appelle une algébre de factorisation si:

add!|Conf§isj (Q) ~ QK Q|Conf§isj (05)

Par Uesprit de [7] et [8], Rep®(G) est équivalent & QL — FactMod, la caté-

gorie de modules factorisables sur Conf, par rapport & une algébre factorisable
QL
7
Avec cette équivalence, les deux cotés du théoréme 0.1 deviennent des objets
géométriques. J’ai construit un foncteur

F* : Whit(Fl) — QY — FactMod

L’équivalence que nous avons prouvée n’est pas seulement une équivalence
de catégories, mais aussi une équivalence de «catégories de poids les plus
hautes». Autrement dit, nous pourrions construire des objets standard Ay 4 €
Whity(Flg), Af,’({ad € QL —FactMod et objets costandard V , € Whit,(Flg),

Vf”g act o QqL — FactMod et le foncteur les conserve .

Le guide pour nous de définir Ay 4 et V) 4 sont [AB] et [R1].
Rappelons que sous 1’équivalence suivante:

Whit(Flg) ~ QCoh(i/AdB)

0.6)
N(K),x [~ (
AvNHFX(3,) — 0N

Ici, Jx est la faiseau Bezrukavnikov-Mirkovic-Wakimoto (c’est-a-dire la faiseau
Wakimoto). Ils sont définis comme étant I'image du foncteur monoidal unique:
A — D(FI)! tel que pour A\ dominant, Jy est le !-extension du D-module
constant sur le I-orbite passant par t* € Flg.



Si nous utilisons un langage de représentation, O(\) correspond au module

Verma V" ;= Indggf(%()ﬁmdé) (k).

Et sous 1'équivalence entre QCoh(i/AdB) et la catégorie des modules de fac-
torisation sur QF, V% est le l-extension du module de factorisation irréductible
unique sur QY sur Conf_y.,.

Maintenant, nous donnons les définitions des standards et des costandards,

e Dans QqL — FactMod, l'objet standard indexé par A est le -extension du
module irréductible unique Qg sur Confoyg :={D =X -x+> N\ x|\ €
A" x; # x} Nous le désignons par Af”g‘“‘t.

e Dans Whit,(Flg), objet standard indexé par A est 'image de la BMW
faiseau métaplectique Jy sous le foncteur de !- moyenne. Nous le désignons
par A,\7q.

e Les objets costandard sont les objets qui sont orthogonaux & droite aux
objets standard.

e L’objet irréductible indexé par A est 'image du standard indexé par A
dans le costandard indexé par .

Nous définissons Flg cony, comme étant la version de configuration des
drapeaux affines. C’est définie sur Con f,, telle que sa fibre sur le point

Di=X-z+> N xp € Confy (0.7)
k

est donné par
FZG’I X H GTG,zk
k

A partir de F € Whit,(Flg), nous définissons un D-module torsadé sur
Flc.cony,, noté sprd(F), de sorte que sa restriction & la fibre sur D est

FRF...®RF,

Ici, Fo est le D-module Whittaker irréductible unique sur la fermeture du N
(K)-orbite passant par 1 € Grg.

Dans Flg,cony, , nous définissons un module D torsadé ji(Qcony, ) sur Fla.cony,
de telle sorte que sa! Restriction a la fibre supérieure a D est donné par
I’extension! de:

Wr A @ warn, M. Kwgra,

wr est la gerbe dualisante sur l'orbite N~ (K) - passant par t* € Flg et
similaire pour les autres, si nous remplagons Flg par Grg.
Il y a un foncteur:

vry: Flg,cong, — Confa



FL est défini comme:

FY(F) o= vpp. (sprd(F) © j1(Qeony, ) [shif] (0.8)

De méme, nous définissons la version de configuration affine Grassmannienne
Gra,cony telle que sa fibre sur

D:Z)\k-mkGC’onf
k

est donné par

[[Gre.
K

Nous définissons Vac comme un D-module torsadé sur Grg,conyt, sa restriction
a la fibre au-dessus de D est donnée par le produit:

FoRFR...RF

Sur Grcon s, nous définissons un D-module torsadé ji(Qcony) sur Greony de
telle sorte que sa! Restriction & la fibre sur D soit donnée par le !-extension de:

wWaEr, X..X WaEr A\,

Définissez vgy« comme la projection de Grg,cons & Conf.

, ! .
Qg’ = var+(Vac® ji(Qcony))[shift]
Notez que Flg,cony, est factorisable par rapport & Grg,conf:

Flg,cont, x (ConfxConfy)aisj =~ (Groonf X Fla,conf,) X (ConfxConfy)ais;
Con fz ConfxConfy,
Pour tout F € Whity(Flg), sprd(F) est factorisable sur Vac. ji(wcony,)
est factorisable par rapport & ji(wconys). Vi €t vg, sont compatibles avec la
structure de factorisation.
Par conséquent, F'*(F) est un module de factorisation par rapport & QqL’l.
Nous prouvons que:

Proposition 0.1.

iA(FE(F)) ~ H (Fla, F ® ji(wri)) 0.9)

Dans la formule ci-dessus, wry,» est la gerbe de dualisation métaplectique sur
le N~ (K)-orbite N~ (K)t*" /I C Flg .

Nous pouvons montrer que la !-fibre du foncteur F©' a4 A -z € Conf, est
représentée par Ay 4, c’est-a-dire,

z'/\ oL (F) = RHomWhitq(FlG)(AA,qa F)



De cette description, nous savons: F'¥ préserve les objets costandards.

Il suffit de prouver que Ay , va & Ai’({ ! gous le foncteur FE.

En fait, prouver que F préserve les objets standard est le composant
principal de la preuve. Parce que la théorie des D-modules se comporte bien
avec -pullback au lieu de *-fiber (par exemple, *-pullback n’est pas toujours
bien défini et le théoréme de changement de base est pour !-pullback), le calcul
de la *-fiber semble trés difficile.

Pour surmonter cette difficulté, nous adaptons la méthode utilisée dans [GL2],
c’est-a-dire en utilisant la dualité de Verdier pour transférer le calcul de *-fiber
de & un calcul de! -fibre.

Le foncteur de dualité sur Whit,(Flg) n'est pas tautologique. A savoir,
Whity(Flg) est défini comme des invariants (de N (K) contre un caractére), une
dualité a priori prend des valeurs dans la catégorie des coinvariants. Cependant,
en raison de [R2]|, nous savons que la catégorie de Whittaker invariante et
la catégorie de coinvariant sont en fait équivalentes par une procédure non
tautologique de * moyenne contre la faiseau de dualisation torsadée x sur N(K).

Par conséquent, nous avons un foncteur de dualité:

D : Whity(Flg)®*" — Whity-1(Flg)°

Nous construisons un autre foncteur FED.

FEP - Whitg(Flg) — QFP — FactMod (0.10)

Ici, Qfl{D est le dual Verdier de Qg,l.

Semblable & Qg — FactMod, QfD — FactMod admet un ensemble d’objets

standard et d’objets costandard. Nous les désignons respectivement par Aff’f ait

o VKD fait

Aq
KD, fait : C
VDT est le *-extension du module unique irréductible sur QXD sur
Conf_x.q.
. L,faity _ —KD,fait
Par construction, D(AY ™) = V" 21"

11 suffit de montrer les deux propositions suivantes.

Proposition 0.2. 4
FEP(D(A, 1)) = Vi DT (0.11)

Proposition 0.3.
Do FY ~ FXP oD : Whity(Flg) — Q¥R — FactMod (0.12)

Nous résolvons le probléme en résolvant les deux propositions ci-dessus.
Le foncteur FEP construit dans Particle pourrait étre décrit par sa !-fibre &
A-xz € Conf.

Proposition 0.4.

(KD (F)) ~ H* (Flg, F @ ju(wri)) (0.13)



La premiére proposition découle d’un calcul direct.
La deuxiéme proposition est loin d’étre tautologique. Afin de prouver cette
proposition de dualité, nous devons introduire une construction globale.

Definition 0.3. Soit (Buny)’,., la champ classant les données suivantes:
(’Pg,{nj‘,VX € ATY,e). Ici, Po € Bung, & est une famille des morphismes
des faiseauz cohérentes: KO = V;}G, de sorte qu’il soit régulier en dehors de
x € X. € est une réduction de B de Pg a x.

Le gerbe G¢ sur Flg descend vers un gerbe sur (Buny )’ ., nous définissons

Whitg gion(Flc) en tant que sous-catégorie de Dga ((Bunn)?,.,) en imposant la
condition d’équivariance par rapport & un certain groupoide unipotent .
Il existe un morphisme naturel:

TE] - FZG — (BUTLN)::,OL
Ce morphisme induit un foncteur:
Ty : Whity giop(Flg) — Whit,(Flg)
En suivant la méthode de [G2], nous prouvons:
Theorem 0.2. 77}1 est une équivalence de catégories.

Nous construisons les foncteurs globalement:

Fliop : Whitg giop(Flg) — QF — FactMod (0.14)
iy« Whitg giop(Flg) — QEP — FactMod (0.15)

Les foncteurs définis localement et les foncteurs globalement sont isomorphes:

Proposition 0.5.

L ! L
F OWFI—Fglob

FKD

KD
F glob

0 Ty =
Par conséquent, F'X et FEP g’entrelacent avec le foncteur de dualité de
Verduer est équivalent a la proposition suivante:

Proposition 0.6.

Do Flipy = Fjigy 0D : Whitg giop(Flg) — Q58 — FactMod (0.16)

Nous pourrions prouver la propriété de dualité avec la notion d’acyclicité
universellement locale.
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