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Abstract

In this work, we propose and test an original numerical method of simulation
of X-ray diffraction peaks by single crystals. This method is based on the use of
Fast Fourier Transform (FFT) algorithms for the calculation of mechanical fields
resulting from external loading and / or linear defects such as dislocation loops.
These defects are modeled by stress-free strain fields (eigenstrains) in a periodic
microstructure subjected to thermomechanical loadings.

In the first part, we present an improved approach by FFT-type algorithms which
allows to accurately obtain the local mechanical fields without numerical oscillation
at material’s discontinuities. This improvement is due to the use of a discrete and
periodic Green operator. This is obtained by solving the Lippmann-Schwinger equa-
tion in the Fourier space and using an appropriate spatial discretization. The fourth
order modified Green operator allows to calculate the values of the strain and stress
fields at all voxels. We also propose a third order periodic green operator to compute
the displacement field. The computed displacement field is then corrected by a sub-
voxelization method which removes the artifacts appearing in the case of dislocation
loops inclined with respect to the reference grid. Numerical examples on reference
cases show the effect of the Green operators for the calculation of local mechanical
fields without oscillation and the efficiency of the sub-voxellization method. The final
displacement field obtained is the input data of the simulation of X-ray diffraction
patterns.

The method of simulation of X-ray diffraction peaks of FCC (Face-Centered
Cubic) single crystals is then presented. The diffracting material is modelled by a
representative volume containing dislocation loops in (111) slip planes. We calculate
the amplitude then the intensity of the diffracted beam near a node of the reciprocal
lattice. This 3D distribution of the diffracted intensity is processed to obtain 1D
diagrams that will be analyzed.

The simulations demonstrate foremost the elimination of the artifacts on the
diffraction diagrams which are due to the oscillations of the uncorrected mechanical
fields. The diffraction peaks are analyzed by different statistical methods (Fourier
transform of intensity, method of moments, etc.) which allow to evaluate the dis-



tribution parameters of dislocations (density, polarization factor, etc.) and compare
them with their theoretical values.
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Résumé

Dans ce travail, nous proposons et testons une méthode numérique originale de
simulation de diagrammes de diffraction des Rayons X par des monocristaux. Cette
méthode repose sur 'utilisation d’algorithmes numériques de type Transformée de
Fourier rapide (fast Fourier transform (FFT) en anglais) pour le calcul des champs
mécaniques provenant de chargement extérieurs et/ou des défauts linéaires comme
des boucles de dislocations. Ces défauts sont modélisés par des champs de déforma-
tion libres de contraintes (eigenstrains) dans une microstructure périodique soumise
a des chargements thermomécaniques.

Dans la premiere partie, nous présentons une approche améliorée du calcul des
champs mécaniques par les algorithmes de types FFT qui permet d’obtenir les
champs mécaniques locaux de maniere précise et sans oscillation numérique aux dis-
continuités. Cette amélioration est due a 'utilisation d’un opérateur de Green discret
consistent et périodique. Celui-ci est obtenu en résolvant ’équation de Lippmann-
Schwinger dans 'espace de Fourier et en faisant une discrétisation spatiale appro-
priée. L’opérateur de Green modifié de degré quatre permet de calculer pour tous les
voxels les valeurs du champ de déformations et de contraintes. Nous proposons aussi
un opérateur de Green périodique d’ordre trois qui permet de calculer le champ de
déplacement. Le champ de déplacement calculé est ensuite corrigé par une méthode
de sous voxélisation qui supprime les artefacts apparaissant dans le cas des boucles
de dislocations inclinées vis-a-vis de la grille de référence. Des exemples numériques
sur des cas de références montrent l'effet des opérateurs de Green pour le calcul
des champs mécaniques locaux sans oscillation et 'efficacité de la méthode de sous
voxélisation. Le champ de déplacements final obtenu est la donnée d’entrée de la
simulation de diagrammes de diffraction aux rayons X.

La méthode de simulation des diagrammes de diffraction des Rayons X de mo-
nocristaux CFC est ensuite présentée. Le matériau diffractant est modelisé par un
volume représentatif contenant des boucles de dislocations qui glissent dans des plans
de types (111). Nous calculons 'amplitude puis Uintensité du faisceau diffracté au
voisinage d’un noeud du réseau réciproque. La distribution 3D de I'intensité diffrac-
tée est ensuite traitée pour obtenir des diagrammes 2D et 1D qui seront analysés.
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Les premieres simulations démontrent tout d’abord la suppression des artefacts
sur les diagrammes de diffraction qui sont dus aux oscillations des champs méca-
niques non corrigés. Les pics de diffraction sont analysés par différentes méthodes
statistiques (transformée de Fourier de I'intensité, méthode des moments statistiques
d’ordres supérieurs) qui permettent d’évaluer les parametres de la distribution des
dislocations (densité, facteur de polarisation, etc.) et de les comparer avec les valeurs
théoriques.
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General introduction

X-ray Diffraction is one of the most common and effective physicochemical cha-
racterization methods for crystalline materials and for studying their mechanical
behavior. It is a nondestructive method based on the interaction between an X-ray
beam and a studied material. The incident X-ray beam with a given wavelength is
projected on the sample. A crystal or an atom contained in this sample and satis-
fying the so-called "Bragg conditions', diffracts the incident beam. The rotation of
the sample or the X ray beam tube allows to have different directions of the incident
beam. The diffracted beam propagates in a specific direction which varies according
to the parameters of the experiment. It is recorded by a detector. In the case of a
unit diffracted beam, this detector is placed in a specific direction and in the oppo-
site case, the detector rotates around the sample. All the recorded beams are called
diffractogram. With this diffractogram, it is possible to collect several information
on the studied material specially if it is a crystalline material (ordered structure).

The analysis of the diffractogram obtained with a crystalline material provided
several information : the nature and the position of the atoms, the displacement of
atoms, the characteristics of the crystalline cell (dimensions, symmetry, electronic
density etc...). For a crystalline material, it allows to determine with high accuracy,
the shape and the different orientations of the crystals, the lattice etc. It is the most
efficient and most used method for computing residual stresses. Microstructural
defects such as dislocations, cracks, their nature, density and distribution can be
determined with X-ray diffraction. The use of X-ray beam provided by a synchrotron
radiation source and the evolution of this technique have resulted in a reduction of
the acquisition time of a diffractogram. Thus, the microstructural evolution of a
material during a fast variation of temperature or stresses, can be followed and
modeled using XRD technique. These in situ tests also allow to determine plastic
deformation and dislocation motion. 2D or 3D mapping of the distribution of the
deformation field during a loading can also be obtained.

For its efficiency, this technique is used for the study of nickel-based single crys-
talline superalloys which are extensively used in aeronautical turbines. In fact, these
superalloys have good thermomechanical properties during high creep temperature.
These mechanical properties are mainly due to their microstructure with a matrix
(denoted ~y) with a cubic face-centered structure and which is reinforced by pre-



cipitates (denoted 7’) which are ordered and coherent. The mechanical behavior
and especially the plasticity of these materials used in extreme conditions must be
known in order to guarantee safety or to propose improvements during aeronautical
turbines design. Synchrotron radiation diffraction allowed to study these superalloys
during creep tests carried out in situ and at high temperatures [27, 26, 25, 130, 129].
Several 2D images are obtained during this diffraction test and their post-analysis
allows to study the influence of several parameters such as the initial microstructure
but also to study the evolution of plastic deformation during loading.

The post processing of these images is not an easy task. Indeed, the recent
evolution especially the Double Crystals Diffraction (DCD) [130, 129], allows to
increase considerably the acquisition frequency. Thus several 2D images are obtained
after an in situ test. It follows some difficulties related to the processing of these
images for a good understanding of internal evolution of the material during the test :
the time required for the analysis of these images and the appropriate processing
software for these 2D images. The existing analysis programs and softwares : MWP
(Multiple Whole Profil) CMWP (Conventionnal Multiple Whole Profil) are more
suitable for 1D diagrams [110]. Very little information is therefore extracted from
these 2D images. Moreover, it not easy to be allowed to perform an in situ test in
major synchrotron centers or it take several time. To be independent of these centers
and to use less time for the post-processing of the results, a numerical method for
modeling X-ray diffraction patterns based on the mechanical behavior of materials
was proposed. This numerical method also allows to complete the experimental
method.

Numerical modeling of X-ray diffraction patterns is developed to compare expe-
rimental and numerical results. It is based on a complete modeling of the mechanical
behavior of material for the computation of strain[4, 135] or displacement [141, 60]
field which will allow to evaluate the intensity of a diffracted beam. In order to have
efficient numerical models for simulate X-ray diffraction patterns, it is important
to use efficient methods to evaluate efficiently and with high accuracy the strain
or displacement fields in a material. The analytic solutions are available only for
simple mechanical problems. Finite element methods are widely used to compute
the mechanical fields. These methods, based on the mesh of the material allow to
evaluate the mechanical fields for complex problems in various domain : elasticity,
plasticity, elasto-plasticity , elastoviscoplasticity [93, 24, 116, 19] etc ...However, due
to computation time, Fast Fourier Transform (FFT) based calculation methods are
the most interesting alternative to other mechanical field calculation methods.

FFT-based methods are used to solve equilibrium and compatibility equations
in continuum mechanics for homogeneous and heterogeneous materials. They are
used to determine : the effective properties of a composite, for the computation of
the local fields in the heterogeneous materials and polyscrystals [98, 99, 92, 75, 74,
3, 6, 7). They are based on the resolution of the Lippmann-Schwinger equation,
which is obtained by combining the fields equations in a heterogeneous material.



It involves Green functions computed for a given reference homogeneous medium
[72]. The material is discretized in pixels (for 2D problems) or in voxels (for 3D
problems). The mechanical fields are calculated at any point of this grid in the
Fourier space and using inverse Fourier transform, these fields are obtained in the real
space. In addition to simplicity, these methods can reduce the calculation time and
are generally more accurate than other computational methods. These algorithms
were modified to compute mechanical fields in the case of infinite contrast or to
improved convergence rate [92, 163, 120]. For these advantages, FFT algorithms are
very efficient for modeling the mechanical behavior of homogeneous/heterogeneous
materials for the simulation of diffraction patterns.

Due to the ability of FFT algorithms to compute accurately the mechanical
fields in a heterogeneous material under loading, we will make some necessary im-
provements in this thesis to suppress numerical oscillations occurring at material
discontinuities [37]. The improved algorithm will be used to compute the displace-
ment field in a heterogeneous material containing dislocation loops lying in different
slip systems. The dislocation loops will be modeled by stress-free strain field called
"eigenstrains'. The calculated displacement field will be corrected using a numerical
method to suppress artifacts due to voxelization [38]. The corrected displacement
field will be used to evaluate the value of a diffracted intensity in the vicinity of a
diffraction vector using virtual peaks generation method [141]. The numerical peaks
obtained will be analyzed with statistical methods in order to determine the cha-
racteristic parameters of the deformed microstructure.

This manuscript will be organized in four chapters

The first chapter will be divided in two part : the first part will be a state of the
art on X-ray diffraction theory. The technique and its evolution will be described.
We will present some different applications of X-ray diffraction. The available X-ray
diffraction profile analysis programs will be presented in these part. We will also
discussed the X-ray diffraction simulations methods proposed by some authors. In
the second part, we will present a state of the art on FFT algorithms for computing
mechanical fields in a periodic representative elementary volume. All improvements
made after the classic Moulinec and Suquet "basic" scheme [98, 99] to solve conver-
gence problems or to solve problems related to "Aliasing" or Gibbs phenomena will
be reported.

In the second chapter, we will determine the expression of a fourth order periodic
and discrete consistent Green operator for FFT algorithms. The method is based
on the resolution of the Lippmann-Schwinger equation in the Fourier space and
an adapted discretization of the spatial domain. This fourth order Green operator
allows to compute accurately the mechanical strain/stress fields with precision and
without oscillation. Several numerical examples on a homogeneous or heterogeneous
material show the suppression of numerical oscillations at material discontinuity.
The comparison with the analytic results shows the efficiency of the proposed Green



operator. The convergence rate of the initial algorithm is also slightly improved by
the application of this new operator considering for the moment small mechanical
contrasts.

In this third chapter, we determine an expression of a third order Green ope-
rator which allows to calculate the field of displacement with the FFT algorithms.
The oscillations occurring on the displacement field with the classic Green operator
are removed with this new operator. We develop in this chapter a subvoxelization
method to suppress the artifacts in the case of slip systems having an angle with the
FFT grid ((111) type plane). This method is based on the use of the translational
invariance property of the Green operator and a finer grid. With several examples,
we will show that this "subvoxelization" allows to remove the artifacts.

In the last chapter, we will present and use a X-ray diffraction simulation method
to generate virtual diffraction peaks. We obtain for the reference studied case, a 3D
mapping of the intensity in the vicinity of a diffraction vector. These 3D data are
processed to obtain 2D and 1D profiles. This virtual peaks will be analyzed in order
to determine dislocations parameter such as density or spatial distribution factors.
A discussion of these results allow to relate the microstructure parameters to the
diffraction profile shape.






Chapitre 1

Bibliographic study on X-ray
diffraction and FFT-based
calculation methods

1.1 Introduction

In this first chapter, we shall present a state of the art for X-ray diffraction
theory and for the computation of mechanical fields in periodic materials using Fast
Fourier Transform (FFT) algorithm. When an incident X-ray beam is projected on a
material (solid or powder), an atom of this material satisfying the so-called "Bragg"
conditions, diffracts the X-ray beam. A camera located at a specific distance records
the diffracted beam. The principle of the X-ray diffraction technique is to study the
diffracted beam recorded for different positions of the material. The analysis of these
diffracted beams gives various information on the diffracting material. In the case
of in-situ experiments, the analysis of diffracted beam allows to study the mecha-
nical behavior of materials. The evolution of the method has resulted in numerical
modeling of diffraction patterns. This numerical modeling allows to complete the
experimental modeling and in some cases, it is an interesting alternative. However
this numerical approach needs an accurate and efficient method to compute the me-
chanical fields in the material. In this thesis, we will focus on numerical modeling
of diffraction patterns using recently developed Fourier transform method because
FFT-based methods have shown efficiency in computing mechanical fields.

In the first part of this chapter, we will first present the experimental technique.
The X-ray diffraction theory will be briefly presented. Numerical modeling of dif-
fraction patterns by various methods will also be summarized. The second part will
be a literature review on FFT type numerical algorithms for calculating mechanical
fields in periodic materials subjected to different types of loading.



1.2 X-ray diffraction

The diffraction of a X-ray beam is an elastic diffusion of an atom contained in
the diffracting material. Thus, the wavelengths of the incident and diffracted beam
are equal. The propagation direction of the diffracted X-ray beam depends on its
wavelength and the parameters intrinsic to the diffracting material. Consequently,
the analysis of the diffracted beam allows to study these intrinsic parameters and
determine the nature or the internal evolution of the material. The corresponding
technique is simply called X-Ray Diffraction (XRD) or X-ray crystallography. This
technique is suitable for the study of crystalline materials. Such materials have
atoms arranged in an ordered way. Most reported studied concerns the diffraction
of a monochromatic X-ray beam (advanced experimental technique allows to obtain
a beam with a given wavelength) by a crystalline material containing defects such
as dislocations, cracks...

In the next section, we will present some experimental techniques. We will focus
on the recent techniques based on synchrotron radiation developed for the study of
a single crystal superalloys. Thus, the X-ray diffraction theory will be developed and
relevant contributions in peaks broadening or analysis will be reported. The X-ray
diffraction simulation methods will be developed and the connection between these
methods will be established.

1.2.1 In situ XRD on Ni-based superalloy single crystals

The experimental setup is built around three elements : the sample, an X-ray
generator tube and a beam detector. In most cases, turning the sample or the X-
ray generator allows to record various diffracted beams corresponding to different
configurations in the studied material. The high intensity of the synchrotron radia-
tion, combined with faster higher resolution detectors allows to record a diffraction
peak in a few hundredths of seconds. The construction of high-energy lines on syn-
chrotrons such as the ESRF (Grenoble, France), DeSy (Hamburg, Germany), APS
(Chicago, USA) or sPring-8 (Hyogo, Japan), allows to provide a beam of short wa-
velength, little absorbed by the material, which allows transmission measurements
on depths suitable for massive sample study. Through the development of appro-
priate test devices, it is now possible to track the response of a material during
in situ experiments [86]. Triple-crystal synchrotron X-ray diffractometry (TCD) or
double-crystal synchrotron X-ray diffractometry (DCD) are two recent advanced
experimental techniques which allow to study materials in real time.



1.2.1.1 Triple-crystal synchrotron X-ray diffractometry (TCD)

Three-crystal diffraction (TCD) is a well known high resolution diffraction tech-
nique [87, 129]. The device has three crystals [121, 129] : the first is the monochro-
mator, the second the sample and the last the analyzer. The polychromatic beam
is first diffracted by the monochromator, which selects a single wavelength for the
incident ray. Then this monochromatic beam is diffracted by the sample according
to Bragg conditions. Different areas of the specimen with slightly different lattice
parameters and orientation diffract the incident beam into slightly different orienta-
tions. The analyzer (identical to the monochromator) selects one of these directions
and diffracts the corresponding beam into a detector as shown in Figl.1 [129]
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FIGURE 1.1 — Setup of a triple-crystal diffractometer.

The angular rotation w allow to bring a desired family of planes in diffraction
position and then gives access to the local orientation of the diffracting zone. A com-
plete diffractogram is recorded during a scan by performing a simultaneous rotation
of w and a as da = 20w. The rotation w in fig.1.2 corresponds to transverse scans al-
most perpendicular to the diffraction vector. In this case the intensity measurements
are sensitive to the mosaicity (geometry) of the sample. The rotation « in fig.1.2 [61]
corresponds to longitudinal scans along the diffracted vector. The measurements are
sensitive to the distribution of the lattice parameters along the diffraction vector.

This efficient experimental technique was used in references [25, 27, 26| to study
high temperature creep behavior of a /4" Nickel-based Superalloy (AM1). The
aim of this study was to compute, the mismatch §; between the v and ' phases,
introduce by interface dislocations. This parameter can be deduced with a good
precision from the profile of the diffraction peak Fig.1.3. §, is proportional to the
distance between the obtained peak for v and /. However, With the TCD, a record
of the v/~ diffractogram takes about 5 minutes. This important recording time does
not allow some in-situ experiments. To obtain real-time measurements and study
fast transitions, it was necessary to improve the acquisition frequency.
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FIGURE 1.2 — Reciprocal-space mapping using the w (specimen) and « (analyser)
rotations. A w rotation scans the mosaicity, and an « scan gives the distribution
of lattice parameters [61]. K, K, represent the incident and the diffracted beam
respectively. GG is the reciprocal lattice vector and ) correspond to the exact Bragg
position

1.2.1.2 Far field 2D X-ray diffractometry (DCD)

A Double-crystal synchrotron X-ray diffractometry (DCD) was developed. The
analyzer is removed as shown in fig. 1.4. There are two configurations : the near-field
and the far-field. In the near-field DCD technique , the detector is located in the
diffraction cone of the sample. In the case of the v/7’ Nickel-based Superalloy (AM1)
for example, the near-field camera does not allow to separate the contributions of
each phase. In the far-field DCD technique [130, 129], the diffracted beam is recorded
by a far field camera as shown in figl.5. The far-field DCD allows to study in real
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FIGURE 1.3 - TCD 6/26 scan diffraction peak for an Ni-base single-crystal superalloy
[25]

time the /4" Nickel-based Superalloy and compute ¢, to estimate the interfacial
dislocation density (or to determine the parameter influencing it) etc. In some other
cases, another experimental technique can be used to study various material. Once
the diffraction peak is recorded, it must be analyzed to retrieve the information it
contains. This analysis is based on the X-ray diffraction theory and equations.

Optical
lutch

Detector

- o

Monochromator

FI1GURE 1.4 — Setup of a double crystal diffractometer.
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Near field

Monochromatic

X-ray beam ‘ Uu

FIGURE 1.5 — Far-field DCD technique [130, 129]. The diffracted beam is recorded
by a far field camera and the v and v phases are separated.

1.2.2 Basics of X-ray diffraction theory

A non specialized reader will find in Appendix A a brief summary of basic XRD
theory, and an introduction to the ideas discussed below. In the following, we shall
assume that diffraction of a well collimated and monochromatic X-ray beam by a
perfect single crystal with a macroscopic size should occur only at points of the
reciprocal lattice. The real shape of the peaks results from deviation from the above
hypothesis, i.e : imperfections in the beam, a finite size of the crystal, and a non-
uniform strain in the crystal.

1.2.2.1 Instrumental width of the setup and coherence length

Coherence is the property of light responsible for interference effects. Two dif-
ferent coherences are described : spatial coherence describes the relationship between
waves at different points in space and the temporal coherence describes the correla-
tion between waves observed at different times [162].

Spatial coherence

The spatial effect is also called the transverse coherence. It results from to the
fact that the light source is not ideally point-wise but has some lateral extension.

11



The transverse effect is explained in the fig. 1.6 [62, 63]. The distance S;Ss represents
the light source (or slits limiting the beam) and D; D5 the detector. Let’s study the
amplitude at point Op and D; coming from S; and S5. At Op, the waves coming
from S; and Sy have followed an equal path and interfere constructively. At point
Dy, the difference between the path length is : ( we note S = 5152, R = OgOp and
W = D,0)

o L (W+S>2_<W—S>2 WS
LT oR 2 2 T 2R

If this shift is equal to 3 ( A is the wavelength of the beams), the beams cancel
at point D;. The beams are added only if the shift is less than % :

ws A

- < —
W< A
S

This last condition is the transverse coherence condition and % is called the
transverse coherence length of the beam [89, 141, 109]. If the crystal size is less than
’\—;%, the beam is taken as coherent and the amplitude scattered by all atoms add.
Conversely, for areas separated by more than ’\—SR, the scattered intensities will add.
Typically values of % varie from : 20um to 120pm for a 3™ generation synchrotron
sources.

Temporal coherence

The temporal coherence is also called the longitudinal coherence. It defines the
degree of coherence of the light source along its propagation direction and refers to
the monochromaticity of the beam. The longitudinal coherent length is defined as
the propagation distance over which two wavefronts, one of wavelength A and the
other of wavelength slightly different A 4+ 0, simultaneously coming from a point
source are in phase opposition. The longitudinal coherent length is defined as %g
[162]. The bandwidth % is given by the monochromator. The lower the bandwidth
value, the better the monochromator is and lower the intensity.

12
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FIGURE 1.6 — Schematic representation of the diffraction by two Young’s holes

1.2.2.2 A non uniform deformation

In Appendix A, we derived the expression of the diffracted intensity. We also
study the effect of the crystal size and the effect on a uniform deformation in the
crystal. We derived an expression of the intensity in the case of point defects whose
distribution in crystal is the source of non-uniform deformation. In this section, we
will discuss X-ray diffraction analysis model which allow to determine the micro-
structure parameters from peak profile.

The expression of the intensity is given by the double summation [150] (see Appendix
A):

I(g) = IpF? "3 e/ Astrm o) (1.2)

where A is the wavelength and g is the diffraction vector. I is proportional to the
initial X-ray beam intensity, F' is the complex structure factor and r,, is the position
of unit cells assimilated to one of its origin. In presence of a local deformation, the
atoms deviate from their initial position such as in a strained crystal, r,, is given

by :

r,, = may + moas -+ msasg + u(ml, mao, m3) (13)

where u is the displacement field [150]. The total intensity is written as Fourier
series (see Appendix A).The Fourier coefficients are denoted A, and B, which are
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the cosine and sine parts respectively. The logarithm of the cosine coefficient can be
written as :

InAp = InAY — 2n° Lg% (%) (1.4)

where : L is the distance between pair of atoms in the direction of the diffraction
vector g. (¢2) is the means square values of average strain computed in the direction
of g. It is defined as a function of the displacement field in eq. 1.5. This last equation
shows that the means square values of average strain can be determined by the
measured peak profile. Once the means square values of average strain is determined,
the challenge is to relate these values to the defects in the crystal. In the case of
dislocations, the density and the distribution parameters will be searched from these
values. Several authors searched for an analytic expression for (¢2) by assuming
different distributions of dislocations.

_ 8
eg(L,1) = gl sl g [ (1.5)

Calculation of the means square strain

A logarithmic behavior is proposed for the mean square strain <€§’L). This be-
havior is recovered by Ribarik in [110]. He computed and plot in fig. 1.7 the value
of the mean square strain (g2 1) in a 50 x nm crystal box containing 10 randomly
distributed edge dislocations.

The expression of the mean square strain proposed by several authors is based on
this logarithmic behavior. Krivoglaz and Ryaboshapka [71] assumed a totally ran-
dom distribution of infinite straight parallel dislocations in the crystal and proposed
the following expression for (%) at small values of L :

(e2 1) = (;)271'/)0[09 (g) (1.6)

where D is the crystal size, b is the Burgers vector, p is the dislocation density
and C' is the contrast factor of dislocation (this contrast factor will be discussed in
next sections). This model is valid when dislocation Burgers vector of sign (—) and
(+) have same presence probability. The Warren-Averbach procedure for analyzing
peak profiles is based on this model [151, 110]. This model presents an important
shortcoming : when the crystal D size tends to infinity, the model diverges.

14
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FIGURE 1.7 — The mean square strain computed in a 50nm x 50nm crystal box
containing 10 randomly distributed edge dislocations. Logarithmic scale in x-axis.
The dashed line shows that the computed mean square strain is well described by a
logarithmic dependence for small values of L

In order to improve the previous model, Wilkens [154] proposed another model.
Wilkens [154] considers parallel and infinite dislocations. He divided a normal sec-
tion of the crystal in small subsection with equal size R}. Each subsection contains
equal number of screw (the result is also valid for edge or curved dislocations) dis-
location Burgers vector of sign (—) and (4) randomly distributed. Wilkens called
this configuration : as a restrictedly random distribution. The length parameter R
replaces the crystal size, thus the logarithmic singularity in eq. 1.6 is eliminated. R}
is called the effective outer cut off radius of dislocations. The expression of the mean
square strain value proposed with this configuration is [154] :

0= (5) =os () (1.7

The strain function f in the so-called Wilkens function. The explicit expression
of the Wilkens function is given in Eq.1.8. In this equation, f (RL) = f*(n) and

n = %exp (—i) RL The derivation of this expression of the strain function allows
to compute the mean square strain in the entire L range and does diverge when
the crystal increases. Note that the logarithmic behavior described in [71] model is
recovered with this model for small values of L. In practice an approximation of
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this function can be used for small or large values of L as shown in fig. 1.8 [110] :

f*(n) = —log(n) + (Z — logZ) for small values and f*(n) =

5121
907 n

for large values.

7 512 1
* = —] — —log2 -~
f*(n) og(n) + (4 og)+90 +
2 77 arcsinV 769 1 41 2
= AV — S| s s S8 1 =2
w[ ] v l180n+9o’7+90”] 7 L8
1111 + N 1 f <1 '
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FIGURE 1.8 — The function f*(n) and two of its approximations : for small and large
values of L

Wilkens also introduced a parameter M* = R} x ,/p (p being the dislocation
density). This parameter is used to characterize the dislocation distribution : if M*
is small, the dislocation are strongly correlated but if the value of M* is large, the
dislocation are randomly distributed. It is noted that the Fourier transform given
by the Wilkens model is real, this means that its inverse Fourier transform, the
strain intensity profile is symmetric, which is not always fulfilled in case of real
measurements. Some other authors proposed different models to take into account
asymmetric broadening of profiles [134, 100, 45, 46|

Another model was proposed by Groma and Csikor [52, 22]. The aim of these

authors was to propose a simple interpolation function which can connect the strain
function proposed by several authors [71, 70, 154, 51, 53]. The expression of the
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mean square strain values proposed by Groma and Csikor is [52, 22] :

2 = () meremesim) (19)

where :

Y
1+ ZL?

FEROS(L) = Wiog (1 + é') +

W, XY and Z are the function parameters. The computation method used to
determine these parameters is not detailed here. Note that the physical parameters
such as dislocation density or the effective outer cut off radius of dislocations are
determined with these constants ( using L — 0 and L — oo, see eq. 1.10). The pa-
rameters p®P and p%* are the dislocation dipole density and the dislocation density
respectively. Cffé% and C{i® are the dipole and dislocation contrast factors respec-
tively. This strain function is efficient in peak profile analyzing and successfully

implemented in an analyzing program [112]

1S W
pd = dis
h00
Y
Re=X — 1.10
e = Xeap(rr) (110
, w
di
= o
h00

About the strain contrast factor

The strain contrast factor also called the contrast factor of dislocations, usually
denoted C, is introduced to handle the anisotropic broadening of X-ray line. The
most suitable model to characterize this dependence is the dislocation model <5é L)
which is based on C' whatever the author. This factor depends on the elastic constant
of the material, the dislocation line vector (1), the Burgers vector (b) and the nor-
mal direction to the slip system. For example, C' =~ 0 when b.g = 0 and this means
that this dislocation has no, or almost no broadening effect on X-ray line. For any
dislocation, the value of the contrast factor (depending on the reflection hkl), can
be determined experimentally for a single crystal. An average value of C' is observed
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in the case of a polyscrystal [131]. In the case of cubic crystals (untextured mate-
rial and random distribution of all possible slip systems) for example, the average
contrast factor C' [132] is (similar expressions are used for hexagonal and orthorhom-
bic crystals) :

C = Choo(1 — qH?) (1.11)
The values of Ch is given in [132] and H? is :

i IR B 4 R
(R + R+ 12)?

(1.12)

1.2.3 Analysis method based on the profiles moment

Different methods of X-ray line profile analysis are developed to extract micro-

structural information from diffraction profiles. In previous sections and in Appen-
dix A, we noted that the position, shape and the width of the profile provided
information about the microstructure. X-ray line profile analysis method is based
on the analysis of the width (breadth methods) or on the analysis of the entire
profiles (pattern fitting or whole profile methods). The most important analysis
methods are : the Williamson-Hall procedure [155] (breadth methods), the Warren-
Averbach procedure [151](breadth methods), the Multiple Whole Profile (MWP)
[82, 91, 110, 113, 133] ( whole profile method), methods analyzing the moments of
the profiles [51, 13].
In this manuscript, we will discuss the methods analyzing the moments of the pro-
files because they will be used in next chapters. The aim of this model is to provide
a general model valid near or far from dislocations lines. This efficient method was
proposed by Groma [51] and is based on the asymptotic behavior of the different
order moments of the intensity distribution. Groma considered a system of disloca-
tion parallel to a crystal axis. The analytic expression of the cosine coefficient A(n)
is derived and its logarithmic expression is :

InA = A{p)n®in (g) +i(s*)nin (;) + ;AZ [(0%) = (p)?] n'in (;) In (}Z)

1 2 3

R1, Ry, R3, Ry are constants with length dimension. (...) indicates the spatial
average, (p) is the average dislocation density, (p?) is the average two particle total
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density with p?(r) defined as :

P (r) =wi  (r,x') +w? _(r,r) +wi _(r,r) +w’  (r,1) (1.14)

where w? , (r,r'),w® _(r,r'),w} (r,r'),w® (r,1’) are two-particle dislocation

density functions with positive and negative signs of the Burgers vector indicated

by the subscripts. Groma [51] used the expression in eq. 1.13 to derive an expression

of the k£ — th order statistical moment of the scattered intensity which is recalled in
eq. 1.15.

> gk s
My(q) = J25 M (g)d

I Ta)ds 1)

q = 3 (sin(8) — sin(fy)), where 6, is the Bragg angle and 6 is the diffraction
angle. In [51, 13|, the author derived an analytic expression of the second and the
fourth order moments :

1 L A(p) q
M = — [ — 1.16
2(9) m2ep 4Am2K2%ep * 272 o9 (qo ( )
2
Mig) 1 Alp) 3N log” () w17
q> 3mlep 472 472 q> ’

A= gg2b20, Ep = %LO ( Lo being the crystal size parameter). Another similar
value which may be investigated is the k — th order variance. It defined as :

9 " I(g)dg

U= 0% Tlg)dg (1.18)

The general form of the second, third and fourth order variance is [51] :

/

or(d) = 2A{p)in (q )

@

q1

vs(q') = —6(s @)in (q’) (1.19)
osld) = Ap)a® + 120%(5 )in (q) I (q)

q2 q3
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FIGURE 1.9 — (a) Line profile measured on a tensile deformed Cu single crystal.
(b) Fitted second-order variance. (c) Fitted third-order variance divided by ¢*. (d)
Fitted Fourth-order variance [51].

where q1, g2, g3 are constant values. Using the variance or the moment it is pos-
sible to determine the characteristic parameters of the dislocation configuration : (p)
or {p*). The method corresponds in fitting the used expression to the order variance
or moment of the measured profile for large ¢ values. The method is applied by
Groma on a line profile measured on tensile deformed Cu single crystal in fig. 1.10.
This figure shows that the linear behavior of the different order variance for large
value of s. The linear behavior of the moment is shown by Borbely and Groma in

13].

1.2.4 X-ray diffraction simulations

During last years, the numerical simulation of X-ray diffraction patterns received
a surge of interest. Sometimes, this simulation is an interesting alternative to experi-
mental study because the purpose of the study can not be achieved by experimental
tests. This evolution is strongly related to the increasing capability of computers.
This simulation has multiple goals. First, to save time in studied materials because
an experimental test takes much more time from the sample preparation up to the
profile analysis. Another goal of this simulation is to complete the experimental
study in order to validate hypotheses [135, 141]. It is based on the numerical com-
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FIGUurE 1.10 - (a) High-resolution X-ray Bragg peaks. (b) Characteristic behavior
of the fourth order moment divided by ¢*. [13].

putation of the mechanical fields in a material. As discussed in previous sections, the
line profiles are sensitive to the strain field in the material and in most of the cases
it is the single cause of the line broadening. It is straightforward to show that the
line profile are also sensitive to the displacement field. In the following, we discussed
a numerical method tool to generate virtual line profiles based on displacement or
strain field [135, 148, 150, 126]

1.2.4.1 Numerical method based on displacement field

The most powerful technique to generate diffraction peaks using displacement
field is the one proposed by Warren [150] called the Fourier method. It is based on
the kinematical theory of diffraction. Let us consider a distorted single crystal, we
already reported the expression of the diffracted intensity I [150, 135]

I(g) = IF?> Y exp (mig(ty — ) (1.20)

m m/!

Applying the powder pattern theorem which derives from the general procedure
of wilson [150, 159], we derived in AppendixA an expression of the diffracted intensity
in the case of a diffracted vector parallel to one of the unit cell vector eq. A.20. This
expression can be written as a function of the distance L =| L | between a pair of
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unit cell :

o0

I(q) = > [A(L)cos(2rLq) + B(L)sin(2wLq)] (1.21)

|L|=—00

where q is the deviation from the exact Bragg position g. A(L) and B(L) are
the Fourier coefficients. This expression is called the "Fourier method of Warren"
in reference to his author [150]. A(L) and B(L) have a definition similar to A,
and B, (see Appendix A). A(L) (respectively B(L) ) is also product of distortion
Fourier coefficients A”(L) and size Fourier coefficients A%(L) (respectively B (L)
and B¥(L)) such as :

AP(L) = (cos [2rgu (L)), BP (L) = (sin[27gu (L)]) (1.22)

(...) indicate the spatial average and u is the displacement between the pair
of unit cell separated by L. The simulation method proposed by Warren [150] is to
compute the distribution of the displacement field u in the crystal. This distribution
allows to compute AP (L) and BP(L) and thus evaluate the intensity distributions
function given in eq. 1.21. The shortcoming of this method is the computational
time which is intensive since the Fourier length | L | varies in all the diffracting
domain. A strain based method was proposed by Stokes [126].

1.2.4.2 Numerical method based on strain field

This method derives from the Fourier method of Warren. It was proposed by
Stokes and Wilson [126], thus it known as the Stokes-Wilson approximation and is
based on the apparent strain ( local strain computed along the diffraction vector ).
Since Au (L) is along L and the direction of the diffraction vector g, a difference in
displacement denoted e is defined :

L g.Au(L)

g =
g |l L|

(1.23)

Thus, the Fourier coefficients written in eq. 1.22 can be rewritten using a proba-
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bility distribution function (PDF) of e¥ p..(el) [148, 35, 140, 80]

AP) = [T pa(etyeos (2m | g < L [) det

+o0 (124)
BP(L) = [ " pa(eh)sin (27 | g | " | L[)de"

This is the first step of their derivation. Now an apparent strain ¢ was defined
as :

._8&\Vvusg (1.25)

| g2 |

Then, the authors made an assumption. They assumed that for large values of
| L |, the relative displacement is randomly distributed between unit cells and then
cancel each other out. This assumption leads to the fact that p..(¢l) = p.(g). The
expression of the intensity is :

+oo  pfoo
/ / (€)eap (2mi |L| e | g|)exp@r|q||L)ded |L|  (1.26)

This corresponds to the Stokes-Wilson’s result that was also retrieved and used
in [80, 4]. The authors in reference [80, 4] also show that the intensity in eq. 1.26
can also be computed using eq. 1.27. This means that the intensity profile can be
simulated just by computing the probability distribution function (PDF) of the
apparent strain.

1

I(a) = pq(q) T—pe

2] () (1.27)

1.2.4.3 A new numerical method based on strain field

The aim of this numerical method proposed by Upadhyay et. al in [135], is
to derive a numerical method based on the strain field to simulate the intensity.
They assumed that only the out-of-core compatible elastic strains contributes to
the diffraction. The core contributions (including compatible elastic and incompa-
tible elastic and plastic strains) are neglected . The total volume occupied by the
dislocation core is very small and would not have a significant effect on the peaks
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broadening [1, 43, 136]. Starting from this assumption, they wrote the power series of
the differences in displacement Au(L) and separated this expansion into symmetric
components and the anti-symmetric components. Only the symmetric components
corresponding to elastic strain gradients are considered. We present below, some
successive equations leading to the expression of the intensity. The power series
expansion of Au(L) is :

Au(L)=u(x)+L.yu+L*:yyvu+..—ux)

The derivation leads to the computation of another expression of the Fourier
coefficients, AP (L) and the intensity as follow :

2t t
AP(L) = (cos [m (gigjui,j ; mgigjgkumk)b (1.28)

‘oo  p+oo
I(q):/ / per(eh)eap (2ni | g | < | L) eap (2rL.Aq)de"d | L | . (1.29)

To summarize, three different methods for the simulation of the peaks in the
vicinity of the diffraction vector are described above.

1.2.4.4 Comparison of previous simulation methods

The accuracy of the simulation methods described above were compared by
Upadhyay et. al in [135]. The authors applied the methods in the case of restric-
tedly random distribution (RRD) of dislocations introduced by Wilkens [154]. To
perform this, they considered an infinitely long rectangular cuboid with two square
faces subdivided in subdomains. They considered in this domain a set of 32 infinitely
long straight screw dislocations with Burgers vector b = j:%[llO] perpendicular to
a square face. Dislocations with such a Burgers vector are typically found in f.c.c.
materials. Five diffraction vectors were studied and the results of g = [113] and
g = [313] are reported. Figl.11, is a comparison between the intensity obtained
with the Fourier method using the displacement [150] (Fourier Au), the Fourier
based method using the strain field [135] (Fourier ¥ ) and the PDF of strain from
the Stokes Wilson’s approximation [126]. Note that a Gaussian filter was applied
to the Fourier coefficients by convoluting the Fourier transform of that Gaussian
with the peak shape. This correction could be explained by taking into account the
instrumental broadening. It allows to compare the Fourier based method and the
Stokes Wilson method.
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The plots show that there is an excellent match between the diffraction peaks genera-
ted using the Fourier-based methods [150, 135]. These profiles overlap with filtering.
According to the authors, this similarity is due to the fact that in this example the
product 2wg.nb becomes 27mn such as the exponential term exp(27g.nb) does not
contributes to the diffraction peaks. More generally, the effect of the scalar product
g.b on the diffraction peaks is reported and discussed in the literature. This effect
is also explained by the contrast factor C'. Another important discussion provided
in [135] is the effect of the microstructure or in other words the arrangement and
the nature of dislocations. In the RRD microstructure used in fig. 1.11, the net Bur-
gers vectors in each subdomain is zero. To study the effect of microstructure, the
authors performed other simulations with nonzero net Burgers vector in the subdo-
mains. According to the authors, no effect of the nonzero net Burgers vector could
be extrapolated. However, the authors reported differences between the effects of
geometrically necessary dislocations and statistically stored dislocation (for RRD)
on the simulated diffraction peaks. The conclusion of such simulations is that the
analysis of diffraction peaks allows to understand material microstructure.
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FiGUurE 1.11 — Comparison of normalized unfiltered and filtered, i.e. with instru-
mental broadening (IB), intensity from the Fourier average-strain (Fourier L) and
Fourier displacement (Fourier Au) methods, and the PDF of strain from the Stokes
Wilson approximation for an RRD of 32 screw dislocations for diffraction vectors
(a), (b) g = [113] and (c), (d) g = [313]
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1.2.4.5 Simulation method based on the digital pixel

This approach is proposed in [160]. Their technique allows to generate virtual
synthetic diffraction image under in situ loading using a pixelization of the detector.
The main steps of the method is detailed now :

- Material configuration : the crystal is meshed with finite elements. Material
information such as crystal structure, stress, strain are defined for each element. The
elements are populated by grid points which have the same material parameters as
the element. This grid points define the positions in the crystal.

- Theoretical part : the aim of this part is to use the X-ray diffraction theory
to determine the direction of the diffracted beam for a given X-ray wavelength
and a lattice plan (hkl). The derivation is not entirely detailed here. Coordinate
systems are defined for the crystal, the sample and the laboratory . A vector of the
reciprocal lattice in the crystal is connected to the laboratory coordinate system via
rotation matrix. For a given X-ray wavelength, the position at which the diffraction
occurs for a (hkl) plan is computed in the crystal coordinate system and obtained
in the laboratory coordinate system. Then the direction of the diffraction beam is
computed in the laboratory coordinate for this X-ray wavelength. Note that a range
of X-ray wavelengths is considered to account for the X-ray energy bandwidth. This
range is discretized in sufficiently small wavelength step. The position at which the
diffraction occurs is computed for each small wavelength step for any (hkl) plane
within each element. At the end of this step, all the computed positions are grouped
into intervals. Each interval corresponds to a small wavelength step.

-Simulation part : The grid points belonging to an interval are projected on the
virtual detector as shown in fig. 1.12a. Each point is projected on the direction of the
diffraction beam vector of his element. The diffracted intensity contribution from
each element is weighted by the volume of the element. The weighted diffracted
intensity contributions from each element are binned into each pixel on the virtual
detector and summed up to obtain an intensity value for each pixel, as shown in fig.
1.12b. The final result is presented in fig. 1.12¢ after application of a detector point
spread function.

1.2.4.6 A numerical method to simulate Laue diffraction patterns

This method was proposed in [125, 58]. The aim of this simulation was to record
on the detector the position of the different reflection. The map of these reflection
will be compared to the experimental results. The principle of the method is illustra-
ted in fig. 1.13. The vector P on the detector determines the position of the reflection
and might be computed. To compute this vector, the authors defined crystal, sample
and a laboratory coordinate systems as in the previous section. The sample and the
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F1GURE 1.12 - Example : computing the diffracted intensity of a synthetic diffraction
spot on the virtual detector [160]

laboratory coordinate system are represented in fig. 1.13, (x,y, 2) and (dy,ds,d3)
respectively. The unit vector n, of the diffraction vector is computed in the crystal
coordinate system and converted in the sample system using an orientation matrix.
Then the diffraction vector S is computed in lab coordinate using the detector nor-
mal vector np. The knowledge of S and D (which does not change) allow to compute
the position vector P. Fig. 1.14 is a comparison between experiments and simula-
tion results obtain for a deformed Nickel. Bertin and Cai [11] applied this method
to generate virtual micro Laue X-ray diffraction patterns from discrete dislocation
dynamics.

Detector

F1GURE 1.13 — Illustration of the setup for 90° reflection Laue experiment [125]

1.2.4.7 Another displacement field method

In reference [141], Vaxelaire et al. proposed another method based on the dis-
placement field. We present here the derivation of this method. They started from
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FIGURE 1.14 — (a) Experimental Laue diffraction pattern from 2% plastically de-
formed Ni. (b) Simulated Laue pattern. (c) Streaking of the Laue spot (006) in the
experiment. (d) Streaking of the Laue spot (006) in the simulation [125]

the expression of the diffracted intensity (see Appendix A, eq. A.11) :

1(g) =| Y f(g)exp(i2m/N)gry) |?

(1.30)

The diffraction vector g is the reciprocal space’s vector so that :
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where by, by, by are the reciprocal space unit vectors. Using the same notation
as the previous sections, the intensity in the vicinity of the diffraction vector g,
defined by the vector q = g + g5 (where gy is the exact Bragg’s position), is given
by [141] :

I(q) =| Y f(g)exp(iu(z,y,2).g)exp(i2n (ha + ky + 12)) (1.31)

TYyz

I(a) =| FT(f(g).exp(ig.u(x)) (1.32)

The displacement field u is computed by Vaxelaire et al. [141] with the Finite
Element Method (FEM). Same method was used by Dupraz et al. [34] to study
the signature of dislocations and stacking faults of FCC nanocrystals [34]. However,
Dupraz et al. computed the displacement field with atomistic calculations. In next
chapter we will use this method with displacement field computed with Fast Fourier
Transform (FFT) and eigenstrain method. After the discussion of these methods,
we conclude that these implementations need the computation of the displacement
field or the strain field.

1.2.5 Conclusions

In this section, we have first summarized X-ray diffraction technique and we
described the Three Crystal Diffraction (TCD) and the Double Crystal Diffraction
(DCD) set ups. Then, we have reported the X-ray diffraction theory with some
basic ingredients given in Appendix A). The analysis of the diffraction peaks to
understand the material behavior have been presented and some analysis program
used by several authors have been discussed : the Fourier transform method or
the moment method. In order to complete the experimental technique, the X-ray
diffraction peak profiles were simulated and we present in this first chapter some
methods to generate such virtual peaks. It appears that these simulation methods
need the computation of the mechanical fields such as the strain or the displacement.
In the next section, we will focus on the computation of mechanical fields using the
FFT-based method with a non extensive literature review algorithms.
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1.3 FFT-based method for computed mechanical
fields

1.3.1 Introduction and advantage of the numerical method

Numerical modeling of in-situ X-ray diffraction diagrams requires the compu-
tation of mechanical fields (displacements or strains) with high accuracy and less
computational times. The displacement or the strain field will be the input data for
the diffraction pattern simulation [141, 135]. These mechanical fields are obtained by
solving the fields equations for heterogeneous composite materials undergoing macro-
scopic loading and containing different distributions of defects (such as dislocations,
cracks ...) or containing stress free strain fields (usually called eigenstrains). This
numerical resolution was essentially performed using the finite element method. The
Finite element method is based on the meshing of a representative volume element
of the solid. These methods are widely used by scientists because they allow to com-
pute numerically the behavior of even very complex microstructure and boundary
value problems provided that they are continuous and described by linear or non
linear partial differential equations. They are used to solve homogeneous and hetero-
geneous problems in linear or non linear elasticity, for polycrystals [93, 24, 116, 19].
In the case of polycrystals, the large number of degrees of freedom could reduce
the size of the microstructure simulated with the Finite element method. In gene-
ral, the implementation of the finite element method can be complex (difficulty of
making a suitable mesh for some microstructures containing discontinuities like dis-
locations...), and expensive in computing time (for fine meshes) and memory.

In most cases, it is possible to transform the micromechanical models equations
written in time domain into the frequency domain and try to solve them explicitly.
With this transformation, one introduces a frequency variable instead of the tem-
poral variable and equations resolution is simpler : for example a partial derivative
becomes a simple product of function in the frequency domain. The solutions in the
time domain are obtained by making an inverse transformation. Different transfor-
mations can be used but the most known transformations are : the Fourier transform
and the Laplace transform. Among these computational methods, the Fourier trans-
form is the most adapted and the most used for the resolution of several problems
of mechanics because the inverse of Laplace transform is more difficult to compute.
Fourier transforms based methods received a surge of interest these last decades
in mechanics of materials thanks to the development and availability of FFT (Fast
Fourier Transform) packages [44] (FFTW,...).

During the last decades, these numerical algorithms based on the Fast Fourier
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Transform (FFT) have been developed since the pioneering work of Moulinec and
Suquet [98, 99] because this spectral approach has many advantages : first, the com-
putation time is low compared to the FEM method, the CPU time for as FF'T varies a
N.logN [99, 107] whereas it is N? for FEM (V is the resolution). Second it is possible
to evaluate the local and overall responses of complex microstuctures (composite ma-
terials, polycrystals) directly from pixelized /voxelized digitalized microstructures in
contrast with the FEM method which needs a more or less complicated meshing
procedure of the microstructure [74, 76, 73]. Another positive aspect is that the
implementation of the FFT to solve linear elastic heterogeneous problems with ei-
genstrains is straightforward [60, 3, 101, 33]. Figl.15 [107], shows the distribution
of the accumulated plastic deformation fields and the stress fields obtained by FFT
(Figl.15 (a) and (c)) and by FE (Figl.15 (b) and (d)) in a aluminum polycrystal
submitted to rolling and containing 100 grains [107]. The polycrystal unit cell is
discretized in 32 x 32 x 32 voxels. The same precision is noted in both approaches,
but the calculation times are 3 hours for the FFT simulation and 5 days for the
FEM. These comparisons were performed on an Intel Xeon~ machine equipped
with 8 processors and 16 GB of shared memory. Another advantage of this method
is that it discretization allows to use directly images of microstructure obtained by
scanning electron microscopy (SEM), X-ray tomography...

1.3.1.1 Linear heterogeneous problems

In mechanics of materials, FFT-based methods were initially introduced in he-
terogeneous linear elasticity for the numerical resolution of the so called Lippmann-
Schwinger equation that couples the stress equilibrium equation, strain compatibility
and the linear elastic constitutive laws. The solutions are obtained from the spatial
convolution of the Green operator with a polarization stress field which contains
the information on the heterogeneity and / or the non-linearity of the material. The
stress, strain and displacement fields are denoted o, € and u respectively. The elastic
stiffness tensor at each position vector x in the unit cell is denoted C(x).

In the unit cell, the stress equilibrium is written in indicial form :

O'ijJ‘(X) =0 (133)

The strain compatibility equation involved is written in indicial form using the
strain/displacement relationship :

i) = 50 () + () (134
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F1GURE 1.15 — Results of simulations of the rolling of an aluminum polycrystal
containing 100 grains and discretized in 32x 32 x 32 elements (voxels in the case of the
FFT). Left : distributions of accumulated plastic deformations (a) and stresses (c)
obtained by FFT. On the right : distributions of accumulated plastic deformations
(b) and stresses (d) obtained by FE. Comparisons were made on the same scale,

only the maximum and minimum values differ. Calculation times are 3 hours for the
FFT and 5 days for the FE method [107].

The linear Hooke’s law is rewritten in indicial form :

0ij(x) = Cjem(x) + 7ij(x) (1.35)

7;; is the stress polarization tensor defined as :

7ij (%) = 0C;jm(x)en (%) (1.36)

where 0Cjj1; is the fluctuation of the elastic stiffness tensor with respect to a
linear homogeneous elastic medium with elastic stiffness C? : §C(x) = C(x) — C°.
By assuming periodic boundary conditions, the local strain field is defined as a sum
of its average value E and a fluctuation term (see Moulinec and Suquet [99]) :

e(u(x)) = E + e(u’(x))

u(x) =u'(x)+ Ex (1.37)
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The fluctuation field u*(x) is assumed to be periodic and the traction vector
o. n is assumed to be anti-periodic. With this periodic boundary conditions, the
fields equations can be written in the Fourier space. The Fourier vector is denoted &
and the Fourier transform of a function f in the Fourier space is written f. i is the
complex imaginary unit : i = v/—1. Eq. 1.33 and eq. 1.35 are written respectively in
the Fourier space :

i¢;5:;(€) =0 (1.38)

Gij(&) = ClpEn(€) +755(8) (1.39)

Using the Fourier transform of eq. 1.34 and the symmetry of &; and Cy,; eq.
1.38 becomes :

5]’&0%1@1@2(5) = i€;75(§) for £E#£0 (1.40)

Following Mura [104], we can introduce the Christoffel (also called acoustic ten-
sor) matrix Ky, = C7,€;§ - Then, introducing this matrix and making inversion,
one gets :

Kal€)i(€) = i6/7,(6) (141)
(6 = e Xil6) (142)

where N;;(§) = Nj;(§) and D(§) are respectively the cofactor matrix and the
determinant of K;;(§), and X;(§) = i&:7;x(€)

For anisotropic homogeneous media, it is shown that [104] :

1
Ni (S) = §Eikl€jmnKk’mKln

D(&) = EmanlenQKl?)

(1.43)

where €;;; is the permutation tensor. For isotropic solids defined by the Lamé
modulus A° and the shear modulus p° , the expression of N;;(§) and D(§) : are
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simplified as (£2 = &) :

N;;(§) = p°€? (()\o +20°)856% — (X° + Mo)fzfg)

(1.44)
D(&) = (A + 2p°)¢°

Note that the N;;(§) is homogeneous function of degree 4, and D(§) is homoge-

neous function of degree 6, therefore the Green function defines as G;;(§) = ]\/;j(g)
is a homogeneous function of degree —2.
Using now eq. 1.34, and transform it in the Fourier space leads to :
~ . 1 % ok
by = 15 (G81(6) + &T(€)) €40 s
Eij = Bij £=0
Introducing eq. 1.41 into eq. 1.45 yields :
£(&) = —Tiynu(€) §#0 (1.46)
gij = By §=0 '

where T is the Fourier transform of the modified Green operator I' and is defined

as :
2 1 (Nix(§) Nii(€) Na(§), . | Na(§) )
Liju(§) = i A7
(€)= 1 < D(E) &+ (E) &i& + D(E) D(E) i (1.47)
In the case of isotropic homogeneous medium, I' reads :
Du(€) = 4;52 (B0 + 06 + Tbabe + O1668) — Mﬁ?;jﬁ;l) fiféfkfl (1.48)

Note that the equation obtained in eq. 1.46 is the co-called Lippmann-Schwinger
equation [72]. The previous development were is made in the Fourier space. Note
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that this equation leads to an integral equation in the real space because the stress
polarization field is function of the strain field, therefore it resolved using numerical
algorithm. The advantage of using the Fourier method is that the spatial (non local)
convolution becomes a local product in the Fourier space which is easy to solve using
iterative algorithm and FFT.

1.3.1.2 Spatial and Fourier discretization

In order to solve Eq. 1.46, a spectral method based on the voxelization of the
miscrostrucutre is used. The unit cell is then defined by 2D or 3D images and
independent mechanical properties are assigned to each image. Thus each image can
define individually one phase of the composite material but in most applications, a
limited number of phases is used. The different local mechanical fields are computed
along each image.

The Discrete Fourier Transform (DFT) method is used. The unit cell with volume
Q) is discretized into a regular grid of N; x Ny pixels in 2D problems or N7 x Ny x N3
voxels in 3D problems. For 3D applications, the voxel coordinates are [99] :

(i = Dy s = D32 ).

T
Ny’ N3

xg(i1, iz, i) = (i — 1) ==,
dlinia, i) = (= D57
with

’il = 1, N1 ig = 1, N2 ig = ]., N3

and 7} denotes the period of the unit cell in the i*" direction.

The discrete frequencies in Fourier space are given by :

N, 1 N 1 11
&= (—7 + 1)i’ (—? + 2)i7 o —E,O, T (? - 1)i,( 5 )Ti

if V; is even and

Ni—11 1 1 N-11

gi:_ 2 ia“w_ﬁa

if N; is odd.

1.3.1.3 Numerical resolution

The iterative algorithm to resolve the Lippmann-Shwinger equation was first
proposed by Moulinec and Suquet [98, 99] for a given macroscopic strain field E.
In the initialization part, the strain field is equal to E at all point (x4) of the real
space and an initial stress field is computed at theses points. In the iteration part,
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the Lippmann-Schwinger equation is resolved at each point with direct and inverse
Fourier transform to switch between real and Fourier space. This basic algorithm is
completely described in Algorithm 1 for linear elastic and heterogeneous materials.

Algorithm 1 Classic algorithm proposed by Moulinec and Suquet for a periodic
material submitted to a prescribed strain E

Initialization : ( given E)
1: €O(Xd) =E
2: 0°(xq) = C(x4) : €°(xq), Vxq €
Iteration : i+ 1 ( €'(x4) and o'(x4) known)
3: ' =FFT(a"),
Convergence test,
eNE) =E'(€) ~T(§): 5'(€) V(&) #0, e =E
et =FFT !(g""")
o' (xy) = C(xq) : € (x4), Vx4 € Q

Note that at step 5 in this algorithm, the following property of the modified
Green operator is used (due to the strain compatibility) :

I'«(C°:¢e)=¢

This iterative algorithm stops when a defined convergence criterion is achieved
(step 4) : a discrete error is computed at this step and is compared to the fixed
precision and the algorithm stops when the discrete error is smaller than this pre-
cision. In the classical algorithm, the convergence criterion is based on the Fourier
transform of the stress field computed at step (3) and the discrete error reads ( the
symbol || . || denotes the Euclidian norm of a second-order tensor) :

REIGEGIRE

Cstress — || &Z(0> H

Many mechanical problems were resolved using this basic algorithm including
non linear problems [99].

1.3.1.4 Extension to non linear elastic plastic behavior

The basic algorithm described in the previous section was extended to non linear
behavior. In order to integrate non linearity, the step 7 of algo. 1 must be modified.
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An incremental elastic-plastic behavior at small strain governed by a Jo-flow theory
with isotropic hardening was considered in [99, 127, 96, 23]

o=C:(&—¢" (1.49)

eP denoted the plastic strain. The constitutive law in eq. 1.49 is integrated using
discretization of the time interval into [t,,%,1]. The field equation are solved for
(€n, On,pn) at time ¢,,. At step n+ 1, the input date is €°(x,) compute with eq. 1.50
. At this step the unknown €,,,, is computed. The numerical algorithm described in
algo. 2 is run in the step n + 1 to determine &, ;.

thi1 — tn
€°(xq) = €n(xq) + %(en —&n1) (1.50)
n — tn-—1

Algorithm 2 Extension of the basic algorithm proposed by Moulinec and Suquet
to non linear behavior [99]

Initialization : ( given E)
1: €°(xq) given by eq.
2: compute o°(x4) and p°from(e®, oy, €, pn)
Iteration : i+ 1 ( €'(x4) and o'(x4) known)
3. &' =FFT(o"),
Convergence test,

el =E'(6) -T():a'(&) V(&) #0, gtt(0) = E!
et =FFT'(g"")
compute ™! and p'™ from (e, 0, €, pp)

1.3.1.5 Applications

Application to thermo-elastic (eigenstrain) problems

For all these advantages, FFT-based methods have been used to solve different
problems. First these algorithms were used to compute mechanical fields and proper-
ties for linear elastic composites [99, 128, 67]. Usually the defects present in materials
are modeled by a stress-free strain (called eigenstrain), which can be computed using
discrete Fourier transform [102]. The stresses and strains due to this eigenstrain were
computed using formal solutions based on continuous or discrete Fourier transforms
[103, 33, 59, 147, 88]. FFT algorithms allow also to compute mechanical fields due to
eigenstrains. In [3], the authors studied the mechanical behavior of a heterogeneous
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material subjected to a thermal strain tensor. This eigenstrain is given by :

£(X) = aii (x)(T" = Tp)

)

where the second-rank tensor «;; denotes the thermal expansion coefficients and
(T —Ty) is the temperature change. Taking into account the eigenstrain field in the
material modifies, the derivations of section 1.3.1.1, especially the expression of the
stress polarization tensor, which becomes :

7ij(X) = 0C;jm(x)er(x) — Cijra(x)ef; (%) (1.51)

In order to take into account this eigenstrain, the authors modified the classic
algorithm proposed by Moulinec and Suquet [98, 99] (see algo.1). The value of the
eigenstrain defined in a part of the material is assigned to voxels of this region at the
beginning of the algorithm. Their iterative fixed-point algorithm for heterogeneous
elastic materials with eigenstrains and for macroscopic stress-free states is described
below (Algorithm 3) following the "thermoelastic FFT"-based method [3] :

Algorithm 3 Classic algorithm proposed by [3] for heterogeneous elastic materials
with eigenstrains (or thermal strains)

Initialization : ( €*(x;) known)

1: BO = (e*(xy))

2: €°(xq4) = E® vx,eQ

3: Compute f‘(fj) VE;

Iteration : i + 1 ( €'(x4) and E' known)

4: T (xy) = 0C(xy) : €'(x4) — C(x4) : €*(Xa)
‘T‘Hl(éj) = FFT(TH_I(Xd)A)
el (xq) = E' = FFTY(D(&) : 77(¢;)) (xa))
o (xqa) = C(xq) 1 (6" (x4) — €*(xa)),

BT = (e (xq)) — C° ' (x4) : (07! (xa))
Convergence test

The symbol (.) indicates a volume average over the unit cell. At step (e), the
macroscopic strain field is iteratively adjusted [92, 3]. Unlike the basic algorithm,
the convergence criterion to stop the iterative procedure is defined on the strain field
( step (f)). In that case, the numerical error reads :

etl(x,) — e'(x
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Using this modified algorithm, the authors computed the stress field in a unit
cell containing a heterogeneous inclusion and made comparisons with Eshelby’s ana-
lytical result. The mechanical contrast is defined by R = K,,/K; = 2. The stress
field along a center line parallel to x-axis is shown on fig. 1.16.
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FI1GURE 1.16 — Stress field along a center line parallel to x-axis due to a dilatational
eigenstrain contained in a spherical inclusion. The resolution is 128 x 128 x 128
with 14 voxel radius. The dangling voxels leads to a large deviations at the interface
between inclusion and matrix [3]

The value of the stress field in the inclusion is compared to the Eshelby theore-
tical result. The FFT method gives a value equal to —375M Pa while the Eshelby
solution gives —375.4M Pa. This corresponds to an error of about 0.1%. Thus the
shape of stress fields given by both methods are similar. This allowed authors to
conclude that FFT algorithms are efficient methods to compute mechanical fields
ie interior and exterior Eshelby tensors. Another aspect of this method discussed
in this paper is the effect of dangling voxels. In the case of a spherical inclusion,
one defines dangling voxels as voxels located at the pole of the inclusion and having
only one nearest-neighbor voxel belonging to the inclusion. This singularity appears
when the used resolution is not important. The consequence is a large error due to
the voxelization in the predictions of the mechanical fields using FFT algorithm as
shown in figure 1.17. One note a local error about 50% near the interface where
the dangling voxels are located. This effect can be avoided using a more important
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resolution as in Figl.17.
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FIGURE 1.17 — Stress field along a center line parallel to x-axis due to a dilatational
eigenstrain contained in a spherical inclusion. (a) the component o1, and (b)oss.
The resolution is 1024 x 1024 x 1024 with 14 voxel radius [3].

In thermoelasticity, Donegan et al [32] used the FFT-based method and algo.
3 to develop a numerical method to resolve thermoelastic problems and compute
residual stresses and strains in heterogeneous polycrystals.

Application to Discrete Dislocation Dynamics (DDD)

The eigenstrain formalism was also used in Discrete Dislocation Dynamics (DDD)
which describes discrete dislocation motion using the Peach Koehler force[81]. Ba-
sed on this work and taking advantage from FFT-based algorithms, Bertin et al
[12] proposed a full-field stress-strain computational approach denoted DDD-FFT.
In this paper, the authors showed that the DDD-FFT is very efficient for simulating
plasticity of homogeneous isotropic and anisotropic materials. One of the most ad-
vantages of this approach is the gain in computational time with respect to regular
DDD approach. Fig. 1.18 [12] is a comparison between the DDD-FFT and the re-
gular DDD regarding computational cost. The computational time is reduced with
the proposed approach. The FFT-based approach proposed in reference [11] is an
extension of the DDD-FFT.

In reference [49], the authors proposed a formalism of dislocation dynamics in
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F1GURE 1.18 — Comparison of the computational cost between regular DDD method
and the DDD-FFT approach [12].

which discrete dislocations are represented by eigenstrain for the computation of the
stress field. Their method includes effects on anisotropy on dislocation iterations.
They also modeled inclined discrete dislocations. The modeling of such dislocations
often leads to aliasing effects (spurious oscillations appear on the computed me-
chanical fields near discontinuities like dislocations ). In order to avoid this effect,
the authors proposed a suitable algorithm to represent the dislocations pairs on the
FFT grid. The entire details of this algorithm is not presented here but fig. 1.19 is
a schematic view of the principle of this algorithm. Fig. 1.19a represents a pair of
dislocation on FFT grid. Fig. 1.19b is a possible corresponding representation with
uniform eigenstrain value at each adjacent voxel (pixel in the figure). Fig. 1.19¢
described the representation proposed by the authors to avoid aliasing effect. The
value of the eigenstrain at the adjacent voxels are determined using the anti-aliasing
algorithm described in [49, 161].

Application to Field Dislocation Mechanics (FDM)

Field dislocation mechanics (FDM) and field disclination mechanics are among
micromechanical domains in which FFT-based received a surge of interest specially
in LEM3. Using a spatial distribution of Nye’s dislocation density tensor [105] in a
periodic medium, many authors developed a numerical scheme to resolve different
problems with dislocations, disclinations or defects. In [6], the authors proposed a
spectral approach to solve the elasto-static equations. They used a continuous repre-
sentation of crystal defects (dislocations or disclinations) in contrast with Volterra
[145] discrete representation. With this description, the Burgers vector b of the dis-
location representing it strength, is equal to the integral of the Nye’s tensor field o
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FIGURE 1.19 — Schematic view of the representation of a pair of dislocations on a
FFT grid [49]

over appropriate surface patches S with unit normal n :

o = curlU,

) (1.53)
b—/Sa.ndS

where U, is the elastic distortion field. Field equations with FDM contains both
Poisson equation or Navier equation (or Lippmann Schwinger equation). The re-
solution of these equations with spectral methods based on FFT and on Stokes
Helmholtz classic decomposition allows to compute compatible and incompatible
fields. The spectral method was tested through some examples. Figl.20 [6, 31] is
a 2D map of shear stresses due to a single screw dislocation density. The FFT re-
sults were compared to the FE results using linear elements. It is observed, from this
example and other applications in this paper, that both FFT FDM theory and FEM
solutions are very efficient in computing the elastic fields of dislocations. However,
the FFT method is rather attractive in terms of computation time. For the previous
application, the CPU time with the FF'T method is 6.3 s. It reaches 20 min with
the FE method. The same authors developed in[7] a FFT-based method to compute
stress and couple stress fields in a homogeneous linear higher order elastic media
for a given a spatial distribution of generalized disclination density tensors. Another
similar contribution is the spectral approach proposed in [29] to solve the hyperbo-
lic dislocation density transport equation governing the spatio-temporal evolution
of the dislocation density tensor with the use of low-pass exponential filter. Compa-
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rison of numerical results with analytic solutions or finite element solutions showed
the accuracy and stability of the FFT solutions.
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FiGure 1.20 — Comparisons of the shear stress contours for a screw dislocation
calculated with static FF'T FDM and with static FEM FDM
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FIGURE 1.21 — 2D maps of normalized stress components o1 (a) and o9 (b)

obtained with edge dislocation interacting with a circular hole [30]
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Application to polycrystalline viscoplasticity (VP-FFT formulation) and
polycrystalline elasticiy

Since 2001, many subsequent numerical implementations of the FFT-based me-
thod have been proposed by different authors in order to describe various constitu-
tive laws for the behavior of single crystal within polycrystals. Lebensohn [75] was
the first to apply the FFT approach developed by Moulinec and Suquet [98, 99] to
viscoplastic polycrystal plasticity.

The author developed a n-site viscoplastic FF'T formulation to predict the visco-
plastic responses of anisotropic polycrystals. He studied the influence of mechanical
contrast, the choice of reference medium, the effect of rate sensitivity on the conver-
gence of the viscoplastic FFT formulation. Fig. 1.22 shows the error in equilibrium
as function of the number of iterations in the simulation of a single-phase FCC poly-
crystal. One can note that when the FFT resolution is better, then the convergence
is more rapid.
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RM=Voigt, 1.56% hard phase)
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error in equilibrium
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F1GURE 1.22 — Numerical error on the stress equilibrium for different resolution and
different contrast with a viscoplastic FFT polycrystalline formulation [75]

The authors in [15] associated FFT-based method and a self-consistent homo-
genization scheme to describe elastic behavior of a polycrystal taking into account
local anisotropy. In linear viscosity, 2-D behavior of polycrystals were studied and
the distribution of mechanical fields in the polycrstal was evaluated in [77]. The
numerical results obtained in this paper were compared to analytic results and the
authors discussed the accuracy of the solutions when the phase contrast between
single crystals increases. In rigid-viscoplasticity, the evolution of the structure in a
copper aggregate undergoing plastic deformation is studied in [76]. In this paper, the
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authors showed that FFT-method allows to study grains orientations, misorienta-
tions and orientation dependence of intragranular misorientations. The comparison
between obtained results (average value of orientations and misorientations and ex-
perimental data obtained with orientation imaging microscopy (OIM) showed good
agreement. Still in rigid-viscoplasticity, Rollett at al [115], computed viscoplastic
strain in a polycrystal submitted to uniaxial loading and effect of microstructure
defects on formation of hot stress hot spots. They showed that these ones are more
located near GBs.

Elastoviscoplastic FFT scheme (EVP-FFT formulation)

In small strain crystalline elasto-viscoplasticity, FFT-based methods were also
used ( crystal plasticity EVPFFT). Lebensohn et al [73] formulated numerical model
to predict mechanical fields within a polycrystal in elasto-viscoplastic polycrystal.
This formulation was used to predict the mechanical fields in anisotropic copper and
the results were compared to the mechanical fields in an artificial FCC polycrystal
as shown in fig. 1.23.

CP-EVPFFT was also applied to study the behavior of a ice under transient
creep [127], to evaluate heterogeneous strain and stress field that grow in grains with
comparison to experimental data [50]. Fig. 1.24 is a comparison between simulated
and experimental results.

Other recent applications : Non local plasticity, damage, large deforma-
tion ...

Djaka et al. [28] extended the CP-EVPFFT from Lebensohn et al [73] to non
local mesoscale field dislocation mechanics to describe size effects in channel-type
microstructures. Their approach is denoted MFDM-EVPFFT and corresponds to
an application of the spectral approach developed in [29] and described in previous
paragraphs. MFDM-EVPFFT allows to compute the dislocation density in a po-
lycrystal under loading. In reference [8], the authors proposed a MFDM-EVPFFT
formulation which accounts for the evolution of GNDs (geometrically necessary dis-
locations) solving a hyperbolic-type partial differential equation, and GND effects
on both plastic flow and hardening. Fig. 1.25 is the study of Hall-Petch scaling law
for the macroscopic flow stress as a function of the mean grain. Fig. 1.26 represents
the spatial distribution of equivalent cumulated plastic strain at 0.2% overall plastic
strain for two grain sizes.

The constitutive regimes of polycrystals studied with FFT-based methods also
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FIGURE 1.23 — (a) Effective response predicted with the EVP-FFT model for the
copper polycrystal (A = 2.2) and the artificial FCC random polycrystal (A = 0.5)
deformed in uni axial tension up to 0.2% . (b) and (c) Predicted fields of normalized
fluctuations of the von Mises stress, for the copper polycrystal (b) and the artificial
FCC polycrystal (c), in different stages of the loading. [73]

include : lower-order [55] and higher-order strain-gradient plasticity [79] ,transforma-
tion plasticity [106, 114] , dilatational plasticity [74, 78], curvature-driven plasticity
[137], quasi-brittle damage [83, 123] and fatigue [117, 118].

References [65] is an application of FFT-based algorithms for large deformations.
In this paper, Kabel et al. first recalled the limit of the fixed point solver of Moulinec
and Suquet [98, 99] in terms of convergence specially for large deformation. They
also recalled the efficiency of the Newton-Krylov method (which is the combination
of Newton Raphson method and the Krylov solvers [47, 144]) to handle large de-
formations problems. The authors proposed a modification of the Newton-Krylov
method in order to keep their fast convergence capability and reduce the memory
requirements. Fig. 1.27 [65] shows the contour plot for the energy density of the de-
formation for a 10% compression. The number of iterations with the Moulinec and
Suquet (MS) is very important in comparison with the NewtonKrylov type method.
Some other authors applied FFT-based method in large-strain elasto-viscoplasticity
[36, 122, 66, 143, 90].
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FIGURE 1.24 — Transient creep experiments. Comparison between the experimental
results and the full-field simulations performed on the configuration on the left with
the CP-EVP-FFT solver [127]

However these algorithms present numerical difficulties that several authors have
attempted to solve concerning convergence and accuracy.

1.3.1.6 Convergence of the FFT-based algorithms

One of the main problem of these algorithms is the rate of convergence. In fact
the formal strain solution of the Lippmann-Schwinger equation in heterogeneous
clasticity with eigenstrains can be expanded in a Neumann series which reads [144] :

e(x) = io (% 6C)(x)]" : (E+ (T +C: ") (x)) (1.54)

n=0

The rate of convergence of this power series expansion is related to the spectral
radius of the operator : IT' x §C [92]. Therefore, the convergence of the FFT-based
algorithm depends strongly on the Green operator and the contrast between phases
[69]. It was noticed that when the fixed-point algorithm [99, 3] known as " the basic
algorithm" is implemented, the convergence is achieved only if two conditions are
simultaneously satisfied : the mechanical contrast between phases is small and the
reference medium is well chosen as prescribed in [92]. Therefore, it is difficult to
study composite with pores or rigid inclusions with the initial basic algorithm of
Moulinec and Suquet.
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FIGURE 1.25 — Grain size effect reported on the overall flow stress at 0.2% overall
plastic strain (E? = 0.2%) and comparison with a Hall-Petch type scaling law (linear
fits : dotted lines). The numerical simulations were performed with the MFDM
EVPFFT formulation with a RVE of 100 grains and128 x 128 x 128 voxels and with
a RVE of 27 grains and 64 x 64 x 64 voxels

A first problematic associated to this numerical difficulty is how to accelerate
the basic algorithm for a given contrast [98, 99]. Eyre and Milton [42], developed
a method to accelerate the basic algorithm called the "accelerated scheme'. They
used low and high resolutions in their computations. Using the low resolution, they
computed an initial solution with another expression of the stress polarization field 7
[94]. This first solution is accurate and computed with little computational resources.
Using an appropriate interpolation, they computed the final solution on a fine grid.
The accuracy of the initial solution allows a quick convergence on the fine grid. This
improvement is efficient for material with high mechanical contrast.

Another interesting accelerated scheme is proposed by Zeman et al. using conju-
gate gradient [163]. To summarize, this consists in linearizing the Newton method
Lippmann schwinger [139] and then solving it using conjugate gradient method.
The authors compared their method to the basic scheme [98]. Fig 1.28 [163], is a
comparison between the number of iterations with the classic FFT-based method
(98, 99] (FFTH) and the accelerated method proposed in [163] (CG). This figure
shows that for a given phase contrast, the total number of iterations of their algo-
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FIGURE 1.26 — Spatial distribution of equivalent cumulated plastic strain e;? re-
corded at EP = 0.2% for three average grain sizes (MFDM-EVPFFT) with same
scale range : 0.25um (a), 1um (b),10um (c). Simulation results with conventional
CP-EVPFFT (d) with same scale range.

rithm to achieve an error is less than one given by the basic algorithm. The results
clearly show that the number of iterations grows as square root of the contrast with
the conjugate gradient method while it increases linearly with contrast using basic
classic FFT algorithms [98, 99].

Gelebart et al. [47] extended this method to non-linear behaviors. Their approach
is based on a Newton-Raphson algorithm and is fundamentally different from the
basic FFT based approaches which rely on a fixed-point algorithm. The Lippmann
Schwinger equation obtained in the case of non linear behavior is resolved as a non-
linear system by a Newton-Raphson method. The approach is applied to study soft
and stiff inclusion for a macroscopic or mixed loadings. The approach shows some
advantages like a low sensitivity to the reference material and efficiency in computa-
tional time. Fig 1.29 is a comparison about the number of iterations at convergence
of the basic scheme [99] (BS), the conjugate gradient method [163] (CG) and the
proposed method [47](NR). The number of iterations at convergence is plotted as

49



Elastic energy density f(F)/|T¢| [GPa]

0.5
= 0
S
.
o o MS
—O&— NR/NE/NK/NK2
1 ) Y N
0 0.2 0.4 0.6 0.8 1 1.2

FIGURE 1.27 — Iterations of the FFT-based schemes for 10% compression. MS is the
Moulinec Suquet basic algorithm and NE,NR,NK and NK2 are other FFT methods
based on the Newton-Krylov algorithm [65]

function of the mechanical contrast.

Another problematic associated to this numerical difficulty is how to make FFT-
based algorithm converge for infinite contrast. The previous improved method allows
to accelerate the basic algorithm but do not converge for composite materials with
very high or infinite contrast (material containing void or rigid inclusions). To study
these composite materials, other schemes were developed. In [92], the authors propo-
sed an iterative scheme based on the augmented Lagrangian method. They used an
energetic variational principle and introduce a Lagrange multiplier. Besides, the ite-
rative algorithm used is the one proposed by Uzawa [48, 85]. The method was applied
to different situations : linear porous materials, rigid plastic porous materials, linear
and nonlinear rigid composite, polycrystalline material with power law behavior[73].

Monchiet and Bonnet [95] also developed a numerical approach based on the
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F1GURE 1.28 — Comparisons of the number of iteration with the classic FFT-based
method [98, 99] (FFTH) and the accelerated method proposed in [163] (CG)

accelerated scheme proposed Eyre and Milton [42]. They first proposed a numerical
algorithm algo. 4, based on the stress field [95] (for a given macroscopic stress 3).
While the basic numerical algorithm based on strain field [99] algo. 1 allows to
study composites containing soft inclusions, the proposed algorithm algo. 4 is better
suited for composites made up of stiff inclusions. In algo. 4, the fourth order operator
A is the "stress Green’s tensor" and S denotes the elastic compliance tensor. Fig
1.30 [95] shows the comparison between the number of iterations at convergence
for the strain-based and the stress-based algorithm and confirms the assumption of
Monchiet and Bonnet [95]. When the composite contains both rigid inclusions and
voids, previous methods cannot be used.

For these materials, the authors [95] developed a new algorithm. It is based on

the polarization field 7 eq. 1.36. Their algorithm for a given macroscopic average
polarization T reads ( algo 5 ) :
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FIGURE 1.29 — Convergence properties as a function of the inclusion behavior [47].
The parameter [ stands as the mechanical contrast between matrix and inclusion.

Algorithm 4 Basic algorithm : stress formulation [95]

Initialization : ( given X)
L o%(xy) =X
2: €°(xq) = S(x4) : 0°(x4), Vx4€Q
Iteration : i+ 1 ( €'(x4) and o'(x4) known)
3: & =FFT(&"),
4: Convergence test,
50 (&) =€) — A(§) :€'(§) V() #0, 7H0)=X
6: o't =FFT~! (")
7. €7 (xq) = S(x4) : 7 (x4), Vx4 € Q
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F1GURE 1.30 — Comparison between the number of iterations at convergence for the
strain-based and the stress-based algorithms [95]

Algorithm 5 Monchiet-Bonnet’s Numerical algorithm based strain/stress fields [95]

Initialization : ( given T)
1 7°(xq) =T
TIteration : i ( 7%(x4) known)
2: €'(xq) = 0S(xq) : T4 (x4q)
3: €' =FFT(e"),
4 0%(§) =C: e'(§) + 7'(§)
Iteration : i + 1 ( €'(¢) and o' (£) known)
5. Convergence test, ~ .
6: 7€) = 7€) —aC”:T(§) : 5'(§) — BA(E) : €'(&) V() #0, TT(0)=T
7. T —FFT-1(711)

The convergence criterion is not based on the strain nor the stress field. It is
based on both mechanical fields. The algorithm stops when :
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aC:T(£): 6°(€) + BA(E) : €'(€) =0

In the algorithm, they introduced coefficients o and 3. An appropriate choice
of these coefficients allows to obtain the best rate of convergence whatever the
mechanical contrast. This approach coincides with the accelerated scheme when
a =2and T = (C(x))—C°. The capability of this approach to handle the composites
containing rigid inclusions and voids is shown in fig.1.31. The polarization approach
appears to be more efficient for very high contrast.
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F1GURE 1.31 — Comparison between the number of iterations at convergence of the
strain-based, the stress-based, and the polarization based [95]

An interesting comparison of FFT-based method is reported in Moulinec and
Silva [97]. The authors compared four methods already exposed here : the "basic
algorithm" [99], the "accelerated scheme" [42], the "augmented Lagrangian scheme'
[92] and the "polarization-based method" [95]. In Figl.32, the authors compared the
number of iterations obtained with these methods for a mechanical problem. The

o4



"accelerated scheme" [42] and the 'polarization-based method" [95] appears to be
the more efficient schemes for infinite contrasts.

References [65, 146, 122, 17, 16, 47, 120, 18] are among examples of improved
schemes, or comparison of the improved schemes. Theses improvements allow now to
use FFT-based methods for composite materials with infinite contrasts with a good
convergence rate. The better rate of convergence may be counterbalanced by the easy
implementation of the FFT-based algorithm which is even lost in some cases. For
example when K denotes the contrast between the composite’s phases, the number
of iterations IV; necessary to have a given precision is proportional to K for the basic
scheme and for the accelerated scheme, N; is proportional to v K. However, it is
noteworthy that one iteration for the basic scheme is less time consuming than one
for the accelerated scheme [92].
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F1GURE 1.32 — Comparison of the number of iterations at convergence for different
schemes. The studied material is a periodic microstructure with one spherical inclu-
sion [92]

The rate of convergence of the FFT-based methods is also highly sensitive to
the choice of the stiffness for the reference medium. Although the stiffness of the
reference medium does not influence the results, its choice determines the number of
total iterations. Therefore, it is important to choose an optimum value. Theoretical
procedures yielding the optimum value reference medium are often missing, so au-
thors developed numerical methods independent of this choice or perform numerical
tests to determine this "optimum" value. In general, the elastic constants of the re-
ference medium are assumed isotropic : £° ( bulk modulus) and p° (shear modulus),
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are given as functions of the elastic constants k(x) and u(x) in the composite. The
elastic constants of the reference medium are chosen as follows for the basic scheme
[99] :

zeV

1
W= (;ggu(X) + iggu(X))

Note that other authors showed that this is not the optimum choice. In [156], the
authors demonstrated that instead of % in eq. 1.55, the optimum value is between
0.5003 and 0.509 and this result is confirmed in [31]. For the accelerated schemes
the elastic constants of the reference medium are chosen as follows :

k® = \/infk(x)supk(x)

eV T
_ v (1.56)
jo = \/mf p(x)supp(x)
zeV  z€V

In the polarization-based iterative scheme, the optimal reference medium can
only be determined numerically because it is related to a and . The authors sug-
gested that it depends on the elastic properties of constituents and their spatial
distribution. In the case of augmented Lagrangian, the elastic constants of the refe-
rence medium must be determined numerically. Michel et al. [92] showed that the
elastic constants of the reference medium does not depend very strongly on the spa-
tial resolution. Therefore, it is suggested to determine the optimum value at low
resolution and used it in the computations at higher resolutions. In [163], the au-
thors showed that the conjugated gradient methods do not depend on the choice of
the reference medium.

1.3.1.7 Numerical oscillations

Another problem encountered with classical algorithms is the occurence of spu-
rious oscillations on mechanical fields. Unlike the difficulties related to convergence,
this question is less treated in the literature even though recent advances tried to
tackle this problem in discrete spectral approaches. It is related to the use of the
Discrete Fourier Transform (DFT) [14]. This well known phenomenon can be lin-
ked to "Gibbs" phenomenon or to "Aliasing". The Gibbs phenomenon appears during
approximation of piecewise continuous function while "aliasing" appears during sam-
pling of a spatial function.
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Gibbs phenomenom

A continuous piecewise function is often approximated using Fourier series. J.Willard

Gibbs and Henry Wilbraham [56] discovered a peculiar manner of these Fourier series

at jump discontinuities of the approximated function. In fact, the Nth partial sum

of the Fourier series is a continuous function, therefore it is impossible to approxi-
mate uniformly the piecewise function. Figl.33 shows an example of a functional
approximation of square wave using harmonics.

Due to discretization, all the functions involved in the FFT-based algorithm are pie-
wece functions which are approximated by power series expansion (see for example
the strain solution in Eq. 1.54) and this could lead to Gibbs phenomenon.
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F1GURE 1.33 — Illustration of the Gibbs phenomenon with a square wave approxi-
mated by harmonics. The Gibbs phenomenon is more important when the order of
the partial sum of the Fourier series increases.

Aliasing

The discretization of the real part in the FFT-method involves in sampling of
functions. "Aliasing" can occur if some sufficient condition for perfect reconstruction
are not hold. It has been shown that for any sampling interval A, a frequency called
Nyquist critical frequency f. is defined :

1

fe=5a

If the continuous sampled function is not bandwidth limited to less than the Nyquist
critical frequency, each frequency component outside of the range (—f., f.) is falsely
translated into that range. The obtained function in this range is different from the
original one. Figl.34 shows an example on computing the Fourier transform of a
sampled function, see [108].
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FIGURE 1.34 — The continuous function shown in (a) is nonzero only for a finite
interval of the period T. It follows that its Fourier transform, whose modulus is
shown schematically in (b), is not bandwidth limited but has finite amplitude for all
frequencies. If the original function is sampled with a sampling interval A, as in (a),
then the Fourier transform (c) is defined only between plus and minus the Nyquist
critical frequency. Power outside that range is folded over or "aliased" into the range.
The effect can be eliminated only by low-pass filtering the original function before
sampling

Effect of Discrete Fourier Transform (DFT)

In the FFT-based algorithm (algo.3), the applicability of the DFT is based on the
assumption that the relevant functions are periodic. If it is not the case and these
functions are not bandwidth limited to less than the Nyquist critical frequency,
the "aliasing" and/or "Gibbs" effects tend to appear. In the previous described al-
gorithms, algol and algo3, a particular attention is given to the modified Green
operator I'; involved in the Lippmann-Schwinger equation. This modified operator
is, by definition, computed for an infinite medium. In the described algorithm, this
operator is used but was not periodized. We associated (as others authors in the
literature) the numerical oscillations appearing on some component fields in next
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chapter to this operator. To suppress oscillations, some authors either improved the
basic algorithm or proposed another expression of the modified Green operator.

Removal of numerical oscillations

The pioneering works [98, 99] related this problem to the number N of voxels.
For them, the problem occurs only if the number of voxels is small. Moulinec and
Suquet proposed a method which consists in using another expression of the Green

operator I' at the highest frequencies :§; = :I:(% —1)7 (where T} denotes the period

T;
of the unit cell) :
r=c!

At theses high-frequencies, the stress is forced to be zero when the convergence is
reached. For these authors, this choice allowed to avoid most of oscillations on the
mechanical fields. In the next chapter, a numerical example shows that this method
is efficient to remove a part of numerical oscillations but not all the oscillations are
not completely removed. In order to avoid the artifacts related to highest frequencies,
a second strategy used "attenuation factors" based on the discrete Fourier transform
(DFT) of linear spline functions [68] or low-pass filtering to dampen high frequency
terms in the solutions, i.e a raised cosine filter[122]. A third strategy first reported
by [102], [33] and [158] was to compute discrete Green operators based on Finite
Difference approximations. This research direction was followed by many authors
in the last few years who showed it efficiency for many physical problems. [157, 6,
156, 7, 120, 79, 119, 30, 142, 143]. While [102] and [33] considered a centered-finite
difference-based scheme, [158] reported forward and backward finite difference-based
schemes. Among the different efficient recent schemes, a discrete Green operator
based on a centered finite difference-based scheme on a rotated grid (i.e. a "rotated
scheme") was recently proposed by [156]. This method was discussed in the previous
section and consists in using a partial differentiation #£ JR instead of the classic partial
differentiation ;. The efficiency of this method to suppress oscillations and find
the effective properties of a material with a limited number of iterations is shown.
Fig.1.35 [156] shows the effect of the different partial differentiation on the accuracy
of the solution for three different resolutions.

It was successfully applied to Field Dislocation Mechanics equations for hetero-
geneous materials in [30]. Higher-order centered difference-based schemes were also
reported to be very efficient for different applications [142, 143]. Another recent fi-
nite difference discretization scheme performed on a staggered grid was developed
by [120]. This refined scheme combined with DFT was seen to be efficient for three
dimensional porous materials to give numerical solutions devoid of oscillations. Fur-
thermore, a new discretization method based on linear hexahedral finite elements
adapted for the basic scheme and the conjugate gradient method [119] was repor-
ted and an equivalence has been demonstrated between the "rotated scheme" and
hexahedral finite elements with reduced integration. In their Galerkin discretization
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of the Lippmann-Schwinger equation, [16] proposed a fourth strategy based on a
"consistent discrete Green operator" which was adapted to a general variational fra-
mework based on the Hashin-Shtrikman’s energy principle. Later, it was however
considered by [16] as too costly for three-dimensional computations and a filtering
approach was finally used by these authors.

1.4 Conclusions

This state of art review allowed to describe X-ray diffraction technique. The evo-
lution of the experimental method and the emergence of the numerical method have
been described. This numerical method of diffraction pattern simulation would in
the long run be an alternative to the experimental method. It nevertheless requires
the numerical calculation of the strain or displacement fields in a heterogeneous com-
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posite material containing dislocations or stress-free strain fields. Spectral methods
based on FFT algorithms are efficient for calculating mechanical fields accurately.
The efficiency of these methods and their applications in various fields of mechanics
has been recalled in this literature review. Numerical difficulties in the application
of these methods are essentially convergence problems for high mechanical contrasts
and occurrence of spurious oscillations at material discontinuities. In this state of the
art report, we showed that these difficulties have been reported by several authors
with more or less effective numerical solutions.

In the next chapter, we will focus on the development of a discrete consistent
Green operator for the removal of spurious oscillations previously reported namely
due to 'aliasing'. This operator allows to compute the strain and stress fields in
a material containing eigenstrains and is applied to cubic and spherical (Eshelby)
inclusions problems.
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Chapitre 2

Development of a new consistent
discrete Green operator for
FFT-based methods to solve
heterogeneous problems with
eigenstrains

2.1 Introduction

In this chapter, we showed that the easy use of the conventional continuous Fou-
rier transform of the modified Green operator (which will be denoted CGO in the
whole manuscript) in the Lippmann-Schwinger equation for heterogeneous materials
with eigenstrains leads to spurious oscillations when computing the local responses
of composite materials close to materials discontinuities like interfaces, dislocations.
This spurious oscillations are very important when the spatial resolution is low and
result from aliasing and/or Gibbs phenomenon. Unfortunately, the spatial resolu-
tion can not be increased indefinitely because it is proportional to the computational
method cost. We proposed a new expression of a periodized discrete Green opera-
tor. This new operator is derived using the Discrete Fourier Transform method
and a consistent Fourier grid to resolve the Lippmann-Schwinger equation. This ex-
pression is given as a function of the classic "Continuous Green Operator' (CGO)
and it takes into account, explicitly, the discreteness of the Discrete Fourier Trans-
form methods. We show that the development of this new consistent discrete Green
operator in the Fourier space named 'Discrete Green Operators" (DGO) allows to
eliminate oscillations while retaining similar convergence capability using low spa-
tial resolution. Numerical examples are used to demonstrate the convergence of the
infinite sum involved in the expression of this new operator and to show efficiency
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of this new operator. The chapter is organized as follows : in the next section, the
Lippmann-Schwinger equation for heterogeneous elastic materials with eigenstrains
is recalled, its resolution in the Fourier space using an iterative numerical scheme
and the convergence criterion are reported. In section 2 the DGO for stress/strain
is developed starting from a one-dimensional representation. The properties of these
DGO are highlighted and are discussed in comparison with classic CGO. In Section
3, numerical stress solutions obtained with the DGO are calculated for cubic-shaped
inclusions, spherical Eshelby and inhomogeneity problems. The results are discussed
and compared with analytical solutions and the classic discretization method using

the CGO.

2.2 The Lippmann-Schwinger equation and its nu-
merical spectral resolution

2.2.1 The Lippmann-Schwinger equation for eigenstrained
heterogeneous materials

In this section, we present the field equations for a linear elastic problem with

eigenstrains used to compute the response of a composite medium with periodic
boundary conditions.
The periodic unit cell with volume (2 is subjected to a uniform overall strain tensor
denoted E. This overall strain corresponds to the spatial average of the strain field on
the unit cell. In this chapter (and in the whole manuscript), we describe materials
and physics defects in the unit cell (such as dislocations, misfit strain, thermal
expansion...) using a stress free strain (eigenstrain) field denoted €*. In the case of
dislocation loops, the eigestrain field is given by :

e*. s

= W(nibj + n;b;)

where Ay is the area on which planes with normal n(n;, ny, n3) has slipped due to
a disloation loop, by a relative amount b(by, be,b3) and V is the volume occupied
by the loops [84, 2]. When the material contains two phases (for example v and +/
in a Nickel-based superalloy), the eigenstrain, here "misfit strain' is generated by
the difference between the lattices parameters and is given by(for the Nickel based
superalloy) :

Gy — Gy

(2% + (02

ef. =2

ij

i
where a., and a, are the lattice parameters of phases 7" and y respectively [130, 129]

and 0;; denotes the Kronecker delta symbol. Let us denote u, €, o, the displacement,
strain, Cauchy stress and eigenstrain fields, respectively.
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Let us now define a homogeneous linear elastic reference material with elastic stiff-
ness C’ such as at every position vector x € €2, the elastic stiffness tensor reads :

C(x) = C° + §C(x) (2.1)

where C is the fourth order tensor of spatially heterogeneous elastic moduli with
classic minor and major symmetries for components : Cjji = Cjii = Cijie = Chuij-
The tensor 0C(x) denotes the spatial fluctuations of C(x) with respect to C°.
For this problem, the balance of linear momentum without body force yields :

dive(x) =0 Vx € Q (2.2)

where div is the divergence operator. Furthermore, from strain compatibility, the
local total strain tensor e(x) reads :

e(x) = V'u(x) (2.3)

where the symbol V?® denotes the symmetric part of the gradient operator V. In the
present small strain setting, e(x) additively decomposes as a sum of elastic strain
g€ and eigenstrain € tensors as follows :

e(x) =e(x) + e*(x) = S(x) : o(x) + €*(x) (2.4)

where S = C™! is the elastic compliance tensor. C and S have same minor major
symmetries for components. The combination of Eq. 2.2, Eq. 2.3, Eq. 2.4 together
with Eq. 2.1 and the introduction the Green’s function method leads to an integral
equation usually called "Lippmann-Schwinger equation" [98, 99, 72] in the mechanics
community, which reads :

e(x)=E—(T'x7)(x) Vx € Q (2.5)

In Eq. 2.5, the symbol * denotes the spatial convolution product between two func-
tions (in this case I' and 7). In this equation, T' is the modified Green operator
associated with C° and 7 is the stress polarization field defined as :

T(x) =0C(x) : e(x) — C(x) : £"(x) (2.6)

The numerical resolution of Eq. 2.5 is not an easy task for two main reasons. First,
it contains a spatial convolution of two functions in real space, and the numerical
full field computation of a convolution in the real space is complicated. Second, it
is an implicit equation : the strain solution e(x) is defined as function of the stress
polarization field 7(x) in Eq.2.5 and Eq.2.6, the stress polarization field contains
the strain solution. This implicit equation needs specific resolution methods. To
overcome these difficulties, Eq. 2.5 can be written in the Fourier space so that
the spatial convolution is transformed to a simple product. For periodic media,
the numerical Fast Fourier Transform (FFT)-based resolution initially proposed by
(98, 99] is an efficient way to iteratively solve the implicit equation in order to obtain
the strain solution.
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2.2.2 Fourier space resolution

From the convolution theorem in the Fourier space [14], the Lippmann-Schwinger
equation (Eq. 2.5) can be transformed in the Fourier space as follows :

e(€)=-I(€):7(&)  VE#0, E0)=E (2.7)

where T' and 7 are the Fourier transforms of I' and 7, respectively. & represents the
Fourier vector. In Eq. 2.7, I" writes in index notations :

Pual®) = (Cutsl + Catsty + Gty + Citity) (28)

where G is the Fourier transform of the elastic Green tensor defined as [104] :

Ni;(§)
D(¢€) e (2.9)

Gi;(§) =

where NV;;(§) denotes the rectangular components of the cofactor matrix related
to the acoustic tensor Fy; = CF;,€,& and D(§) is the determinant of Fj;. Dlle to tAhe
symmetry properties of C; ;, Ny;(§) satisfies : Ny;(§) = Nj(§), therefore Gi; = G
and Fiqu = Fjiql = Fijlq = Fqlij'

For isotropic elasticity using the two Lamé constants, A and ,(Ciy = A0k +
p(6ik6j1 + 0udik)), Nij and D(§) read :

Nij(€) = p&{(N +21)056* — (A + p)&i&;
D(&) = p* (A + 2u)€°

where &2 = &£.£.. Using these formulas, the expression of f’iqu was given for
example in [99] for isotropic material :

~ - 1 L | | e . N )\—f—M éifqugl
Cun(®) = g p (Ol & 0uels + 0l +0ue8) = 3= 5P

Writing the Lippmann-Schwinger in the Fourier space allows to transform the
spatial convolution to simple product. Now this equation can be solved more easly
in the Fourier space due to this simple product but it is still an implicit equation.
Recently, [3] proposed an iterative scheme for eigenstrain problems of the augmented
Lagrangian (AL) type [92] to solve Eq. 2.5 using Eq. 2.7. The FFT-based numerical
algorithm used for heterogeneous elastic materials with eigenstrains is presented in
the next section.

66



2.2.3 Numerical Algorithm

In order to solve Eq.2.7, we use the numerical algorithm algo.3 proposed by [3]
and described in sectionl.3.1.5. This algorithm is used in all mechanical problems
presented in this manuscript. It allows to take into account the eigenstrain in the
material and is therefore appropriate for the study of a Nickel based superalloy
which contains eigenstrain field due to the misfist between the /4" phases or due
to dislocations

2.2.4 Some numerical examples

In the forthcoming applications, the unit cell with volume €2 is discretized in
128 x 128 x 128 voxels. The material is only subjected to an eigenstrain field (which
is a stress-free strain). As only eigenstrains are imposed, the overall applied stress
is set to zero. The overall strain is unknown and updated at each step following the
algorithm described in algorithm3. The detailed eigenstrain fields will be specified
for each application.

2.2.4.1 Homogeneous cubic inclusion

We study the mechanical fields generated by an uniform eigestrain field localized
in a cubic inclusion. This inclusion shape is centered in the unit cell and his dimen-
sions are 32 x 32 x 32 voxels . For this case, the isotropic elastic constants of both ma-
trix and inclusion are the following : The Young’s modulus is E,, = E; = 333.4GPa
and the Poisson ratio is v, = v; = 0.26. This approximately corresponds to the
room temperature elastic constants for a single crystalline Ni-based superalloy. The
eigenstrain ¢;; is assumed to be present in the inclusion and uniform in it defined
as : g; = 0 for all 7, j except £33 = 1. This value of the eigenstrain field allows to
compute analytical solutions for the homogeneous cubic inclusion for comparison
with numerical results. The analytical results is presented in Appendix C following

[84]

The algorithm described in algorithm3 is used to compute the stress field at
every voxel of the unit cell. The precision is fixed at 107¢. The algorithm converges
in one iteration as excepted for this homogeneous case. Fig. 2.1 shows a diagonal
component (o33) and Fig. 2.2 shows a non-diagonal component (o12) of the stress
field for both numerical and analytical method.

The results of fig.2.1 shows that FFT-method are efficent techniques for com-

67



0.4 T T T 1 T T T

A [
v A
| A"
02 I f’ ] : A T
}, : { \\
= 1 ==
o = [ : CE 1
|
£ : |
Wi : i
'--n -0.2F | : 1
(22 ] 1 |
) : |
|
1
0.4 F | : T
| 1
| = 1
0.6 | \ | :
FFT-method :!r “:
= === Analytic ' \
_08 1 1 1 1 1 1 1
-80 -60 -40 -20 0 20 40 60 80

Distance from center (voxels)

F1GURE 2.1 — The normalized stress component o33 along the z-axis through the
center of the unit cell for the cubic-shaped inclusion configuration with eigenstrain,
given by FFT-method and analytical solution (see Appendix C).

puting the local stress field. The shape of the stress fields given by FFT-method
and analytical method are almost similar. The stress fields are identical in the cen-
ter of the unit cell and the small discrepancy at the border of the unit cell is due
to periodicity effect, see Appendix C.For the non-diagonal component showed on
2.2, the stress field computed with FFT-method shows some spurious oscillations
which are also present on all other non-diagonal component of the stress field (
not presented here) . Although these oscillations are impressive on the non-diagonal
component, their effect on a macroscopic stress or an homogenized stress field is
not important. However for some applications such as X-ray diffraction simulations,
these oscillations are harmful and need to be removed.

2.2.4.2 Homogeneous spherical inclusion

In this section, we evaluate the accuracy of the FFT-solution by comparing the
numerical results to the reference Eshelby theoretical solutions for a spherical inclu-
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F1GURE 2.2 — The normalized stress component o5 along the z-axis through the
center of the unit cell for the cubic-shaped inclusion configuration with eigenstrain,
given by FFT-method and analytical solution (see Appendix C ).

sion problem with eigenstrain in a homogeneous isotropic elastic periodic medium.
According to the Eshelby’s theoretical result, the stress is uniform inside an ellipsoi-
dal inclusion [39] whereas it is non uniform outside an ellipsoidal inclusion [40, 104].
The inclusion is centered in the unit cell and his radius is R = 14 voxels. Let us note
that for the Eshelby’s inclusion solution, the ellipsoidal inclusion (here spherical) is
embedded in an infinite matrix. In order to verify that an inclusion radius of 14
voxels for a unit cell of 128 x 128 x 128 voxels is a good approximation, an inter-
esting study was reported by [3]. This study showed that this choice is reasonable
and leads to a good match between the numerical FFT-based solution for periodic
medium and Eshelby analytical solutions for infinite medium. Whatever the used
resolution, a volume fraction of 0.55% for the inclusion is good a approximation.
Here, we use the same isotropic elastic constants and eigenstrain tensor as [3] in
order to make comparisons with their reported results. The homogeneous Young’s
modulus is 65.4G Pa and the homogeneous Poisson ratio is 0.42. The eigenstrain field
contained in the inclusion is defined as a pure dilatational eigenstrain : £7; = 0.005
ifi=jandef; =0if i # j.
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FIGURE 2.3 — Normalized stress field component o1,/ F,, along a centered line paral-
lel to the z-axis for the spherical inclusion with eigenstrain, given by the Eshelby’s
analytical solution and computed with FFT-method. Here, the classic spatial dis-

cretization is used : x; = i%.
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The stress field along a centerline parallel to the z-axis is represented in Fig.2.3.
Two interesting discussions can be made by analyzing this figure :First, the constant
value of the stress component oy for the interior points predicted by Eshelby’s ana-
lytical result is —375.9M Pa. FFT-methods based gives approximately : —374M Pa.
Thus, the corresponding error is about 0.5% which shows a good accuracy. The
shape of the stress field in the matrix is also similar for both FFT-method and ana-
lytical result.

Secondly, this figure also shows a special effect at the interface between inclu-
sion and matrix where a large deviation from the Eshelby’s solution is observed.
This error is not due to oscillations as observed before for the cubic-shaped inclu-
sion near discontinuities but is due to so-called "dangling voxels" which are isolated
voxels located at the poles of the spherical inclusion. This discretization problem
was explained by [3] who suppressed the problem by increasing the total number of
voxels of the unit cell up to 1024 x 1024 x 1024 voxels. Another method to solve this
problem is to change the spatial definition of the spherical inclusion with regard to
the spatial discretization : a voxel should be assigned to the inclusion if its distance
from the center is less than the given radius of the inclusion instead of less than
or equal as frequently used corresponding to the spatial discretization : z; = i%.
The corresponding real space discretization would be : x; = i% + %. Fig 2.12 is
an application of such discretization. This figure shows the stress components o
and o33 obtained with the new spatial discretization. It is shown that the "dangling
voxels" effect is eliminated and the FFT-method for o1; and o33 give similar and
accurate results as analytical result for these stress components.
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FIGURE 2.4 — Normalized stress field components 011/ F,, (figure (a)) and o33/ FE,,
(figure (b)) along a centered line parallel to the xz-axis for the spherical inclusion with
eigenstrain, given by the Eshelby’s analytical solution and computed with CGO and
DGOg;. Here, the following spatial discretization is used : x; = i% + %

Now, we represent on fig 2.5, the normalized shear stress field component o1, /(2v)
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along a centered line parallel to the z-axis for both FFT-method and analytical
method. The stress field computed by FFT-method shows strong oscillations as
observed before for the cubic-shaped inclusion.
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FIGURE 2.5 — Normalized stress field component o12/(2v) along a centered line pa-
rallel to the z-axis for the spherical inclusion with eigenstrain, given by the Eshelby’s
analytical solution and computed with FFT-method.

2.3 Suppression of numerical oscillations

In the last section, we showed spurious oscillations on some component of the
stress field computed using FFT-method. This oscillations are due to the aliasing
or the Gibbs phenomenon as describe in section1.3.1.7. in this section we developed
the previous solutions proposed to suppress these numerical oscillations. Most of this
solutions are based on the Green operator but they all lead to the modification of
the initial algorithm or to the use of another discretization. For example, the use of
low-pass filtering proposed in [122] involve to include new functions in the numerical
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resolution. The simplicity of the basic algorithm [98, 99] is lost when using "rotated
scheme" [156] or staggered grid [120] . To our knowledge, a consistent periodized
discrete Green operator (DGO) for the Lippmann-Schwinger equation has not been
developed yet. The objective of the next section is to give some mathematical details
on the development of such consistent DGO that will be applied to the thermoelastic
FFT-based algorithm introduced in Eq. 3.

2.4 Development of consistent periodized discrete
Green operators (DGO)

This developement hab been publisehd in International Journal of Plasticity in
2019 [37]

2.4.1 One-dimensional case

First, let us consider a one-dimensional problem for the sake of clarity. We denote
e(x) a periodic function of a real variable = that can be identified as the strain field
or the displacement field. This function is defined as a spatial convolution of two
functions : ¢(z) a periodic function, which is similar to the stress polarization field
and g(z) which is similar to a Green operator. By denoting d the spatial period of
e(z) and t(z), T(€) the Fourier transform of ¢(z), we can write (here the notation
j = +v/—1 is adopted for the imaginary unit) :

ta) = Y T(&)exp(j2npr) (2.10)
k=—o0
with &, = % and :
d/J;ZQ x)exp(—j2n&px)de (2.11)

The function ¢(z) is periodic, then :

d/ x)exp(—j2n&px)de

For N points along the z- axis let us now suppose the following spatial discretization
for their « position : ; = i + & where i € [0, N — 1] (see Fig. 2.6).

Let us assume that t(z) is approxunated with the discrete stepwise uniform function
t4(x;) derived in a consistent way with the introduced spatial discretization as shown
in Fig. 2.6.
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FIGURE 2.6 — Definition of t(z;) with respect to ¢(z). This configuration is consistent
with the spatial discretization explained in the text.

The Fourier transform of t¢(x;) is denoted T\d(fh). Using the discrete piece-wise
approximation of t(z) by t%(x;) and the fact that :

F=x

the Fourier transform of t¢(z;) reads :

Td (&) = E NZ: /xi+d/2N exp(—j2mé&pa’)da’ (2.12)
d = zi—d/2N

Using the change of variables X = 2’ — z; yields :

— J 1 N= d/2N
To(e) = FTI))€) = § 3 tedeapl-gontu) [ copl-i2n6u X)X
=0 -

(2.13)
From the formula :
+d/2N e Y d d
/d/2N exp(—j2m&p X)dX = w Sine thﬁ
we obtain :
. 1 N-1
T(E) = Nsmc (th ) Z t%(z;)exp(—52mEn;) (2.14)
=0
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In Eq. 2.14, the Discrete Fourier Transform (DFT) of t4(x;) can be identified :

- N-1
TP (&) = Z td(xi)exp(—j27r§hxi) (2.15)
i=0
Therefore, Eq. 2.14 becomes :
Ta(,) = LT (&) sine (7 (2.16)
N N

where k varies from —oo to 4+00. Using a change of variables : &k = m/N + [, where
[ € [0, N — 1] and m varies from —oo to +o0, the last equation writes :

Td(&,) = be(@)sm <7r]i[> (2.17)

Eq. 2.17 defines the Fourier transform of a continuous periodic function as a function
of the Fourier transform of the discrete stepwise function t%(z;).

With the previous definitions, the Fourier transform of the function g(z) (Green
operator) is denoted G/(). It is defined through the relationship between T'(§) the
Fourier transform of ¢(x) and E(§) the Fourier transform of e(z) :

E(©) = GOT() (2.18)
with : .
= Y E(&)ep(j2n&pa) (2.19)
k=—00

where &, = s denotes the discrete frequencies. Using the variable & = mN + [ as
introduced before, e(z) writes :

N—

,_.

[e. 9]

> E(Gmn)exp(j2némna)erp(j2née) (2.20)

=0 m=—o0

Here, e(z) is approximated by e?(z;) :

N—-1 oo
elz) =Y > E(nn)eap(j2némya;)eap(j2néx;) (2.21)
1=0 m=—c0
Using x; = i% + % (where i=0,1,.....N-1) leads to :
N-1 e N
exp(j2n&z;) Y. (—1)"E(&nn+) (2.22)
=0 m=—00

Here, we can remark that if e (xz) has a finite value at all points z; in the periodic

domain, then the infinite sum Z (—1)’"@ (&mn) 1s also finite at all Fourier points

m=—
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& with [ € [0, N —1]. Now, we can use the definition of the inverse DFT to calculate
e(x;)
1 N-1
el(x;) = — Z ED (&)exp(j2mé ;) (2.23)

By comparing Eq. 2.22 and Eq. 2.23, the DFT of e(x) can be identified as :

ED(&) =N Z D)™ E(Emni) (2.24)

m=—00

where ED (&) is finite at all Fourier points ;. For each discrete k = mN + [, we
directly obtain from Eq. 2.18 :

E(&mn+1) = G(&mn) T (§mn+1) (2.25)

The expression of T (&mn1) is obtained from Eq. 2.17 :

—~ (=)™ = , [
Td =———_TD — 2.2
(Emnt) TN 1) (mvs)sin | m (2.26)
Then, we have from the DFT :
N-1 -
TD(Enat) = 7t @) exp(—j2mEmnizi) = (=1)"TP (&) (2.27)
1=0
Finally, Eq. 2.26 reads :
T nit) = ———TD(&)sin (7 (2.28)
m(mN + 1) N

By using Eq. 2.24, Eq. 2.25 and Eq. 2.28 :

0 sin (Z) __
EP(g)=N Y é(me+z)(—1)m7r(mv%TD(€z) (2.29)

m=—0oQ

From this last equation, we deduce the final expression of the periodized discrete
Fourier transform of g(x) denoted GP(§) :

(@) = Toin (%) ¥ UGl (2.30)

GD (&) represents a discrete Green operator (DGO) for this one-dimensional problem
which converges to a finite value at all Fourier points & with [ € [0, N — 1] due to
the definition ED(fl) GD(fl)TD(fl) and the convergence of D (&) to a finite value
(see above). In the next sub-section, we will define the consistent periodized DGO
for the three-dimensional problem to solve the Lippmann-Schwinger equation (i.e.
the strain solution).
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2.4.2 Consistent periodized discrete Green operators I‘D(Eijq)
The theoretical result given by Eq. 2.30 for the one-dimensional discrete confi-
guration can be easily extended to obtain consistent three-dimensional periodized
discrete Green operators (DGO) related to tensors I'(§) defined in section 2.2.2
through Eq. 2.8. With previous notations, the single index [ in Eq. 2.30 can be

replaced by three indices 7, 7, k to obtain DGO expression with triple infinite sums
from the definitions :

—

€D(€ijq) = _FD(Eijq) : TD(Eijq) v€ijq # 0 (2.31)
such that :
—= ) —1)mtnte ] 1 -
TP, )= A ( r N 2.32
(smq) 74 m’ngz:ioo 771]\74_Z nN+ij+q (EmN+Z,nN+j,pN+q) ( )
where : ,
N . .
Ajjq = <> sin <7]T\;> sin (2) sin (75) (2.33)
T

and &;;, are three-dimensional discrete frequencies with i € [0, N — 1], € [0, N —
Haq € [OaN - 1]

; D
2.4.3 Symetries and convergence of I’ (fijq)
Due to the symmetry properties of f, T'D has these symmetries :
sz‘?ql = Fﬁql = Fz!:])'lq = gij

D (—€) =T (€)

The last symmetry property allows to compute I'” only for positive frequencies

and deduce the value of negative frequencies. Only some component of I'”. All these
properties allows to reduce computaional time and the numerical computations of

I'? is performed only once before performing the iterative algorithm.
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Using the same arguments as for the one-dimensional case, it is straightforward to

show that the infinite serie T'" (&:;,) converges to finite values at all three-dimensional
Fourier points §;;,. However this not easy to establish analytically the convergence of
this infinite serie. Numerical experiments (see section 2.5) will show that this series
converges but slowly. This is explained using using Eq. 3.8 and the fact that N;; is a
polynomial homogeneous function of degree 4 and D is a polynomial homogeneous
function of degree 6, so according to Eq. 3.8 together with Eq. 2.8 or Eq. 3.7, the
I';ju components are homogeneous functions of degree 0.

A parametric study and examples will be proposed on three-dimensional computa-
tional grids to evaluate the convergence of the developed discrete consistent Green

operator I'P (&ij,) that has the form of infinite series by choosing a satisfactory
truncation order to obtain accurate numerical results in comparisons with analy-
tical solutions. Truncated discrete Green operators at the k-order will be denoted
DGOy and the infinite sums on m, n, p will be replaced by finite sums on m,n, p in
the interval [—k, k — 1] where k is an integer.

As shown in Appendix B, the values of the stepwise strain fields computed with
DGO, at the center of the N3 voxels are equal to those computed at the same
points with the CGO (i.e. T') on a subdivided (2kN)? grid. As the stress and strain
fields have discontinuities at the boundaries of each of the N3 voxels, a full computa-
tion with T’ on the (2kN)? computational grid exhibits the usual Gibbs oscillations
at the voxel edges. However, as the mechanical fields are actually computed at the
centers of the N3 voxels, i.e. far from the discontinuities, no oscillation occurs when
using the DGOy.

2.4.4 Comparison with the consistent periodized discrete
Green operator introduced by Brisard and Dormieux
[16, 17]

The discrete Green operator proposed in Eq. 2.32 is very similar in spirit to the
consistent discrete Green operator developed by [16, 17]. However, their operator
has some major difference with Eq. 2.32. To compare both discrete Green operators,
let us consider a two-dimensional computational grid as in [16, 17]. Therefore, Eq.
2.32 reduces to :

T7(¢,) = <N>2 sin (?\;) sin (?\?) i ) MM L(&nsimn+s)

T oo mN +1 nN + 3
(2.34)
Using the definition of the sinc function, we have :
, w(mN + 1) N) , <7rz> 1
VT T )y (2 Jatd
Smc( N ) (=1) (7r AN mN (2.35)
= (=1)™i (mN + )" sinc (?\;)
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Then, Eq. 2.34 can be rewritten as follows :

o rmiy my & (—Dm
IP(&,;) = (ij)sinc (N) sinc (N) > N TN T

m,n=—0o0

f(émN—i—i,nN-l—j) (236>

which is different from the expression given by [16] (p. 667) :
fB /2.9y - 9 72 .9 ﬂ > 1 1 f‘
(8;g) = (57)sine <N> o (N) ng:: N TP (N ) Cmaveinnss)
(2.37)
By comparing Eq. 2.36 with Eq. 2.37, it is remarkable to see that both expressions
are different in the sense that the discrete Green operator of [16, 17] contains the
same terms as for the present discrete Green operator but these ones are raised to
the power squared. A fine comparison with the paper of [16](see the exact DFT
expression of the stress polarization on top right p. 666 in [16]) shows that our deri-
vations in section 2.4.1 is the same as their derivation up to Eq. 2.17 but is different
from Eqs. 2.17 to 2.30. This difference results from the use the Lippmann-Schwinger
equation which is a convolution as in Eq. 2.18 while in [16] an energy formulation
based on the Hashin-Shtrikman variational principle was derived with the help of
the Plancherel theorem, see their equations (7) and (12). Let us note that both

discrete operators satisfy : I'”(&,,) = 0. In this paper, the discrete Green operator
derived by [16, 17] will not be discussed anymore in the numerical examples since it
is designed for a Galerkin based algorithm, i.e. starting from the weak form of the
Lippmann-Schwinger equation instead of its strong form as in section 2.2.3.

2.5 Applications to references cases

In the forthcoming applications, the unit cell with volume €2 is discretized in
128 x 128 x 128 voxels. The heterogeneous material is only subjected to an eigens-
train field (which is a stress-free strain). As only eigenstrains are imposed, the overall
applied stress is set to zero. The overall strain is unknown and updated at each step
following the algorithm described in section 2.2. The detailed eigenstrain fields will
be specified for each application. In this section, the FFT-based method using the
classical continuous Green operator will be denoted CGO (Continuous Green Ope-
rator) [99] and the FFT-based method with the proposed discrete Green operator
(computed with a given truncation order k) will be denoted DGOy, (Discrete Green
Operator).

First, in section 2.5.1, a cubic-shaped inclusion with eigenstrain field is studied, in
homogeneous isotropic elasticity and the obtained stress fields are calculated using
the DGO with different orders k as well as the CGO approximation, like in section
2.2.4. The numerical results will be compared to analytical solutions considered as
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periodic solutions started from the solution given by [84] (see Appendix C). In sec-
tion 2.5.2, a spherical Eshelby-type problem is reconsidered to assess the present
numerical method based on DGOj. In section 2.5.3, a spherical inhomogeneity solu-
tion with eigenstrain is considered and discussed using low contrasted elastic moduli
between phases as in [3].

2.5.1 Cubic-shaped eigenstrained inclusion in a homogeneous
isotropic elastic periodic medium

For this case, the isotropic elastic constants of both matrix and inclusion are the

following : The Young’s modulus is E,, = E; = 333.4G'Pa and the Poisson ratio is
Vi = v; = 0.26, as in section2.2.4.1. The eigenstrain 7; is assumed to be present in
the inclusion and uniform in it defined as : €f; = 0 for all ¢, j except €33 = 1.
The inclusion shape is cubic and is centered in the unit cell. The dimensions of
the cubic-shaped inclusion are 32 x 32 x 32 voxels. This inclusion is schematically
represented in Fig. 2.7 with the Cartesian basis. Some specific material points are
considered to examine the spatial stress variations at different locations away or
near materials discontinuities. These points are denoted O, A, B, C' in Fig. 2.7
and their positions are given in terms of voxel numbers from the center O of
the unit cell (or the cube). Therefore, the voxel coordinates of these points are
0(0,0,0), A(16,0,0), B(16, 16, 16),C(0, 16,16). Three different specific lines deno-
ted dy, do, ds are also reported on Fig. 2.7. These lines are specifically designed to
study stress profiles along their path as a function of the distance from materials
discontinuities (inclusion/matrix interfaces, junctions between two sides of the cube,
edge lines, cube corners, etc.)

The presence of the eigenstrain field is at the origin of the development of in-
elastic incompatibilities and therefore non uniform (internal) stress field o;; inside
both the inclusion and the matrix are obtained. Three stress components, namely
033, 011, 012, resulting from the different CGO, DGOy, with different values of k are
reported on Fig. 2.8 and Fig. 2.9. Fig. 2.8 displays the profile of o33 normalized by
E,, along the line d; (Fig. 2.8(a)(b)) and along the line dy (Fig. 2.8(c)(d)). Fig. 2.9
displays the profile of 017 normalized by E,, along the line d; (Fig. 2.9(a)(b)) and
the profile of 15 normalized by 2, (where u,, is the elastic shear modulus) along
the line d; (Fig. 2.9(c)(d)). In both figures, the stress field solutions are zoomed
up to well observe the differences between the numerical approximations and the
analytical solution in Fig. 2.8(b)(d) and in Fig. 2.9(b)(d). To study the convergence
of the DGOy, k varies from 1 to 101 and the analytical result (see Appendix C) is
also reported on Fig. 2.8 and Fig. 2.9 for comparison.
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FIGURE 2.7 — Representation of the cubic-shaped inclusion. The line d; is defined
as parallel to the z-axis through the center of the unit cell, the line ds is defined
as parallel to the z-axis through an edge line, the line d3 is defined as paralle to
the z-axis through the center of the unit cell. Materials points O, A, B, C' are some
specific points used in analysis of numerical results.

The first comment concerns the convergence rate and the accuracy given by the
periodized DGOy, as a function of k. From k = 81, it is observed from all stress
components that the numerical stress values tend to the same values along the lines
dy and dy. This means that the proposed DGOy tends to converge but slowly, which
was expected from section 2.4. Furthermore, looking at the zoomed pictures, it is
observed that the DGOg; leads to very accurate results compared to the analytical
result. At first glance, the CGO gives relatively good results regarding o33 as well
along the two paths d; and ds and regarding o1, along d;. However, Fig. 2.9(c) shows
inaccurate results due to spurious oscillations on the o5 component with the CGO
along the line d;.

In order to quantify the convergence of periodized DGOy, the relative difference
€ is calculated between the analytical solution and the numerical solutions for o33
obtained at different locations from DGO, or CGO. This relative difference is defined

as : z
num ana
| 033 — Os33 |
anal
033

€ =
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FIGURE 2.8 — The normalized stress component o33 along d; (figures (a) and (b))
and along dy (figures (c) and (d)) for he cubic-shaped inclusion configuration with
eigenstrain, given by analytical solution ( (see Appendix C)), and computed with

CGO and DGOk for different k (DGOl, DGOG, DGOQl, DGO51, DGOgl, DGOlOl).

The values of e are computed at the specific points O, A, B, C' of the inclusion.
Fig. 2.10 shows the relative difference e plotted as a function of £ using logarithmic
scales. It is observed that e decreases as k increases. Besides, the value of € calculated
with the DGO, approximation reaches an admissible value (i.e. € < 5 x 1073) for a
truncation of the DGO corresponding to k = 81.

Fig. 2.10 also shows the relative difference ¢ computed with the CGO. At the
center of the inclusion (i.e. where there is no materials discontinuity) (Fig. 2.10(a)),
€ is close to 107* with the CGO which is similar to the result given by the DGO
with & = 101. However, the prediction given by the C'GO is not as good as point
O for the other points where materials discontinuities are present such as points
B, A,C as observed on Figs. 2.10(b)(c)(d) respectively. For all these points, the
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FIGURE 2.9 — The normalized stress components oy; (figures (a) and (b)) and o2
(figures (c) and (d)) along the line d; for the cubic-shaped inclusion configuration
with eigenstrain, given by the analytical solution (see Appendix C), and computed
with CGO and DGOy, for different k (DGO,, DGOg, DGO, DGOs1, DGOgy,
DGOqq).

relative difference with the analytical solution obtained with DG Og; is much smal-
ler than the one with C'GO. It means that the proposed periodized discrete Green

operator r’ (Eq. 2.32) improves the accuracy of the classical FFT-based method
algorithm based on the C'GO in the vicinity of materials discontinuities and k& = 81
reflects a good compromise to have enough accuracy for this example. However, the
computational time is more important with DGOy, : it is multiplied by (2k)? (due
to 3D infinite sum containing in Eq. 2.32) but in practice, this multiplicative factor
is less important. For example, the computational time for computed CGO on our
cluster (Intel Xeon X5550 2.66GHz CPU 46 nodes, 48Go per node) is 7 seconds
and the computational time for DGOg; is 116913 seconds. The numerical burden is
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FIGURE 2.10 — Relative difference € computed at some specific points O (figure (a)),
B (figure (b)), A (figure (c)), C (figure (d)). The specific points were defined in
Fig. 2.7 of the cubic-shaped inclusion with CGO and DGOy (for different values
of k). Solid lines represent the CGO solution and dotted lines represent the DGOy,
solutions.

thus very important but DGOg; is computed only one time and can be stored for
later use. In addition, it is not always necessary to set k& = 81. In Fig. 2.10, it is
shown that it is possible to have also acceptable results for lower k, except at the
cubic-shaped center.

In addition to accuracy, the most important advantage of DGOy is its beneficial
effect on the oscillations that appear on some components of the stress field (e.g.
012) with spectral methods based on the CGO. The numerical oscillations are com-
pletely removed by DGOg;. [99] already observed and commented these numerical
oscillations on the mechanical fields. To fix the problem, these authors used a dif-
ferent expression of the classical modified Green operator at the highest frequencies
as recalled in section 2.2.3. This procedure means that the classical Green operator
is “truncated" at such frequencies. As an example of comparison with the DGO, Fig.
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2.13 shows the effect of the Moulinec-Suquet’s “truncation" method and the effect of
DGOg; on the normalized shear stress (012 normalized with 24,,). This figure clearly
shows that the procedure proposed by [99] is not sufficient to completely suppress
the oscillations observed on this stress component along d; whereas the periodized
discrete Green operator DG Og; completely removes them.

x107

0.8 g

0.6 .

7,l(2n)

CGO
modified CGO
DGO81

_1 1 1 1 1 1 1 1
-80 -60 -40 -20 0 20 40 60 80

Distance from center (voxels) along (d1)

FIGURE 2.11 — The shear stress component 15 normalized with 2, (where p,, is
the elastic shear modulus) for the cubic-shaped inclusion configuration with homo-
geneous isotropic elasticity computed with CGO, DGOg; and FFT-solution with
CGO “truncated" at the highest frequencies [99] (named “modified CGO" in the
figure).
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2.5.2 Spherical inclusion problem with eigenstrains in a ho-
mogeneous isotropic elastic periodic medium

In this section, we evaluate the accuracy of the proposed DGO solution by com-
paring the numerical results to the reference Eshelby solution for a spherical inclu-
sion problem with eigenstrain in a homogeneous isotropic elastic periodic medium.
This study and the example performed in section2.2.4.2 but here, the stress field is
computed also using DGO. The spherical inclusion is defined using the real space
discretization : x; = i% + % to avoid "dangling voxels effect" described above.

611fEm
3!Em

(=) | | (=)
* DGD“ 5t * DGDN

Analytic Analytic

-6 -6
-80 -60 -40 -20 0 20 40 60 80 -80 -60 -40 -20 0 20 40 60 80

Distance from center (voxels) Distance from center (voxels)

FIGURE 2.12 — Normalized stress field components 011/ E,, (figure (a)) and o33/ E,,
(figure (b)) along a centered line parallel to the x-axis for the spherical inclusion with
eigenstrain, given by the Eshelby’s analytical solution and computed with CGO and
DGOg;. Here, the following spatial discretization is used : x; = i% + %

The stress field components o1; and o33 along a centerline parallel to the x-axis
is represented for three cases in Fig. 2.12 : CGO, DGOg; and Eshelby’s solution.
The constant value of the stress component ¢y, for the interior points predicted by
Eshelby’s analytical result is —375.9M Pa. Both FFT-methods based on CGO and
DGOg, give approximately the same value : —374M Pa. Thus, the corresponding er-
ror is about 0.5% which shows a good accuracy without oscillation. We conclude that
for components which don’t shows numerical oscillations, the classic Green opertor
provide an interesting precision and the proposed discrete operator also provide a
identical accuracy.
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FIGURE 2.13 — Normalized stress field component o12/(24,,) along a centered line
parallel to z-axis for the spherical inhomogeneity problem with eigenstrain, given
by analytical solutions and numerically computed with CGO and DGOsg; .
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2.5.3 Spherical inhomogeneity problem with eigenstrains

Here, the same spherical configuration as in section 2.5.2 is considered but with
elastic inhomogeneity in addition to eigenstrain. An inhomogeneity radius of 14
voxels is still used for a unit cell of 128 x 128 x 128 voxels. The isotropic elastic
stiffness tensor of the inhomogeneity is different from the one of the matrix phase.
Like in [3], the bulk modulus of the matrix phase is fixed and the bulk modulus of
the inhomogeneity phase is defined by the ratio R = K,/ K; = 2, which means that
the inhomogeneity ¢ is more compliant than the matrix m. Here, the case R = 0.5,
i.e. an inhomogeneity stiffer than the matrix, is also investigated to test the nu-
merical convergence for both inverse contrasts, see Fig. 2.15. The isotropic Young’s
modulus of the matrix phase is F,, = 65.4GPa and the Poisson ratio for matrix and
inhomogeneity phases is v, = 1; = 0.42. This corresponds to a small mechanical
contrast that can be treated with the fixed-point algorithm described in algorithm.
3. The elastic constants of the reference medium are chosen as : Ky = (K, + K;),
Vg = U, = 1; = 0.42 with § = 0.5. A special attention is given to the number of
iterations needed for convergence and to the stress solution accuracy using the CGO
or the DGO. At each iteration, the error for testing convergence is reported using
the strain field criterion as defined in eq. 1.52. The iterative algorithm stops when
the error is less than or equal to e = 1 x 107% to have enough accuracy on stress
fields. The obtained mechanical fields are compared to available analytical solutions.

Analytical solutions for spherical inhomogeneity problems in infinite medium were
derived by [104] and [64].
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FIGURE 2.14 — Normalized stress field components o1,/ E,, (figure (a)) and o33/ E,,
(figure (b)) along a centered line parallel to the z-axis for the spherical inhomoge-

neity problem with eigenstrain, given by analytical solutions [104, 64] and numeri-
cally computed with CGO and DGOg;. Here, R = K,,,/ K; = 2.

In Fig. 2.14, both FFT-based results given by the CGO and the DGOg; are com-
pared with the analytical solutions for normalized stress field components o011/ E,,
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and o33/ F,, along a centered line parallel to the z-axis. The analytical uniform
value of the stress field in the inhomogeneity is —317M Pa for both components.
Both CGO and DGOg; give approximately same numerical uniform values inside
the inhomogeneity for these components, which is —313.5M Pa. This corresponds to
a relative error of 1% which is acceptable.

The number of iterations before reaching convergence is 15 iterations regardless of
the used Green operator. Furthermore, Fig. 2.15 describes the error as a function of
iteration number up to 50 iterations. For this mechanical contrast, it is observed that
the errors calculated at each iteration with CGO and DGOg; are very close to each
other. However, beyond 20 iterations at same iteration number, the error obtained
with DGOg; is a little bit smaller than the one with CGO. This observation means
that in the heterogeneous case, the accuracy with DGOg; is better than with CGO.

10'3 F * T T T T
. J - *—-CGO(R=2)
1\ —
* ~ %—-DGOg, (R=2)
\@)\ - ©--CGO(R=0.5)
10 % DGO, (R=0.5)| 3

convergence error
=
(@
&
T

O D
!%*#gi*ﬁttﬁ3**#**#%*****#*$$%$3*$T

(]

1 1 1 1

0 10 20 30 40 50
Number of iterations
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F1GURE 2.15 — The convergence error computed with the strain field criterion for
both CGO and DGOg; methods as a function of iteration number up to 50 iterations
for two mechanical contrasts : R = K,,,/K; =2 and R = K,,,/K; = 0.5.

Fig. 2.16 represents the shear component 015 normalized by 2u,, computed with
CGO and DGOg;. The figure shows strong oscillations along the x-axis with the
CGO. These oscillations are completely removed by the application of the propo-
sed DGOg; which also well matches the analytical solution especially at materials
discontinuities. As a conclusion of this inhomogeneous case, the substitution of the
classical continuous Green operator (CGO) by the proposed discrete Green opera-
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FIGURE 2.16 — Normalized stress field component o12/(24,,) along a centered line
parallel to z-axis for the spherical inhomogeneity problem with eigenstrain, given
by analytical solutions [104, 64] and numerically computed with CGO and DGOsg; .
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FIGURE 2.17 — 2D sections of the stress component o5 normalized by 24, computed
with CGO and DGOyg;. Using the visualization software ParaView [138], Point Data
are used to represent the result of CGO on figure (a) and DGOg; on figure (b); Cell
Data are used to represent the result of CGO on figure (c¢) and DGOs; on figure

(d).
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tor (DGOs;) allows to remove spurious oscillations on mechanical fields and does
not modify the convergence rate of the iterative scheme for the chosen mechani-
cal contrast. In this work, the study of more important varying stiffness contrasts
were not investigated as well as the optimized choice of the elastic stiffness reference
medium. The two main reasons are that : (i) the present FFT-based algorithm is
applied to Ni-based superalloys which exhibit a low mechanical contrast between
phases, (ii) the truncation order k should be increased for higher contrasts.

In addition, 2D sections of the stress component 15 normalized by 2u,, computed
with CGO and DGOg; are reported on Fig. 2.17 to study stress patterns close
to the interface between the matrix and the inhomogeneity. The section is a cut
parallel to (y, z) plane intersecting the center of the inhomogeneity along the z-axis.
Following Fig. 2.17(a) using Point Data or Fig. 2.17(c) using Cell Data with the
visualization software ParaView [138], it is seen that the CGO produces artificial
2D wavy patterns on this stress component which are more pronounced inside the
inhomogeneity and near material discontinuities. Such kind of artefacts using the
CGO was also reported by [156]. They are clearly due to numerical oscillations
which spoil the stress solution as already observed in Fig. 2.16. In contrast, the
application of DGOg; allows to completely remove these artificial patterns, see Fig.
2.17(b) using Point Data or Fig. 2.17(d) using Cell Data. The eight pairs of stress
hot spots (see Fig. 2.17(b)) result from the discrete voxelization for this spherical
inhomogeneity, which gives a different rendering using Cell Data instead of Point
Data with the software ParaView [138].

2.6 Conclusions

In this chapter, a new consistent periodized discrete Green operator (abbre-
viated DGOy) is proposed to replace the classic continuous modified Green ope-
rator (CGO) in Fast Fourier Transform-based methods to numerically solve the
Lippmann-Schwinger equation for periodic heterogeneous media with eigenstrain
fields. The advantage of this new consistent Green operator is that it is well adapted
to iterative schemes based on the Lippmann-Schwinger equation as the one deve-
loped by [3]. Through the different three-dimensional configurations treated in this
chapter considering different inclusion shapes, eigenstrains and elastic properties
(cubic-shaped inclusion, spherical Eshelby inclusions and spherical inhomogeneity),
we show that this periodized DGO is very effective to suppress numerical oscillations
near materials discontinuities. In order to same time and to memory, this operator is
computed only for some voxels and once at the beginning of the iterative algorithm
by truncating the series in the expression of the DGO up to a given order k.

For the purpose of this thesis, the study of this periodized discrete Green opera-
tor is limited to reference case and in inhomogeneity cases, the mechanical contrast
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between phases is relatively low (which is sufficient to study superalloys). Howe-
ver, further studies will be focused on the extension of the present DGO method
for dislocation mechanics, for high mechanical contrasts and to other more refined
FFT-based schemes than fixed-point algorithms, i.e. fast gradient methods. Opti-
mal choices of the DGO truncation order k£ and homogeneous reference medium for
heterogeneous materials containing rigid inclusions and voids will be investigated in
future works. Furthermore, the numerical method based on DGO could be applied
to simulate Synchrotron high-resolution diffraction peaks on real microstructures,
as described in first promising results [60, 38]. To be well understood, such diffrac-
tion peaks need very accurate predictions of local displacement fields in the course
of plastic deformation, which are only reachable with the new DGOy. In the next
chapter, we will study a new expression of a third order discrete Green operator to
accurately compute the displacement field and some numerical correction of displa-
cement profiles.
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Chapitre 3

FFT-based Computation of the
displacement field and applications
to dislocations

3.1 Objectives

In the previous chapter, we derived a new consistent periodized discrete Green
operator (abbreviated DGOy) to compute the stress/strain field in a periodic mi-
crostructure by solving the so-called Lippmann-Schwinger equation. However our
numerical method developed in the next chapter to simulate diffraction patterns is
based on the displacement field. Therefore, we need to derive another discrete Green
operator to compute the displacement field.

The displacement field results from the applied macroscopic field or from the eigens-
train in the material. In this chapter, we will focus on the displacement field due to
the eigenstrain which represents dislocations lying in slip planes. To compute this
mechanical field, we develop a discrete Green operator. This third order operator is
compatible with Lippmann-Schwinger equation and the obtained displacement field
does not show numerical oscillations. This numerical method replaces the analytic
solutions [57, 37] which are not easy to compute for some configurations in isotropic
or anisotropic elasticity. The method is applied for dislocation loop lying in any slip
plane. In the case of inclined dislocation loops (on ( 111) plane), some artifacts ap-
pear on the displacement field due to voxelization. We develop a numerical method,
denoted sub-voxelization method, to suppress these artifacts

This chapter is organized as follows. In the next section, we will present two third
order Green operators to compute the displacement field and an application in the
case of of a prismatic dislocation loops. In section 3, we will present a discrete Green
operator to compute the displacement field without oscillation with some applica-
tions. In the last section, we will present the sub-voxelization method which allows
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to delete artifacts in the case of inclined dislocation loops.

3.2 Green operator for the displacement field and
application

3.2.1 Green operator for the displacement field

Let us reconsider the mechanical problem already presented in details in the
previous chapiter : a periodic unit cell with volume €2 subjected to a uniform ove-
rall strain tensor denoted E. As shown in this chapter, the combination of the
elastic equations and the introduction of the Green operator leads to the so-called
Lippmann-Schwinger equation whose solution in the Fourier space is recalled below :

~

e€) =-TI):7(&)  VE#0, e(0)=E (3.1)
where 7 is the Fourier transform of the stress polarization field :
T(x) = 0C(x) : e(x) — C(x) : €*(x) (3.2)

As shown in the previous chapter, the FFT-based "basic" algorithm proposed by
Moulinec [98, 99] allows to compute the strain field (£) in the Fourier space or &(x)
in the real space. This local total strain tensor £(x) reads from strain compatibility :

e(x) = V°u*(x) (3.3)

Using Eq.3.1 and Eq.3.3, it is possible to compute the Fourier transform of the
displacement field. It is given by :

u'(§) = —B(§) - 7(€) (3.4)

Using the inverse Fourier transform, the displacement field u*(x,) is obtained in
the real space :

u'(x) = FFTH(1"(§)) (3:5)
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The computed fluctuation term u*(x) is assumed to be periodic due to periodic
boundary conditions. The total displacement is obtained by adding a linear part :

u(x) =u"(x)+ Ex

The linear part E.x is the sum of strain (1(u;; + u;;))x; and rotation part
1

(5(ui; — ujz))x;. In the case of a dislocation with burgers vector b = (b1, by, b3)
lying in a slip plane of normal n = (ny, ne, n3), we compute the (u; ;)z; as :

1
<ui,j>xj = Eblfnj:cj (36)

where f is the volume fraction of deformed voxels : % (Ny is the number of
deformed voxels and N? is the total number of voxels). When f is very small, the
linear part E.x can be neglected.

The expression of the third order tensor B is written in indicial form in Eq.3.7.
This operator is also denoted C'GO as specified in the introduction of this manus-
cript.

Bia(6) = 5(Cuty + Gigt) (3.7

where i denotes the imaginary unit (y/—1). The third order tensor B has the
following symmetries : B;j, = Biq; due to the symmetry of the stress polarization

tensor (7;; = 7j;). G is the Fourier transform of the elastic Green tensor defined as
[104] :

G .

where N;;(§) = N;;i(§) and D(§) are respectively the cofactor matrix and the
determinant of the Christoffel (also called acoustic tensor) matrix Ky = C7,€;& -
Note that eq. 3.5 is not an explicit equation, therefore it does not require a specific
iterative algorithm. However, the Fourier transform of the stress polarization field 7
comes from the iterative algorithm used to compute the strain field. It is computed at
the last iteration of the algorithm. Then, it is used to compute the Fourier transform
of the displacement field and using the inverse Fourier transform the displacement
field is obtained in the real space. The iterative algorithm used in our numerical
code is presented in Algorithm6.
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Algorithm 6 Classic algorithm proposed by [3] heterogeneous elastic materials with
eigenstrains and applied macroscopic stress
Initialization : ( €*(x;) known)
1 BEO = (e*(xy)) +C” ' : %
2: €°(xq4) = E(AO) Vxq € 0
3: Compute T'(§;) and B(&;)VE;
Itération : i + 1 ( €'(x4) and E' known)
4: T (xy) = 0C(x4) : €'(xq) — C(x4q) : €*(xq)

5: 7€) = FFT(T7(xq)) |

6: €t (xq) =E' = FFT(L(&) : 77(&)) (xa))
7. o (x4) = C(xq) : (€Z+j1(xd) — &"(xa)),

g B = (e (xq)) — €7 (xa) 1 (0" (xa))

9: Convergence test

10: If convergence is achieved
L ﬁ*<€j) = _B<€j) : 7A'l+1(£j)
12: u(xy) = FFT_l(ﬁ*(ﬁj)) + (Viu(xy))-xq)

As demonstrated in the previous chapter, the use of the classic Green operator
for the computation of mechanical fields leads to spurious oscillations at material
discontinuities. Therefore, to compute the displacement field without oscillations,
we proposed a third order discrete Green operator associated to u*(§) .

3.2.2 Discrete Green operator to compute the displacement
field

The derivation of a discrete Green operator to compute the displacement field
which will be denoted B” | is straightforward and based on the derivations given in
the previous chapter. In fact, this expression can be deduced from the expression
of the discrete periodized Green operator to compute the strain/stress field : T'P.
Eq.3.1 and eq. 3.5 give the Fourier transforms of both the strain and displacement
fields as function of two Green operators and the derivation of the expression of I'”
is based on Eq.3.5 and as both equations have the same form, we conclude that the
expression of B”, is similar to I'” [38, 37]. For a 3D problem, the discrete consistent
operator B is obtained from the definition :

@2(&,,) = B (€,,) : 70(€,,) V€, #0 (3.9)
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such as :

BA (5 ) A OOE ( 1)m 1 1 BA (E + + + ) (3 10)
yar m,n,p=-—00 mN +1 niN +] Z?N -+ q mN+i,nN+j,pN+q ’
where .

Ajjq = (i\:)i% sin (%) sin (7;\‘[7) sin (?\?) (3.11)

—_

Due to the symmetry properties of B , BY has these symmetries Bf = Bpb;;

%q(—ﬁ) = BJ.(§). Mem/()fy and time /gptimization used in the calculation of
ry (&ij,) are all valid for BP(€;;,) and B is performed only once before perfor-

ming the iterative algorithm. The infinite series ]§B(€ijq) converges but it is not
easy to theoretically and mathematically investigate the convergence of this infinite
series. In the next sections, numerical examples will be used to study this conver-

gence. However, it is observed that BP has a better convergence rate than I'?. This
can be explained using eq.3.10 and the fact that V;; is a polynomial homogeneous
function of degree 4 and D is a polynomial homogeneous function of degree 6 so
the I';;,; components are homogeneous functions of degree 0 (see chapter 2) and the
é;q components are homogeneous functions of degree —1.

3.2.3 Discrete operator to compute displacement fields at
voxels corners

The previous discrete Green operator allows to compute the displacement field
at the center of the voxels. In some cases, it is convenient to compute the displa-
cement field at the voxels corner. In the next section for example, the application
of the subvoxelization method requires the displacement field at voxels corner. This
computation is performed using the Fourier shift theorem and leads to this third
order Green operator :

© eiﬂﬁi ei%j 61% -~

5D
By (qu) = Aijq Z mN +inN +j pN + qB(smN-&-i,nN—i-j,pN-&-q)

m,n,p=—00

(3.12)

where A;;, is defined in the previous section.
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3.2.4 Application to the computation of displacement field

The third order Green operator is used in the previous algorithm to compute the
displacement field due to an Eshelby-like squared prismatic dislocation loop. Such a
dislocation loop is modeled by a one voxel thick square-shaped 32 x 32 x 1 inclusion
in 128 x 128 x 128 voxels unit cell. The volume fraction of deformed voxel in this
case is 0.000488. The linear part E.x will be neglected and the study will be held
only on the fluctuation term u*.

The isotropic elastic constants of both matrix and inclusion are the following :
The Young’s modulus is E,, = E; = 333.4G Pa and the Poisson ratio is v, = v; =
0.26. This approximately corresponds to the room temperature elastic constants for
a single crystalline Ni-based superalloy. The eigenstrain field (52} =0 for all 7,7 ex-
cept €% = 1) is responsible for an equivalent Burgers vector for this prismatic loop
equal to b = 2ase}; where 2ag3 is the thickness of the inclusion in the z-direction (i.e.
the voxel size). The analytical solution corresponding to this Burgers vector is given
in Appendix C. Fig. 3.1 shows the normalized components u; /b and u3/b, along the
2z — axis obtained from the approximation of CGO, DGOy and from the analytic
solution.

The aim of this example is to study the convergence of the associated DGOy, when
k increases, its accuracy on the displacement field and its capability to completely
suppress oscillations on the displacement field at the materials discontinuity between
the inclusion and the matrix along the z- axis. The analysis of the figure shows that
far from the dislocation loop, the FFT-method solutions and the analytic solution
are almost identical. Near the dislocation loop, the FFT-based method with CGO
approximation shows some oscillations in both components. These oscillations are
related to the Gibbs or aliasing phenomenon discussed in the previous chapter. These
oscillations are suppressed with DGOy.

3.2.4.1 Convergence and accuracy of ﬁf’(éijq)

From %k = 21, the values of these normalized displacements are almost identical
eq. 3.2, which shows a faster convergence of B? in comparison with the results
obtained with f‘D in the previous chapter. This trend was expected as discussed in
section 3.2.2.

In order to quantify the convergence of displacement-based periodized DGOy, two

relative differences ¢; and e3 are calculated between the analytic solutions and the
numerical solutions for u; and us, respectively obtained at different locations from
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FIGURE 3.1 — The displacement field component us (figures (a) et (b)) and u; (figures
(c) et (d)) along a centered z-axis for a flat cubic-shaped inclusion (Eshelby-like
squared prismatic dislocation loop), given by the analytical solution (see Appendix
C) and computed with CGO, DGOy, for different k (DGO;, DGOg, DGOy, DGO31,
DGOg1, DGOq1).

DGO, or CGO. These relative differences are defined as :

u'izum _ uzlznal
€1 :| anal |
uy
ugum _ ugnal
€3 :| anal |
ug

Figs. 3.2(a)(b) shows the values of ¢; and €3 for the DGOy, and the CGO methods.
These values are computed at the center of the inclusion (point O) and plotted as
a function of k using logarithmic scales. Regarding ¢, (Fig. 3.2(a)), the solution
given by the DGO}, is more accurate than the CGO from k = 5 where ¢; < 1073,
Regarding €3 (Fig. 3.2(b)), the solution given by the DGO, is more accurate than
the CGO for all k values with e5 < 1073.
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FIGURE 3.2 — Relative error ¢; (figure (a)) and €3 (figure (b)) computed at the
center of the inclusion (point O) for different values of k with displacement field
components u; and wus. Solid lines represent the CGO solution and dotted lines
represent the DGO, solutions.
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Furthermore, on almost all components, the displacement field giving by the FFT-
solution using the CGO based on B shows numerical oscillations due to the physical
displacement discontinuity embodied by the Burgers vector describing strong plastic
incompatibility at the interface between the inclusion and the matrix. These oscilla-
tions are completely removed by replacing B with the proposed periodized discrete

operator B” and the DGOy, (k=21) solution is a good compromise between accu-
racy as seen in Fig. 3.1 and computational cost (k remains low enough).

3.2.4.2 Displacement field at the voxels corner

The operator B (&ij,) (see eq. 3.12 ) is used to compute the displacement field
(lf the previous conﬁgurazion. Fig 3.3 compares the displacement field obtained with
BD(SZ-jq) (eq. 3.10) and Bg(ﬁijq) (eq. 3.12).

a b

06— L 1 L L 1 L s -
-60 -40 -20 0 20 40 60 -60 -40 -20 0 20 40 60

. s - 06—

Distance from center (voxels) Distance from center (voxels)

F1GURE 3.3 — The displacement field component w3 along a centered z-axis for a flat
cubic-shaped inclusion (Eshelby-like squared prismatic dislocation loop. (a) With
discrete Green operator (eq. 3.10). (b) With shift discrete Green operator (eq. 3.12).

3.2.4.3 Effet of the Fourier grid resolution

In this section, we focus on the impact of the Fourier grid resolution on the
numerical solutions. Moulinec and Suquet [99] first observed that the occurrence
of oscillations on the mechanical fields is closely related to the number of voxels
used in the discretization of the unit cell, i.e. the Fourier grid resolution. Fig. 3.4
compares the numerical results obtained with CGO and DGOy, for two different
configurations : a unit cell constituted of 128 x 128 x 128 voxels with a centered
square inclusion of 32 x 32 x 1 voxels and a unit cell constituted of 32 x 32 x 32 voxels
with a centered square inclusion of 8 x 8 x 1 voxels. Fig. 3.4 shows the normalized
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component uz/b of the displacement field along the line dj for these two configu-
rations. We first notice that the C'GO exhibits numerical oscillations close to the
discontinuity of uz which should theoretically be equal to b. The magnitude of these
oscillations decreases as the number of voxels increases. However, these oscillations
are not completely removed with the CGO and are always present even for a good

resolution of 128 x 128 x 128 voxels. The new periodized discrete operator B? here
embodied by the DGOs; allows to remove all oscillations for both resolutions. This
result shows a non negligible advantage of the DGO over the CGO to give accurate
results devoid of oscillations even for low Fourier grid resolutions to describe a given
physical problem.

06 [ T T T T T T T ]
0.4 F -
0.2 F -
o)
\CV)
o> 0r I
0.2 F -
O  cco(323
CGO(128%)
04 - O DGO,,(32% | -
DGO, (128%)
'0.6 1 1 1 1
-80 -60 -40 -20 0 20 40 60 80

Distance from center (voxels) along (d 3)

FIGURE 3.4 — Effect of the discretization level (Fourier grid resolution) on the accu-
racy of the displacement field component u3/b along ds for a flat cubic-shaped inclu-
sion (Eshelby-like squared prismatic dislocation loop) given by CGO, and DGOq
for two resolutions : 32 x 32 x 32 voxels (8 x 8 x 1 voxels for the inclusion) and
128 x 128 x 128 voxels (32 x 32 x 1 voxels for the inclusion).
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3.3 Voxelization artifacts and proposition of sub-
voxelization method

3.3.1 Displacement field due to an inclined dislocation loop

In the previous section, the computed displacement field is due to a square dislo-

cation loop containing in a (001) plane. The modeling of such a plane is easy because
they the loop is consistent with the FFT grid. In a face-centered cubic (FCC) crys-
tal, (111) type slip systems are studied. Fig. 3.5 is a schematic representation of the
two type planes described above. The numerical modeling of (111) type planes are
also quite easy but they are not coherent with the FFT grid. This introduce others
numerical effects on the computed mechanical fields [49, 38]. In order to understand
this phenomenon, let us study a simple case.
The studied material is discretized in N x N x N voxels (N = 128). We consider
a square dislocation loop with a +[01 — 1] Burgers vector (b(by, b, b3))lying in a
(111) slip plane of a FCC crystal. As in the previous sections, the dislocation loop
is 32 voxels wide in the x and y directions, and 1 voxel thick but now with a z
position such that x4+ y+ 2z = constant. For example, in the case of a centered plane
dislocation, we have : x +y+ 2z = 64+ 64+ 64. The displacement has been computed
with the periodized operator I'P. Fig. 3.6 shows the normalized component ug of
the displacement field along the z — azis.

FIGURE 3.5 — Schematic reprsentation of slip planes and different square loops. On
the left, a (001) plane consistent with the FFT grid and on the right (111) plane,
not consistent with the FFT grid
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FI1GURE 3.6 — Displacement field due to an inclined dislocation loop. The displace-
ment field is represented along a centered line parallel to the z — axis

The displacement field represented on Fig 3.6 does not show numerical oscilla-
tions. Although the third order Green operator BP is used, this result was not trivial
because inclined dislocations are known to be difficult to study and usually lead to
spurious numerical oscillations on the mechanical field [49]. In reference [49] for
example, the authors develop a special algorithm to study this type of dislocations.
Another phenomenon appears on the displacement field. This phenomenon is shown
on the figure by black arrows. Our calculations showed that this effect appears only
in the case of inclined dislocation loop. In the next subsection, all the possible causes
of this phenomenon are described and after, a sub-voxelization method to suppress
these artifacts is proposed.
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3.3.2 Origin of the voxelization artifacts

Let us consider Fig 3.7 which is a schematic presentation of deformed voxels
(voxels with eigenstrains) containing a (111) loop plane with black edges and voxels
along which the displacement field on Fig3.6 is represented with red edges. The
displacement in the center of the voxel belonging to the loop plane (numbered 0),
is zero. A first neighbor voxel such as the one numbered 1, shares three faces and
nine edges with the loop voxels. A second neighbor voxel such as the one numbered
2 shares no face and only three edges with the loop voxels. Further voxels have no
contact with the platelet. Therefore, these voxels seem to be more influenced by the
eigenstrain in the deformed voxels. As a consequence, the position at these voxels
are shifted relative to the expected one, so that the displacement difference between
these voxels is significantly lower than b, see Fig. 3.6 (points indicated by black
arrows).

L

FIGURE 3.7 — Schematic representation of deformed voxels containing in (111) plane
and voxels along which the displacement field is represented

Although the amplitude of this shift is small (less than 10% of the Burgers
vector) it has unwanted consequences on the diffraction peak simulation. In fact,
the diffraction peak profile are function of the displacement phase taken here as the
displacement modulo Burgers vector. Due to these artifacts, a local oscillation of
the displacement phase is observed. Fig. 3.8 represents the displacement phase : the
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representation is made for 32 voxels centered in the unit cell along z direction. In
the next chapter, numerical examples will confirm that this local oscillation on the
displacement phase strongly affects the tails of the diffraction peaks.

><1p'3

phase

2 1 1 1 1 1 1 1
-15 -10 -5 0 5 10 15

Distance from center (voxels)

FIGURE 3.8 — Local oscillation of the phase due to artifacts (the representation
is made for 32 voxels centered in the unit cell along z direction). The red line is
approximately equal to the phase expected for this displacement field

3.3.3 Sub-voxelization method

The (conceptually) simplest way to remove this voxelization artifact would be
to work on a multiple grid (to multiply the number of voxels along each direction
by 2, 4, or more), then to down-sample the displacement field data. In that case,
the FFT algorithms would lose much of their interest due to these more demanding
computational efforts. We show below that this can be done in a more economical
way by applying a patch to the FFT-computed displacement field.

Our technique is based on Fig. 3.9a below. This figure is a 2D representation (for
the sake of clarity) of inclined dislocation loop modeled by voxels with eigenstrain
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(red voxels). The usual FFT grid containing N x N x N voxels is represented on
Fig3.9a. The displacement field due to the inclined dislocation loop is computed on
this grid and is denoted u*™(x). On this grid the thickness of the dislocation loop
seems to be larger than the physical thickness of the dislocation loop. There is only
one way to reduce the thickness : to increase N. This is shown on Fig. 3.9b.

The principle of the method is to compute the displacement field denoted us**(x)
(due to this more realistic dislocation loop) at some neighboring voxels using the
usual grid of Fig. 3.9a. A patch D(x) is then computed for the neighboring voxels
by subtracting u"™(x) from us**(x) :

D(x) = u*(x) — u"""(x) (3.13)

FIGURE 3.9 — 2D representation of a dislocation loop in a tilted plane on a (8 x8 FFT
grid. (a) With a homogeneous eigenstrain in the voxels occupied by the dislocation
loop. (b) With each voxel subdivided into 4 x 4 sub-voxels, 4 of which have a non
zero eigenstrain

This patch is stored and added to u"™(x) for all neighbors of an isolated de-
formed voxel. The computation of u**®(x) on the usual grid is based on the figure
below. Fig. 3.10a representes a deformed voxel on a usual grid centered in O in gray.
The displacement field u*™ due to this deformed voxel on another voxel of the usual
grid centered at A is computed using Algorithm6. This voxel is now discretized in
n x n sub-pixels for 2D applications or n x n X n sub-voxels in 3D applications (4 x 4
sub-pixels in the example). u** is the displacement field at voxel centered at point
A due to this sub-voxels centered at B;.
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The displacement u®* is also equal to the sum of the displacement field ug due

to a single sub-voxel deformed centered at O on a row of sub-voxels centered at

Ajsuch as OA; = B;A. This is shown in Fig. 3.10b. Now considering Fig. 3.11, this

displacement field ( u*?) is also equivalent to the sum of the displacements u;j due

to a deformed voxel centered at point O on the initial grid on points A} such as
OA’ = nB;A. This is shown in Fig. 3.11b. The only difference between these last
two sums is due to the long-range strain field, and approximately results in a linear
drift of the displacement. As the end of the vectors OA’; does not lie on the grid
points (voxel centers) but on the corners of the voxels, the displacement field on
Fig. 3.11b must be calculated with the shifted Green operator Bg. A last point is
the scaling of the u{ and u;j sums during the operations of Fig. 3.10 and Fig. 3.11.
To keep the one Burgers vector jump between both sides of the sub voxels plane in
Fig. 3.10a, the eigenstrain in the sub voxels must be multiplied by n. The backwards
change of scale requires a division by n, therefore there is no scaling factor between
u"™ and u*. In conclusion,u®*® is computed on the usual grid using the method
described above

FI1GURE 3.10 — 2D representation of the computational grid. Black dots correspond
to the voxels center. (a) A voxel with center O is discretized in 4 x4 in 2D (4 x4 x 4)
sub-voxels. Some sub-voxels contain an eigenstrain (red sub-voxels). We want to
compute the displacement field at voxel centered at point A, due to these deformed
sub-voxels centered at B;. (b) Effect of one deformed sub-voxel centered at O on a
row of sub-voxels centered at B; such as OA; = B; A. The sum of these effects is
equal to the previous displacement field.

In our numerical code, the patch D(x) is stored as ij (x). ij (x) is the difference
in displacement in direction 7 due to a voxel which belongs to the plane "pl” of a
dislocation loop with a Burgers vector j at a position (x) relative to the transformed
voxel. For a for fec "pl” is equal to (111),(111),(111),(111) .
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F1GURE 3.11 — Effect of deformed voxels of the usual grid centered at O on a row of
voxels (computed at corners A’ using a shifted Green operator) such as OA; = nB; A.

This sum is equal to previous wanted sum.

This means that 36 components of ijl- (x) must be computed. In practice, in
a material with cubic symmetry, it is sufficient to compute Dii'(x) and D3i'(x),
and to use the symmetries of the cube (fourfold [001] axis, threefold [111] axis, and
(110) symmetry plane) and suitable exchanges of the components of (x) to obtain
the required components. The final recipe to compute Df;(x) and use the patch is

now summarized :

- First, define one centered voxel with the eigenstrain associated to a dislocation

with a Burgers vector [001] in a (111) plane.

- Second, compute the displacement field in directions uf°™ and uj°™ at the
voxels center around the transformed voxel with the discrete periodized operator

BD
hom and ufo™ at the voxels

- Third, compute the displacement field in directions uj
corner around the transformed voxel with the shifted discrete periodized operator

D
Bg.
'y
> ug sums (n X n terms for each

- Fourth, calculate the uf** = ullj and u§"’ =
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sum) as in fig. 3.11a, then the raw Dii'(x) and Dii'(x) for (z1, o, x3) going from

—3 to 3 times the voxel size.

- Fifth and lastly, use the farthest voxels to correct the drift of the components
by a linear approximation so that all terms for large x are zero, and keep only the
terms for the first three neighbors to be non zero

3.3.4 Numerical applications

In this section, the sub-voxelization method, is applied to some mechanical pro-
blems of computing the displacement field.

3.3.4.1 A single centered inclined dislocation loop

Let us consider the same example as in section 3.3.1. The computed displacement
due to the inclined loop is now computed and corrected using the sub-voxelization
method. The result is presented in Fig. 3.12. The centered point which is zero is
shifted by b/2.

3.3.4.2 A random distribution of inclined dislocation loops

In this example, we consider a homogeneous anisotropic copper. The elastic
constants of this cubic material are C7; = 168.49GPa, Co = 121.42GPa,Cyy =
75.39G Pa . This material contains 64 hexagonal dislocation loops randomly distri-
buted in the material and lying in a (111) plane. All the size of the loops are identical
and equal to 128 voxels. The Burgers vector has the form b = §[—110] (a is the
lattice parameter). In this example, the RVE is discretized in 512 x 512 x 512 voxels.
As in the previous examples, the displacement field is only due to the eigenstrain
contained in deformed voxels. The volume fraction of the deformed voxels in this
case is equal to 0.0233. So the linear part will be considered.

Fig. 3.13, shows the fluctuation displacement field computed with the classic
Green operator B. One denote the oscillations on the displacement field. Fig. 3.14,
shows the fluctuation displacement field computed with the discret