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## Foreword

This document attempts to survey the distinct Implicit Computational Complexity results obtained in the last three decades, focusing not only on the author's results and trying to be as exhaustive as possible by presenting the main advances obtained in the field. For this to be presented in a concise way, some arbitrary choices had been performed and some lines of work could have been put aside or not described in full details with all results.

This document is not introductory to Implicit Computational Complexity (ICC) and it is assumed that the reader is familiar with the following fields of theoretical computer science:

- Computability theory. General notions of decidability/undecidability, computability/uncomputability and computational models such as Turing Machines (TM) or Random Access Machines (RAM) will be used throughout the document. An introduction to these notions can be found in [Sav98].
- Computational complexity. This document discusses various characterizations of wellknown complexity classes such as Alogtime, NC, (F)P, NP, (F)PSPACE and EXPTIME. [AB09] provides an interesting overview of the subject.

Some more technical and specific knowledge on the following programming languages/computational models and their semantics is required.

- Function algebra are used in Chapter 1, Chapter 3, and Chapter 4. Their definition and knowledge on existing characterizations based on such formalism will help the reader.
- Lambda calculus is used throughout the document. Basic knowledge about its syntax and semantics is required. Knowledge about the simply typed lambda calculus and System $F$ will also be helpful.
- Imperative programs are used in Chapter 1 and Chapter 3. The language under study is an abstract and simple language. Some knowledge on processes and multi-threads will also be required in Chapter 3.
- Term rewrite systems are used throughout the document. We provide some very brief introduction to this formalism at the beginning of Section 2.2.

Some extra and specific knowledge about object oriented programs and specialized computational models such as the $\pi$-calculus, quantum programs, the Blum-Shub and Smale model, and computable analysis will be required in Chapter 3 and Chapter 4. For OO programs, basic knowledge in Java programming and about the formal semantics of such languages, e.g. FeatherweightJava, is enough to get a full understanding.

For each of these formalisms, we provide the corresponding sections and a complementary reading of interest in Table 1.
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Some specific knowledge on the following tools/techniques is also required.

- Interpretations, type systems, and linear logic are the main tools used throughout the document.
- Termination techniques are used in Chapter 1 and Chapter 2. Knowledge on Recursive Path Orders (RPO) and Dependency Pairs (DP) will help the reader in understanding the corresponding sections.
- Some basic on category theory will be used in Chapter 3 and Chapter 4. Categorical knowledge on the notions of algebra and coalgebra will also be helpful in Chapter 4.
- Some knowledge on higher-order complexity will be helpful in Chapter 4. Some basic notions are provided in Section 4.2.
- Some knowledge on the complexity of real functions, i.e. functions over $\mathbb{R}$, will also be required in Chapter 4.

For each of these tools/techniques, we provide the corresponding sections and a complementary reading of interest in Table 2.
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### 1.1 Computational Complexity

### 1.1.1 Description

Computational complexity is the discipline of classifying functions depending on their inherent difficulty or cost. In this field, machines, more specifically Turing Machines (TM), are used as standard computational models for estimating the degree of difficulty of a function. Machines are compared by relating the cost (sometimes referred as Blum complexity measure [Blu67]) needed to produce an output i.e., to reach a final state, to the input size (the number of non empty cells on the input tape at the beginning of the execution), for any possible input. Examples of such costs are the time, defined as the number of transitions required for the execution to complete,
or the space, defined as the maximal number of non empty memory cells at any time during the execution. ${ }^{1}$

The comparison between machines can be extended to functions. Given a function $t: \mathbb{N} \rightarrow \mathbb{N}$, a function $f$ is computable with cost $t(n)$ if there exists a machine computing $f$ with cost at most $t(n)$ for any input of size $n$.

Focusing on time cost, FP is defined to be the class of functions computable in polynomial time by a deterministic TM. A function $f$ is in FP if there exist a deterministic machine $M$ and a polynomial $P$ such that $M$ computes $f$ at cost at most $P(n)$, for all input of size $n$. The class FP is commonly considered to be the class of tractable or feasible first order functions contrarily, for example, to the class of functions computable in exponential time. ${ }^{2}$ Indeed, a function computable by an algorithm, whose runtime is equal to $2^{n}$, would take more than $10^{22}$ years to complete on a computer with clock rate at most 1 GHz on an input of size 128 (i.e. only 16 bytes)!

If we restrict our study to decision problems, functions whose codomain is $\{0,1\}$, then we can define in a similar way P and, respectively, NP to be the classes of decision problems decidable in polynomial time by a deterministic machine and by a non-deterministic machine, respectively. While P is the class of decision problems that can be solved in polynomial time, NP is the class of decision problems whose solution can be checked in polynomial time. However, because of non-determinism, the set of such solutions has a cardinality exponential in (a polynomial in) the input and, consequently, it is unclear whether the two classes coincide, thus leading to the well-known open issue $\mathrm{P} \stackrel{?}{=}$ NP.

Computational complexity has been deeply studied for more than half a century by considering distinct computational models, distinct cost models, distinct functions, and problems and trying to classify and compare them leading to a rich and deep, though uncomplete, understanding of difficulties and limits of computer science [AB09, Pap03, Sip06, Zoo]. The applications of computational complexity are of high interest as understanding and finding the physical limits of computations allows the programmer to avoid them or push them using several methods (approximation algorithms, distributed architectures, heuristics, ...) and highly motivates the researcher to try to develop more efficient technologies for tomorrow (quantum theory, distributed architectures, ...).

### 1.1.2 Strengths and weaknesses

Although computational complexity also studies alternative computational models (RAM, circuits, ...), its strength lies in the fact that, as in computability theory, TMs remain a robust computational model for a wide variety of complexity classes. Indeed, many classes can be expressed in terms of (variants of) TMs. One can think for example of Alternating Turing Machines (ATM) for characterizing circuit complexity classes [CS76] or Oracle Turing Machines (OTM) that make possible to tame second order polynomial time complexity [KC91].

This strength is emphasized by the Invariance Thesis of Van Emde Boas [Boa14] stating that "there exists a standard class of machine models, including all variants of TM and variants of RAM, where models can simulate each other with a polynomial time bounded overhead and a constant factor space bounded overhead".

This robustness strength is also its major weakness. While computational complexity focuses on machines, modern programmers are mostly interested in high level programming languages. It

[^0]is well-known that the complexity of programs is not directly related to computational complexity as standard programmers mostly focus on asymptotic complexity rather than computational complexity. In such a framework, a simple for loop program guarded by the integer $n$ will be considered to be linear in $n$ while the corresponding machine simulating this loop using a binary representation will execute in exponential time $2^{|n|}$ in the input size, the size of the binary word representing the integer $n$ being $|n|=\left\lceil\log _{2}(n)+1\right\rceil$.

Moreover, the Invariance Thesis does not hold for programs based on models like the lambda calculus or term rewriting systems as it is well-known that some reduction strategies can compute an output of exponential size in a linear number of reductions in the input size. Although the Invariance Thesis holds on variants of the lambda calculus based on the notion of explicit substitution and the notion of useful reduction [ADL14], it turns out that such models are in need of their own tools to be analyzed correctly.

Worst of all, computational complexity does not give a hint on how to design a program of a given complexity class. This weakness is tied to the explicit nature of the resource bound provided that does not give ways of building/certifying programs. This is particularly problematic for people interested by safety and security applications of computational complexity as it highlights the impossibility to develop automatic methods for certifying the complexity of such machines.

### 1.2 Implicit Computational Complexity

### 1.2.1 Description

The development of Implicit Computational Complexity (ICC) is concomitant to the will of solving all the aforementioned issues by finding static methods for analyzing automatically the complexity of "real" programming languages without explicitly referring to machines and without explicitly providing a resource bound.

ICC aims at defining criteria such that any program satisfying a given criterion will compute a function of a given complexity class. As the bound on resource consumption is implicit, the analysis is more suited to be applied in a static analysis perspective under the requirement that the criterion is not too hard to check from both a computability perspective and a complexity perspective: the programmer has no prior knowledge on the complexity of the code under analysis and wants to obtain some guarantees on it for a safe execution.

The aim of ICC can be summarized as follows. Given a programming language $\mathcal{L}$ and a complexity class $\mathcal{C}$, find a restriction $\mathcal{R} \subseteq \mathcal{L}$ such that the following equality holds:

$$
\{\llbracket \mathrm{p} \rrbracket \mid \mathrm{p} \in \mathcal{R}\}=\mathcal{C}
$$

where $\llbracket p \rrbracket$ is the function computed by the program $p$.
The above equality is extensional, i.e. it deals with sets of functions rather than programs and/or machines. The semantics $\llbracket-\rrbracket$ is often omitted when it is clear from the context, for example when p is a program from binary words to binary words.

The inclusion from left to right means that any function computed by a program of $\mathcal{L}$ satisfying the criterion $\mathcal{R}$ is in $\mathcal{C}$. This property is called Soundness. Conversely, for any function $f$ in $\mathcal{C}$, there exists a program in $\mathrm{p} \in \mathcal{L}$ such that $f=\llbracket \mathrm{p} \rrbracket$ and $\mathrm{p} \in \mathcal{R}$ hold. This property is called (extensional) Completeness.

The considered language $\mathcal{L}$, complexity class $\mathcal{C}$, and criterion $\mathcal{R}$ are parameters of ICC characterizations that vary greatly from one work to another. As we will shortly see, the ICC literature consists of a tangle of such results where the language can range over programming languages
from functional to Object Oriented (OO), the complexity class can range from subpolynomial complexity to polynomial complexity and beyond, and where the criterion can, non exhaustively, be a type system, a syntactical restriction or a constraint based method.

### 1.2.2 Historical background

The paper [Cob65] is commonly accepted as the founding paper of ICC. In this paper, Cobham provides a characterization of polynomial time on function algebra that is formalized in [BC92] as follows.

Theorem 1.2.1 (Cobham's characterization of FP). The least class of functions containing the constant function $z=0$, the projection functions $\pi_{j}^{n}\left(x_{1}, \ldots, x_{n}\right)=x_{j}$, the successor functions $s_{i}(x)=2 \times x+i, i \in\{0,1\}$, the smash function $\#(x, y)=2^{|x| \times|y|}$ and closed under standard composition (COMP) and Bounded Recursion on Notation (BRN):

$$
\begin{aligned}
\operatorname{ComP}(f, \bar{g})(\bar{x}) & =f(\bar{g}(\bar{x})),{ }^{3} \\
\operatorname{BRN}\left(f, g, h_{0}, h_{1}\right)(0, \bar{x}) & =f(\bar{x}), \\
\operatorname{BRN}\left(f, g, h_{0}, h_{1}\right)(2 y+i, \bar{x}) & =h_{i}\left(y, \bar{x}, \operatorname{BRN}\left(f, g, h_{0}, h_{1}\right)(y, \bar{x})\right), \text { when } 2 y+i \neq 0, \\
& \text { provided that } \forall y, \bar{x}, \operatorname{BRN}\left(f, g, h_{0}, h_{1}\right)(y, \bar{x}) \leq g(y, \bar{x}),
\end{aligned}
$$

is exactly FP.
Turning back to previous definition of an ICC characterization, the programming language $\mathcal{L}$ under consideration would be a simple function algebra that can be seen as a first order equational programming language and the complexity class under consideration is FP. A program $p \in \mathcal{L}$ would pass the criterion $\mathcal{R}$, noted $p \in\left[z, \pi_{j}^{n}, s_{i}, \# ; \operatorname{COMP}, \mathrm{BRN}\right]$, if it can be written from the base functions of Cobham's algebra $\left\{z, \pi_{j}^{n}, s_{i}, \#\right\}$ and using the COMP and BRN schemes as building blocks. Hence, Theorem 1.2.1 can be restated in a concise way as

$$
\left\{\llbracket \mathrm{p} \rrbracket \mid \mathrm{p} \in\left[\mathrm{z}, \pi_{\mathrm{j}}^{\mathrm{n}}, \mathrm{~s}_{\mathrm{i}}, \# ; \operatorname{COMP}, \mathrm{BRN}\right]\right\}=\mathrm{FP} .
$$

The above characterization of FP proved by Rose in [Ros87] provides a way to build new functions inductively from functions that are already in the class using a combination of the COMP and BRN schemes and is considered to be the first ICC characterization of a complexity class because it is machine independent. However it suffers from requiring an extra resource bound $g(y, \bar{x})$, whose check is very difficult, and is then not purely implicit.

This important drawback has been tackled independently by Bellantoni and Cook [BC92] and Leivant and Marion [LM93, Lei95] who have characterized FP on function algebra using a restricted version of primitive recursion scheme called safe recursion and ramified recurrence (based on a tiering discipline), respectively. These works mostly restrict the way recursion is allowed and provide the first pure ICC characterizations of FP and, hence, can be seen as the seminal works of the ICC community. These works have also been extended to lambda calculus [LM93] and polynomial space [LM94] as well as calculi with higher types [BNS00, Hof00], since then, these lines of works have continued to be of great and growing interest to computer scientists willing to study program complexity.

Before having an overview of the distinct existing analyses, we will try to understand and find the common mechanisms underlying most ICC works. As mentioned above, the class of functions computable in polynomial time (FP) was the main targeted class. This was primarily due to the assumed tractability of its inhabitants by Cobham-Edmonds thesis. As every programmer knows
that an exponential can be encoded simply by iterating data duplication or copy, most of the studies were performed in the spirit of preventing such bad behavior from happening. It turned out that such a simple intuition led to very distinct developments that were mostly influenced by the programming language (or paradigm) on which they were implemented. We can classify the ICC works in the literature in a somewhat arbitrary manner in distinct schools of thought depending mostly of the computational paradigm and the tool used to perform the analysis:

- function algebra and safe recursion,
- lambda calculi and light logics,
- term rewrite systems and interpretations,
- imperative programs and dataflow / control flow methods.


### 1.2.3 Function algebra and safe recursion

The function algebra approach consists in fixing a finite sequence of initial functions $\mathcal{I}$, in fixing a finite sequence of operators (or recursion schemes) $\mathcal{O}$ mapping functions to functions, and in considering $[\mathcal{I} ; \mathcal{O}]$, the smallest set of functions containing all the initial functions of $\mathcal{I}$ and closed under the operators of $\mathcal{O}$. Such lines of works, for which a very detailed survey can be found in [Clo99], have provided various characterizations of well-known complexity classes, including, non-exhaustively, subpolynomial classes (Alogtime [CK93, Pit98], NC [Clo90, Al191], Logspace [CT95]), polynomial time, FP [Cob65, Ros87], polynomial space, PSPACE [Clo97], and beyond (Grzegorgczyk's hierarchy [Sch69, Mül74]). Extensions to other complexity classes for counting problems have also been considered (e.g. \#P [VW96]).

Most of the aforementioned characterizations are not implicit in the sense that they require the function computed by the closure of the recursion scheme operator to be bounded from above by a function of the class (as in Theorem 1.2.1). As mentioned previously, this problem was solved by Leivant and Marion [LM93] and Bellantoni and Cook [BC92]. We give below the formalism by Bellantoni and Cook where the input of a function is split between normal and safe data separated using a semicolon. In a function call $f(\bar{x} ; \bar{y}), \bar{x}$ is the normal data and $\bar{y}$ is the safe data.

Theorem 1.2.2 ([BC92]). The least class of functions containing the constant zero-ary function 0 , the projection functions $\pi_{j}^{n, m}\left(x_{1}, \ldots, x_{n} ; x_{n+1}, \ldots, x_{n+m}\right)=x_{j}, j \in[1, n+m]$, the successor functions $s_{i}(; x)=2 x+i, i \in\{0,1\}$, the predecessor function $p(; 2 x+i)=x$, the conditional function $C(; x, y, z)=y$, if $x \bmod 2=0, C(; x, y, z)=z$ otherwise, and closed under safe composition (SCOMP) ${ }^{4}$ and Predicative Recursion on Notation (PRN):

$$
\begin{aligned}
\operatorname{SCOMP}(f, \bar{g}, \bar{h})(\bar{x} ; \bar{y}) & =f(\bar{g}(\bar{x} ;) ; \bar{h}(\bar{x} ; \bar{y})) \\
\operatorname{PRN}\left(f, h_{0}, h_{1}\right)(0, \bar{y} ; \bar{z}) & =f(\bar{y} ; \bar{z}) \\
\operatorname{PRN}\left(f, h_{0}, h_{1}\right)(2 x+i, \bar{y} ; \bar{z}) & =h_{i}\left(x, \bar{y} ; \bar{z}, \operatorname{PRN}\left(f, h_{0}, h_{1}\right)(x, \bar{y} ; \bar{z})\right) \text { when } 2 x+i \neq 0
\end{aligned}
$$

is exactly FP . In other words, $\left\{\llbracket \mathrm{p} \rrbracket \mid \mathrm{p} \in\left[0, \pi_{\mathrm{j}}^{\mathrm{n}, \mathrm{m}}, \mathrm{s}_{\mathrm{i}}, \mathrm{p}, \mathrm{C} ; \operatorname{SCOMP}, \operatorname{PRN}\right]\right\}=\mathrm{FP}$.
In [BC92], the characterization is restricted to functions with only normal data. This restriction is not necessary for our purpose as we have clearly distinguished the syntactical function from the object it computes.

[^1]The data duplication is controlled very cleverly in this framework: any normal data guarding a recursion cannot be used more than linearly (in its size) during this recursion as every call consumes a bit of data. Some copies can be passed to the functions in the context ( $h_{0}$ and $h_{1}$ ) but the context cannot perform a recursion on the value computed by a recursive call (as such values are safe data), hence preventing iteration of non-linear functions (including the ones duplicating the size of their argument). To illustrate this point, consider the following function:

$$
\begin{aligned}
\operatorname{double}(0 ;) & =0 \\
\text { double }(2 x+i ;) & =s_{1}\left(; s_{1}(; \text { double }(x ;))\right), \\
\exp (2 x+i ;) & =\operatorname{double}(\exp (x ;) ;)
\end{aligned}
$$

The function double is in $\left[0, \pi_{j}^{n, m}, s_{i}, p, C ; S C O M P, \operatorname{PRN}\right]$ and thus computes a polynomial time function (associating $s_{1}\left(; \ldots s_{1}(; 0)\right), 2 n$ times, to any input of size $n$ ). However exp is (hopefully) not in this class as the use of double as contextual function requires the $\exp (x ;)$ recursive call to be normal and this breaks the PRN scheme.

Predicative recursion and ramified recurrence have encountered a huge success in the community and have been altered in order to provide purely implicit characterizations of other complexity classes such as the subpolynomial classes Alogtime [Blo94, LM00, JdN19], NC ${ }^{k}$ [BKMO08] and NC [Bel95, Lei98, JdN19], and polynomial space [Oit01]. A functional programming language based on safe recursion has also been introduced in [BCR09].

### 1.2.4 lambda calculus and light logics

Another very popular approach lies at the intersection of the Curry-Howard correspondence, between lambda calculus and intuitionistic logic, and the introduction of Linear Logic (LL) by Girard [Gir87]. Linear logic was introduced as a substructural logic for handling operations of duplication and erasure using new logical connectors ! and ?, called the exponentials, in both classical and intuitionistic settings.

In [GSS92], Girard, Scedrov, and Scott have introduced a variant of Linear logic, named Bounded Linear Logic (BLL), introducing an annotated modality $!_{x} A$ that can be translated as $1 \otimes A \otimes \ldots \otimes A$, with $x$ occurrences of $\otimes$, ensuring that proof normalization can be performed in polynomial time and that any function in FP can be represented. Here variable duplication (also called contraction) is handled in a very natural way by the following principle $!_{x+y}(A \& B) \multimap$ $!_{x} A \otimes!_{y} B$. This characterization is a cornerstone result that is not purely implicit since it suffers, as the initial function algebra studies, from the need of providing explicitly the polynomial in the type annotation. This drawback has been solved by two lines of work: Light Linear Logic (LLL) by Girard [Gir98] and Soft Linear Logic (SLL) by Lafont [Laf04].

- LLL and its affine variant, Light Affine Logic (LAL) [Asp98, AR02], provide implicit characterizations of FP (A proof of completeness of LAL has been provided in [Rov99]). The affine variant is obtained by adding full weakening: while a linear variable occurs exactly once in a term, an affine variable occurs at most once. The intuition of light logics is as follows: contraction is allowed for ! variables (i.e. variables that can be duplicated) but the price to pay for this is an annotation by a new modality $\S$, called neutral. Hence duplication is allowed but cannot be iterated. The natural deduction system for LAL taken from [BT09] is shown in Figure 1.1.
Following the encoding provided for System $F$, the Church representation of unary integers can be given the type $N a t=\forall \alpha!!(\alpha \multimap \alpha) \multimap \S(\alpha \multimap \alpha)$ in LAL. The unary double function

$$
\lambda n \cdot \lambda f \cdot \lambda x \cdot(n f(n f x))
$$

$$
\begin{align*}
& \overline{x: A \vdash x: A}(\mathrm{Var}) \\
& \frac{\Gamma, x: A \vdash M: B}{\Gamma \vdash \lambda x \cdot M: A \multimap B}(\mathrm{I} \multimap) \quad \frac{\Gamma \vdash M: A \multimap B \quad \Delta \vdash N: A}{\Gamma, \Delta \vdash M N: B}(\mathrm{E} \multimap) \\
& \frac{\Gamma \vdash M: A}{\Gamma, \Delta \vdash M: A} \text { (Weak) } \quad \frac{\Gamma, x:!A, y:!A \vdash M: B}{\Gamma, z:!A \vdash M[z / x, z / y]: B}(\text { Cntr }) \\
& \frac{\Gamma, \Delta \vdash M: A}{!\Gamma, \S \Delta \vdash M: \S A} \text { (I§) } \frac{\Gamma \vdash N: \S A \quad \Delta, x: \S A \vdash M: B}{\Gamma, \Delta \vdash M[N / x]: B} \\
& \frac{x: B \vdash M: A}{!x:!B \vdash M:!A}(\text { І! }) \quad \frac{\Gamma \vdash M:!A \quad \Delta, x:!A \vdash N: B}{\Gamma, \Delta \vdash M[N / x]: B}  \tag{E!}\\
& \frac{\Gamma \vdash M: A \quad \alpha \notin F V(\Gamma)}{\Gamma \vdash M: \forall \alpha . A}(\mathrm{I} \forall) \quad \frac{\Gamma \vdash M: \forall \alpha \cdot A}{\Gamma \vdash M: A[B / \alpha]}(\mathrm{E} \forall)
\end{align*}
$$

where typing contexts are assumed to be disjoint and $\dagger \Gamma$, for $\dagger \in\{!, \S\}$ and $\Gamma=x_{1}: A_{1}, \ldots, x_{n}: A_{n}$, stands for $x_{1}: \dagger A_{1}, \ldots, x_{n}: \dagger A_{n}$.

Figure 1.1: Typing rules for LAL (version from [BT09])
can be typed by $!N a t \multimap \S N a t$. For any type $A$, the iterator

$$
\operatorname{iter}_{A}=\lambda f \cdot \lambda x \cdot \lambda n \cdot(n f x)
$$

can be given the type $!(A \multimap A) \multimap \S A \multimap N a t \multimap \S A$ and, consequently, double cannot be iterated for the reasons explained above.
It was shown in [Gir98] that the reduction of a LLL proof-net $\pi$ to its normal form can be performed in $O\left((d+1)|\pi|^{2^{d+1}}\right)$, provided that $|\pi|$ is its size and $d$ its depth (number of nested modalities), using a reduction by levels. Consequently, the reduction can be done in polynomial time for term of fixed depth. This result does not hold for terms as demonstrated in [BT09] but was extended to any reduction strategy in [Ter01, BM10].

Theorem 1.2.3 (From [BT09]). The class of functions representable by a typable term of LAL on binary words is exactly FP. ${ }^{5}$

- SLL can be seen as a subsystem of BLL that is complete for polynomial time. The annotations of BLL are replaced by a more careful handling of variable duplication, called multiplexing, as contraction $!A \multimap(!A \otimes!A)$ and digging $!A \multimap!!A$ are not valid in such a system. Multiplexing corresponds to the validity of the following principle $!A \multimap(A \otimes \ldots \otimes A)$,

[^2]$n$ times, for any $n \geq 0$. Here ! is a marker for variable duplication. The church numerals are encoded with type $\forall \alpha .!(\alpha \multimap \alpha) \multimap(\alpha \multimap \alpha)$ and the use of duplication is thus restricted as in the case of LLL. Consequently, the degree of the polynomial is equal to the depth (number of nested modalities) of the proof $\pi$ of the term $M$ plus one (i.e. $O\left(|M|^{d(\pi)+1}\right)$ ).
Theorem 1.2.4 (Adapted from [Laf04]). The class of predicates representable by a SLL proof on binary lists is exactly P. ${ }^{6}$

The above result can be extended to terms and to the complexity class FP (see [BM04]).
LLL and SLL systems have been enriched to complexity classes beyond polynomial time such as elementary time in Elementary Linear Logic (ELL) [Gir98, DJ03] and elementary lambda calculus [BBRDR18] characterizing the elementary recursive functions (functions that can be computed by a TM in time bounded by an exponential tower in the input size). Affine variants such as Elementary Affine Logic (EAL) have also been considered in [BT05]. These systems have also been adapted to the complexity class Logspace on a BLL variant [Sch07], the complexity class NP for LLL [Mau03] and SLL [GMRDR08b], and the complexity class PSPACE for SLL [GMRDR08a].

It is important to mention that the type system for LAL does not enjoy subject reduction and polynomiality is not preserved under $\beta$-reduction. Indeed polynomiality is preserved for proofnets, a circuit-based representation of proofs, but not for terms. This has led to some works on the subject, the most relevant of those being the introduction of Dual Light Affine Logic (DLAL) by Baillot and Terui [BT04] that substitutes the non-linear arrow $\Rightarrow$ to the exponential! using the standard translation $(A \Rightarrow B)^{*}=!A^{*} \multimap B^{*}$ inspired by Barber and Plotkin's work on Dual Intuitionistic Linear Logic [BP96]. A related type system capturing the functions computable in logarithmic space has been studied in [DLS10, DLS16].

A comparison with Bellantoni and Cook function algebra (BC) has been tackled in [MO04] by Ong and Murawski. The two authors remark that "safe variables in LAL are not contractible (i.e. not duplicable), though normal variables are" and manage to embed BC in LAL by restricting BC to a scheme respecting safe variables non-contractibility. This restriction comes at the price of a loss of completeness that is recovered by allowing a restricted form of recursion scheme that can be encoded in LAL on safe variables. This highlights the complementarity of the two approaches as light logics bring polymorphism and higher-order types whereas function algebra provides a more flexible treatment of variable duplication.

There are also related approaches on functional languages. In [Hof99, Hof03], Hofmann develops a type system with linearity properties, called non-size-increasing, ensuring that all definable functions are in FP. This system improves upon previous systems based on predicativity or modality restrictions by ensuring that recursive definitions can be arbitrarily nested. The key intuition is to use a resource type that "cannot be generated out of nothing" and, consequently, ensuring that programs cannot increase the size of their input. Again the main intuition is that program cannot compute outputs whose size is the double of the size of their input. This system in its own is sound but uncomplete for FP: it characterizes the class of functions computable in polynomial time and in linear space. Consequently, the system has to be extended with some form of predicative recursion to recover completeness over FP. The expressive power of this system was more deeply studied in [Hof02].

A last interesting and related line of work on the use of constructors for controlling the complexity of functional programs is the one by Jones [Jon01] on the expressive power of functional

[^3]languages depending on some of their properties such as the use of constructors (cons-free or non-cons free programs) or the allowed recursive calls (tail-recursion) where it is shown that second order programs are more powerful than first order programs as a decision problem is computable by a cons-free first order functional program if and only if it is in P , whereas it is computable by a cons-free second order program if and only if it is in EXPTIME.

### 1.2.5 Term rewrite systems and interpretations

A third line of research corresponds to the notion of (polynomial) interpretation introduced to show the termination of Term Rewrite Systems (TRS) [Lan79] and studied in [CL87, Ste92, Gie95]. Interpretation methods basically consist in assigning a weight over a well-founded domain to any expression of a given TRS so that if an expression rewrites to another, then a strict weight decrease is observed. Termination is obtained as a consequence of well-foundedness. In order to ensure such a property, it suffices that the strict weight decrease holds for any rewrite rule of the TRS and that the underlying strict order enjoys suitable properties such as closure by context and closure by substitution.

More specifically, a strictly monotonic function $[b]: \mathbb{N}^{n} \rightarrow \mathbb{N}$ is assigned to any symbol $b$ of arity $n$ of a $\operatorname{TRS} \mathcal{R}$ and a fresh variable $[x] \in \mathbb{N}$ is assigned to any variable $x$ of $\mathcal{R}$. The assignment $[-]$ is an interpretation if its canonical extension ${ }^{7}$ satisfies that for each rewrite rule $l \rightarrow r$ of the TRS $\mathcal{R},[l]>[r]$, where the strict inequality is checked for any possible assignment of its free variables. The interpretation is called polynomial if all the TRS symbols are interpreted as polynomials over the natural numbers.

It was shown in [CL92] that the functions computed by TRS admitting a polynomial interpretation have a polynomially bounded growth rate although the composition of their derivation is doubly exponentially bounded (in the size of the initial term) as demonstrated by [Geu88, Lau88]. This result was extended in [BCMT98] where a first characterization of FP is provided.

Theorem 1.2.5 (Adapted from [BCMT01]). The set of functions computable by a TRS over unary numbers admitting a polynomial interpretation [-] with the subterm property ${ }^{8}$ and the additivity property ${ }^{9}$ is exactly FP.

Characterizations of functions computable in exponential and doubly exponential time were also provided in [BCMT98], depending on whether the successor is interpreted as a linear function of the shape $a X+b, a>1, b \geq 0$, or polynomial function, respectively.

In this setting variable duplication is allowed but it comes with a price to pay for. Indeed, consider the easiest case where the interpretation ranges over the set of natural numbers $\mathbb{N}$. If we consider a 2-ary symbol $f$ and a polynomial interpretation $[-] \in \mathbb{N}[X, Y]$, by subterm property, $[f](X, Y) \geq X+Y$, and, consequently, a variable duplication in a term is such that $[f(x, x)] \geq$ $2 \times[x]$. Hence duplication is allowed but its iteration is prevented as the interpretation of a term obtained by duplication is smaller than the interpretation of the initial term, a polynomial in the size of the term by additivity and since polynomials are closed under finite composition. Consequently, no exponential can occur under additivity assumption. To illustrate the discussion,

[^4]consider the following simple TRS computing the unary exponential as a counter-example:
\[

$$
\begin{aligned}
\operatorname{double}(0) & \rightarrow 0 \\
\text { double }(\operatorname{suc}(x)) & \rightarrow \operatorname{suc}(\operatorname{suc}(\operatorname{double}(x))), \\
\exp (0) & \rightarrow \operatorname{suc}(0) \\
\exp (\operatorname{suc}(x)) & \rightarrow \operatorname{double}(\exp (x)) .
\end{aligned}
$$
\]

The two rules for double admit the following additive and polynomial interpretation $[0]=0$, $[\operatorname{suc}](X)=X+1,[$ double $](X)=3 X+1$ but it turns out that, for exponential to have an interpretation, the following inequality has to be satisfied $[\exp ](X+1)>3[\exp ](X)+1$. This inequality is clearly not satisfiable by a polynomial function.

Though very interesting, this characterization was suffering from a lack of expressive power (in terms of captured programs). We will discuss this point more deeply in Section 1.3. This issue was partially solved by the introduction of the notion of quasi-interpretation [MM00, BMM01] where strictly increasing functions are replaced by increasing functions and where the strict weight decrease is replaced by a non-strict weight decrease. Consequently, contrarily to interpretations, quasi-interpretations no longer ensure a time property: termination. Quasi-interpretations rather ensure a space property under additivity requirements: the size of the computed value (and the size of each intermediate value computed during the evaluation process) is bounded by the interpretation of the initial term.

But it turns out that complexity classes can be recovered if quasi-interpretations are to be intersected with some termination techniques. Let RPO, be the set of TRS that can be shown to terminate using Recursive Path Ordering (RPO, see Subsection 2.3.3 for a definition) and where all equivalent function symbol calls are compared lexicographically (lexicographic status) or argument by argument (product status).

Theorem 1.2.6 (Adapted from [BMM11]). The set of functions computed by TRS admitting an additive and polynomial quasi-interpretation and terminating by RPO, where all function symbols have a product status, is exactly FP.

On the practical side, a formal library based on quasi-interpretation and RPO allowing to prove that a given program computes a function in FP has been implemented in the Coq proof assistant [ $\mathrm{FHM}^{+} 18$ ].

Interestingly this characterization is extended in an elegant manner to the class of functions computable in polynomial space as a lexicographic comparison on a function recursive calls preserves the polynomiality of the space needed for the evaluation of a term.

Theorem 1.2.7 (Adapted from [BMM11]). The set of functions computed by TRS admitting an additive and polynomial quasi-interpretation and terminating by RPO, where all function symbols have either product or lexicographic status, is exactly FPSPACE.

A characterization of Logspace and linear space based on quasi-interpretations is also provided in [BMM05]. This notion has also been extended in a more refined notion, called supinterpretation, that also allows us to extend the characterization to subpolynomial complexity classes such as Alogtime [BMP06] and $\mathrm{NC}^{k}$ [MP08b]. An exhaustive survey of the complexity class characterizations can be found in [Bon11].

For practical applications, a merge between interpretation techniques and bytecode analysis was presented in [ACGDZJ04] where the authors check properties of pre-compiled first order functional programs on a simple stack machine using quasi-interpretations and RPO. This approach
was also generalized in [ADZ04] to systems of concurrent and interactive first order functional threads.

Another related practical and successful approach is the line of work on amortized resource analysis introduced in [HJ03]. In this work, Hofmann and Jost introduced a type system using a potential-based amortized analysis to infer bounds on first order program heap space consumption. Basically, data types are annotated by potentials and type inference generates a set of linear constraints which are then solved independently by an external tool. While in the seminal papers the analysis was restricted to linear bounds in the size of the input, extensions to polynomial bounds and multi-variate polynomial bounds was designed in [HH10] and [HAH11], respectively. An extension to the heap space analysis of OO programs was performed in [HJ06, HR09, HR13] by counting the memory allocations and deallocations of Java programs and an extension to the time analysis of higher-order functional programs was performed in [JHLH10]. Related approaches using sized types on higher-order functional programs were also developed in [SvKvE07, SvEvK09, SvET13]. The amortized complexity approach is focusing on soundness results rather than on completeness results as the goal is the development of practical tools for program resource analysis as Resource-aware ML (RaML) [HAH12]. This approach is closely linked to that of polynomial interpretations as confluent TRS (or TRS with a fixed deterministic rewrite strategy) can be viewed as first order programs. Moreover, the annotations can be viewed as assignments and the constraints generated are very close to the constraints (inequalities) that can be found in polynomial interpretation methods. Amortized resource analysis has been adapted to TRS in [HM14b, HM15] and has been shown to subsume polynomial interpretations, i.e. if a TRS is well-typed then it admits a polynomial interpretation.

### 1.2.6 Imperative programs and dataflow based methods

The last approach deals with the analysis of imperative programs.
In [Jon99], a characterization of P was provided in terms of read-only recursive while loop programs on binary trees. ${ }^{10}$ If recursivity is withdrawn then a characterization of Logspace is obtained. Such a framework has been extended to a fragment of C with arrays in [KV03] and its study has been extended to the non-deterministic case in [Bon06].

In [KN04], Kristiansen and Niggl use a measure, called $\mu$-measure, ranging over $\mathbb{N}$ and defined on imperative loop and stack programs. This measure was previously defined by Niggl for characterizing complexity classes, including FP, on functional languages [Nig00]. On the imperative paradigm, the $\mu$-measure accounts for the number of nested loops by considering only those loops for which the variables have some interdependence, which more or less corresponds to a duplication. Kristian and Niggl show that the set of functions computed by programs of $\mu$-measure $n$ is exactly the class of functions $\mathcal{E}^{n+2}$ in Grzegorczyk's hierarchy [Grz53]. This line of work was extended in [NW06] to a more general and expressive programming language including conditional, loops and more advanced data structures such as lists or trees.

In [JK05, JK09], Jones and Kristiansen present a new approach based on a matrix typing discipline for loop and while programs. ${ }^{11}$ If the program has $n$ variables, the considered matrices are $n \times n$ square matrices whose coefficients are ranging over the finite domain $\{0, m, w, p\}$, with an underlying order $<$ satisfying $0<m<w<p$. If the matrix $M$ types the command $c$ then $M_{i, j}$ encodes how the $j$-th variable is overwritten by the $i$-th variable after the execution of $c$. The intuition hidden under this 4 -elements domain is as follows: a mwp-bound is a function of the shape $\max (\bar{X}, P(\bar{Y}))+Q(\bar{Z})$, for some polynomials $P$ and $Q$. Variables in $\bar{X}$ correspond to a

[^5]maximum flow $m$, variables in $\bar{y}$ to a weak-polynomial flow $w$, and variables in $\bar{z}$ to a polynomial flow $p$ (and variables that do not appear correspond to a 0 flow). Consequently, values in the typing matrix encode the way each variable is related to other variables in the mwp-bound corresponding to the command execution.

To illustrate this with an example, consider the simple loop command loop $X_{3}\left\{X_{1}:=X_{1}+\right.$ $\left.X_{2}\right\}$. Let $X_{i}^{0}$ denote the initial value stored in $X_{i}$ before execution. At the end of the execution of this command, the three informal equalities $X_{3}=X_{3}^{0}, X_{2}=X_{2}^{0}$, and $X_{1}=X_{1}^{0}+X_{2}^{0} \times X_{3}^{0}$ hold. A corresponding matrix is

$$
\left[\begin{array}{ccc}
m & 0 & 0 \\
p & m & 0 \\
p & 0 & m
\end{array}\right]
$$

as the inequalities can be reformulated by $X_{3}=\max \left(X_{3}^{0}\right), X_{2}=\max \left(X_{2}^{0}\right)$, and $X_{1}=\max \left(X_{1}^{0}\right)+$ $Q\left(X_{2}^{0}, X_{3}^{0}\right)$, with $Q(X, Y)=X \times Y .{ }^{12}$

This type system performs a strict control of variable duplication inside loops and while loops by requiring the closure of the matrix corresponding to the inner command to have nothing but $m$ on its diagonal. The idea is still to prevent iteration of duplication as a command of the shape $X_{k}:=2 \times X_{k}$ cannot be typed by a matrix $M$ such that $M_{k, k}=m$. Indeed, as $X_{k}=\max \left(P\left(X_{k}^{0}\right)\right)$ with $P(X)=2 \times X, M_{k, k}$ is at least equal to $w .{ }^{13}$ Consequently, this command cannot be iterated as the closure will still contain $w$ in the diagonal.

The obtained characterization is that if a command can be typed by a given matrix then the values computed by this command are of polynomially bounded size.

A similar line of work was performed on a low level assembly-like programming language of stack machines in [Moy09]. Here a state is abstracted by its size, each instruction is abstracted by the effect it has on the size of states. The analysis allows to show termination and to study the space consumed during program execution using approaches that are inspired by size change termination principle [LJBA01] and by non-size-increasing principle [Hof02], respectively.

On the practical side, several studies have been performed. Although not always directly related to ICC, these studies mostly target a similar goal (soundness-like): finding worst case analysis for practical programs. Moreover, the techniques used are sometimes based on similar or inspired theoretical approaches. Clearly, in such a practical context, completeness is sacrificed at the price of a better tractability. We will discuss this point more deeply in Section 1.3.

The practical studies can be split in three distinct approaches:

- the SPEED tool [Gul09, GMC09] that implements a multiple counters based approach for computing symbolic bounds on the number of statements a procedure executes depending on (user-defined quantitative functions on) its inputs. The idea is simple but works well: quantitative bounds are generated using invariant generation tools and the the SPEED program has been proved to be efficient and productive on C++ Standard Template Library,
- the COSTA tool [ $\left.\mathrm{AAG}^{+} 07 \mathrm{a}, \mathrm{AAG}^{+} 07 \mathrm{~b}\right]$ that has been introduced as a new symbolic analysis and that can be used to infer termination and complexity properties of Java bytecode; The method tries to infer automatically resource upper bounds on Java bytecode using cost relations. The considered complexity properties are resource usage such as time or space [AGGZ07, AGGZ13],

[^6]- the project CerCo $\left[\mathrm{AAB}^{+} 13, \mathrm{AARG} 12\right]$ (Certified Complexity) of the European Commission FP7 that was attempting to develop a formally verified complexity preserving compiler from an expressive subset of C to some assembly code for embedded systems; the compiler is also providing certified cost annotations for programs.

Some works have also extended the studies of imperative programs to subpolynomial complexity classes. In [HS10], an imperative programming language with pointers over a graph structure called PURPLE is introduced. This language subsumes Jumping Automata on Graphs of [CR80], a particular kind of automata with a state, a graph structure and, pebbles that can move from one vertex to an adjacent vertex or that can jump directly to a vertex containing another pebble, and is shown to be strictly included in Logspace as it cannot encode undirected reachability which is known to be in Logspace as a direct consequence of Reingold's Theorem [Rei08]. It was also shown in [HRS13] that PURPLE captures all of Logspace on locally ordered graphs.

### 1.3 Limits

### 1.3.1 Intensionality vs decidability

Most of the criteria in the literature, including the criteria presented in previous section, are extensionally complete as they consist in characterizations capturing all the functions of a given complexity class $\mathcal{C}$. However most of these criteria are also intensionally incomplete. It means that there exist algorithms computing a function of $\mathcal{C}$ that can be rejected by the criterion. On the one hand, some algorithms are rejected in a highly expected way. For example, if we set $\mathcal{C}=\mathrm{FP}$, a naive algorithm computing a function in FP using an exponential number of steps will hopefully be rejected. On the other hand, some "good" algorithms will be rejected without compromising the extensional completeness. One may think for example of the sorting function. For a given functional language $\mathcal{F}$, a criterion $\mathcal{K} \subseteq \mathcal{F}$ can accept a naive sorting algorithm running in time $O\left(n^{2}\right)$ and reject the quicksort algorithm (which is indeed difficult to capture as its polynomial behavior relies on the ability to show that the input array is semantically divided in two parts with no increase) so that $\{\llbracket p \rrbracket \mid p \in \mathcal{K}\}=F P$ holds but quicksort $\in \mathcal{K}$ does not. Worst of all, most of the characterizations of FP provided in previous section do not capture the natural implementation of the quicksort algorithm. Historically, this kind of intensional incompleteness has been highlighted in [Col89] where Colson has shown that a function computing the minimum of two unary integers $\underline{n}$ and $\underline{m}$, encoding the integers $n$ and $m$, respectively, cannot be implemented by a primitive recursive algorithm on a Call-By-Name (CBN) TRS in time $O(\min (n, m))$, whereas this function can easily be implemented within such a time bound if the constraint on the algorithm is relaxed.

There have been attempts to develop intensional criteria $\mathcal{R}$ such that the following intensional property holds:

$$
\forall \mathrm{p} \in \mathcal{L}, \text { if } \Phi(\mathrm{p}) \in \mathcal{C} \text { then } \mathrm{p} \in \mathcal{R}
$$

where $\Phi$ is a complexity measure ${ }^{14}$ à la Blum [Blu67] and under the assumption that the criterion is extensionally complete (i.e. $\{\llbracket \mathrm{p} \rrbracket \mid \mathrm{p} \in \mathcal{R}\}=\mathcal{C}$ holds).

For example, if $\mathcal{C}=\mathrm{FP}$, we could set $\Phi(\mathrm{p})$ to be the running time of the program p relating the size of the program input to the number of steps needed to produce the corresponding output.

[^7]Hence any program whose runtime is a polynomial time computable function would have to satisfy the criterion $\mathcal{R}$.

But clearly, such criteria come at the price of a high undecidability. Indeed, if such a criterion $\mathcal{R}$ can be designed for decision problems of the complexity class $P$. Then one programmer just needs to consider a program prog of $\mathcal{L}$ computing a well-known NP-complete problem. Depending on whether prog $\in \mathcal{R}$ holds or not, the programmer would be able to give a positive (respectively negative) answer to the P vs NP problem. As an illustrating example, an intensionally complete characterization of PCF programs is given in [DLG11] using a parameterized type system relying on an oracle. The undecidability lies in the oracle. For the particular case of polynomial time, it is well-known for a long time that the problem of providing an intensional characterization is $\Sigma_{2}^{0}$-complete in the arithmetical hierarchy [Haj79].

### 1.3.2 Complexity of inference

A given ICC criterion can be judged on two distinct levels:

- its expressive power: has the criterion more expressive power than others?
- its inherent complexity: ${ }^{15}$ is the criterion decidable and, if so, what is its complexity?

The expressive power is very difficult to judge in general as most of the methods are incomparable. However several studies on the inherent complexity of the criteria have been performed as we will see below.

## Safe recursion

For function algebras, the inherent complexity is the complexity of checking whether a given program is expressed in a safe or ramified recursion scheme. It can be easily implemented in polynomial time as it consists in checking that the program equations can be generated by the underlying function algebra grammar. The tractability of this check is clearly at the root of the most important issue of function algebra: their weak expressive power. The recursion scheme highly restricts the way programs can be written. Moreover, for a given function in FP, designing a program computing the function is undecidable in general and can be very hard for some particular functions.

## Light logics

The problems of type inference for LAL (EAL, respectively), consisting in checking whether a lambda term can be decorated by a type in LAL (EAL, respectively) has been studied in [Bai02] (in [CM01], respectively) under some slight restrictions (normal forms and simply typed terms) ${ }^{16}$ that have been tamed in [Bai04b]. ${ }^{17}$ Consequently, type inference is decidable.

Moreover, it was shown in [ABT07], that type inference for DLAL can be checked in time polynomial in the size of the lambda term under the assumption that the System $F$ type of the lambda term under consideration is provided.

[^8]The type inference algorithm for the Soft Type Assignment (STA) of [GRDR07] based on SLL was proposed in [GRDR08] where it is shown to be decidable for simple types. It was extended in [CS12] to ML Soft Type Assignment (MLSTA), an extension to ML-like polymorphism whose type checking and type inferences are decidable. See also [CS16] for a discussion on the undecidability of the family of STA type systems when extended to System $F$.

These results can be summarized as follows (see [Bai08] for more details. In particular, type inference is shown to be in polynomial time on a restriction of EAL).

| Type system | EAL | LAL | DLAL | STA | MLSTA |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Restriction | T | T | F | T | F |
| Complexity | Decidable* | Decidable* | Ptime | Ptime | Decidable |

Figure 1.2: Decidability and complexity of the type inference
where T is the restriction to closed simply typed terms and F is the restriction to closed typable terms in System $F$ and where * means that the bound is known to be at least exponential.

## Interpretations

For interpretations and quasi-interpretations, the synthesis problem consists in checking if a given TRS has a interpretation and quasi-interpretation, respectively. This problem was first introduced by Amadio in [Ama03, Ama05] and studied for quasi-interpretations on a space of functions including addition, maximum and coefficient over bounded rational numbers or integers: it was shown to be NP-hard on such function space and NP-complete if the coefficients are restricted to the set $\{0,1\}$. The NP-hardness result was extended to coefficients over positive real numbers $\mathbb{R}^{+}$in [BMMP05] and a survey of the distinct results has been provided in [Péc13].

Let $\mathbb{K} \in\left\{\mathbb{N}, \mathbb{Q}^{+}, \mathbb{Q}^{+}{ }_{d}, \mathbb{R}^{+}\right\}, \mathbb{Q}^{+}{ }_{d}$ being the set of rationals in $\mathbb{Q}^{+}$of bounded representation, and define the following sets of polynomials:

- the set $\mathbb{K}[\bar{X}]$ of usual multivariate polynomials whose coefficients are in $\mathbb{K}$ and with $n$ variables $\bar{X}=X_{1}, \ldots, X_{n}$ ranging over the field of real numbers,
- the set of $\operatorname{MaxPoly}{ }^{(k, d)}\{\mathbb{K}\}$ polynomials, which consists of functions obtained using constants over $\mathbb{K}$ and arbitrary compositions of the operators,$+ \times$ and max of degree bounded by d and a max arity bounded by k ,
- and the set of MaxPlus ${ }^{(k, d)}\{\mathbb{K}\}$ functions, which consists of functions obtained using constants over $\mathbb{K}$ bounded by d and arbitrary compositions of the operators + and max, with a max arity bounded by k .

The obtained results can be summarized by Figure 1.3.
The first and second lines are direct consequences of Hilbert's tenth problem undecidability, whereas the third and fourth lines are a consequence of Tarski's quantifier elimination Theorem over real numbers [Tar51]. One important point to mention here is that the synthesis problem is exponential and not doubly exponential because the synthesis problem is more restricted than general quantifier elimination. In the first column, the symbol "-" means that the study of the synthesis problem for polynomial interpretation does not make sense whenever a max operator is allowed since max is not a strictly monotonic function.

| Function space $\backslash$ tool | Polynomial Interpretation | Polynomial Quasi-Interpretation |
| :---: | :---: | :---: |
| $\mathbb{K}[\bar{X}], \mathbb{K} \in\left\{\mathbb{N}, \mathbb{Q}^{+}\right\}$ | Undecidable | Undecidable |
| $\operatorname{MaxPoly}\{\mathbb{K}\}, \mathbb{K} \in\left\{\mathbb{N}, \mathbb{Q}^{+}\right\}$ | - | Undecidable |
| $\mathbb{R}^{+}[\bar{X}]$ | EXPTIME | EXPTIME |
| $\operatorname{MaxPoly}^{(\mathrm{k}, \mathrm{d})}\left\{\mathbb{R}^{+}\right\}$ | - | EXPTIME |
| $\operatorname{MaxPlus}^{(\mathrm{k}, \mathrm{d})}\{\mathbb{K}\}, \mathbb{K} \in\left\{\mathbb{N}, \mathbb{Q}^{+}{ }_{\mathrm{d}}\right\}$ | - | NP-complete |
| $\operatorname{MaxPlus}^{(\mathrm{k}, \mathrm{d})}\left\{\mathbb{R}^{+}\right\}$ | - | NP-hard |

Figure 1.3: Decidability and complexity of the synthesis problem

A last interesting remark is that we can conclude from the fourth line of Figure 1.3 that the criterion of Theorem 1.2.6, providing a characterization of FP, is decidable in EXPTIME over positive real numbers as the problem of checking whether a TRS terminates by RPO is known to be NP-complete [KN85].

## Matrix based type system for imperative programs

For the imperative methods, the question of the complexity of the criterion was less central to the concerns because most of the tools are empirical and cannot be straightforwardly seen as ICC criteria as discussed in Section 1.2.6. In the work of Jones and Kristiansen [JK09], it is shown that the matrix based type system is not deterministic in the sense that several distinct matrices can be assigned to a given command. Jones and Kristiansen introduce an algorithm for solving the derivability problem, i.e. "given a command $c$ does there exist a matrix $M$ such that $c$ has type $M ?$ ?', and show that this problem is in NP and conjecture it to be NP-complete.

### 1.4 Related Work

In this section, we try to relate the works on ICC with other important domains of theoretical computer science such as termination, computability, finite model theory and static analysis.

### 1.4.1 Termination

The links between ICC and termination are very tight. A program must terminate in order to compute a function of a given (standard) complexity class. In the other direction, a complexity class certificate ensures a termination certificate as the functions of ordinary complexity classes are total. This remark is not that interesting in the sense that complexity class certificates are much harder to infer than termination certificates. However, as termination is usually a first prerequisite for a program to compute a function of a given complexity class, it is not surprising that many ICC criteria are derived or inspired directly from termination techniques.

TRS. It has already been mentioned that polynomial interpretations have been introduced with the primary objective of demonstrating termination of TRSs [Lan79]. However, this tool was severely restricted by its intensionality as the subterm requirements are very strong and reject a lot of desirable programs. One suggestion by Hofbauer was to relax the notion of interpretation and particularly its subterm property by introducing the notion of context dependentinterpretations [Hof01]. Context dependent interpretations take an extra contextual parameter, a strictly positive real number, and are ranging over the real numbers as in the many works extending polynomial interpretation and quasi-interpretation techniques to real numbers [Der87, BMMP05, Luc05, Luc07, MP08c]. Well-foundedness is recovered by assuming that in a rewrite rule, the interpretation induces a strict decrease by at least the parameter value. In [MS08], a subclass of context dependent interpretations inducing a quadratic derivational complexity upper bound is introduced. Another interesting line of work in the use of interpretations for showing program termination are the studies generalizing polynomial interpretations to a more general codomain, the space of square matrices with integer coefficients [HW06, EWZ08]. This method was adapted to infer polynomial derivational complexity upper bounds [NZM10, Wal10, Wal15]. See also [MSW08] for a comparison between a subclass of context dependent interpretations and a subclass of triangular matrix interpretations. An adaptation to context-sensitive rewriting has also been studied in [HM14a].

The RPO based termination techniques (see [Der82, Kam80, Pla78]) were also popular in ICC as they are combined to additive quasi-interpretations to obtain characterizations of FP and FPSPACE [BMM11], as already presented in Theorem 1.2.6 and Theorem 1.2.7, respectively. The main motivations were that the Lexicographic Path Ordering (LPO), a RPO-like order where the arguments of function calls are compared lexicographically, was already known to yield multiply recursive derivation lengths [Wei95] and that the Multiset Path Ordering (MPO), a RPO-like order where recursive calls arguments are compared using multisets, was already known to yield primitive recursive derivation lengths [Hof92]. In a first attempt, the Light Lexicographic Path Ordering (LLPO) was developed in [CM00] to provide a characterization of FPSPACE. The LLPO was adapted to a notion of Polynomial Path Order (PPO*) in [AM08]. The PPO* (and its variant sPOP in [AEM15]) induces polynomial bounds on the maximal number of innermost rewrite steps and its combinations with other termination techniques such as dependency pairs [AM09], discussed in the next paragraph, and semantic labeling [Ava08] have been studied. Moreover a termination tool for automated termination, derivational complexity analysis and runtime analysis of TRS has been developed in [AM13b, AM16, AMS16].

A last very popular technique for showing the termination of TRS is the notion of Dependency Pairs (DP) of [AG00]. It consists in abstracting a given TRS as a dependency graph containing information about the function calls and control flow of the TRS and finding a strict decrease on the graph transitions with an underlying well-founded domain so that any cycle (that may correspond to a recursive call) can only occur a finite number of times. The DP method was used in [HM08, NEG13] to analyze the innermost computational complexity of TRS. The innermost complexity of a TRS is a partial function from natural numbers to natural numbers. It associates to a natural number $n$, the maximal derivation height obtained by deriving any term of the TRS of size smaller than $n$ using an innermost reduction strategy. The partiality comes from the fact that the innermost complexity can be undefined in presence of diverging terms. This technique has been extended to Java programs and other programming languages in a tool called APROVE [GAB $\left.{ }^{+} 17\right]$. The properties related to the innermost runtime complexity are soundness results and induce that the corresponding computed function is in FP as demonstrated in [AM10b, DLM09]. Completeness is here sacrificed at the price of tractability. It is worth noticing that this soundness result has been extended to full rewriting in [AM10a]
which shows that the runtime complexity of a TRS and the runtime complexity of a TM implementation of the TRS, for decision problems and particular class of functions, are polynomially related. This is however not true in general as full rewriting and lambda calculus do not respect in general the Invariance Thesis [Boa14]: it means that there exists an exponential time computable function that can be implemented by a TRS with a polynomial derivation length (see also [ADL14] solution for recovering the Invariance Thesis in a lambda calculus setting and [ADL18] for the Invariance Thesis in TRS with sharing and memoization). It was proved in [MS11] that TRS whose termination can be shown using the DP method under some slight assumptions may induce a multiply recursive derivational complexity and primitive recursive upper bounds have been obtained on DP refinements based on RPO [MS09]. The ICC work presented in [MP08c] provides a sound and complete characterization of FP based on a combination of DP and polynomial interpretations. The flexibility provided by the DP method considerably improves the intensionality of this characterization with respect to the pure interpretation-based characterizations.

Lambda calculus and functional languages. For lambda calculi, types in LAL (or EAL) can be viewed as decorations of data types in System $F$ [Gir72, Rey74], that is known to enjoy a strong normalization property. For example, unary integers in System $F$ correspond to $\forall \alpha$. $(\alpha \rightarrow$ $\alpha) \rightarrow(\alpha \rightarrow \alpha)$ and are decorated by $\forall \alpha!!(\alpha \multimap \alpha) \multimap \S(\alpha \multimap \alpha)$ in LAL (and by $\forall \alpha!(\alpha \multimap \alpha) \multimap$ $!(\alpha \multimap \alpha)$ in EAL $)$. Other termination techniques such as size based termination [HPS96] have been adapted to functional languages to infer resource upper bounds in practice [ADL17]. In this framework, a type contains an extra information about the size of the terms it represents. A strict decrease is enforced on the sized types of recursive calls, ranging over a well-founded domain, to ensure termination [CK01, BGR08]. This also allows to recover information about the size of the intermediate results computed as in the case of additive interpretations (see [Vas08]). It is worth noticing that this approach is related to the one of [DLG11, DLP14] that combines dependent types and a linear type system to obtain type system relatively complete for PCF. Here relatively means that not only the complexity of the computed function is captured but also the complexity of evaluating a term. However, this approach is not a pure ICC study in the sense that, as in BLL, several external resource bounds are required and the target (PCF) is not a complexity class.

A last very popular technique for showing the termination of first order functional programs is the Size Change Principle [LJBA01] (SCP). It basically consists in abstracting a program in a call of sequences and checking that any infinite call of sequences corresponds to an infinite number of decrease on a well-founded domain. It was proved in [BA02] that the class of functions computed by size change terminating programs is the class of multiply recursive functions.

Imperative programs. On the imperative side, the works on studying the complexity of while loop programs are also related to the studies on the termination of such programs, including non exhaustively [BAG13, BAG17, BAGM12, SKvE10]. [HJP10] is also an interesting paper presenting the differences and similarities between the size change principle approach of [LJBA01] and the transition invariant approach of [PR04] that serves as a basis of the software TERMINATOR [CPR06] designed for automatically showing the termination of imperative programs.

### 1.4.2 Computability

ICC is also highly related to the studies on computational models and computability. Before discussing the complexity of a given function, the first question arising is whether this function
is computable by any reasonable computational model. Hence computability, as termination, is a prerequisite for complexity. After delineating the limits of computational models, researchers have focused on restricted class of computable functions. Historically, the first studies of interest mostly focused on very large classes that are now considered as untractable, e.g. the class of recursive functions [Pét67, Kle36]. Other examples of such classes are the class of primitive recursive functions, the class of multiple recursive functions, and classes of the Grzegorgczyk's hierarchy. Primitive recursive functions were introduced by Gödel and Kleene in [Göd31, Kle35]. Kalmar defined in [Kal43] the elementary functions by restricting the primitive recursion scheme to limited sums and products. In [Grz53], Grzegorgczyk defined the hierarchy of classes $\mathcal{E}^{k}$, obtained by closure of diagonal functions, composition and a restricted scheme of primitive recursion, and showed that $\mathcal{E}^{3}$ is exactly Kalmar's class, and, in [Rit63], Ritchie demonstrated that $\mathcal{E}^{2}$ is exactly the class of functions computable by a TM in linear space. The characterizations of these classes were obtained mostly by restricting the recursion scheme and expressive power of the underlying language and can be viewed as the corner stone approaches that led to Cobham's characterization of FP.

### 1.4.3 Finite model theory

The works in ICC are also related to Finite Model Theory (FMT). FMT is a branch of mathematical logic studying the relation between a (logical) language and its interpretation on finite structures. In [Fag74], Fagin showed that the properties expressible by an existential second order formula are exactly the complexity class NP. A characterization of P, known as the ImmermanVardi Theorem, was provided (see [Saz80, Imm86] and [Var82], where other characterizations of the main complexity classes are also provided) in terms of first order logic extended by the ability to define new relations by induction expressed as a fixed-point logic over ordered structures captures P. An alternative definition was also suggested by Grädel [Grä91] in terms of second order Boolean queries in which the first order part is a universal formula in conjunctive normal form with at most one positive literal per clause. Some characterization of $P$ and Logspace have also been studied in [Gur83] and extension to elementary recursive functions are studied in [Goe92]. See [Imm12] for a complete description of the descriptive complexity domain.

To some extent FMT can be considered as a subdomain of ICC as it provides characterizations of complexity classes without requiring resource bounds. However this is a rough approximation for two reasons. First, it is well known that the main results of classical model theory fail for finite structures and, in the other direction, the complexity results on finite models cannot be adapted to general models including functions. For example, a characterization of FP cannot be provided straightforwardly. Second, the characterizations suffer from being extensional rather than intensional as a Quantified Boolean Formula (QBF) is rather a function than a programming language or computational model.

### 1.4.4 Static analysis

ICC is also closely related to static program analysis. Static analysis is a subdomain of Formal Methods related to the analysis of program properties performed without actually executing the program. Techniques such as dataflow analysis, model checking, and the use of Hoare logics for correctness proofs belong to static analysis. We have already mentioned in Section 1.2.6 that methods for analyzing the complexity of imperative programs such as [JK05, JK09] were directly inspired by dataflow analysis. One of the most successful techniques in static analysis is the notion of abstract interpretation by Cousot and Cousot [CC77]. Although there is, to our knowledge,
no formal comparison between the notion of abstract interpretation and the ICC tools, it is clear that most of the semantics ICC tools can be viewed as a particular abstractions of program properties. For example, a linear type can be viewed as an abstraction of the term it corresponds to and the polynomial interpretation of an expression can be viewed as an abstraction: an upper bound on its derivation length.

It is worth noticing that most of aforementioned applied complexity analysis of imperative programming languages [Gul09, GMC09, $\mathrm{AAG}^{+} 07 \mathrm{a}, \mathrm{AAG}^{+} 07 \mathrm{~b}$ ] are based on the use of static analysis techniques and, mostly, rely on the use of abstract interpretations to compute program invariants.

### 1.5 Contribution

In the first part of this introduction, we have defined the notion of ICC and described the main families of tools and criteria providing ICC results and complexity classes characterizations. We have also provided a comparison with theoretical works on computability theory, finite model theory, and well-known static analysis tools such as termination tools and abstract interpretations. We have highlighted the two main restrictions of ICC: the complexity of the inference problem and the (lack of) expressive power of the methods.

We now present our main technical and theoretical contributions to the field and will also try to place them in a more general context by not limiting this presentation to our work. The first part of this contribution, Chapter 2, will deal with the works performed on improving the intensionality/expressive power of the ICC methods. The second part, Chapter 3, will deal with the extensions of the techniques to other paradigms. The third part, Chapter 4, will deal with the extensions to infinite (including coinductive) data structures. The last part of this contribution, Chapter 5, will discuss some of the open issues and research perspectives of the domain.

Part of the works presented in this manuscript belongs to the works on ICC I have contributed to from 2004 to 2019. The underlyng research has been supported by Inria Associated Team CRISTAL 2009-2012, ANR COMPLICE 2008-2014 and ANR ELICA 2014-2019 and corresponds to the following list of publications ordered by research topic. They correspond to 5 international journal publications and 14 international peer-reviewed international conferences and do not include my international workshop publications with informal proceedings and some of my publications in computer virology, on data aggregates and optimal representations, and on quantum program semantics.

The following table summarizes for each section of the contributing Chapters, the list of my corresponding publications (indexed below). The sections without publication correspond to works done by other authors.

| Section | 2.1 | 2.2 | 2.3 | 2.4 | 3.1 | 3.2 | 3.3 | 4.1 | 4.2 | 4.3 | 4.4 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Publications |  |  | 3 | $1,2,4,5,6,7$ | $9,10,11,13$ |  | 8,12 | $14,15,18$ | 16,19 | 17 |  |
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3. Guillaume Bonfante and Jean-Yves Marion and Romain Péchoux. Quasi-interpretation Synthesis by Decomposition. In Theoretical Aspects of Computing - ICTAC 2007, 4 th International Colloquium, Macau, China, September 26-28, 2007, Proceedings, pages 410-424, 2007.
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In this chapter, we address the issue of the expressive power of ICC criteria. Let us first restate the notion of an ICC criterion already discussed in Section 1.2.

Definition 2.0.1 (ICC criterion). Given a programming language $\mathcal{L}$, with semantics $\llbracket-\rrbracket$ mapping every program $\mathrm{p} \in \mathcal{L}$ to a partial function $\llbracket \mathrm{p} \rrbracket \in\{0,1\}^{*} \rightarrow\{0,1\}^{*}$, and a complexity class $\mathcal{C}$, an ICC criterion $\mathcal{R}$ is a subset of $\mathcal{L}$ such that the following holds:

$$
\{\llbracket p \rrbracket \mid \mathrm{p} \in \mathcal{R}\}=\mathcal{C} .
$$

If we want to mention explicitly the language $\mathcal{L}$ and complexity class $\mathcal{C}$, we write that $\mathcal{R}$ is a $(\mathcal{L}, \mathcal{C})$ ICC criterion. For simplicity, we will sometimes write $\llbracket \mathcal{R} \rrbracket$ to denote the set of functions computed by programs $\mathrm{p} \in \mathcal{R}$.

The expressive power of an ICC criterion is called its intensionality in the literature in opposition to extensionality that refers to functions. ${ }^{18}$ Indeed, when a program analyzer is claimed to have a better intensionality than some others, it means that the set of captured algorithms strictly includes the set of algorithms captured by the other analyzers.

Definition 2.0.2 (Intensionality). For a fixed language $\mathcal{L}$ and a given complexity class $\mathcal{C}$, let $\mathcal{R}$ and $\mathcal{S}$ be two ( $\mathcal{L}, \mathcal{C}$ ) ICC criteria. $\mathcal{R}$ has a better intensionality (or more expressive power) than $\mathcal{S}$, if $\mathcal{R} \subseteq \mathcal{S}$. We will write $\mathcal{R}=\mathcal{S}$ in the case where $\mathcal{R} \subseteq \mathcal{S}$ and $\mathcal{S} \subseteq \mathcal{R}$ both hold. In the case where $\mathcal{S}-\mathcal{R} \neq \emptyset$ and $\mathcal{R}-\mathcal{S} \neq \emptyset$ both hold, $\mathcal{R}$ and $\mathcal{S}$ are incomparable.

Sadly, the intensionalities of most of the ICC criteria that can be found in the literature are very difficult to compare as these criteria mainly target distinct programming paradigms. We can only compare the criteria for a fixed language and a fixed complexity class. Worst of all, even for a fixed language and a fixed complexity class, ICC criteria are most of the time incomparable.

Historically the question of intensionality was introduced due to the difficulty of writing "programs" in the function algebra framework. As discussed in Section 1.3, this issue was highlighted by the work of Colson on the relative difficulty to write functions using primitive recursion [Co189]. Due to the restrictive nature of recursive calls in such a framework, function algebra were not the good candidate for improving the expressive power and the characterizations on lambda calculus, TRS, and imperative programming languages can be thought of as finding a way to improve the intensionality of function algebra.

Whereas only few works have been carried out for imperative programming languages, where completeness was often abandoned for the sake of tractability, this notion has been studied for lambda calculus and logics and studied for TRS and interpretations. We sum up most of the corresponding results in the remainder of this chapter.

In Section 2.1, we discuss the advances obtained in the main linear logic based approaches: soft linear logic and light linear logic. In Section 2.2, we recall some basic notions on TRSs. We introduce the notion of (polynomial) interpretations that was primarily used for showing termination and used later to improve the expressive power of function algebra characterizations. In Section 2.3, we discuss the notion of quasi-interpretation that improves the expressive power of interpretations. The price to pay is the loss of termination properties. We study its combinations with RPOs, a termination technique, and its modularity properties. In Section 2.4, we introduce the last notion: sup-interpretation that allows to improve the expressive power of quasi-interpretation by withdrawing the subterm property requirements. We also study its combination with the dependency pairs method.

### 2.1 Linear logic based approaches

### 2.1.1 Light linear logic

For light logics, Dual Light Affine Logic (DLAL) was introduced by Baillot and Terui in [BT04, BT09] in order to solve the main issues of LAL, i.e. to ensure subject reduction and to obtain a polynomial time complexity bound on $\beta$-reduction. The DLAL system includes a non-linear arrow $\Rightarrow$ to compensate for the absence of the exponential ! and is designed to study complexity properties of terms of the pure lambda calculus

$$
M, N::=x|\lambda x \cdot M| M N,
$$

[^9]\[

$$
\begin{gathered}
\overline{; x: A \vdash x: A}(\mathrm{Var}) \\
\frac{\Gamma ; \Delta, x: A \vdash M: B}{\Gamma ; \Delta \vdash \lambda x \cdot M: A \multimap B}(\mathrm{I} \multimap) \quad \frac{\Gamma ; \Delta \vdash M: A \multimap B \quad \Gamma^{\prime} ; \Delta^{\prime} \vdash N: A}{\Gamma, \Gamma^{\prime} ; \Delta, \Delta^{\prime} \vdash M N: B}(\mathrm{E} \multimap) \\
\frac{\Gamma, x: A ; \Delta \vdash M: B}{\Gamma ; \Delta \vdash \lambda x \cdot M: A \Rightarrow B}(\mathrm{I} \Rightarrow) \quad \frac{\Gamma ; \Delta \vdash M: A \Rightarrow B \quad ; z: C \vdash N: A}{\Gamma, z: C ; \Delta \vdash M N: B}(\mathrm{E} \Rightarrow) \\
\frac{\Gamma ; \Delta \vdash M: A}{\Gamma, \Gamma^{\prime} ; \Delta, \Delta^{\prime} \vdash M: A}(\mathrm{Weak}) \quad \frac{x: A, y: A, \Gamma ; \Delta \vdash M: B}{z: A, \Gamma ; \Delta \vdash M[z / x, z / y]: B}(\mathrm{Cntr}) \\
\frac{; \Gamma, \Delta \vdash M: A}{\Gamma ; \S \Delta \vdash M: \S A}(\mathrm{I} \S) \quad \frac{\Gamma ; \Delta \vdash N: \S A \quad \Gamma^{\prime} ; x: \S A, \Delta^{\prime} \vdash M: B}{\Gamma, \Gamma^{\prime} ; \Delta, \Delta^{\prime} \vdash M[N / x]: B}(\mathrm{E} \S) \\
\frac{\Gamma ; \Delta \vdash M: A \quad \Gamma^{\prime} ; \Delta^{\prime} \vdash N: B}{\Gamma, \Gamma^{\prime} ; \Delta, \Delta^{\prime} \vdash M \otimes N: A \otimes B}(\mathrm{I} \otimes) \quad \frac{\Gamma ; \Delta \vdash M: A \otimes B \quad \Gamma^{\prime} ; \Delta^{\prime}, x: A, y: B \vdash N: C}{\Gamma, \Gamma^{\prime} ; \Delta, \Delta^{\prime} \vdash \operatorname{let} x \otimes y=M \text { in } N: B}(\mathrm{E} \otimes) \\
\frac{\Gamma ; \Delta \vdash M: A \quad \alpha \notin F V(\Gamma) \cup F V(\Delta)}{\Gamma ; \Delta \vdash M: \forall \alpha . A} \quad \frac{\Gamma ; \Delta \vdash M: \forall \alpha \cdot A}{\Gamma ; \Delta \vdash M: A[B / \alpha]}(\mathrm{E} \forall)
\end{gathered}
$$
\]

Figure 2.1: Typing rules for DLAL
with standard $\beta$-reduction $(\lambda x . M) N \rightarrow_{\beta} M[N / x]$, where $[N / x]$ is the standard substitution.
The types of DLAL are given by the following grammar

$$
A, B::=\alpha|A \multimap B| A \otimes B|A \Rightarrow B| \S A \mid \forall \alpha . A .
$$

A judgment in DLAL is of the form $\Gamma ; \Delta \vdash M: A$ and means that term $M$ has type $A$ under the disjoint typing environments $\Gamma$ and $\Delta . \Delta$ is the affine typing environment for variables, meaning that a variable in $\Delta$ occurs at most once in a term, whereas $\Gamma$ is the non-linear typing environment for variables.

Typing rules for DLAL are given as a natural deduction-like system in Figure 2.1.
Example 2.1.1 (From [BT09]). Church numerals can be encoded as $\lambda f . \lambda x . f(\ldots(f x) \ldots)$ in DLAL and can be given the type Nat $=\forall \alpha .(\alpha \multimap \alpha) \Rightarrow \S(\alpha \multimap \alpha)$ using the following derivation.

$$
\begin{aligned}
& \frac{\forall i, f_{i}: \alpha \multimap \alpha ; \vdash \lambda x . f_{n}\left(\ldots\left(f_{1} x\right) \ldots\right): \S(\alpha \multimap \alpha)}{.} \text { (Cntr) } \\
& \frac{:}{\frac{f: \alpha \multimap \alpha ; \vdash \lambda x . f(\ldots(f x) \ldots): \S(\alpha \multimap \alpha)}{; \vdash \lambda f . \lambda x . f(\ldots(f x) \ldots):(\alpha \multimap \alpha) \Rightarrow \S(\alpha \multimap \alpha)}}(\mathrm{I} \Rightarrow)
\end{aligned}
$$

Using the type Nat, the following types can be derived for addition and multiplication over Church's numerals.

$$
\begin{aligned}
\text { add } & =\lambda m \cdot \lambda n \cdot \lambda f \cdot \lambda x \cdot m f(n f x) \\
\text { add }: & \text { Nat } \multimap \text { Nat } \multimap \text { Nat } \\
\text { mult } & =\lambda m \cdot \lambda n \cdot n(\lambda y \cdot \text { add } m y) \lambda f \cdot \lambda x \cdot x \\
\text { mult }: & \text { Nat } \Rightarrow \text { Nat } \multimap \text { §Nat }
\end{aligned}
$$

For a typing derivation $\pi$ of a term $M$, define its depth $d(\pi)$ to be the maximal number of premises of $\S$ introduction rules ( $\mathrm{I} \S$ ) and the number of right-hand-side premises of $\Rightarrow$ elimination rules ( $\mathrm{E} \Rightarrow$ ) in each branch of $\pi$.

The polynomial upper bound on the number of reduction steps can be formalized as follows.
Theorem 2.1.1 (Polynomial time soundness of DLAL [BT04]). Given a term $M$ of typing derivation $\pi$, for any reduction strategy, $M$ reduces to its normal form in at most $O\left(|M|^{2^{d(\pi)}}\right)$ reduction steps.

Let $W$ be the type for binary words defined as $W=\forall \alpha .(\alpha \multimap \alpha) \Rightarrow(\alpha \multimap \alpha) \Rightarrow \S(\alpha \multimap \alpha)$. For a binary word $w \in\{0,1\}^{*}$, let $\underline{w}$ be a term of type $W$ encoding $w$. A function $f$ is computed by the term $M$ such that $; \vdash M: \S^{k} W$ if, $\forall w \in\{0,1\}^{*}, M \underline{w}$ reduces to $f(w)$.

Completeness can be stated as follows.

Theorem 2.1.2 (Polynomial time completeness of DLAL [BT04]). For any function $f$ in FP, there exist a term $M$ and a constant $k$ such that $; \vdash M: W \multimap \S^{k} W$ and $M$ computes $f$.

Notice that the presented version of DLAL includes a tensor product that can be trivially withdrawn if we want to compare the DLAL system with the LAL system of Figure 1.1. Moreover, the intensionality of DLAL is strictly smaller than the one of LAL.

## Proposition 2.1.1.

$$
\text { DLAL } \subsetneq \mathrm{LAL}
$$

The inclusion $\mathrm{DLAL} \subseteq \mathrm{LAL}$ is proved using the transformation $(A \Rightarrow B)^{*}:=!(A)^{*} \multimap(B)^{*}$ and the strict inclusion follows from the fact that some types of LAL cannot be derived in DLAL.

If one focuses on types rather than algorithms then DLAL can be shown to be equivalent to LAL, as proved in [Bai08] using the translation $(-)^{\bullet}$ from LAL to DLAL, commuting with all connectives distinct from !, and defined by:

$$
(!A)^{\bullet}:=\forall \alpha \cdot\left((A)^{\bullet} \Rightarrow \alpha\right) \multimap \alpha, \text { provided that } \alpha \notin A
$$

In particular, types of the shape $A \multimap!B$ can be removed as discussed in [BT09], where it is stated that " $[$ This removal] does not cause much loss of expressiveness in practice, since the standard decomposition of intuitionistic logic by linear logic does not use types of the form $A \multimap!B$ ".

The expressive power of these two systems is rather modest but DLAL allows the programmer to encode natural algorithms on lists of type $A$, encoded as $\forall \alpha .(A \multimap \alpha \multimap \alpha) \Rightarrow \S(\alpha \multimap \alpha)$, such as insertion sort. Consequently, because of its good properties (subject reduction and polynomial time reduction), DLAL is a good candidate in terms of expressive power for light logics.

### 2.1.2 Soft linear logic

For soft logics, a similar issue was solved in [GRDR07]: the authors introduced a type system, named Soft Type Assignment (STA), ensuring subject-reduction and a polynomial time upper bound on $\beta$-reduction, that we present in Figure 2.2. In the $(\multimap \mathrm{L}$ ) and (cut) rules, $\Gamma$ and $\Delta$ are disjoint and $y$ is fresh. Types $\sigma$ and linear types $A$ are defined by the following grammar:

$$
\begin{aligned}
A, B & ::=\alpha|\sigma \multimap A| \forall \alpha . A \\
\sigma, \tau & ::=A \mid!\sigma .
\end{aligned}
$$

Types are defined in such a way to prevent! from occurring in a positive occurrence of a linear arrow.

For a typing derivation $\pi$ of a term $M$, define its depth $d(\pi)$ to be the maximal number of applications of the rule ( sp ) in each branch of $\pi$.

The STA system ensures polynomial time normalization.
Theorem 2.1.3 (Polynomial time soundness of STA [GRDR07]). Given a term $M$ of typing derivation $\pi, M$ reduces to its normal form in at most $O\left(|M|^{d(\pi)+1}\right)$ reduction steps.

Let $B$ be the encoding $\forall \alpha .(\alpha \multimap \alpha \multimap \alpha)$ for the Boolean numbers and $S$ be the encoding for strings of Boolean numbers.

Theorem 2.1.4 (Polynomial time completeness of STA [GRDR07]). For any function $f$ in FP and any polynomial $P$ of degree $n$ such that $f$ is computable by a TM in time $O(P)$, there exist a term $M$ and $k \leq n+2$ such that $;!^{k} S \vdash M: B$ and $M$ computes $f$.

$$
\begin{gathered}
\frac{x: A \vdash x: A}{}(\mathrm{Var}) \\
\frac{\Gamma, x: \sigma \vdash M: A}{\Gamma \vdash \lambda x \cdot M: \sigma \multimap A}(\multimap \mathrm{R}) \quad \frac{\Gamma \vdash M: \tau \quad x: A, \Delta \vdash N: \sigma}{\Gamma, y: \tau \multimap A \Delta \vdash N[(y M) / x]: \sigma}(\multimap \mathrm{L}) \\
\frac{\Gamma \vdash M: \sigma}{\Gamma, x: A \vdash M: \sigma}(\mathrm{weak}) \\
\frac{\Gamma \vdash M: A \quad \Delta, x: A \vdash N: \sigma}{\Gamma, \Delta \vdash N[M / x]: \sigma}(\mathrm{cut}) \\
\frac{\Gamma \vdash M: \sigma}{!\Gamma \vdash M:!\sigma}(\mathrm{sp}) \quad \frac{\Gamma x_{1}: \tau, \ldots, x_{n}: \tau \vdash M: \sigma}{\Gamma, x:!\tau \vdash M\left[x / x_{1}, \ldots, x / x_{n}\right]: \sigma}(\mathrm{mult}) \\
\frac{\Gamma \vdash M: A}{\Gamma \vdash M: \forall \alpha \cdot A}(\forall \mathrm{R}) \\
\frac{\Gamma, x: A[B / \alpha] \vdash M: \sigma}{\Gamma: \forall \alpha \cdot A \vdash M: \sigma}(\forall \mathrm{L})
\end{gathered}
$$

Figure 2.2: Typing rules for STA

Again STA is a subsystem of SLL, which means that STA $\subsetneq$ SLL. As in the case of LAL, the inclusion is strict as counter-examples can be derived.

The following result about the incomparability of STA and DLAL also holds.
Proposition 2.1.2 (From comments in [GRDR07]). STA and DLAL are incomparable.

### 2.2 Interpretations and term rewrite system

In the following sections of this chapter, we will discuss the results obtained on the expressive power of interpretation tools for studying the complexity of TRSs. For that purpose, let us first recall some basic and preliminary notions on TRSs and interpretations.

### 2.2.1 Term rewrite systems as a computational model

A TRS (Term Rewriting System or Term Rewrite System) is a formal system for manipulating terms over a signature by means of rules (See [BN99] for a more detailed introduction to TRS). Terms are strings of symbols consisting of a countably infinite set of variables $\mathcal{X}$ and a first order signature $\Sigma$, a non-empty set of symbols b of fixed arity $\operatorname{ar}(\mathrm{b}) . \mathcal{X}$ and $\Sigma$ are supposed to be disjoint. As usual, the notation $\mathcal{T}(\Sigma, \mathcal{X})$ will be used to denote the set of terms $s, t, \ldots$ of signature $\Sigma$ and having variables in $\mathcal{X}$. Moreover, let $\mathbb{V}(t)$ denote the set of variables occurring in the term $t$.

A (one-hole) context $C[\diamond]$ is a term in $\mathcal{T}(\Sigma \cup\{\diamond\}, \mathcal{X})$ with exactly one occurrence of the hole $\diamond$, a symbol of arity 0 . Given a term $t$ and context $C[\diamond]$, let $C[t]$ denote the result of replacing the hole $\diamond$ with the term $t$.

A substitution $\sigma$ is a mapping from $\mathcal{X}$ to $\mathcal{T}(\Sigma, \mathcal{X})$.
A rewrite rule for a signature $\Sigma$ is a pair $l \rightarrow r$ of terms $l, r \in \mathcal{T}(\Sigma, \mathcal{X})$. A TRS is as a pair $\langle\Sigma, \mathcal{R}\rangle$ of a signature $\Sigma$ and a set of rewrite rules $\mathcal{R}$. Using the convention of [ $\left.\mathrm{K}^{+} 01\right]$, for each rewrite rule $l \rightarrow r$ of a TRS, all the variables of the right-hand side $r$ are assumed to be included in the variables of $l$, i.e. $\mathbb{V}(r) \subseteq \mathbb{V}(l)$.

A constructor $\operatorname{TRS}$ is a $\operatorname{TRS}\langle\Sigma, \mathcal{R}\rangle$ in which the signature $\Sigma$ can be partitioned into the disjoint union $\mathcal{C} \uplus \mathcal{F}$ of a set of function symbols $\mathcal{F}$ and a set of constructors $\mathcal{C}$, such that for every rewrite rule $l \rightarrow r \in \mathcal{R}, l=\mathrm{f}\left(p_{1}, \cdots, p_{n}\right)$ where $\mathrm{f} \in \mathcal{F}$ and where $p_{1}, \cdots, p_{n}$ are terms in $\mathcal{T}(\mathcal{C}, \mathcal{X})$, called patterns. The constructors are introduced to represent inductive data. They basically consist of a strict subset $\mathcal{C} \subset \Sigma$ of non-defined functions (a function symbol is defined if it is the root of a left-hand side term in a rule).

In what follows, we will consider orthogonal constructor TRS that are TRS computing functions. The notion of orthogonality requires that reduction rules of the system are all left-linear, that is each variable occurs only once on the left hand side of each rule, and there is no overlap between patterns. It is a sufficient condition to ensure that the considered TRS is confluent. It implies that an orthogonal TRS computes a fixed (partial) function, mapping input terms to an output term (and not a function mapping input terms to a set of terms in the case of non-confluent systems). This syntactic requirement could have been withdrawn in favor of a semantics restriction that would only consider TRS that compute functions. Notice that, contrarily to the completeness results, the soundness complexity results presented in the remaining sections of this chapter still hold for non-confluent TRS.

Given two terms $s$ and $t$, we have that $s \rightarrow_{\mathcal{R}} t$ if there are a substitution $\sigma$, a context $C[\diamond]$ and a rule $l \rightarrow r \in \mathcal{R}$ such that $s=C[l \sigma]$ and $t=C[r \sigma]$. Throughout the manuscript, let $\rightarrow_{\mathcal{R}}^{*}\left(\rightarrow_{\mathcal{R}}^{+}\right.$, respectively) be the reflexive and transitive (transitive, respectively) closure of $\rightarrow_{\mathcal{R}}$. Moreover we write $s \rightarrow_{\mathcal{R}}^{n} t$ if $n$ rewrite steps are performed to rewrite $s$ to $t$. A TRS terminates if there is no infinite reduction through $\rightarrow_{\mathcal{R}}$.

A function symbol $f$ of arity $n$ will define a partial function $\llbracket f \rrbracket$ from constructor terms (sometimes called values) $\mathcal{T}(\mathcal{C})^{n}$ to $\mathcal{T}(\mathcal{C})$ by: ${ }^{19}$

$$
\forall v_{1}, \cdots, v_{n} \in \mathcal{T}(\mathcal{C}), \llbracket \mathrm{f} \rrbracket\left(v_{1}, \cdots, v_{n}\right)=v \text { if and only if } \mathrm{f}\left(v_{1}, \cdots, v_{n}\right) \rightarrow_{\mathcal{R}}^{*} v \wedge v \in \mathcal{T}(\mathcal{C})
$$

In this case, we write $\llbracket \mathrm{f} \rrbracket\left(v_{1}, \cdots, v_{n}\right) \downarrow$ to mean that the computation ends in a normal form (constructor term). If there is no such a $v$ (because of divergence or because evaluation cannot reach a constructor term), then $\llbracket \mathrm{f} \rrbracket\left(v_{1}, \cdots, v_{n}\right) \uparrow$. A TRS computes the function $f$ if it contains a function symbol f such that $\llbracket \mathrm{f} \rrbracket=f$. Finally, we define the notion of size of a term $|e|$ which is equal to the number of symbols in $e$.

Example 2.2.1. Consider the following simple orthogonal TRS:

$$
\begin{aligned}
\text { double }(0) & \rightarrow 0 \\
\text { double }(x+1) & \rightarrow((\text { double }(x)+1)+1) \\
\exp (0) & \rightarrow \underline{1} \\
\exp (x+1) & \rightarrow \text { double }(\exp (x)),
\end{aligned}
$$

where $\underline{\mathrm{n}}$ is a shorthand notation for $(\ldots(0+1) \ldots)+1, \mathrm{n}$ times. For this particular $T R S, \mathcal{F}=$ $\{$ double, $\exp \}, \mathcal{C}=\{0,+1\}$, and $\mathrm{x} \in \mathcal{X}$. The function symbol double computes the total function $\llbracket$ double $\rrbracket: \mathcal{T}(\mathcal{C}) \rightarrow \mathcal{T}(\mathcal{C})$ (over unary numbers) defined as $\llbracket$ double $\rrbracket(\underline{\mathrm{n}})=\underline{2 \mathrm{n}}$. The function symbol $\exp$ computes the total function $\llbracket \exp \rrbracket: \mathcal{T}(\mathcal{C}) \rightarrow \mathcal{T}(\mathcal{C})$ defined as $\llbracket \exp \rrbracket(\underline{n})=\underline{2}^{\mathrm{n}}$.

### 2.2.2 Interpretation methods

Interpretation methods were introduced in [MN70, Lan79] and their methodology is as follows. Choose a suitable interpretation domain with some good properties, for example, functions over

[^10]natural numbers and well-foundedness. Check a criterion on the program (or TRS) to ensure the required property. For example, a strict decrease (stable by context and substitution) for each reduction and termination, respectively.

The initial goal of interpretation methods was to provide a certificate of termination. Consequently, interpretation methods were mostly studied on well-founded structures such as natural numbers. In the remainder of this Section, let $\left(\mathbb{K}, \geq_{\mathbb{K}}^{w f}\right)$ be an ordered set such that $\mathbb{K} \in\left\{\mathbb{N}, \mathbb{Q}^{+}, \mathbb{R}^{+}\right\}$and let $\geq_{\mathbb{K}}^{w f}$ be a total order over $\mathbb{K}$ whose corresponding strict order $>_{\mathbb{K}}^{w f}$ is well-founded. Moreover, let $\geq_{\mathbb{K}}\left(\right.$ and $\left.>_{\mathbb{K}}\right)$ be the standard ordering over $\mathbb{K}$. We will sometimes omit the subscript $\mathbb{K}$ when it is clear from the context.
Definition 2.2.1 (Assignment). Given a $\operatorname{TRS}\langle\mathcal{C} \uplus \mathcal{F}, \mathcal{R}\rangle$, an assignment $[-]_{\mathbb{K}}$ over $\mathbb{K}$ maps:

- every variable $\mathrm{x} \in \mathbb{V}$ to a variable $[\mathrm{x}]_{\mathbb{K}}$ in $\mathbb{K}$,
- every symbol $\mathrm{b} \in \mathcal{C} \uplus \mathcal{F}$ to a total function $[\mathrm{b}]_{\mathbb{K}}: \mathbb{K}^{\operatorname{ar}(\mathrm{b})} \rightarrow \mathbb{K}$.

Definition 2.2.2 (Strict monotonicity). An assignment $[-]_{\mathbb{K}}$ is strictly monotonic if for every symbol b of arity $\operatorname{ar}(\mathrm{b})>0,[\mathrm{~b}]_{\mathbb{K}}$ is a monotonic function in each of its arguments, i.e. $\forall i \in$ [1, ar (b)],

$$
\forall X, Y \in \mathbb{K}, X>_{\mathbb{K}}^{w f} Y \Longrightarrow[\mathrm{~b}]_{\mathbb{K}}\left(\ldots, X_{i-1}, X, X_{i+1}, \ldots\right)>_{\mathbb{K}}^{w f}[\mathrm{~b}]_{\mathbb{K}}\left(\ldots, X_{i-1}, Y, X_{i+1}, \ldots\right)
$$

Definition 2.2.3 (Interpretation). Given a $\operatorname{TRS}\langle\mathcal{C} \uplus \mathcal{F}, \mathcal{R}\rangle$, an interpretation over $\mathbb{K}$ is a strictly monotonic assignment $[-]_{\mathbb{K}}$ such that

$$
\forall l \rightarrow r \in \mathcal{R},[l]_{\mathbb{K}}>_{\mathbb{K}}^{w f}[r]_{\mathbb{K}},
$$

where the interpretation $[-]_{\mathbb{K}}$ is extended canonically to terms as usual and $[l]_{\mathbb{K}}>_{\mathbb{K}}^{w f}[r]_{\mathbb{K}}$ means that if $\mathbb{V}(l)=\left\{\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right\}$ then $\forall X_{1}, \ldots, X_{n} \in \mathbb{K},[l]_{\mathbb{K}}\left(X_{1}, \ldots, X_{n}\right)>_{\mathbb{K}}^{w f}[r]_{\mathbb{K}}\left(X_{1}, \ldots, X_{n}\right)$ where, for a given term $t,[t]_{\mathbb{K}}$ is the function mapping $\left(\left[\mathbb{x}_{1}\right]_{\mathbb{K}}, \ldots,\left[\mathbb{x}_{n}\right]_{\mathbb{K}}\right)$ to $[t]_{\mathbb{K}}$.

As demonstrated in [Lan79], an interpretation defines a reduction ordering (i.e a strict, stable, monotonic, and well-founded ordering).
Theorem 2.2.1. If a $\operatorname{TRS}\langle\mathcal{C} \uplus \mathcal{F}, \mathcal{R}\rangle$ admits an interpretation over $\mathbb{K}$ then it terminates.
For $\mathbb{K}=\mathbb{N}$, the above definition constitutes the basis of interpretation method as introduced in [MN70, Lan79], where $\geq_{\mathbb{N}}^{w f}$ is taken to be the standard ordering $\geq_{\mathbb{N}}$ on natural numbers.
Example 2.2.2. The TRS of Example 2.2.1:

$$
\begin{array}{ll}
\text { double }(0) \rightarrow 0 & \exp (0) \rightarrow \underline{1} \\
\text { double }(x+1) \rightarrow \text { double }(x)+2 & \exp (x+1) \rightarrow \text { double }(\exp (x))
\end{array}
$$

admits the following interpretation over $\mathbb{N}$ :

$$
\begin{aligned}
{[0]_{\mathbb{N}} } & =0, & {[+1]_{\mathbb{N}}(X) } & =X+1 \\
{[\operatorname{double}]_{\mathbb{N}}(X) } & =3 \times X+1, & & {[\exp ]_{\mathbb{N}}(X) }
\end{aligned}=3^{2 \times X+1} .
$$

Indeed, it is a strictly monotonic assignment and we have a strict inequality for each rule. In particular, for the last rule, we have:

$$
\begin{aligned}
& {[\exp (\mathrm{x}+1)]_{\mathbb{N}}=3^{2 \times[(\mathrm{x}+1)]_{\mathbb{N}}+1}=3^{2(X+1)+1}=3^{2 X+3}} \\
& >_{\mathbb{N}} 3 \times 3^{2 X+1}+1=[\text { double }]_{\mathbb{N}}\left(3^{2 X+1}\right)=[\text { double }]_{\mathbb{N}}\left([\exp (\mathrm{x})]_{\mathbb{N}}\right)=[\operatorname{double}(\exp (\mathrm{x}))]_{\mathbb{N}} .
\end{aligned}
$$

In the case where $\mathbb{K}=\mathbb{R}^{+}\left(\right.$or $\left.\mathbb{Q}^{+}\right), \geq_{\mathbb{R}^{+}}^{w f}$ cannot be defined to be the natural ordering $\geq_{\mathbb{R}^{+}}$ on real numbers as it is well-known that $>$ is not well-founded on such a domain. This issue was solved by Lucas in [Luc07] by defining $\geq_{\mathbb{R}^{+}}^{w f}$ as follows:

$$
\forall X, Y \in \mathbb{R}^{+}, X \geq_{\mathbb{R}^{+}}^{w f} Y \text { if and only if } X \geq_{\mathbb{R}^{+}} Y+\delta
$$

for some fixed real number $\delta>0$. Throughout the manuscript, we will sometimes use the notation $\geq_{\delta}$ or $>_{\delta}$ to refer explicitly to the order for a given $\delta$. Interpretations over real numbers were initially introduced by Dershowitz in [Der79]. They were required to have a subterm property to compensate for the loss of well-foundedness. A interpretation has the strict subterm property if for any symbol b,

$$
\forall i \in[1, \operatorname{ar}(\mathrm{~b})], \forall X_{i} \in \mathbb{R}^{+},[\mathrm{b}]_{\mathbb{R}^{+}}\left(X_{1}, \cdots, X_{\operatorname{ar}(\mathrm{b})}\right)>_{\mathbb{R}^{+}} X_{i}
$$

It is worth mentioning that both definitions entail that the considered functions have a derivative strictly greater than 1 as the functions are strictly monotonic. However Lucas has demonstrated in [Luc07] that his notion captures more algorithms than the one in [Der79].

It is natural to restrict the space of considered functions (the interpretation codomain) to polynomials for at least two reasons. First, considering the whole space of functions is too general from a computability perspective. Second, polynomials are admitted to be a relevant set of functions in term of time and space complexity.

In what follows, let $\mathbb{K}\left[X_{1}, \ldots, X_{n}\right]$ be the set of $n$-variable polynomials whose coefficients are in $\mathbb{K}$.

Definition 2.2.4 (Polynomial interpretation). Given a $\operatorname{TRS}\langle\mathcal{C} \uplus \mathcal{F}, \mathcal{R}\rangle$, an interpretation $[-]_{\mathbb{K}}$ is a polynomial interpretation if for every symbol $\mathrm{b} \in \mathcal{C} \uplus \mathcal{F},[\mathrm{b}]_{\mathbb{K}} \in \mathbb{K}\left[X_{1}, \ldots, X_{\text {ar(b) }}\right]$.

In particular, as mentioned in Section 1.3.2, the synthesis problem is decidable in exponential time for polynomial interpretations over $\mathbb{R}^{+}$[BMMP05] whereas Hilbert's tenth problem can be reduced to it, for $\mathbb{K} \in\left\{\mathbb{N}, \mathbb{Q}^{+}\right\}$, as demonstrated in [Péc13].

The synthesis problem for polynomial interpretation has been studied in [CMTU05, Luc07] where algorithms solving the constraints are described. More recently, encoding-based algorithms via SAT or SMT solving have become the state of the art for solving the synthesis problem [ $\mathrm{FGM}^{+}$07, $\mathrm{BLO}^{+}$12].

However, as highlighted in [BCMT98, BCMT01], the restriction to polynomial interpretation is not enough if one wants to study polynomial time.

Example 2.2.3. The following $T R S$

$$
\operatorname{explode}(0) \rightarrow \text { nil } \quad \operatorname{explode}(x+1) \rightarrow c(\operatorname{explode}(x), \operatorname{explode}(x))
$$

computes a well-balanced binary tree of size $2^{n}$, for any unary input $\underline{n}$, and the corresponding computed function cannot be in FP , but it admits the following polynomial interpretation over $\mathbb{N}$ :

$$
\begin{aligned}
{[0]_{\mathbb{N}} } & =1, & {[+1]_{\mathbb{N}}(\mathrm{X}) } & =2 X \\
{[\mathrm{c}]_{\mathbb{N}}(X, Y) } & =X+Y, & {[\operatorname{explode}]_{\mathbb{N}}(X) } & =X .
\end{aligned}
$$

This has led to the development of another restriction, called additivity, on the interpretation of constructor symbols.

Definition 2.2.5 (Additivity). An assignment is additive if $\forall c \in \mathcal{C}$,

$$
[\mathrm{c}]_{\mathbb{K}}\left(X_{1}, \ldots, X_{\operatorname{ar}(\mathrm{c})}\right)=\left\{\begin{array}{l}
\Sigma_{i=1}^{n} X_{i}+k_{\mathrm{c}}, \text { with } k_{\mathrm{c}} \geq_{\mathbb{K}} 1, \text { if } \operatorname{ar}(\mathrm{c})>0, \\
0, \text { otherwise } .
\end{array}\right.
$$

An interpretation is additive if it is an additive assignment.
The desirable property of additive interpretations is that the interpretation of a value is in $\Theta$ of its size.
Lemma 2.2.1. Given an additive interpretation $[-]_{\mathbb{K}}$ of a $T R S$, there is a constant $k \in \mathbb{N}-\{0\}$ such that, for any $v \in \mathcal{T}(\mathcal{C})$ :

$$
|v| \leq_{\mathbb{K}}[v]_{\mathbb{K}} \leq_{\mathbb{K}} k \times|v| .
$$

Consequently, it allows to bound from above (and also below) the interpretation of a function symbol call on values as $[\mathrm{f}(v)]_{\mathbb{K}} \leq_{\mathbb{K}}[\mathrm{f}]_{\mathbb{K}}(k \times|v|)$, by monotonicity of interpretations.

Let $I_{\text {add }}^{\text {poly }}\left(\mathbb{K}, \geq_{\mathbb{K}}^{w f}\right)$ be the set of TRS that admits an additive polynomial interpretation over $\mathbb{K}$.
Theorem 2.2.2. For $\mathbb{K} \in\left\{\mathbb{N}, \mathbb{Q}^{+}, \mathbb{R}^{+}\right\}, \llbracket I_{\text {add }}^{\text {poly }}\left(\mathbb{K}, \geq_{\mathbb{K}}^{w f}\right) \rrbracket=\mathrm{FP} .{ }^{20}$
One important question is what is the best structure, $\mathbb{N}, \mathbb{Q}^{+}$or $\mathbb{R}^{+}$, in term of expressive power to consider to study polynomial interpretations. As $\mathbb{N} \subsetneq \mathbb{Q}^{+} \subsetneq \mathbb{R}^{+}$and $\geq_{\mathbb{N}} \subsetneq \geq_{1}$, the counter-examples provided in [Luc07, NM10] provide the following strict inclusions.
Theorem 2.2.3. $I_{\text {add }}^{\text {poly }}\left(\mathbb{N}, \geq_{\mathbb{N}}\right) \subsetneq I_{\text {add }}^{\text {poly }}\left(\mathbb{Q}^{+}, \geq_{\mathbb{Q}^{+}}^{w f}\right) \subsetneq I_{\text {add }}^{\text {poly }}\left(\mathbb{R}^{+}, \geq_{\mathbb{R}^{+}}^{w f}\right)$.
It is worth mentioning that the consideration of non-well-founded domains such as $\mathbb{R}^{+}$or $\mathbb{Q}^{+}$was motivated by the lack of expressive power of polynomial interpretations as the upper bound obtained on the derivational complexity, i.e. the maximal number of reduction steps, of programs is most of the time too rough.
Example 2.2.4. Consider the function symbol double of Example 2.2.1. Finding an additive and polynomial interpretation of double over $\mathbb{N}$ consists in finding a function symbol $f: \mathbb{N} \rightarrow \mathbb{N}$ satisfying the following system of inequalities:

$$
\begin{gathered}
f(0)>_{\mathbb{N}} 0 \\
\forall X \in \mathbb{N}, f(X+k)>_{\mathbb{N}} f(X)+2 k, \text { with } k \geq_{\mathbb{N}} 1 .
\end{gathered}
$$

It can be shown easily that the smallest function in $\mathbb{N}[X]$ that is a solution of this system is $f(X)=3 X+1$. This bound is rough both from a time and space point of view as the derivational complexity (maximal number of reduction steps with respect to an upper bound on the input size) of this function is linear whereas its space consumption is $2 n$ on a unary input of size $n$.

It can be given a tighter interpretation over $\mathbb{Q}^{+}: f(X)=(2+\delta) X+\delta$, for $\delta \in \mathbb{Q}^{+}$and such that $\delta<1$.

Bonfante, Deloup and Henrot [BD10, BDH15] have generalized this result by applying the Positivstellensatz Theorem to interpretations over $\mathbb{R}^{+}\left[X_{1}, \ldots, X_{n}\right]$ using the standard strict order $>$ over $\mathbb{R}^{+}$: they have demonstrated that the strict monotonicity with respect to $>_{\delta}$ is entailed by such interpretations and they recovered a characterization of FP using additive and polynomial interpretations over real numbers.

However the extensions to real and rational numbers are not fully satisfactory as they still fail to capture a huge number of programs. One idea was to relax the well-foundedness, only keeping track of size upper bounds: this has led to the development of quasi-interpretations.

[^11]
### 2.3 Quasi-interpretation

### 2.3.1 Motivations, definition, and basic properties

In [MM00, BMM01], the notion of quasi-interpretation is introduced by relaxing the strict decrease in the definition of interpretations. Well-foundedness and, hence, termination are lost and this allows us to consider (non-strictly) increasing functions.

Definition 2.3.1 (Monotonicity). An assignment $[-]_{\mathbb{K}}$ is monotonic if for every symbol b of $\operatorname{arity} \operatorname{ar}(\mathrm{b})>0,[\mathrm{~b}]_{\mathbb{K}}$ is a monotonic function in each of its arguments, i.e. $\forall i \in[1, \operatorname{ar}(\mathrm{~b})]$,

$$
\forall X, Y \in \mathbb{K}, X \geq_{\mathbb{K}} Y \Longrightarrow[\mathrm{~b}]_{\mathbb{K}}\left(\ldots, X_{i-1}, X, X_{i+1}, \ldots\right) \geq_{\mathbb{K}}[\mathrm{b}]_{\mathbb{K}}\left(\ldots, X_{i-1}, Y, X_{i+1}, \ldots\right)
$$

Some important space information about the biggest size of a intermediate computed value (any value computed during the evaluation of a term) is still kept, provided that the interpretation enjoys some property, called subterm property, a relaxed variation of Dershowitz's subterm property for interpretation over real numbers.

Definition 2.3.2 (Subterm). An assignment $[-]_{\mathbb{K}}$ is subterm if for every symbol b of arity $\operatorname{ar}(\mathrm{b})>0$ :

$$
\forall i \in[1, \operatorname{ar}(\mathrm{~b})], \forall X_{i} \in \mathbb{K},[\mathrm{~b}]_{\mathbb{K}}\left(X_{1}, \ldots, X_{n}\right) \geq_{\mathbb{K}} X_{i} .
$$

We are now ready to introduce the notion of quasi-interpretation that is studied more deeply in the survey [BMM11].

Definition 2.3.3 (Quasi-interpretation). Given a $\operatorname{TRS}\langle\mathcal{C} \uplus \mathcal{F}, \mathcal{R}\rangle$, a (polynomial or additive, respectively) quasi-interpretation is a monotonic and subterm (polynomial or additive, respectively) assignment $[-]_{\mathbb{K}}$ over $\mathbb{K}$ satisfying:

$$
\forall l \rightarrow r \in \mathcal{R},[l]_{\mathbb{K}} \geq_{\mathbb{K}}[r]_{\mathbb{K}},
$$

where the quasi-interpretation $[-]_{\mathbb{K}}$ is extended canonically to terms.
Contrarily to (polynomial) interpretations, quasi-interpretations can deal with partial functions as they do not imply termination.

Example 2.3.1. Consider the following TRS:

$$
f(x+2) \rightarrow f(x)+2, \quad f(0) \rightarrow f(0), \quad f(1) \rightarrow 1 .
$$

The function f computes the identity function on odd numbers whereas it diverges on even numbers. However it admits the trivial polynomial and additive quasi-interpretation $[-]_{\mathbb{K}}$ defined by $[\mathrm{f}]_{\mathbb{K}}(X)=X,[+1]_{\mathbb{K}}(X)=X+1$, and $[0]_{\mathbb{K}}=0$.

Indeed, for the first rule, we check:

$$
\begin{aligned}
& \left.[f(x+2)]_{\mathbb{K}}=[f]_{\mathbb{K}}([(\mathrm{x}+1)+1)]_{\mathbb{K}}\right)=X+2 \\
& \geq_{\mathbb{K}}[f(\mathrm{x})]_{\mathbb{K}}+2=[(\mathrm{f}(\mathrm{x})+1)+1]_{\mathbb{K}} .
\end{aligned}
$$

For the second, rule we clearly have $[\mathrm{f}(0)]_{\mathbb{K}} \geq[\mathrm{f}(0)]_{\mathbb{K}}$ and, for the last rule, we have $[\mathrm{f}(1)]_{\mathbb{K}}=$ $[f]_{\mathbb{K}}\left([1]_{\mathbb{K}}\right) \geq[1]_{\mathbb{K}}$.

### 2.3.2 Intensional properties of quasi-interpretations

By monotonicity and subterm properties, quasi-interpretations allow us to bound the interpretation of any intermediate value.

Lemma 2.3.1. Given a TRS admitting a quasi-interpretation $[-]_{\mathbb{K}}$ over $\mathbb{K}$, for any term $t$, for any value $v \in \mathcal{T}(\mathcal{C})$, and any context $C[\diamond]$ such that $t \rightarrow_{\mathcal{R}}^{*} C[v]$,

$$
[t]_{\mathbb{K}} \geq_{\mathbb{K}}[v]_{\mathbb{K}}
$$

Hence, in the case of a polynomial and additive quasi-interpretation, it turns out that any intermediate value $u$ computed from a term $\mathrm{f}(v)$ has size bounded polynomially in the input size (i.e. $|u| \leq_{\mathbb{K}}[f]_{\mathbb{K}}(k \times|v|)$ for some polynomial $\left.[f]_{\mathbb{K}}\right)$ by combining the above Lemma with Lemma 2.2.1. The above Lemma was also satisfied by polynomial interpretations over $\mathbb{N}$ as a strictly increasing polynomial has to satisfy the subterm property.

Moreover, because of a relaxed monotonicity, the obtained quasi-interpretations are tighter to the effective space complexity of the studied TRS.

Example 2.3.2. The program of Example 2.2.2

$$
\begin{aligned}
& \text { double }(0) \rightarrow 0 \\
& \text { double }(x+1) \rightarrow \text { double }(x)+2
\end{aligned}
$$

admits the following additive and polynomial quasi-interpretation over $\mathbb{N}$ :

$$
\begin{array}{rlr}
{[0]_{\mathbb{N}}} & =0, & {[+1]_{\mathbb{N}}(\mathrm{X})=X+1} \\
{[\text { double }]_{\mathbb{N}}(X)} & =2 \times X, &
\end{array}
$$

whereas we have already shown in Example 2.2.4 that the smallest admissible interpretation over $\mathbb{N}$ is such that $[\text { double }]_{\mathbb{N}}(X)=3 \times X+1$.

Let $Q I_{\text {add }}^{\text {poly }}\left(\mathbb{K}, \geq_{\mathbb{K}}\right)$ be the set of function symbols whose TRS admits an additive and polynomial interpretation over $\mathbb{K}$. We obtain a first intensionality result as the set of programs admitting an additive and polynomial interpretations is strictly included in the set of programs admitting an additive and polynomial quasi-interpretation: ${ }^{21}$
Theorem 2.3.1. For $\mathbb{K} \in\left\{\mathbb{N}, \mathbb{Q}^{+}, \mathbb{R}^{+}\right\}, I_{\text {add }}^{\text {poly }}\left(\mathbb{K}, \geq_{\mathbb{K}}^{w f}\right) \subsetneq Q I_{\text {add }}^{\text {poly }}\left(\mathbb{K}, \geq_{\mathbb{K}}\right)$.
This result relies on the fact that strictly monotonic polynomials have the subterm property. It is worth mentioning that in the above Theorem the order differs for interpretations and quasiinterpretations on non-well-founded domains. For example, if $\mathbb{K}=\mathbb{R}^{+}$then the result can be stated as follows $\forall \delta>0, I_{\text {add }}^{\text {poly }}\left(\mathbb{R}^{+}, \geq_{\delta}\right) \subsetneq Q I_{\text {add }}^{\text {poly }}\left(\mathbb{R}^{+}, \geq_{\mathbb{R}^{+}}\right)$.

As quasi-interpretations do not focus on termination, domains such as $\left(\mathbb{R}^{+}, \geq_{\mathbb{R}^{+}}\right)$or $\left(\mathbb{Q}^{+}, \geq_{\mathbb{Q}^{+}}\right.$ ) are good candidates to define quasi-interpretations. Moreover, non-strictly monotonic, subterm, and polynomially bounded functions such as the maximum can be added to the interpretation domain in order to increase the expressive power without breaking the soundness. This has led to the definition and study of the class of max-polynomials MaxPoly\{ $\mathbb{K}\}$, consisting in the class of functions containing all polynomials of $\mathbb{K}\left[X_{1}, \ldots, X_{n}\right]$ and closed under the max operation. The synthesis problem remains decidable in exponential time $\operatorname{MaxPoly}\left\{\mathbb{R}^{+}\right\}$, for bounded max

[^12]degree (number of operands) $k$, as any inequality involving the max operator can be transformed into at most $k^{2}$ inequalities with no max (see [BMMP05, Péc13] for a more detailed treatment).

Let $Q I_{\text {add }}^{\text {maxpoly }}\left(\mathbb{K}, \geq_{\mathbb{K}}\right)$ be the set of function symbols whose TRS admits an additive maxpolynomial and additive interpretation over $\mathbb{K}$.

Theorem 2.3.2. For $\mathbb{K} \in\left\{\mathbb{N}, \mathbb{Q}^{+}, \mathbb{R}^{+}\right\}, Q I_{\text {add }}^{\text {poly }}\left(\mathbb{K}, \geq_{\mathbb{K}}\right) \subsetneq Q I_{\text {add }}^{\text {maxpoly }}\left(\mathbb{K}, \geq_{\mathbb{K}}\right)$.
The interest of considering quasi-interpretations over the reals does not only rely on the decidability of their synthesis contrarily to quasi-interpretations over $\mathbb{N}$ or $\mathbb{Q}^{+}$. Indeed, we have a result analog to Theorem 2.2.3 over MaxPoly quasi-interpretations. It states that there exist programs that do not have any quasi-interpretation over MaxPoly $\{\mathbb{Q}\}$ and, a fortiori MaxPoly $\{\mathbb{N}\}$, but that admit a quasi-interpretation over $\operatorname{MaxPoly}\left\{\mathbb{R}^{+}\right\}$. This was demonstrated by contradiction in [Péc13] by introducing a TRS enforcing a multiplicative coefficient $a$ of the interpretation to satisfy the equation $a^{2}=2$.

Theorem 2.3.3. $Q I_{\text {add }}^{\text {maxpoly }}\left(\mathbb{N}, \geq_{\mathbb{N}}\right) \subseteq Q I_{\text {add }}^{\text {maxpoly }}\left(\mathbb{Q}^{+}, \geq_{\mathbb{Q}^{+}}\right) \subsetneq Q I_{\text {add }}^{\text {maxpoly }}\left(\mathbb{R}^{+}, \geq_{\mathbb{R}^{+}}\right)$.
In the above Theorem, it is not known whether the first inclusion is strict or not.

### 2.3.3 Recursive path orderings

Theorem 2.3.3 is not a characterization. Indeed $Q I_{\text {add }}^{\operatorname{maxpoly}}\left(\mathbb{K}, \geq_{\mathbb{K}}\right)$ is not a complexity class as it contains non-terminating programs. For capturing a complexity class, quasi-interpretation have to be complemented by some termination ordering in order to recover complexity results. This was done in [MM00, BMM01] and surveyed in [BMM11] by combining quasi-interpretations and recursive path ordering $\prec_{r p o}$ (and its reflexive closure $\preceq_{r p o}$ ) that we define in Figure 2.3 with respect to a $\operatorname{TRS}\langle\mathcal{C} \uplus \mathcal{F}, \mathcal{R}\rangle$. Let $\prec_{\mathcal{F}}$ be a strict ordering on $\mathcal{F}$ and $\approx_{\mathcal{F}}$ a compatible equivalence relation. Define $\preceq_{\mathcal{F}}$ by $\preceq_{\mathcal{F}}=\prec_{\mathcal{F}} \cup \approx_{\mathcal{F}}$. Let st be a mapping from $\mathcal{F}$ to $\{p, l\}$ compatible with $\preceq_{\mathcal{F}}$, i.e. $\mathrm{f} \approx_{\mathcal{F}} \mathrm{g}$ implies that $\operatorname{st}(\mathrm{f})=\operatorname{st}(\mathrm{g})$. st provides information on how to compare the arguments of two equivalent function symbols. This comparison can be product $p$ (i.e. component by component) or lexicographic $l$.

A TRS $\langle\mathcal{C} \uplus \mathcal{F}, \mathcal{R}\rangle$ is oriented by $\prec_{r p o}$ if there is a status st and a precedence $\prec_{\mathcal{F}}$ such that for each rule $t \rightarrow_{\mathcal{R}} s \in\langle\mathcal{C} \uplus \mathcal{F}, \mathcal{R}\rangle, s \prec_{r p o} t$. For $A \subseteq\{p, l\}$, let $R P O^{A}$ be the set of TRSs that can be oriented by $\prec_{r p o}$ in such a way that all function symbols have a status in $A$. As rule (Lexi) is implied by rule (Prod) in Figure 2.3, but not the converse, it holds that $R P O^{\{p\}} \subsetneq R P O^{\{l\}}$ and, consequently, $R P O^{\{p, l\}}=R P O^{\{l\}}$.

Example 2.3.3. Consider the following TRS

$$
\begin{aligned}
\operatorname{concat}(\mathrm{i}(\mathrm{x}), \mathrm{y}) & \rightarrow \mathrm{i}(\operatorname{concat}(\mathrm{x}, \mathrm{y})), \mathrm{i} \in\{0,1\} \\
\operatorname{concat}(\epsilon, \mathrm{y}) & \rightarrow \mathrm{y}
\end{aligned}
$$

concatenating two binary words given as input. It can be oriented by $\prec_{r p o}$ in

$$
\begin{aligned}
& \frac{s=t \quad \mathrm{~b} \in \mathcal{C} \uplus \mathcal{F}}{s \prec_{r p o} \mathrm{~b}(\ldots, t, \ldots)}(\text { SubI }) \quad \frac{s \prec_{r p o} t \quad \mathrm{~b} \in \mathcal{C} \uplus \mathcal{F}}{s \prec_{r p o} \mathrm{~b}(\ldots, t, \ldots)} \text { (Sub) } \\
& \frac{s=t}{s \preceq_{r p o} t}(\text { RefI }) \quad \frac{\mathrm{f} \in \mathcal{F} \quad \mathrm{c} \in \mathcal{C} \quad \forall i, s_{i} \prec_{r p o} \mathrm{f}\left(t_{1}, \ldots, t_{n}\right)}{\mathrm{c}\left(s_{1}, \ldots, s_{m}\right) \prec_{r p o} \mathrm{f}\left(t_{1}, \ldots, t_{n}\right)} \text { (Cons) } \\
& \frac{s \prec_{r p o} t}{s \preceq_{r p o} t}(\text { Ref }) \quad \frac{\mathrm{f}, \mathrm{~g} \in \mathcal{F} \quad \mathrm{~g} \prec_{\mathcal{F}} \mathrm{f} \quad \forall i, s_{i} \prec_{r p o} \mathrm{f}\left(t_{1}, \ldots, t_{n}\right)}{\mathrm{g}\left(s_{1}, \ldots, s_{n}\right) \prec_{r p o} \mathrm{f}\left(t_{1}, \ldots, t_{n}\right)} \text { (FLess) } \\
& \frac{\mathrm{f}, \mathrm{~g} \in \mathcal{F} \quad \mathrm{~g} \approx_{\mathcal{F} \mathrm{f}} \quad \forall i, s_{i} \prec_{r p o} \mathrm{f}\left(t_{1}, \ldots, t_{n}\right) \quad\left\{s_{1}, \ldots, s_{n}\right\} \prec_{r p o}^{s t(\mathrm{f})}\left\{t_{1}, \ldots, t_{n}\right\}}{\mathrm{g}\left(s_{1}, \ldots, s_{n}\right) \prec_{r p o} \mathrm{f}\left(t_{1}, \ldots, t_{n}\right)}(\mathrm{FEq}) \\
& \frac{\forall i, s_{i} \preceq_{r p o} t_{i} \quad \exists j, s_{j} \prec_{r p o} t_{j}}{\left\{s_{1}, \ldots, s_{n}\right\} \prec_{r p o}^{p}\left\{t_{1}, \ldots, t_{n}\right\}} \text { (Prod) } \quad \frac{\exists j, \forall i<j, s_{i} \preceq_{r p o} t_{i} s_{j} \prec_{r p o} t_{j}}{\left\{s_{1}, \ldots, s_{n}\right\} \prec_{r p o}^{l}\left\{t_{1}, \ldots, t_{n}\right\}} \text { (Lexi) }
\end{aligned}
$$

Figure 2.3: Recursive path ordering
and in

$$
\frac{\mathrm{y}=\mathrm{y}}{\mathrm{y} \prec_{\text {rpo }} \operatorname{concat}(\epsilon, \mathrm{y})}(S u b I) .
$$

Moreover all function symbols have a product status. Consequently, this TRS is in $R P O^{\{p\}}$.
Example 2.3.4. Consider the following TRS

$$
\begin{aligned}
\operatorname{step}(\mathrm{i}(\mathrm{x}), \mathrm{y}) & \rightarrow \operatorname{step}(\mathrm{x}, \mathrm{i}(\mathrm{y})), \mathrm{i} \in\{0,1\} \\
\operatorname{step}(\epsilon, \mathrm{y}) & \rightarrow \mathrm{y} \\
\operatorname{reverse}(\mathrm{x}) & \rightarrow \operatorname{step}(\mathrm{x}, \epsilon)
\end{aligned}
$$

computing the reverse binary word of its input. It can be oriented by $\prec_{r p o}$ using the precedence step $\prec_{\mathcal{F}}$ reverse in

$$
\begin{gathered}
\frac{\mathrm{x}=\mathrm{x}}{\mathrm{x} \prec_{\text {rpo }} \operatorname{reverse}(\mathrm{x})}\left(\text { SubI) } \overline{\epsilon \prec_{\text {rpo }} \text { reverse }(\mathrm{x})}\right. \\
\operatorname{step}(\mathrm{x}, \epsilon) \prec_{\text {rpo }} \operatorname{reverse}(\mathrm{x}) \\
\text { (Fons) } \\
\frac{\mathrm{y}=\mathrm{y}}{\mathrm{y} \prec_{\text {rpo }} \operatorname{step}(\epsilon, \mathrm{y})} \text { (SubI) }
\end{gathered}
$$

and in

Moreover, the status of step is enforced to be lexicographic, i.e. to satisfy st(step) $=l$, as it does not hold that $\mathrm{i}(\mathrm{y}) \prec_{\text {rpo }} \mathrm{y}$. Consequently, this $T R S$ is in $R P O^{\{l\}}$ but not in $R P O^{\{p\}}$.

Now we are ready to present the characterizations of FP and FPSPACE presented in [BMM11]. They consist in slight variations, improvements or simplifications of the results of [MM00, BMM01].

Theorem 2.3.4 ([BMM11]). For $\mathbb{K} \in\left\{\mathbb{N}, \mathbb{Q}^{+}, \mathbb{R}^{+}\right\}$, we have:

- $\llbracket Q I_{\text {add }}^{\text {maxpoly }}\left(\mathbb{K}, \geq_{\mathbb{K}}\right) \cap R P O^{\{p\}} \rrbracket=\mathrm{FP}$,
- $\llbracket Q I_{\text {add }}^{\text {maxpoly }}\left(\mathbb{K}, \geq_{\mathbb{K}}\right) \cap R P O^{\{l\}} \rrbracket=$ FPSPACE.

The characterization of FPSPACE is a direct application of Lemma 2.3.1 in the case of additive and (max-)polynomial interpretations. Indeed, in such a case, any value (and term) computed during the evaluation process has size bounded polynomially by the input size. The characterization of FP is a bit more subtle and needs the application of a memoization technique to show that only a polynomial number (in the input size) of recursive calls can be performed for a given function symbol.

Example 2.3.5. The TRS of Example 2.3.3 admits the following additive and polynomial quasiinterpretation:

$$
\begin{aligned}
{[\text { concat }]_{\mathbb{N}}(\mathrm{X}, \mathrm{Y}) } & =X+Y, \\
{[\mathrm{i}]_{\mathbb{N}}(X) } & =X+1, \mathrm{i} \in\{0,1\}, \\
{[\epsilon]_{\mathbb{N}} } & =0 .
\end{aligned}
$$

As it is in $R P O^{\{p\}}$, we can conclude, using Theorem 2.3.4, that the computed function is in FP .
Example 2.3.6. The TRS of Example 2.3.4 admits the following additive and polynomial quasiinterpretation:

$$
\begin{aligned}
{\left[\text { step }_{\mathbb{N}}(\mathrm{X}, \mathrm{Y})\right.} & =X+Y, \\
{[\mathrm{i}]_{\mathbb{N}}(X) } & =X+1, \mathrm{i} \in\{0,1\}, \\
{[\epsilon]_{\mathbb{N}} } & =0, \\
{[\text { reverse }]_{\mathbb{N}}(\mathrm{X}) } & =X .
\end{aligned}
$$

As it is in $R P O^{\{l\}}$, we can conclude, using Theorem 2.3.4, that the computed function is in FPSPACE. Notice that this result does not provide a good precision on the function complexity. Some other characterizations have been developed in [BMM11]. They manage in particular to show that $\llbracket$ reverse】 belongs to FP.

### 2.3.4 Interpretation vs quasi-interpretation

By Theorem 2.3.1, quasi-interpretations have strictly more expressive power than interpretations. However, the characterization of Theorem 2.3.4 does not provide more intensionality than the one of Theorem 2.2.2 as illustrated by the following counter-example.

Example 2.3.7. The TRS, computing the zero function, and consisting of the two rules

$$
\begin{aligned}
f(x+1) & \rightarrow f(f(x)), \\
f(0) & \rightarrow 0 .
\end{aligned}
$$

This TRS has the following polynomial and additive interpretation over $\mathbb{N}$

$$
\begin{aligned}
{[\mathrm{f}]_{\mathbb{N}}(X) } & =X+1, \\
{[+1]_{\mathbb{N}}(X) } & =X+2, \\
{[0]_{\mathbb{N}} } & =0 .
\end{aligned}
$$

It does not terminate by $\prec_{r p o}$ as, for the first rule, it cannot hold that $\{\mathrm{f}(\mathrm{x})\} \prec_{\mathrm{rpo}}^{\mathrm{p}}\{\mathrm{x}+1\}$.
The converse also holds, i.e. the characterization of Theorem 2.2.2 does not provide more intensionality than the one of Theorem 2.3.4, as illustrated by the following counter-example.
Example 2.3.8. The TRS, computing the zero function and consisting of the three rules

$$
\begin{aligned}
\mathrm{f}(\mathrm{x}+1) & \rightarrow \mathrm{g}(\mathrm{f}(\mathrm{x}), \mathrm{f}(\mathrm{x})), \\
\mathrm{g}(\mathrm{x}, \mathrm{y}) & \rightarrow \mathrm{x} \\
\mathrm{f}(0) & \rightarrow 0
\end{aligned}
$$

has the following polynomial and additive quasi-interpretation over $\mathbb{N}$

$$
\begin{aligned}
{[\mathrm{f}]_{\mathbb{N}}(X) } & =X, \\
{[\mathrm{~g}]_{\mathbb{N}}(X, Y) } & =\max (X, Y), \\
{[+1]_{\mathbb{N}}(X) } & =X+1, \\
{[0]_{\mathbb{N}} } & =0,
\end{aligned}
$$

and can be oriented by $\prec_{\text {rpo }}$ only using product status. However it has no polynomial and additive interpretation as, for the first rule, an interpretation should satisfy the following inequality:

$$
[\mathrm{f}]_{\mathbb{N}}(X+k)>[\mathrm{g}(\mathrm{f}(\mathrm{x}), \mathrm{f}(\mathrm{x}))]_{\mathbb{N}} \geq 2 \times[\mathrm{f}]_{\mathbb{N}}(X)
$$

which is not satisfiable by any polynomial $[\mathrm{f}]_{\mathbb{N}} \in \mathbb{N}[X]$.
From the two above counter-example, we can deduce the following intensional result.
Theorem 2.3.5. For $\mathbb{K} \in\left\{\mathbb{N}, \mathbb{Q}^{+}, \mathbb{R}^{+}\right\}, I_{\text {add }}^{\text {poly }}\left(\mathbb{K}, \geq_{\mathbb{K}}\right)$ and $\left(Q I_{\text {add }}^{\text {poly }}\left(\mathbb{K}, \geq_{\mathbb{K}}\right) \cap R P O^{\{p\}}\right)$ are incomparable.

RPO is still a powerful technique as Hofbauer has demonstrated in [Hof92] that the set of functions computed by $R P O^{\{p\}}$ programs is the set of primitive recursive functions. However its combination with quasi-interpretations is restrictive and it turns out that the two characterizations of FP using interpretations (Theorem 2.2.2) and using quasi-interpretations with RPO (Theorem 2.3.4) are very close from an intensional point of view as the counter-examples used for showing incomparability mostly rely on the inherent weakness of each technique: the inability to compute a sublinear function such as max on the interpretation side, the inability to nest equivalent function calls on the RPO side.

It is worth mentioning that several works have been developed to improve the expressive power of quasi-interpretation method. In [BDLM12], the blind abstraction of a program on binary lists has been defined as the possibly non-deterministic program obtained by replacing lists with their lengths encoded as unary numbers. A program is blindly polynomial if its blind abstraction terminates in polynomial time. This notion is combined with quasi-interpretation to improve the expressive power of previous characterizations.

Another important point to mention is that we have presented a version of RPO using the Product Path Ordering (PPO). The expressive power of the method can be improved using Multiset Path Ordering (MPO) as suggested in [Bon11]. It differs in the sense that the arguments of recursive calls are compared using a multiset based comparison rather than a product one (i.e. component by component), allowing the treatment of rules of the shape $f(x+1, y) \rightarrow f(x, x)$.

### 2.3.5 Modularity

The paper [BMP07] has suggested another approach for trying to improve the expressive power of quasi-interpretations: modularity. Modularity is a well know notion for TRSs that has been deeply studied for termination [Gra94, KO92]. Applied to our context, the main idea is to divide a $\operatorname{TRS}\langle\mathcal{C} \uplus \mathcal{F}, \mathcal{R}\rangle$ into sub-TRSs $\left\langle\mathcal{C}_{1} \uplus \mathcal{F}_{1}, \mathcal{R}_{1}\right\rangle$ and $\left\langle\mathcal{C}_{2} \uplus \mathcal{F}_{2}, \mathcal{R}_{2}\right\rangle$ and try to search for quasiinterpretations for each of them. Among the distinct ways a program can be split, there are three main possibilities studied by the rewriting community:

- disjoint union $\uplus$, whenever $\left\langle\mathcal{C}_{1} \uplus \mathcal{F}_{1}, \mathcal{R}_{1}\right\rangle$ and $\left\langle\mathcal{C}_{2} \uplus \mathcal{F}_{2}, \mathcal{R}_{2}\right\rangle$ do not share any common symbol,
- constructor-sharing union $\sqcup$, whenever only constructor symbols in $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ are shared,
- hierarchical union $\sqsubset$, whenever some constructor symbols of $\mathcal{C}_{1}$ are function symbols of $\mathcal{F}_{2}$.

In the case of hierarchical union, constructor symbols can be shared. Consequently, the constructorsharing union can be seen a restricted (commutative) case of hierarchical union.

Now we can define the standard notion of modularity.
Definition 2.3.4. A property $R$ (a decision problem mapping each TRS to true or false) is modular for the union in $X \in\{\uplus, \sqcup, \sqsubset\}$, if for all TRSs $p_{1}$ and $p_{2}$ such that $p_{1} X p_{2}$ is defined, if $R\left(p_{1}\right)$ and $R\left(p_{2}\right)$ then $R\left(p_{1} X p_{2}\right)$.

The following modularity results hold for (quasi-)interpretations.
Proposition 2.3.1. The property of having a (polynomial) additive quasi-interpretation is:

- modular for the disjoint union,
- not modular for the constructor-sharing union and the hierarchical union.

The modularity of the disjoint union is straightforward. We give one example illustrating the non-modularity of additive (quasi-)interpretations for the constructor-sharing union.

Example 2.3.9. Consider the $T R S s\left\langle\mathcal{C}_{1} \uplus \mathcal{F}_{1}, \mathcal{R}_{1}\right\rangle$ and $\left\langle\mathcal{C}_{2} \uplus \mathcal{F}_{2}, \mathcal{R}_{2}\right\rangle$ defined by:

$$
\mathcal{R}_{1}=\left\{\begin{array}{ll}
\mathrm{f}(\mathrm{a}(\mathrm{x})) & \rightarrow \mathrm{f}(\mathrm{f}(\mathrm{x})) \\
\mathrm{f}(\mathrm{~b}(\mathrm{x})) & \rightarrow \mathrm{a}(\mathrm{a}(\mathrm{f}(\mathrm{x})))
\end{array} \quad \mathcal{R}_{2}= \begin{cases}\mathrm{g}(\mathrm{~b}(\mathrm{x})) & \rightarrow \mathrm{g}(\mathrm{~g}(\mathrm{x})) \\
\mathrm{g}(\mathrm{a}(\mathrm{x})) & \rightarrow \mathrm{b}(\mathrm{~b}(\mathrm{~g}(\mathrm{x})))\end{cases}\right.
$$

with $\mathcal{C}_{1}=\mathcal{C}_{2}=\{\mathrm{a}, \mathrm{b}\}, \mathcal{F}_{1}=\{\mathrm{f}\}$ and $\mathcal{F}_{2}=\{\mathrm{g}\}$.
$\left\langle\mathcal{C}_{1} \uplus \mathcal{F}_{1}, \mathcal{R}_{1}\right\rangle$ admits the polynomial additive quasi-interpretation $[-]_{\mathbb{K}}^{1}$ defined by $[\mathrm{f}]_{\mathbb{K}}^{1}(X)=$ $[\mathrm{a}]_{\mathbb{K}}^{1}(X)=X+1$ and $[\mathrm{b}]_{\mathbb{K}}^{1}(X)=X+2$.
$\left\langle\mathcal{C}_{2} \uplus \mathcal{F}_{2}, \mathcal{R}_{2}\right\rangle$ admits the polynomial additive quasi-interpretation $[-]_{\mathbb{K}}^{2}$ defined by $[\mathrm{g}]_{\mathbb{K}}^{2}(X)=$ $[\mathrm{b}]_{\mathbb{K}}^{2}(X)=X+1$ and $[\mathrm{a}]_{\mathbb{K}}^{2}(X)=X+2$.

However their constructor-sharing union $\left\langle\mathcal{C}_{1} \uplus \mathcal{F}_{1}, \mathcal{R}_{1}\right\rangle \sqcup\left\langle\mathcal{C}_{2} \uplus \mathcal{F}_{2}, \mathcal{R}_{2}\right\rangle$ has no additive quasiinterpretation. Indeed suppose that such a quasi-interpretation $[-]_{\mathbb{K}}$ exists. $[\mathrm{f}]_{\mathbb{K}}$ and $[\mathrm{g}]_{\mathbb{K}}$ cannot be greater than a linear function because of the first rules of $\mathcal{R}_{1}$ and $\mathcal{R}_{2}$. The second rule of $\mathcal{R}_{1}$ enforces that $[\mathrm{b}]_{\mathbb{K}}(X) \geq[\mathrm{a}]_{\mathbb{K}}\left([\mathrm{a}]_{\mathbb{K}}(X)\right)$, whereas the second rule of $\mathcal{R}_{2}$, enforces that $[\mathrm{a}]_{\mathbb{K}}(X) \geq$ $[\mathrm{b}]_{\mathbb{K}}\left([\mathrm{b}]_{\mathbb{K}}(X)\right)$. These constraints are not satisfiable by any additive quasi-interpretation.

The example below illustrates the non-modularity hierarchical union for additive polynomial quasi-interpretations.

Example 2.3.10. Consider the $\operatorname{TRSs}\left\langle\mathcal{C}_{1} \uplus \mathcal{F}_{1}, \mathcal{R}_{1}\right\rangle$ and $\left\langle\mathcal{C}_{2} \uplus \mathcal{F}_{2}, \mathcal{R}_{2}\right\rangle$ defined by:

$$
\mathcal{R}_{1}=\left\{\begin{array}{lll}
\operatorname{double}(0) & \rightarrow 0 \\
\operatorname{double}(\mathrm{x}+1) & \rightarrow \text { double }(\mathrm{x})+2
\end{array} \quad \mathcal{R}_{2}= \begin{cases}\exp (0) & \rightarrow 1 \\
\exp (\mathrm{x}+1) & \rightarrow \text { double }(\exp (\mathrm{x}))\end{cases}\right.
$$

with $\mathcal{C}_{1}=\{0,+1\}, \mathcal{C}_{2}=\{0,+1$, double $\}, \mathcal{F}_{1}=\{$ double $\}$, and $\mathcal{F}_{2}=\{\exp \} .\left\langle\mathcal{C}_{1} \uplus \mathcal{F}_{1}, \mathcal{R}_{1}\right\rangle$ admits the additive polynomial quasi-interpretation $[-]_{\mathbb{K}}^{1}$ defined by $[\text { double }]_{\mathbb{K}}^{1}(X)=2 X,[+1]_{\mathbb{K}}^{1}(X)=$ $X+1$, and $[0]_{\mathbb{K}}^{1}=0 .\left\langle\mathcal{C}_{2} \uplus \mathcal{F}_{2}, \mathcal{R}_{2}\right\rangle$ admits the additive polynomial quasi-interpretation $[-]_{\mathbb{K}}^{2}$ defined by $[\exp ]_{\mathbb{K}}^{2}(X)=X$, $[\text { double }]_{\mathbb{K}}^{2}(X)=[+1]_{\mathbb{K}}^{2}(X)=X+1$, and $[0]_{\mathbb{K}}^{2}=0$. However their hierarchical union $\left\langle\mathcal{C}_{1} \uplus \mathcal{F}_{1}, \mathcal{R}_{1}\right\rangle \sqsubset\left\langle\mathcal{C}_{2} \uplus \mathcal{F}_{2}, \mathcal{R}_{2}\right\rangle$ has no additive polynomial quasi-interpretation.

The property of having an additive polynomial interpretation is not modular for constructorsharing unions but [BMP07] has made the observation that the program obtained by such an union is still computing a polynomial time function. This can be combined with the fact that RPO is modular for constructor-sharing union. Let $\sqcup Q I_{a d d}^{p o l y}\left(\mathbb{K}, \geq_{\mathbb{K}}\right)$ be the set of function symbols whose TRS is the constructor-sharing union of two programs admitting an additive polynomial quasi-interpretation over $\mathbb{K}$.

Theorem 2.3.6 ([BMP07]). For $\mathbb{K} \in\left\{\mathbb{N}, \mathbb{Q}^{+}, \mathbb{R}^{+}\right\}$, we have:

- $\llbracket \sqcup Q I_{\text {add }}^{\text {poly }}\left(\mathbb{K}, \geq_{\mathbb{K}}\right) \cap R P O^{\{p\}} \rrbracket=\mathrm{FP}$,
- $\llbracket \sqcup Q I_{\text {add }}^{\text {poly }}\left(\mathbb{K}, \geq_{\mathbb{K}}\right) \cap R P O^{\{l\}} \rrbracket=$ FPSPACE.

Moreover, these characterizations are strictly more expressive.
Theorem 2.3.7. For $\mathbb{K} \in\left\{\mathbb{N}, \mathbb{Q}^{+}, \mathbb{R}^{+}\right\}, Q I_{\text {add }}^{\text {poly }}\left(\mathbb{K}, \geq_{\mathbb{K}}\right) \subsetneq \sqcup Q I_{\text {add }}^{\text {poly }}\left(\mathbb{K}, \geq_{\mathbb{K}}\right)$.
Indeed, each TRS can be seen as the constructor sharing union of itself and a program with an empty set of rules. Example 2.3.9 illustrates that the inclusion is strict. Some more examples are provided in [BMP07]. However Theorem 2.3.6 does not hold for hierarchical unions as illustrated by Example 2.3.10 where both TRSs admit an additive polynomial interpretation but their hierarchical union computes an exponential function. The result can be recovered on hierarchical unions by putting some more restrictions. Given a polynomial $P$ and a monomial $m$, we write $m \in P$ if $P=\alpha m+Q$, for some $\alpha \in \mathbb{N}-\{0\}$ and some polynomial $Q$ such that $m \notin Q . \alpha$ is the coefficient of $m$ in $P$, noted $\operatorname{coeff}(m, P)$.

Definition 2.3.5. Given the hierarchical union of two TRSs $\left\langle\mathcal{C}_{1} \uplus \mathcal{F}_{1}, \mathcal{R}_{1}\right\rangle$ and $\left\langle\mathcal{C}_{2} \uplus \mathcal{F}_{2}, \mathcal{R}_{2}\right\rangle$ having the respective polynomial quasi-interpretations $[-]_{\mathbb{N}}^{1}$ and $[-]_{\mathbb{N}}^{2},[-]_{\mathbb{N}}^{1}$ and $[-]_{\mathbb{N}}^{2}$ are kind preserving if for any symbol $\mathrm{b} \in \mathcal{F}_{1} \cap \mathcal{C}_{2}$, the following conditions both hold:

- for any monomial $m, m \in[\mathrm{~b}]_{\mathbb{N}}^{1}$ if and only if $m \in[\mathrm{~b}]_{\mathbb{N}}^{2}$,
- for any monomial $m$, coeff $\left(m,[\mathrm{~b}]_{\mathbb{N}}^{1}\right)=1$ if and only if $\operatorname{coeff}\left(m,[\mathrm{~b}]_{\mathbb{N}}^{2}\right)=1$.

Notice that the notion of kind comes from [BCMT98].
Example 2.3.11. The interpretations of the two TRSs of Example 2.3.10 are not kind preserving. Indeed $[\text { double }]_{\mathbb{K}}^{1}(X)=2 X$ and $[\text { double }]_{\mathbb{K}}^{2}(X)=X+1$. Consequently, coeff $\left(X,[\mathrm{~b}]_{\mathbb{N}}^{1}\right)=2$ and $\operatorname{coeff}\left(X,[\mathrm{~b}]_{\mathbb{N}}^{2}\right)=1$.

For a given TRS $\langle\mathcal{C} \uplus \mathcal{F}, \mathcal{R}\rangle$, we define an equivalence on function symbols $f \approx_{\mathcal{F}} g$ by the reflexive and transitive closure of whether f called g in $\mathcal{R}$ and vice versa.

Definition 2.3.6. The hierarchical union of two programs $\left\langle\mathcal{C}_{1} \uplus \mathcal{F}_{1}, \mathcal{R}_{1}\right\rangle$ and $\left\langle\mathcal{C}_{2} \uplus \mathcal{F}_{2}, \mathcal{R}_{2}\right\rangle$ is a stratified union, noted $\left\langle\mathcal{C}_{1} \uplus \mathcal{F}_{1}, \mathcal{R}_{1}\right\rangle \ll\left\langle\mathcal{C}_{2} \uplus \mathcal{F}_{2}, \mathcal{R}_{2}\right\rangle$ if the following conditions hold:

- for any rule $\mathrm{f}\left(p_{1}, \ldots, p_{n}\right) \rightarrow r \in \mathcal{R}_{2}$ and any subterm $\mathrm{g}\left(e_{1}, \ldots, e_{n}\right)$ of $r$, if $\mathrm{f} \approx_{\mathcal{F}_{2}} \mathrm{~g}$ then no shared function symbols of $\mathcal{C}_{2} \cap \mathcal{F}_{1}$ occurs in $e_{1}, \ldots, e_{n}$,
- for any rule $\mathrm{f}\left(p_{1}, \ldots, p_{n}\right) \rightarrow r \in \mathcal{R}_{2}$ there is no nesting of function symbols in $r$.

Let $\ll K P Q I_{a d d}^{\text {poly }}\left(\mathbb{N}, \geq_{\mathbb{N}}\right)$ be the set of function symbols whose TRS is the stratified union of two programs admitting an additive polynomial kind preserving quasi-interpretation over $\mathbb{N} .{ }^{22}$

Theorem 2.3.8 ([BMP07]). We have:

- $\llbracket \ll K P Q I_{a d d}^{\text {poly }}\left(\mathbb{N}, \geq_{\mathbb{N}}\right) \cap R P O^{\{p\}} \rrbracket=\mathrm{FP}$,
- $\llbracket \ll K P Q I_{a d d}^{p o l y}\left(\mathbb{N}, \geq_{\mathbb{N}}\right) \cap R P O^{\{l\}} \rrbracket=$ FPSPACE.

An extension to $\mathbb{Q}^{+}$and $\mathbb{R}^{+}$is considered in [BMP07]. Basically, it just asks for some extra condition on the notion of kind preserving interpretation: all the multiplicative coefficients of the monomials have to be greater than 1 . This is always true over $\mathbb{N}$.

Example 2.3.12. Consider the $\operatorname{TRSs}\left\langle\mathcal{C}_{1} \uplus \mathcal{F}_{1}, \mathcal{R}_{1}\right\rangle$ and $\left\langle\mathcal{C}_{2} \uplus \mathcal{F}_{2}, \mathcal{R}_{2}\right\rangle$ defined by:

$$
\mathcal{R}_{1}=\left\{\begin{array}{lll}
\operatorname{double}(0) & \rightarrow 0 \\
\operatorname{double}(\mathrm{x}+1) & \rightarrow \operatorname{double}(\mathrm{x})+2 \\
\operatorname{add}(0, \mathrm{y}) & \rightarrow \mathrm{y} & \mathcal{R}_{2}=\left\{\begin{array}{ll}
\mathrm{sq}(0) & \rightarrow 0 \\
\operatorname{sq}(\mathrm{x}+1) & \rightarrow \operatorname{add}(\mathrm{sq}(\mathrm{x}), \operatorname{double}(\mathrm{x}))
\end{array}, \quad \mathrm{x}+1, \mathrm{y}\right) \\
\rightarrow \operatorname{add}(\mathrm{x}, \mathrm{y})+1
\end{array} \quad .\right.
$$

with $\mathcal{C}_{1}=\{0,+1\}, \mathcal{F}_{1}=\{$ double, add $\}, \mathcal{C}_{2}=\{0,+1$, add, double $\}$, and $\mathcal{F}_{1}=\{\mathrm{sq}\}$. The function symbol sq computes the square of a unary number given as input in the hierarchical union $\left\langle\mathcal{C}_{1} \uplus \mathcal{F}_{1}, \mathcal{R}_{1}\right\rangle \sqsubset\left\langle\mathcal{C}_{2} \uplus \mathcal{F}_{2}, \mathcal{R}_{2}\right\rangle$. Neither $\mathrm{sq} \approx_{\mathcal{F}}$ double, nor $\mathrm{sq} \approx_{\mathcal{F}}$ add hold. The program $\left\langle\mathcal{C}_{2} \uplus \mathcal{F}_{2}, \mathcal{R}_{2}\right\rangle$ is flat as there is no composition of function symbols in its rules. Moreover, there is no shared argument in the recursive call sq(x). Consequently, $\left\langle\mathcal{C}_{1} \uplus \mathcal{F}_{1}, \mathcal{R}_{1}\right\rangle \ll\left\langle\mathcal{C}_{2} \uplus \mathcal{F}_{2}, \mathcal{R}_{2}\right\rangle$ is a stratified union.

Define the following quasi-interpretations $[-]_{\mathbb{N}}^{1}$ and $[-]_{\mathbb{N}}^{2}$ by:

$$
\begin{array}{rlrl}
{[0]_{\mathbb{N}}^{1}} & =0 & {[0]_{\mathbb{N}}^{2}} & =0, \\
{[+1]_{\mathbb{N}}^{1}(X)} & =X+1, & {[+1]_{\mathbb{N}}^{2}(X)} & =X+1, \\
{[\operatorname{add}]_{\mathbb{N}}^{1}(\mathrm{X}, \mathrm{Y})} & =X+Y, & {[\mathrm{add}]_{\mathbb{N}}(\mathrm{X}, \mathrm{Y})} & =X+Y+1, \\
{[\operatorname{double}]_{\mathbb{N}}^{1}(\mathrm{X})} & =3 X, & {[\mathrm{double}]_{\mathbb{N}}^{2}(\mathrm{X})} & =2 X, \\
{[\mathrm{sq}]_{\mathbb{N}}^{2}(\mathrm{X})} & =2 X^{2} .
\end{array}
$$

$[-]_{\mathbb{N}}^{1}$ and $[-]_{\mathbb{N}}^{2}$ are additive and polynomial kind preserving quasi-interpretations. The two programs can be ordered by RPO with product status and, consequently, the function symbols of the stratified union computes functions in FP.

[^13]As a corollary of Theorem 2.3.7, we also have more expressive power for stratified union (constructor-sharing union being a particular case of stratified union):
Corollary 2.3.1. $Q I_{a d d}^{\text {poly }}\left(\mathbb{N}, \geq_{\mathbb{N}}\right) \subsetneq \ll K P Q I_{\text {add }}^{\text {poly }}\left(\mathbb{N}, \geq_{\mathbb{N}}\right)$.
Due to the restrictions to kind preserving quasi-interpretations, stratified union does not improve greatly the expressive power of the method compared to constructor-sharing union. However they allow to improve quasi-interpretation synthesis by allowing to apply a divide-andconquer strategy on TRS rules during inference.

### 2.4 Sup-interpretation

### 2.4.1 Motivations, definition, and basic properties

The subterm property drastically limits the quasi-interpretation domain. For example, a function defined by $\mathrm{f}(x, y) \rightarrow x$ has a quasi-interpretation at least equal to $[\mathrm{f}]_{\mathbb{K}}(X, Y)=\max _{\mathbb{K}}(X, Y)$, $\max _{\mathbb{K}}$ being the max function over $\mathbb{K}$, whereas one would expect it to be $[\mathrm{f}]_{\mathbb{K}}(X, Y)=X$, since the second parameter is dropped.

The notion of sup-interpretation (SI) was introduced in [MP06, MP09] in order to increase the intensionality of interpretation methods by compensating for such a drawback: sup-interpretations do not need to satisfy the subterm property.

As quasi-interpretations, sup-interpretations do not ensure termination and, consequently, they can be defined either on well-founded or on non well-founded ordered sets $\mathbb{K} \in\left\{\mathbb{N}, \mathbb{R}^{+}, \mathbb{Q}^{+}\right\}$.
Definition 2.4.1 (Sup-interpretation). Given a $\operatorname{TRS}\langle\mathcal{C} \uplus \mathcal{F}, \mathcal{R}\rangle$, a monotonic (additive and polynomial) assignment $\theta$ over $\mathbb{K}$ is a (additive and polynomial) sup-interpretation over $\mathbb{K}$ if for any $\mathrm{f} \in \mathcal{F}$ of arity $m$ and for all $v_{1}, \cdots, v_{m} \in \mathcal{T}(\mathcal{C})$ :

$$
\mathfrak{f}\left(v_{1}, \cdots, v_{m}\right) \downarrow \Longrightarrow\left[f\left(v_{1}, \cdots, v_{m}\right)\right]_{\mathbb{K}} \geq_{\mathbb{K}}\left[\llbracket f \rrbracket\left(v_{1}, \cdots, v_{m}\right)\right]_{\mathbb{K}},
$$

where the sup-interpretation $[-]_{\mathbb{K}}$ is extended canonically to terms in a standard way.
As sup-interpretations have no subterm requirements, they allow us to consider non-subterm functions in a tighter way.
Example 2.4.1. Consider the TRS computing the half of a unary number:

$$
\begin{aligned}
\text { half }(0) & \rightarrow 0, \\
\text { half }(1) & \rightarrow 0, \\
\text { half }(x+2) & \rightarrow \text { half }(x)+1 .
\end{aligned}
$$

It admits the following additive and polynomial sup-interpretation over $\mathbb{Q}^{+}$:

$$
\begin{aligned}
{[0]_{\mathbb{Q}^{+}} } & =0, \\
{[+1]_{\mathbb{Q}^{+}}(X) } & =X+1, \\
{[\text { half }]_{\mathbb{Q}^{+}}(x) } & =X / 2 .
\end{aligned}
$$

Indeed, $\llbracket \operatorname{half} \rrbracket(\underline{\mathrm{n}})=\mathrm{n} / 2$, provided that $/ 2$ is the division over natural numbers and that $\underline{\mathrm{n}}$ is the unary encoding of the natural number $n$. Consequently, we check that for all $\underline{n}$,

$$
\begin{aligned}
{[\text { half }(\underline{n})]_{\mathbb{Q}^{+}} } & =[\text {half }]_{\mathbb{Q}^{+}}\left([\underline{\mathrm{n}}]_{\mathbb{Q}^{+}}\right) \\
& =[\underline{\mathrm{n}}]_{\mathbb{Q}^{+}} / 2 \\
& \geq_{\mathbb{Q}^{+}}[\underline{\mathrm{n}} / 2]_{\mathbb{Q}^{+}}=\left[[\text {half } \rrbracket(\underline{\mathrm{n}})]_{\mathbb{Q}^{+}} .\right.
\end{aligned}
$$

However finding a sup-interpretation of all the function symbols of a given TRS consists in finding a (partial) upper-bound on all their computation and is not feasible. It is shown in [Péc13] that the sup-interpretation verification problem is $\Pi_{1}^{0}$-complete and that the synthesis problem is in $\Sigma_{3}^{0}$. Some criteria were developed to overcome this issue.

In [MP09], a criterion was developed to ensure polynomial space computations using supinterpretations. For that purpose, let $\succeq_{\mathcal{F}}$ be an ordering on function symbols $\mathcal{F}$ of a given TRS defined by $\mathrm{f} \succeq_{\mathcal{F}} \mathrm{g}$ if there are a context $C[\diamond]$ and terms $p_{1}, \ldots, p_{n}, t_{1}, \ldots, t_{m}$ such that $\mathrm{f}\left(p_{1}, \ldots, p_{n}\right) \rightarrow C\left[\mathrm{~g}\left(t_{1}, \ldots, t_{m}\right)\right] \in \mathcal{R} . \mathrm{f} \approx_{\mathcal{F}} \mathrm{g}$ if both $\mathrm{f} \succeq_{\mathcal{F}} \mathrm{g}$ and $\mathrm{g} \succeq_{\mathcal{F}} \mathrm{f}$ hold. $\mathrm{f} \succ_{\mathcal{F}} \mathrm{g}$ if $\mathrm{f} \succeq_{\mathcal{F}} \mathrm{g}$ holds and $\mathrm{g} \succeq_{\mathcal{F}} \mathrm{f}$ does not hold.

Definition 2.4.2. In a TRS a rule $\mathrm{f}\left(p_{1}, \ldots, p_{n}\right) \rightarrow C\left[\mathrm{~g}_{1}\left(\overline{e_{1}}\right), \ldots, \mathrm{g}_{m}\left(\overline{e_{m}}\right)\right]$ is a fraternity if:

- $\forall i \leq m, \mathrm{~g}_{i} \approx_{\mathcal{F}} \mathrm{f}$,
- $\forall \mathrm{h} \in C\left[\diamond_{1}, \ldots, \diamond_{m}\right], \mathrm{f} \succ_{\mathcal{F}} \mathrm{h}$.

Definition 2.4.3. For $\mathbb{K} \in\left\{\mathbb{N}, \mathbb{Q}^{+}, \mathbb{R}^{+}\right\}$, a TRS is quasi-friendly (in $Q F_{\mathbb{K}}$ ) if there is a polynomial and additive sup-interpretation $[-]_{\mathbb{K}}$ over $\mathbb{K}$ and a (partial) polynomial, monotonic, and subterm assignment $\omega$ over $\mathbb{K}$, called weight, such that for each fraternity $\mathrm{f}\left(p_{1}, \ldots, p_{n}\right) \rightarrow$ $C\left[\mathrm{~g}_{1}\left(\overline{e_{1}}\right), \ldots, \mathrm{g}_{m}\left(\overline{e_{m}}\right)\right]$ the following holds:

$$
\omega(\mathrm{f})\left(\left[p_{1}\right]_{\mathbb{K}}, \ldots,\left[p_{n}\right]_{\mathbb{K}}\right) \geq_{\mathbb{K}}[C]_{\mathbb{K}}\left(\omega\left(\mathrm{g}_{1}\right)\left(\left[\overline{e_{1}}\right]_{\mathbb{K}}\right), \ldots, \omega\left(\mathrm{g}_{m}\right)\left(\left[\overline{e_{m}}\right]_{\mathbb{K}}\right)\right),
$$

where $[C]_{\mathbb{K}}$ is the function $\left(\left[\diamond_{1}\right]_{\mathbb{K}}, \ldots,\left[\diamond_{m}\right]_{\mathbb{K}}\right) \mapsto\left[C\left[\diamond_{1}, \ldots, \diamond_{m}\right]\right]_{\mathbb{K}}$ and where the interpretation of a sequence $\bar{t}=t_{1}, \cdots, t_{k}$ is defined by []$_{\mathbb{K}}=\left[t_{1}\right]_{\mathbb{K}}, \ldots,\left[t_{k}\right]_{\mathbb{K}}$.

We have a first result on the space consumption of a TRS in $\mathrm{QF}_{\mathbb{K}}$.
Proposition 2.4.1. Given a $T R S\langle\mathcal{C} \uplus \mathcal{F}, \mathcal{R}\rangle$ in $Q F_{\mathbb{K}}$, there is a polynomial $P$ over $\mathbb{K}$ such that for any $\mathrm{f} \in \mathcal{F}$ of arity $n$ and any values $v_{1}, \cdots, v_{n} \in \mathcal{T}(\mathcal{C})$, if $\mathrm{f}\left(v_{1}, \cdots, v_{n}\right) \downarrow$ then $\left|\llbracket f \rrbracket\left(v_{1}, \cdots, v_{n}\right)\right| \leq_{\mathbb{K}} P\left(\left|v_{1}\right|, \ldots,\left|v_{n}\right|\right)$.

Example 2.4.2. The TRS of Example 2.4.1 has only one fraternity

$$
\text { half }(x+2) \rightarrow \text { half }(x)+1
$$

as half is the only function symbol and $\approx_{\mathcal{F}}$ is reflexive. Now $[+1]_{\mathbb{K}}(X)=X+1$ defines an additive and polynomial sup-interpretation. For the TRS to be in $Q F_{\mathbb{Q}^{+}}$, one has to find a weight (subterm, monotonic, and polynomial assignment) $\omega$ such that

$$
\omega(\text { half })\left([x+2]_{\mathbb{K}}\right) \geq_{\mathbb{Q}^{+}}[+1]_{\mathbb{K}}\left(\omega(\text { half })\left([x]_{\mathbb{K}}\right)\right.
$$

or equivalently

$$
\omega(\text { half })(X+2) \geq_{\mathbb{Q}^{+}} \omega(\text { half })(X)+1 .
$$

It suffices to set $\omega($ half $)(X)=X$ and we can conclude that the $T R S$ is in $Q F_{\mathbb{Q}^{+}}$.
Again, the notion of sup-interpretation has to be combined with some termination argument in order to characterize complexity classes.

Theorem 2.4.1 ([MP09]). For $\mathbb{K} \in\left\{\mathbb{N}, \mathbb{Q}^{+}, \mathbb{R}^{+}\right\}$, the following characterizations hold:

- $\llbracket Q F_{\mathbb{K}} \cap R P O^{\{p\}} \rrbracket=\mathrm{FP}$,
- $\llbracket Q F_{\mathbb{K}} \cap R P O^{\{l\}} \rrbracket=$ FPSPACE.

Example 2.4.3. The TRS of Example 2.4.1 is in $Q F_{\mathbb{K}}$ and can trivially be oriented by $\prec_{r p o}$. Consequently, the computed function 【half】 is in FP.

It is worth noticing that the quasi-friendly criterion has also been extended in [MP09] to:

- non-terminating programs over stream data in a criterion called quasi-friendly with bounded recursive calls,
- divide-and-conquer algorithms and, in particular quicksort, in a criterion called quasifriendly modulo projection.

Moreover, combinations with the termination methods such as DPs and SCP have also been considered. We will focus on an adaptation to DPs, a complete method for showing program termination, in the next subsections.

### 2.4.2 Combination with the dependency pair method

RPO termination techniques have an inherent syntactic restriction on the shape of admissible recursions to avoid the computation of non-primitive recursive functions. To overcome these (intensionality) issues (the use of RPO and the subterm property requirement), the notion of dependency pair (DP), introduced by Arts and Giesl [AG00], was combined with the notion of interpretation in [MP08c, MP09] in order to characterize FP and FPSPACE.

DPs provides a method for showing program termination that is complete with respect to termination and, consequently, captures strictly more programs than RPO, as RPO was shown to be NP-complete in [KN85] and, hence, cannot be complete for termination.

We start by briefly reviewing the DP method.
Definition 2.4.4 (Dependency Pair). Given a $T R S\langle\mathcal{C} \uplus \mathcal{F}, \mathcal{R}\rangle$, the set of dependency pair symbols $\mathcal{F}^{\sharp}$ is defined by $\mathcal{F}^{\sharp}=\mathcal{F} \cup\left\{\mathrm{f}^{\sharp} \mid \mathrm{f} \in \mathcal{F}\right\}$, $\mathrm{f}^{\sharp}$ being a fresh function symbol of the same arity as f . Given a term $t=\mathrm{f}\left(t_{1}, \cdots, t_{n}\right)$, let $t^{\sharp}$ be a notation for $\mathrm{f}^{\sharp}\left(t_{1}, \cdots, t_{n}\right)$.
A dependency pair is a pair $l^{\sharp} \rightarrow u^{\sharp}$ if $u^{\sharp}=\mathrm{g}^{\sharp}\left(t_{1}, \cdots, t_{n}\right)$, for some $\mathrm{g} \in \mathcal{F}$, and if there is a context $C[\diamond]$ such that $l \rightarrow C[u] \in \mathcal{R}$ and $u$ is not a proper subterm of $l$. Let $D P(\mathcal{R})$ be the set of all dependency pairs in $\langle\mathcal{C} \uplus \mathcal{F}, \mathcal{R}\rangle$.

Definition 2.4.5 (Dependency Pair Graph). The dependency pair graph (DPG) of a given TRS is the graph obtained as follows:

- the vertices are the dependency pairs,
- there is an edge from $t \rightarrow s$ to $t^{\prime} \rightarrow s^{\prime}$, if there is a substitution $\sigma$ such that $s \sigma \rightarrow_{\mathcal{R}^{\prime}}^{*} t^{\prime} \sigma$. provided that $\mathcal{R}^{\prime}$ is the program obtained by extending $\mathcal{R}$ with a new rule for each dependency pair.

A cycle of the DPG is a cycle in the corresponding graph structure.
Definition 2.4.6. A reduction pair is a couple $(\geq,>)$ such that:

- $\geq$ is a (weakly) monotonic quasi-ordering over terms stable by substitution,
- > is a well-founded ordering over terms and stable by substitution,
satisfying $\geq 0>\subseteq>$ or $>0 \geq \subseteq>$. If both conditions are satisfied then $(\geq,>)$ is called $a$ strong reduction pair.
Example 2.4.4. $\left(\geq_{\mathbb{N}},>_{\mathbb{N}}\right)$ and $\left(\geq_{\mathbb{R}^{+}},>_{\mathbb{R}^{+}}^{w f}\right)$ are strong reduction pairs but $\left(\geq_{\mathbb{Q}^{+}},>_{\mathbb{Q}^{+}}\right)$is neither a strong reduction pair, nor a reduction pair, as $>_{\mathbb{Q}^{+}}$is not well-founded.

Definition 2.4.7. Given a a reduction pair $(\geq,>)$, let $D P(\geq,>)$ be the set of TRSs such that:

- for each rule $l \rightarrow r, l \geq r$,
- for each $D P s \rightarrow t$ in a cycle of the $D P G, s \geq t$,
- for each cycle of the $D P G$, there is a dependency pair $s \rightarrow t$ such that $s>t$.

In the particular case where $>$ is the strict order of $\geq$, we simply write $D P(\geq)$.
The complete characterization of termination can be stated as follows.
Theorem 2.4.2 ([AG00]). A $\operatorname{TRS}\langle\mathcal{C} \uplus \mathcal{F}, \mathcal{R}\rangle$ is terminating if and only if there is a well-founded monotonic quasi-ordering $\geq$ closed under substitution such that $\langle\mathcal{C} \uplus \mathcal{F}, \mathcal{R}\rangle \in D P(\geq)$.

The implication from right to left is easy to grasp as any infinite reduction sequence will correspond to an infinite descending chain with respect to the quasi-ordering $\geq$. Infinitely many strict decreases have to occur in such a chain and correspond to a path involving infinitely many cycles in the DPG. This contradicts the well-foundedness assumption on the strict order corresponding to $\geq$.

As termination is an undecidable property, it is undecidable to show that a TRS satisfy the DP requirements for some reduction pair. The undecidability of this characterization is hidden behind the difficulty of generating the DPG of a given TRS. Indeed, deciding whether there is a connecting edge between two dependency pairs is an undecidable property. Some simplifications to generate the DPG are considered in [AG00].

Example 2.4.5. Consider the following TRS computing the logarithm over unary numbers:

$$
\begin{aligned}
\operatorname{half}(0) & \rightarrow 0 \\
\operatorname{half}(1) & \rightarrow 0 \\
\operatorname{half}(x+2) & \rightarrow \operatorname{half}(x)+1 \\
\log (x+2) & \rightarrow \log (\text { half }(x+2))+1 \\
\log (1) & \rightarrow 0
\end{aligned}
$$

It admits the following DPs:

$$
\begin{aligned}
1: \operatorname{half}^{\sharp}(x+2) & \rightarrow \text { half }^{\sharp}(x), \\
2: \log ^{\sharp}(x+2) & \rightarrow \text { half }^{\sharp}(x+2), \\
3: \log ^{\sharp}(x+2) & \rightarrow \log ^{\sharp}(\operatorname{half}(x+2)),
\end{aligned}
$$

and has the following $D P G$ :


Consequently, showing termination just consists in finding a well-founded quasi-ordering $\geq$ such that for all rule $l \rightarrow r, l \geq r$ and the following inequalities hold:

$$
\begin{aligned}
\text { half } f^{\sharp}(x+2) & >\text { half }^{\sharp}(x), \\
\log ^{\sharp}(x+2) & \geq \text { half } f^{\sharp}(x+2), \\
\log ^{\sharp}(x+2) & >\log ^{\sharp}(\text { half }(x+2)) .
\end{aligned}
$$

The two strict inequalities above correspond to the two cycles in the DPG.
In [MP09], an alternative characterization of FPSPACE was provided using the DP method.
Definition 2.4.8. For $\mathbb{K} \in\left\{\mathbb{N}, \mathbb{Q}^{+}, \mathbb{R}^{+}\right\}$, a program has strictly bounded recursive calls (is in $S B R_{\mathbb{K}}$ ) if there are a polynomial and additive sup-interpretation $[-]_{\mathbb{K}}$ over $\mathbb{K}$ and a polynomial and subterm weight $\omega$ over $\mathbb{K}$ such that:

- it is in $Q F_{\mathbb{K}}$ with respect to $[-]_{\mathbb{K}}$ and $\omega$, i.e. for each fraternity $\mathrm{f}\left(p_{1}, \ldots, p_{n}\right) \rightarrow C\left[\mathrm{~g}_{1}\left(\overline{e_{1}}\right), \ldots, \mathrm{g}_{m}\left(\overline{e_{m}}\right)\right]$ the following holds:

$$
\omega(\mathrm{f})\left(\left[p_{1}\right]_{\mathbb{K}}, \ldots,\left[p_{n}\right]_{\mathbb{K}}\right) \geq_{\mathbb{K}}[C]_{\mathbb{K}}\left(\omega\left(\mathrm{g}_{1}\right)\left(\left[\overline{e_{1}}\right]_{\mathbb{K}}\right), \ldots, \omega\left(\mathrm{g}_{m}\right)\left(\left[\overline{e_{m}}\right]_{\mathbb{K}}\right)\right),
$$

- for each DP $\mathrm{f}^{\sharp}(\bar{p}) \rightarrow \mathrm{g}^{\sharp}(\bar{e})$, we have:

$$
\omega(\mathrm{f})\left([\bar{p}]_{\mathbb{K}}\right) \geq_{\mathbb{K}} \omega(\mathrm{g})\left([\bar{e}]_{\mathbb{K}}\right)
$$

- for each cycle in the DPG, there is at least one DP $\mathrm{f}^{\sharp}(\bar{p}) \rightarrow \mathbf{g}^{\sharp}(\bar{e})$ such that:

$$
\omega(\mathrm{f})\left([\bar{p}]_{\mathbb{K}}\right)>_{\mathbb{K}}^{w f} \omega(\mathrm{~g})\left([\bar{e}]_{\mathbb{K}}\right)
$$

Example 2.4.6. The TRS of Example 2.4.5 has already been shown to be in $Q F_{\mathbb{Q}^{+}}$in Example 2.4.2 for the weight $\omega$ defined by $\omega(\log )(X)=\omega($ half $)(X)=X$. Consequently, for this TRS belongs to $S B R_{\mathbb{Q}^{+}}$, it remains to show:

$$
\begin{aligned}
\omega(\text { half })\left([\mathrm{x}+2]_{\mathbb{Q}^{+}}\right) & >_{\mathbb{Q}^{+}}^{w f} \omega(\text { half })\left([\mathrm{x}]_{\mathbb{Q}^{+}}\right), \\
\omega(\log )\left([\mathrm{x}+2]_{\mathbb{Q}^{+}}\right) & \geq_{\mathbb{Q}^{+}} \omega(\text { half })\left([\mathrm{x}+2]_{\mathbb{Q}^{+}}\right), \\
\omega(\log )\left([\mathrm{x}+2]_{\mathbb{Q}^{+}}\right) & >_{\mathbb{Q}^{+}}^{w f} \omega(\log )\left([\text { half }(\mathrm{x}+2)]_{\mathbb{Q}^{+}}\right) .
\end{aligned}
$$

It was shown in Example 2.4.1, that the assignment $[-]_{\mathbb{K}}$ defined by $[+1]_{\mathbb{Q}^{+}}(X)=X+1$ and $[\text { half }]_{\mathbb{Q}^{+}}(X)=X / 2$ is a suitable sup-interpertation for half. The above inequalities can be reformulated as follows:

$$
\begin{aligned}
\omega(\text { half })(X+2) & >_{\mathbb{Q}^{+}}^{w f} \omega(\text { half })(X), \\
\omega(\log )(X+2) & \geq_{\mathbb{Q}^{+}} \omega(\text { half })(X+2), \\
\omega(\log )(X+2) & >_{\mathbb{Q}^{+}}^{w f} \omega(\log )(X / 2+1) .
\end{aligned}
$$

They are clearly satisfied for the weight defined above together with the well-founded ordering $>_{1}$. Consequently, both $\llbracket 1 \mathrm{log} \rrbracket$ and $\llbracket \mathrm{half} \rrbracket$ are in FPSPACE (we will improve this result soon).
Theorem 2.4.3 ([MP09]). For $\mathbb{K} \in\left\{\mathbb{N}, \mathbb{Q}^{+}, \mathbb{R}^{+}\right\}, \llbracket S B R_{\mathbb{K}} \rrbracket=$ FPSPACE.

Example 2.4.7. Consider the following program taken from [BMM11] and computing the QBF problem:

$$
\begin{aligned}
\operatorname{not}(\mathrm{tt}) & \rightarrow \mathrm{ff}, \\
\operatorname{not}(\mathrm{ff}) & \rightarrow \mathrm{tt}, \\
\operatorname{or}(\mathrm{tt}, \mathrm{x}) & \rightarrow \mathrm{tt}, \\
\operatorname{or}(\mathrm{ff}, \mathrm{x}) & \rightarrow \mathrm{x}, \\
0=0 & \rightarrow \mathrm{tt}, \\
\operatorname{suc}(\mathrm{x})=0 & \rightarrow \mathrm{ff}, \\
0=\operatorname{suc}(\mathrm{y}) & \rightarrow \mathrm{ff}, \\
\operatorname{suc}(\mathrm{x})=\operatorname{suc}(\mathrm{y}) & \rightarrow \mathrm{x}=\mathrm{y}, \\
\operatorname{in}(\mathrm{x}, \operatorname{nil}) & \rightarrow \mathrm{ff}, \\
\operatorname{in}(\mathrm{x}, \operatorname{cons}(\mathrm{a}, \mathrm{l})) & \rightarrow \operatorname{or}(\mathrm{x}=\mathrm{a}, \operatorname{in}(\mathrm{x}, \mathrm{l})), \\
\operatorname{verify}(\operatorname{Var}(\mathrm{x}), \mathrm{t}) & \rightarrow \operatorname{in}(\mathrm{x}, \mathrm{t}), \\
\operatorname{verify}(\operatorname{Not}(\mathrm{u}), \mathrm{t}) & \rightarrow \operatorname{not}(\operatorname{verify}(\mathrm{u}, \mathrm{t})), \\
\operatorname{verify}(\operatorname{Or}(\mathrm{u}, \mathrm{v}), \mathrm{t}) & \rightarrow \operatorname{or}(\operatorname{verify}(\mathrm{u}, \mathrm{t}), \operatorname{verify}(\mathrm{v}, \mathrm{t})), \\
\operatorname{verify}(\operatorname{Exists}(\mathrm{n}, \mathrm{u}), \mathrm{t}) & \rightarrow \operatorname{or}(\operatorname{verify}(\mathrm{u}, \operatorname{cons}(\mathrm{n}, \mathrm{t})), \text { verify}(\mathrm{u}, \mathrm{t})), \\
\mathrm{qbf}(\mathrm{u}) & \rightarrow \operatorname{verify}(\mathrm{u}, \mathrm{nil}) .
\end{aligned}
$$

 and polynomial sup-interpretation $[-]_{\mathbb{K}}$ defined by:

$$
\begin{aligned}
{[\mathrm{suc}]_{\mathbb{K}}(X) } & =X+1, \\
{[\mathrm{cons}]_{\mathbb{K}}(X, Y) } & =X+Y+1, \\
{[\mathrm{Or}]_{\mathbb{K}}(X, Y) } & =X+Y+1, \\
{[\mathrm{or}]_{\mathbb{K}}(X, Y) } & =0, \\
{[\mathrm{Not}]_{\mathbb{K}}(X) } & =X+1, \\
{[\mathrm{not}]_{\mathbb{K}}(X) } & =0, \\
{[\text { Exists }]_{\mathbb{K}}(X, Y) } & =X+Y+2,
\end{aligned}
$$

and the subterm, monotonic, and polynomial weight $\omega$ defined by:

$$
\begin{aligned}
\omega(=)(X, Y) & =X+Y, \\
\omega(\text { in })(X, Y) & =X+Y, \\
\omega(\text { verify })(X, Y) & =X+Y .
\end{aligned}
$$

It is easy to check that the $T R S$ is in $S B R_{\mathbb{K}}$ and, consequently, the computed function is in FPSPACE.

Example 2.4.8. As a counter-example, consider the TRS of Example 2.2.1:

$$
\begin{aligned}
\text { double }(0) & \rightarrow 0, \\
\text { double }(\mathrm{x}+1) & \rightarrow \text { double }(\mathrm{x})+2, \\
\exp (0) & \rightarrow \underline{1}, \\
\exp (\mathrm{x}+1) & \rightarrow \text { double }(\exp (\mathrm{x})) .
\end{aligned}
$$

It admits the following DPs:

$$
\begin{aligned}
1: \operatorname{doubl}^{\sharp}(x+2) & \rightarrow \text { double }^{\sharp}(x), \\
2: \exp ^{\sharp}(x+1) & \rightarrow \text { double }^{\sharp}(\exp (x)), \\
3: \exp ^{\sharp}(x+1) & \rightarrow \exp ^{\sharp}(x),
\end{aligned}
$$

and has the following $D P G$ :


For this $T R S$ to be in $S B R_{\mathbb{K}}$, it has to be in $Q F_{\mathbb{K}}$ and the following property has to be satisfied:

$$
\omega(\exp )\left([\mathrm{x}+1]_{\mathbb{K}}\right) \geq[\text { double }]_{\mathbb{K}}(\omega(\exp (\mathrm{x})))
$$

for some polynomial and additive sup-interpretation $[-]_{\mathbb{K}}$ and some monotonic, polynomial, and subterm weight $\omega$. As $[\text { double }]_{\mathbb{K}}$ is a sup-interpretation, it has to satisfy $\forall \underline{n},[\text { double }]_{\mathbb{K}}(n) \geq$ $[\llbracket d o u b l e \rrbracket]_{\mathbb{K}}(n)=2 n$. Consequently, the above inequality can be transformed into:

$$
\omega(\exp )(X+1) \geq[\text { double }]_{\mathbb{K}}(\omega(\exp )(X)) \geq 2 \omega(\exp )(X)
$$

Clearly, no polynomial $\omega(\exp )$ can satisfy this inequality.
An alternative and intensionally equivalent variant of the result of Theorem 2.4.3 was introduced in [Bon11] using non-subterm assignments rather than sup-interpretations: the symbols $f^{\sharp}$ are required to have a subterm assignments. This role is played by the weight $\omega(f)$ in the above setting. Moreover, all the rewrite rules are oriented in [Bon11] whereas this is not needed for sup-interpretations in Definition 2.4.8. The result can be rephrased as follows.
Definition 2.4.9. For a given assignment $[-]_{\mathbb{K}}$ of a $T R S$ over $\mathbb{K} \in\left\{\mathbb{N}, \mathbb{Q}^{+}, \mathbb{R}^{+}\right\}$, define $\geq_{\mathbb{K}}^{[-]_{\mathbb{K}}}$ (and $>_{\mathbb{K}}^{[-]_{\mathbb{K}}}$, respectively) by:

$$
\forall s, t \in \mathcal{T}(\Sigma, \mathcal{X}), s \geq_{\mathbb{K}}^{[-]_{\mathbb{K}}} t \text { if and only if }[s]_{\mathbb{K}} \geq_{\mathbb{K}}^{w f}[t]_{\mathbb{K}},
$$

(and $s>_{\mathbb{K}}^{[-]_{\mathbb{K}}} t$ if and only if $[s]_{\mathbb{K}}>_{\mathbb{K}}^{w f}[t]_{\mathbb{K}}$, respectively).
Notice that the set $D P\left(\geq_{\mathbb{K}}^{[-]_{\mathbb{K}}}\right)$ is clearly defined as $>_{\mathbb{K}}^{[-]_{\mathbb{K}}}$ is well-founded, by definition.
Definition 2.4.10. Let $\mathcal{A}$ be the set of assignments $[-]_{\mathbb{K}}$ that are additive, monotonic, and polynomial. Moreover, let $\mathcal{A S}$ be the subset of assignments in $\mathcal{A}$ such that for each symbol $\mathrm{f} \in \mathcal{F}$ $\left[\mathrm{f}^{\sharp}\right]_{\mathbb{K}}$ has the subterm property.

We are now ready to reformulate $\mathrm{SBR}_{\mathbb{K}}$ using the notion of DP .
Theorem 2.4.4. For $\mathbb{K} \in\left\{\mathbb{N}, \mathbb{Q}^{+}, \mathbb{R}^{+}\right\}, S B R_{\mathbb{K}}=\cup_{[-]_{\mathbb{K}} \in \mathcal{A} \mathcal{S}}\left\{D P\left(\geq_{\mathbb{K}}^{[-]_{\mathbb{K}}}\right)\right\}$.
The proof is easy as it just consists in defining an assignment $[-]_{\mathbb{K}}^{\prime}$ such that for each symbol $\mathrm{b} \in \mathcal{C} \uplus \mathcal{F},[\mathrm{b}]_{\mathbb{K}}^{\prime}:=[\mathrm{b}]_{\mathbb{K}}$ and for each function symbol $\mathrm{f} \in \mathcal{F},\left[\mathrm{f}^{\sharp}\right]_{\mathbb{K}}^{\prime}:=\omega(\mathrm{f})$.

Given a term $l^{\sharp}$ let its neighborhood $N\left(l^{\sharp}\right)$ be defined by $t^{\sharp} \in N\left(l^{\sharp}\right)$ if and only if $\left(l^{\sharp}, t^{\sharp}\right)$ is involved in at least one cycle of the DPG. Alternative characterizations of FP and FPSPACE were provided in [MP08c] as follows.

Definition 2.4.11. For a given assignment $[-]_{\mathbb{K}}$ over $\mathbb{K} \in\left\{\mathbb{N}, \mathbb{Q}^{+}, \mathbb{R}^{+}\right\}$, a TRS has:

- Bounded recursive calls (is in BRC([-] $\mathbb{K})$ ), if for each DP $\mathfrak{f}^{\sharp}\left(p_{1}, \cdots, p_{n}\right) \rightarrow \mathbf{g}^{\sharp}\left(t_{1}, \cdots, t_{m}\right)$ in a cycle of the DPG, we have:

$$
\Sigma_{i=1}^{n}\left[p_{i}\right]_{\mathbb{K}} \geq_{\mathbb{K}} \Sigma_{j=1}^{m}\left[t_{j}\right]_{\mathbb{K}} .
$$

- Bounded neighborhood (is in BN([-] $\left.]_{\mathbb{K}}\right)$ ), if for each neighborhood $N\left(l^{\sharp}\right)=\left\{t_{1}^{\sharp}, \ldots, t_{n}^{\sharp}\right\}$, we have:

$$
[l]_{\mathbb{K}}>_{\mathbb{K}}^{w f} \sum_{i=1}^{n}\left[t_{i}\right]_{\mathbb{K}} .
$$

For $\mathbb{K} \in\left\{\mathbb{N}, \mathbb{Q}^{+}, \mathbb{R}^{+}\right\}$, let $D P\left(T I M E_{\mathbb{K}}\right)=\cup_{[-]_{\mathbb{K}} \in \mathcal{A}}\left\{D P\left(\geq_{\mathbb{K}}^{[-]_{\mathbb{K}}}\right) \cap B R C\left([-]_{\mathbb{K}}\right) \cap B N\left([-]_{\mathbb{K}}\right)\right\}$ and $D P\left(S P A C E_{\mathbb{K}}\right)=\cup_{[-]_{\mathbb{K}} \in \mathcal{A}}\left\{D P\left(\geq_{\mathbb{K}}^{[-]_{\mathbb{K}}}\right) \cap B R C\left([-]_{\mathbb{K}}\right)\right\}$. We are now able to give the characterizations of polynomial time and polynomial space.

Theorem 2.4.5 ([MP08c]). For $\mathbb{K} \in\left\{\mathbb{N}, \mathbb{Q}^{+}, \mathbb{R}^{+}\right\}$, the following characterizations hold:

- $\llbracket D P\left(T I M E_{\mathbb{K}}\right) \rrbracket=\mathrm{FP}$,
- $\llbracket D P\left(S P A C E_{\mathbb{K}}\right) \rrbracket=$ FPSPACE.

Example 2.4.9. As a direct application of Theorem 2.4.4, we show that the TRS of Example 2.4.6 is in $\operatorname{DP}\left(T I M E_{\mathbb{Q}^{+}}\right)$. Now we have two dependency pairs involved in cycles of the $D P G$ :

$$
\begin{aligned}
\operatorname{half}^{\sharp}(x+2) & \rightarrow \operatorname{half}^{\sharp}(x), \\
\log ^{\sharp}(x+2) & \rightarrow \log ^{\sharp}(\operatorname{half}(x+2)) .
\end{aligned}
$$

Hence for this TRS to have bounded recursive calls, we need to check that:

$$
\begin{aligned}
& {[\mathrm{x}+2]_{\mathbb{Q}^{+}} \geq_{\mathbb{Q}^{+}}[\mathrm{x}]_{\mathbb{Q}^{+}},} \\
& {[\mathrm{x}+2]_{\mathbb{Q}^{+}} \geq_{\mathbb{Q}^{+}}[\text {half }(\mathrm{x}+2)]_{\mathbb{Q}^{+}} .}
\end{aligned}
$$

These inequalities are satisfied for the additive and polynomial sup-interpretation defined by $[\text { half }]_{\mathbb{Q}^{+}}(X)=X / 2$ and $[+1]_{\mathbb{Q}^{+}}(X)=X+1$. Moreover we have $N\left(\right.$ half $\left.f^{\sharp}(x+2)\right)=\left\{\right.$ half $\left.^{\sharp}(\mathrm{x})\right\}$ and $N\left(\log ^{\sharp}(\mathrm{x}+2)\right)=\left\{\log ^{\sharp}(\right.$ half $\left.(\mathrm{x}+2))\right\}$. Hence for this TRS to have bounded neighborhoods, we need to check that:

$$
\begin{aligned}
& {[\text { half }(\mathrm{x}+2)]_{\mathbb{Q}^{+}}>_{\mathbb{Q}^{+}}^{w f}[\operatorname{half}(\mathrm{x})]_{\mathbb{Q}^{+}},} \\
& {[\log (\mathrm{x}+2)]_{\mathbb{Q}^{+}}>_{\mathbb{Q}^{+}}^{w f}[\log (\text { half }(\mathrm{x}+2))]_{\mathbb{Q}^{+}} .}
\end{aligned}
$$

These inequalities are satisfied for the above additive and polynomial sup-interpretation extended by $[\log ]_{\mathbb{Q}^{+}}(X)=X$ with respect to the well-founded ordering $>_{1}$.

Example 2.4.10. The TRS of Example 2.4.7 is in $D P\left(S P A C E_{\mathbb{K}}\right)$. Indeed, it is in $S B R_{\mathbb{K}}$, for some sup-interpretation $[-]_{\mathbb{K}}$ and weight $\omega$, and, consequently, in $D P\left(\geq_{\mathbb{K}}^{--]_{\mathbb{K}}^{\prime}}\right)$, for the assignment $[-]_{\mathbb{K}}^{\prime}$ in $\mathcal{A S}$ (and a fortiori in $\mathcal{A}$ ) defined by $[\mathrm{b}]_{\mathbb{K}}^{\prime}:=[\mathrm{b}]_{\mathbb{K}}, \forall \mathrm{b} \in \mathcal{C} \uplus \mathcal{F}$, and $\left[\mathrm{f}^{\sharp}\right]_{\mathbb{K}}^{\prime}:=\omega(\mathrm{f})$, $\forall \mathrm{f} \in \mathcal{F}$. It is also in $\left.B R C\left([-]_{\mathbb{K}}^{\prime}\right)\right\}$ as the functions $\omega(\mathrm{b})$ provided in Example 2.4.7 are all linear. Consequently, $\omega(\mathrm{f})\left([\bar{p}]_{\mathbb{K}}^{\prime}\right) \geq_{\mathbb{K}} \omega(\mathrm{g})\left([\bar{e}]_{\mathbb{K}}^{\prime}\right)$ can be rewritten into:

$$
\Sigma_{i=1}^{n}\left[p_{i}\right]_{\mathbb{K}}^{\prime} \geq_{\mathbb{K}} \Sigma_{j=1}^{m}\left[t_{j}\right]_{\mathbb{K}}^{\prime} .
$$

However it is (hopefully) not in $D P\left(T I M E_{\mathbb{K}}\right)$. Indeed, consider the rule

$$
\operatorname{verify}(\operatorname{Exists}(n, u), t) \rightarrow \operatorname{or}(\operatorname{verify}(u, \operatorname{cons}(n, t)), \operatorname{verify}(u, t))
$$

the neighborhood $N\left(\operatorname{verify}^{\sharp}(\operatorname{Exists}(\mathrm{n}, \mathrm{u}), \mathrm{t})\right)$ is equal to $\left\{\operatorname{verify}^{\sharp}(\mathrm{u}, \operatorname{cons}(\mathrm{n}, \mathrm{t}))\right.$, verify$\left.{ }^{\sharp}(\mathrm{u}, \mathrm{t})\right\}$. Consequently, for the program to be in $S N\left([-]_{\mathbb{K}}^{\prime}\right)$, one has to check that:

$$
[\operatorname{verify}(\operatorname{Exists}(n, u), t)]_{\mathbb{K}}^{\prime}>_{\mathbb{K}}[\operatorname{verify}(u, \operatorname{cons}(n, t))]_{\mathbb{K}}^{\prime}+[\operatorname{verify}(u, t)]_{\mathbb{K}}^{\prime}
$$

that can be restated as:

$$
[\text { verify }]_{\mathbb{K}}^{\prime}(N+U+1, T)>_{\mathbb{K}}[\text { verify }]_{\mathbb{K}}^{\prime}(U, N+T+1)+[\text { verify }]_{\mathbb{K}}^{\prime}(U, T) \geq 2[\text { verify }]_{\mathbb{K}}^{\prime}(U, T),
$$

which is clearly not satisfiable by any polynomial and monotonic assignment.

### 2.4.3 Sup-interpretation vs (quasi-)interpretation

Let $S I_{\text {add }}^{\text {poly }}\left(\mathbb{K}, \geq_{\mathbb{K}}\right)$ be the set of function symbols whose TRS admits an additive and polynomial sup-interpretation over $\mathbb{K}$. We obtain an intensionality result, similar to the one of Theorem 2.3.1, as the set of programs admitting an additive and polynomial quasi-interpretations is strictly included in the set of programs admitting an additive and polynomial sup-interpretation. ${ }^{23}$
Theorem 2.4.6 $\left([\mathrm{MP} 09]^{24}\right)$. For $\mathbb{K} \in\left\{\mathbb{N}, \mathbb{Q}^{+}, \mathbb{R}^{+}\right\}, Q I_{\text {add }}^{\text {poly }}\left(\mathbb{K}, \geq_{\mathbb{K}}\right) \subsetneq S I_{\text {add }}^{\text {poly }}\left(\mathbb{K}, \geq_{\mathbb{K}}\right)$.
The inclusion is obtained as a direct consequence of Lemma 2.3.1. The strict inclusion is highlighted by the following example.

Example 2.4.11. Consider the $T R S$ of Example 2.4.5:

$$
\begin{aligned}
\operatorname{half}(0) & \rightarrow 0 \\
\operatorname{half}(1) & \rightarrow 0 \\
\operatorname{half}(x+2) & \rightarrow \operatorname{half}(x)+1 \\
\log (x+2) & \rightarrow \log (\text { half }(x+2))+1 \\
\log (1) & \rightarrow 0
\end{aligned}
$$

Notice that because of the fifth rule, the program cannot be oriented by RPO. Moreover, it does not a admit an interpretation or a quasi-interpretation as, by subterm and monotonicity properties, it would imply the following contradiction:

$$
\left[\log ^{\sharp}\right]_{\mathbb{K}}(X+2 k)>\left[\log ^{\sharp}\right]_{\mathbb{K}}\left([\text { half }]_{\mathbb{K}}(X+2 k)\right) \geq\left[\log ^{\sharp}\right]_{\mathbb{K}}(X+2 k),
$$

for $[+1]_{\mathbb{K}}(X)=k$.
However it admits the following additive and polynomial sup-interpretation over $\mathbb{Q}^{+}$:

$$
\begin{aligned}
{[0]_{\mathbb{K}} } & =0 \\
{[+1]_{\mathbb{K}}(X) } & =X+1, \\
{[\text { half }]_{\mathbb{K}}(X) } & =X / 2, \\
{[\log ]_{\mathbb{K}}(X) } & =X .
\end{aligned}
$$

[^14]Combining Theorem 2.3.1 and Theorem 2.4.6, we obtain the following straightforward corollary.
Corollary 2.4.1. For $\mathbb{K} \in\left\{\mathbb{N}, \mathbb{Q}^{+}, \mathbb{R}^{+}\right\}, I_{\text {add }}^{\text {poly }}\left(\mathbb{K}, \geq_{\mathbb{K}}^{w f}\right) \subsetneq S I_{\text {add }}^{\text {poly }}\left(\mathbb{K}, \geq_{\mathbb{K}}\right)$.
In order to obtain intensional results, it is of interest to compare: $Q I_{a d d}^{\text {poly }}\left(\mathbb{K}, \geq_{\mathbb{K}}\right)$ and $\mathrm{QF}_{\mathbb{K}}$. As any quasi-interpretation is a sup-interpretation and as any quasi-interpretation is a weight (see Definition 2.4.3), we obtain the following result.
Theorem 2.4.7 ([MP09]). For $\mathbb{K} \in\left\{\mathbb{N}, \mathbb{Q}^{+}, \mathbb{R}^{+}\right\}, Q I_{\text {add }}^{\text {poly }}\left(\mathbb{K}, \geq_{\mathbb{K}}\right) \subsetneq Q F_{\mathbb{K}}$.
The inclusion is strict as it was demonstrated in Example 2.4.6 that the TRS for log belongs to $\mathrm{QF}_{\mathbb{Q}^{+}}$and in Example 2.4 .11 that it does not belong to $Q I_{\text {add }}^{\text {poly }}\left(\mathbb{K}, \geq_{\mathbb{K}}\right)$.

As a corollary, we obtain the intensional result that quasi-friendly programs terminating by RPO are at least as expressive as programs admitting an additive and polynomial quasiinterpretation and terminating by RPO.
Theorem 2.4.8 ([MP09]). For $\mathbb{K} \in\left\{\mathbb{N}, \mathbb{Q}^{+}, \mathbb{R}^{+}\right\}$, for any $A \subseteq\{l\}, Q I_{\text {add }}^{\text {poly }}\left(\mathbb{K}, \geq_{\mathbb{K}}\right) \cap R P O^{A} \subseteq$ $Q F_{\mathrm{K}} \cap R P O^{A}$.

Notice that it is not known if the above inclusion is strict or not.
As a consequence of Theorem 2.4.8 and Theorem 2.3.5, we obtain the following negative result.

Theorem 2.4.9. For $\mathbb{K} \in\left\{\mathbb{N}, \mathbb{Q}^{+}, \mathbb{R}^{+}\right\}, I_{\text {add }}^{\text {poly }}\left(\mathbb{K}, \geq_{\mathbb{K}}^{w f}\right)$ and $\left(Q F_{\mathbb{K}} \cap R P O^{\{p\}}\right)$ are incomparable.
DP-based characterizations capture natural algorithms that fail to be captured by RPO but it is unclear whether the converse result holds or not.

Theorem 2.4.10. For $\mathbb{K} \in\left\{\mathbb{N}, \mathbb{Q}^{+}, \mathbb{R}^{+}\right\}$, the following statements are true:

- $D P\left(T I M E_{\mathbb{K}}\right)-\left(Q F_{\mathbb{K}} \cap R P O^{\{p\}}\right) \neq \emptyset$,
- $D P\left(S P A C E_{\mathbb{K}}\right)-\left(Q F_{\mathbb{K}} \cap R P O^{\{l\}}\right) \neq \emptyset$,
- $S B R_{\mathbb{K}}-\left(Q F_{\mathbb{K}} \cap R P O^{\{l\}}\right) \neq \emptyset$.

This is due to the fact that natural algorithms such as logarithm or greatest common divisor are captured by the above methods (see [MP08c, MP09] for more examples) whereas they are not captured by RPO due to recursive calls on sublinear computations. However, it is a difficult issue to compare the expressive power of the RPO based characterizations with the DP based ones that differ greatly in essence. Consequently, we conjecture that all these techniques are pairwise incomparable.

### 2.4.4 DP-interpretations for sup-interpretation synthesis

If the termination requirement is relaxed, it was shown in [MP08c] that DPs can also be used as a technique to infer sup-interpretations.

Definition 2.4.12 (DP-Interpretation). Given a $T R S\langle\mathcal{C} \uplus \mathcal{F}, \mathcal{R}\rangle$, a (additive and polynomial) DP-Interpretation (DPI for short) is a monotonic (additive and polynomial) assignment $[-]_{\mathbb{K}}$ over $\mathbb{K}$ extended to $\mathcal{F}^{\sharp}$ by $\forall \mathbf{f}, \in \mathcal{F},\left[\mathbf{f}^{\sharp}\right]_{\mathbb{K}}:=[\mathbf{f}]_{\mathbb{K}}$ and which satisfies:

1. $\forall l \rightarrow r \in \mathcal{R},[l]_{\mathbb{K}} \geq[r]_{\mathbb{K}}$,
2. $\forall l^{\sharp} \rightarrow u^{\sharp} \in D P(\mathcal{R}),\left[l^{\sharp}\right]_{\mathbb{K}} \geq\left[u^{\sharp}\right]_{\mathbb{K}}$,
where the DP-interpretation $[-]_{\mathbb{K}}$ is extended canonically to terms as usual.
Example 2.4.12. Turning back to the TRS of Example 2.4.5, finding a DP-interpretation of the $T R S$ consists in finding a polynomial and additive assignment $[-]_{\mathbb{K}}$ such that the following inequalities are satisfied:

$$
\begin{aligned}
{[\operatorname{half}(0)]_{\mathbb{K}} } & \geq[0]_{\mathbb{K}}, \\
{[\operatorname{half}(1)]_{\mathbb{K}} } & \geq[0]_{\mathbb{K}}, \\
{[\operatorname{half}(x+2)]_{\mathbb{K}} } & \geq[\operatorname{half}(x)+1]_{\mathbb{K}}, \\
{[\log (x+2)]_{\mathbb{K}} } & \geq[\log (\text { half }(x+2))+1]_{\mathbb{K}}, \\
{[\log (1)]_{\mathbb{K}} } & \rightarrow[0]_{\mathbb{K}}, \\
{\left[\operatorname{half}^{\sharp}(x+2)\right]_{\mathbb{K}} } & \geq\left[\operatorname{half}^{\sharp}(x)\right]_{\mathbb{K}}, \\
{\left[\log ^{\sharp}(x+2)\right]_{\mathbb{K}} } & \geq\left[\log ^{\sharp}(\text { half }(x+2))+1\right]_{\mathbb{K}}, \\
{\left[\log ^{\sharp}(x+2)\right]_{\mathbb{K}} } & \geq\left[\operatorname{half}^{\sharp}(x+2)\right]_{\mathbb{K}} .
\end{aligned}
$$

Taking the additive and polynomial assignment $[0]_{\mathbb{K}}=0,[+1]_{\mathbb{K}}(X)=X+1,[\text { half }]_{\mathbb{K}}(X)=X / 2$, and $[\log ]_{\mathbb{K}}(X)=X$, the above inequalities can be rewritten as follows:

$$
\begin{aligned}
0 & \geq 0 \\
1 / 2 & \geq 0 \\
X / 2+1 & \geq X / 2+1 \\
X+2 & \geq X / 2+2 \\
1 & \rightarrow 0 \\
X / 2+1 & \geq X / 2 \\
X+2 & \geq X / 2+2 \\
X+2 & \geq X / 2+1
\end{aligned}
$$

and, as they are all satisfied, $[-]_{\mathbb{K}}$ is an additive and polynomial DPI.
Let $D P I_{\text {add }}^{\text {poly }}\left(\mathbb{K}, \geq_{\mathbb{K}}\right)$ be the set of function symbols whose $T R S$ admits an additive and polynomial DP-interpretation over $\mathbb{K}$.

Notice that the condition on cycles in the DPG has been withdrawn and, consequently, TRS of $D P I_{\text {add }}^{p o l y}\left(\mathbb{K}, \geq_{\mathbb{K}}\right)$ can be non-terminating. However we have the following result similar to Theorem 2.3.1.
Theorem 2.4.11 ([MP08c]). For $\mathbb{K} \in\left\{\mathbb{N}, \mathbb{Q}^{+}, \mathbb{R}^{+}\right\}$,

$$
Q I_{\text {add }}^{\text {poly }}\left(\mathbb{K}, \geq_{\mathbb{K}}\right) \subsetneq D P I_{\text {add }}^{\text {poly }}\left(\mathbb{K}, \geq_{\mathbb{K}}\right) \subseteq S I_{\text {add }}^{\text {poly }}\left(\mathbb{K}, \geq_{\mathbb{K}}\right)
$$

As expected, the first inclusion is strict because of Example 2.4.12. Knowing whether the second inclusion is strict or not is an open issue.

We have already mentioned that the synthesis problem is undecidable for sup-interpretations in general as finding a sup-interpretation requires some prior knowledge on the termination and growth rate of the function computed by the program under study. However it was shown in [Péc13] that the DPI synthesis problem is equivalent to the quasi-interpretation synthesis problem, whose complexity is provided in Figure 1.3 for distinct function spaces, as DPIs are QIs without subterm property and with some extra inequalities based on the DPG of the TRS under study. Consequently, by Theorem 2.4.11, DPIs seem to be the good candidate at the present time to generate upper-bounds on program space consumption.

### 2.5 Summary

In this chapter, we have presented several results of the last decade, whose goal was to improve the expressive power of previous complexity class characterizations based on light/soft logics and interpretation methods. Moreover, we have related their expressive power, when possible.

We have studied the intensionality of criteria by comparing the set of captured programs for a fixed language and complexity class. Consequently, two criteria are often incomparable when they rely on distinct techniques.

For example, DLAL and STA are some of the most powerful techniques for light/soft logics and polynomial time but they are incomparable. In the framework of interpretations, we have I $\subsetneq \mathrm{QI} \subsetneq \mathrm{DPI} \subseteq \mathrm{SI}$ and we have presented some intensional (partial) results when such techniques are mixed with termination techniques such as RPO or DP.

Following a remark by Baillot [Bai08], two criteria could also be compared by looking at their inherent complexity but this task is not straightforward. In such a framework DPI would be strictly more efficient than QI as they capture more programs and their synthesis problems are equivalent.

Is is worth mentioning that one consequence of particular interest in the introduction of SI was the relaxation of the subterm property. This has improved the studies of sublinear TRSs and has led to works characterizing subpolynomial complexity classes such as Alogtime [BMP06] or $\mathrm{NC}^{k}$ [MP08b].
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In the previous chapter, we have demonstrated that ICC techniques are often difficult to compare. The main reason of this difficulty is that extensional completeness is captured but intensional completeness is sacrificed at the price of tractability. As tractability is always a reasonable requirement for an ICC technique to be effective, we come to an endless problem.

One alternative in finding new criterion with a better expressive power was to consider crossovers by trying to adapt/combine existing ICC criteria to other programming paradigms. We will discuss this interesting issue and the corresponding results obtained in the last decade in this chapter.

We start to show in Section 3.1 that tiering was successfully adapted to imperative programs including multi-threads (Subsection 3.1.2), fork process (Subsection 3.1.3), and Object-Oriented programs (Subsection 3.1.4). We discuss the type inference properties of these type systems and an extension with declassification in Subsection 3.1.5.

In Section 3.2, we focus on the extension of linear logic based approaches to other programming paradigms. We study one extension of LLL to multi-threads in Subsection 3.2.1,
one extension of SLL to a process calculus in Subsection 3.2.2, and one extension of SLL to a lambda calculus with quantum registers in Subsection 3.2.3. We discuss briefly some other extensions based on proof-nets, interaction-nets, categorical models, and realizability models in Subsection 3.2.4.

Section 3.3 presents the main extensions of the interpretation based techniques. In Subsection 3.3.1, we show how interpretations were extended to higher-order rewriting. In Subsection 3.3.2, we introduce their adaptation to a higher-order functional language and, in Subsection 3.3.3, we study their adaptation to a simple Object-Oriented programming language based on Featherweight Java [IPW01]. Several other extensions and applications are discussed in Subsection 3.3.4.

### 3.1 Extensions of tiering

This section is related to the extension of ramified recursion/safe recursion and, more generally, tier-based typing discipline to the imperative paradigm as initiated by the cornerstone work of Marion [Mar11]. In this section, we will survey the main results that allow the programmer to obtain polynomial time or space upper bounds on terminating and typable programs by extending the tiering technique to imperative programs [Mar11], multi-threaded programs [MP14], fork processes [HMP13], and object-oriented programs [LM13, HP15, HP18].

### 3.1.1 Imperative programs

In [Mar11], the leading idea is to identify the results of safe recursion [BC92] and tiering [Lei95] as a non-interference result in the context of secure flow analysis (see [SS05] for an overview of the domain). In [VIS96, SV98], Irvine, Smith, and Volpano provide a type system to certify a confidentiality policy on an imperative language and a multi-threaded language, respectively. Types are based on security levels, named High and Low. The type system prevents leak of information from level High to level Low.

In a 2-tiers based approach, the tier $\mathbf{0}$ (safe) corresponds to the High level and the tier $\mathbf{1}$ (normal) corresponds to the Low level. The type system of [Mar11] is based on an integrity policy as in [Bib77] with no read down rule rather than on a confidentiality policy as in [BLP76]. By looking at the PRN function scheme of Subsection 1.2.3 and after identifying $\mathbf{0}$ to be the type of safe data and tier $\mathbf{1}$ to be the type of normal data, one can check that data (variables) can flow from tier $\mathbf{1}$ to $\mathbf{0}$ but not the converse as illustrated below:

$$
\operatorname{PRN}\left(f, h_{0}, h_{1}\right)(\underbrace{2 x+i, \bar{y}}_{\mathbf{1}} ; \underbrace{\bar{z}}_{\mathbf{0}})=h_{i}(\underbrace{x, \bar{y}}_{\mathbf{1}} ; \underbrace{\bar{z}, \operatorname{PRN}\left(f, h_{0}, h_{1}\right)(x, \bar{y} ; \bar{z})}_{\mathbf{0}}) .
$$

Indeed tier $\mathbf{1}$ variables are used in a $\mathbf{0}$ position in the recursive call $\operatorname{PRN}\left(f, h_{0}, h_{1}\right)(x, \bar{y} ; \bar{z})$ and the converse never holds, i.e. $\bar{z}$ is never used in a tier $\mathbf{1}$ position. It can be checked easily that this property holds for any scheme in Bellantoni and Cook's algebra (see Subsection 1.2.3).

A program $P$ enjoys a non-interference property when for any two memory configurations (maps from variables to values) $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$, if the two configurations coincide on tier 1 (i.e. the data is the same for each variable of type $\mathbf{1}), P$ evaluates to memory configuration $\mathcal{C}_{i}^{\prime}$ when fed with memory configuration $\mathcal{C}_{i}$ as input, for $i \in\{1,2\}$, then $\mathcal{C}_{1}^{\prime}$ and $\mathcal{C}_{2}^{\prime}$ coincide on tier $\mathbf{1}$. In other words, data of tier $\mathbf{0}$ do not have control over data of tier $\mathbf{1}$. We demonstrate a similar non-interference result in an imperative setting which states that values stored in tier $\mathbf{1}$ variables are independent from tier $\mathbf{0}$ variables.

$$
\begin{gathered}
\frac{\left(\mathcal{C}, \mathrm{e}_{1}\right) \rightarrow w_{1} \ldots\left(\mathcal{C}, \mathrm{e}_{n}\right) \rightarrow w_{n}}{(\mathcal{C}, \mathrm{x}) \rightarrow \mathcal{C}(\mathrm{x})}(\operatorname{Var}) \quad \frac{\mathrm{C}}{\left(\mathcal{C}, \mathrm{op}\left(\mathrm{e}_{1}, \ldots, \mathrm{e}_{n}\right)\right) \rightarrow \llbracket \mathrm{op} \rrbracket\left(w_{1}, \ldots, w_{n}\right)} \\
\frac{(\mathcal{C}, \mathrm{skip}) \rightarrow \mathcal{C}}{}(\mathrm{Skip}) \quad \frac{(\mathcal{C}, \mathrm{e}) \rightarrow w}{(\mathcal{C}, \mathrm{x}:=\mathrm{e}) \rightarrow \mathcal{C}[\mathrm{x} \leftarrow w]}(\mathrm{Asg}) \\
\frac{\left(\mathcal{C}, \mathrm{c}_{1}\right) \rightarrow \mathcal{C}_{1} \quad\left(\mathcal{C}_{1}, \mathrm{c}_{2}\right) \rightarrow \mathcal{C}_{2}}{\left(\mathcal{C}, \mathrm{c}_{1} ; \mathrm{c}_{2}\right) \rightarrow \mathcal{C}_{2}}(\mathrm{Seq}) \quad \frac{(\mathcal{C}, \mathrm{e}) \rightarrow w \quad\left(\mathcal{C}, \mathrm{c}_{w}\right) \rightarrow \mathcal{C}^{\prime} \quad w \in\{1,0\}}{\left(\mathcal{C}, \text { if }(\mathrm{e})\left\{\mathrm{c}_{1}\right\} \text { else }\left\{\mathrm{c}_{0}\right\}\right) \rightarrow \mathcal{C}^{\prime}}(\mathrm{Cond}) \\
\frac{(\mathcal{C}, \mathrm{e}) \rightarrow 0}{(\mathcal{C}, \text { while }(\mathrm{e})\{\mathrm{c}\}) \rightarrow \mathcal{C})}\left(W h_{0}\right) \quad \frac{(\mathcal{C}, \mathrm{e}) \rightarrow 1 \quad(\mathcal{C}, \mathrm{c} ; \text { while }(\mathrm{e})\{\mathrm{c}\}) \rightarrow \mathcal{C}^{\prime}}{(\mathcal{C}, \text { while }(\mathrm{e})\{\mathrm{c}\}) \rightarrow \mathcal{C}^{\prime}}\left(W h_{1}\right)
\end{gathered}
$$

Figure 3.1: Big step operational semantics of imperative programs

For that purpose, we consider a simple imperative programming language computing on words of a fixed alphabet $\Sigma$, with $\{0,1\} \subseteq \Sigma$, defined by the following grammar:

where $\mathrm{x}, \mathrm{x}_{1}, \ldots, \mathrm{x}_{n}$ are variables of the countably infinite set $\mathbb{V}$ and op is a prefix, postfix, or infix operator of arity $\operatorname{ar}(\mathrm{op})$ of the countably infinite set $\mathbb{O}$. A memory configuration $\mathcal{C}$ is a partial mapping from variables in $\mathbb{V}$ to words in $\mathbb{W}=\Sigma^{*}$. Given a symbol $a$ in $\Sigma$ and a word $w$ in $\mathbb{W}$, let $a . w$ denote the word obtained by concatenating $a$ and $w$.

The semantics of the language maps a pair $(\mathcal{C}, c)$ consisting in a memory configuration $\mathcal{C}$ and a command c to a memory configuration $\mathcal{C}^{\prime}$ and is described in Figure 3.1, where $\llbracket \mathrm{op} \rrbracket$ is a total function over words associated to the operator $\mathrm{op} \in \mathbb{O}$ and $\mathcal{C}[\mathrm{x} \leftarrow w]$ is the memory configuration $\mathcal{C}^{\prime}$ equal to $\mathcal{C}$ but on x where $\mathcal{C}^{\prime}(\mathrm{x})=w$.

A program $\mathrm{p}\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right)=\mathrm{c}$ return x computes the function $f: \mathbb{W}^{n} \rightarrow \mathbb{W}$ if for any words $w, w_{1}, \ldots, w_{n} \in \mathbb{W}:$

$$
\left(\mathcal{C}\left[\mathbf{x}_{1} \leftarrow w_{1}, \ldots, \mathbf{x}_{n} \leftarrow w_{n}\right], \mathbf{c}\right) \rightarrow \mathcal{C}^{\prime}[\mathbf{x} \leftarrow w] \text { if and only if } f\left(w_{1}, \ldots, w_{n}\right)=w .
$$

Example 3.1.1. Consider the program $\operatorname{add}(\mathrm{x}, \mathrm{y})=\mathrm{c}$ return y where the command c is equal to

```
while(x > 0){
    x:= x-1;
    y:= y+1
\}.
```

Given a unary word $w$, the operator $>0$ tests whether it is empty or not, the operator -1 computes the predecessor, and the operator +1 computes the successor. These three operators can be defined formally as follows:

$$
\llbracket>0 \rrbracket(v)=\left\{\begin{array}{ll}
1 & \text { if } \exists w \in \mathbb{W}, v=1 . w \\
0 & \text { otherwise }
\end{array} \quad \llbracket-1 \rrbracket(v)= \begin{cases}\epsilon & \text { if } v=\epsilon \\
u & \text { if } v=\text { a.u, } a \in \Sigma\end{cases}\right.
$$

$$
\begin{align*}
& \frac{\Gamma(\mathrm{x})=\alpha}{\Gamma, \Delta \vdash \mathrm{x}: \alpha}(\mathrm{V}) \\
& \frac{\forall i, 1 \leq i \leq n, \Gamma, \Delta \vdash \mathrm{e}_{i}: \alpha_{i} \quad \alpha_{1} \rightarrow \ldots \rightarrow \alpha_{n} \rightarrow \alpha \in \Delta(\mathrm{op})}{\Gamma, \Delta \vdash \mathrm{op}\left(\mathrm{e}_{1}, \ldots, \mathrm{e}_{n}\right): \alpha}(\mathrm{OP})  \tag{OP}\\
& \overline{\Gamma, \Delta \vdash \operatorname{skip}: \alpha}(\mathrm{SK}) \frac{\Gamma, \Delta \vdash \mathrm{x}: \alpha \quad \Gamma, \Delta \vdash \mathrm{e}: \beta \quad \alpha \preceq \beta}{\Gamma, \Delta \vdash \mathrm{x}:=\mathrm{e}: \alpha}(\mathrm{A})  \tag{A}\\
& \frac{\Gamma, \Delta \vdash \mathrm{c}: \mathbf{0}}{\Gamma, \Delta \vdash \mathrm{c}: \mathbf{1}}(\mathrm{SUB}) \frac{\Gamma, \Delta \vdash \mathrm{e}: \alpha \quad \Gamma, \Delta \vdash \mathrm{c}: \alpha \quad \Gamma, \Delta \vdash \mathrm{c}^{\prime}: \alpha}{\Gamma, \Delta \vdash \mathrm{if}(\mathrm{e})\{\mathrm{c}\} \mathrm{else}\left\{\mathrm{c}^{\prime}\right\}: \alpha}  \tag{C}\\
& \frac{\Gamma, \Delta \vdash \mathrm{c}: \alpha \quad \Gamma, \Delta \vdash \mathrm{c}^{\prime}: \alpha}{\Gamma, \Delta \vdash \mathrm{c} ; \mathrm{c}^{\prime}: \alpha}(\mathrm{S}) \frac{\Gamma, \Delta \vdash \mathrm{e}: \mathbf{1} \quad \Gamma, \Delta \vdash \mathrm{c}: \alpha}{\Gamma, \Delta \vdash \operatorname{while}(\mathrm{e})\{\mathrm{c}\}: \mathbf{1}} \tag{W}
\end{align*}
$$

Figure 3.2: Tier-based imperative type system

$$
\llbracket+1 \rrbracket(v)=1 . v .
$$

This program computes the unary addition. Indeed, for $n \in \mathbb{N}$, let $1^{n}$ be the unary word where the symbol 1 occurs $n$ times. It holds that $\left(\mathcal{C}\left[\mathrm{x} \leftarrow 1^{n}, \mathrm{y} \leftarrow 1^{m}\right]\right.$, c$) \rightarrow \mathcal{C}\left[\mathrm{x} \leftarrow \epsilon, \mathrm{y} \leftarrow 1^{m+n}\right]$.

We suppose given a precedence $\preceq$ on tiers defined to be the reflexive closure of the relation $\prec$ satisfying $\mathbf{0} \prec \mathbf{1}$. The considered tier-based type system is described in Figure 3.2. It is a subsystem of the type system of [MP14] and a simplified version of the type system of [Mar11], as it does not involve a complex lattice structure. Judgments are of the shape $\Gamma, \Delta \vdash b: \alpha$, with $b$ an expression or command, $\alpha$ a tier in $\{\mathbf{0}, \mathbf{1}\}, \Gamma$ a variable typing environment mapping each variable x to a tier in $\{\mathbf{0}, \mathbf{1}\}$, and $\Delta$ an operator typing environment mapping each operator op to a set $\Delta(\mathrm{op})$ of types of the shape $\alpha_{1} \rightarrow \ldots \alpha_{\operatorname{ar}(\mathrm{op})} \rightarrow \alpha$, with $\alpha_{1}, \ldots, \alpha_{\operatorname{ar}(\mathrm{op})}, \alpha \in\{\mathbf{0}, \mathbf{1}\}$.

Tiers $\mathbf{0}$ and $\mathbf{1}$ have the following intuitive meaning:

- tier $\mathbf{1}$ variables will be used as guards of while loops; they should not be allowed to take more than a polynomial number of distinct values and cannot increase,
- tier $\mathbf{0}$ variables may increase and cannot be used as while loop guards.

Before stating the main non-interference and complexity results, we need to restrict the operator typing environments under consideration. Notice that considering non-restricted operator typing environments would break both results.

Definition 3.1.1. A polynomial time computable operator op is

- neutral if:

1. either $\llbracket \mathrm{op} \rrbracket: \mathbb{W}^{\operatorname{ar}(\mathrm{op})} \rightarrow\{0,1\}$ is a predicate;
2. or $\forall w_{1}, \ldots, w_{\operatorname{ar}(\mathrm{op})} \in \mathbb{W}, \exists i \in\{1, \ldots, \operatorname{ar}(\mathrm{op})\}, \llbracket \mathrm{op} \rrbracket\left(w_{1}, \ldots, w_{\operatorname{ar}(\mathrm{op})}\right) \unlhd w_{i}$.

- positive if there is a constant $c_{\mathrm{op}} \in \mathbb{N}$ such that:

$$
\forall w_{1}, \ldots, w_{\operatorname{ar}(\mathrm{op})} \in \mathbb{W},\left|\llbracket \mathrm{op} \rrbracket\left(w_{1}, \ldots, w_{\operatorname{ar}(\mathrm{op})}\right)\right| \leq \max _{i}\left|w_{i}\right|+c_{\mathrm{op}}
$$

where $\unlhd$ is the subword relation over $\mathbb{W}$ and the size of a word $|w|$ is equal to its number of symbols.

A neutral operator is always a positive operator but the converse is not true. In the remainder, we name positive operators those operators that are positive but not neutral.

Example 3.1.2. The operators $>0$ and -1 of Example 3.1.1 defined by

$$
\llbracket>0 \rrbracket(v)=\left\{\begin{array}{ll}
1 & \text { if } \exists w \in \mathbb{W}, v=1 . w \\
0 & \text { otherwise }
\end{array} \quad \llbracket-1 \rrbracket(v)= \begin{cases}\epsilon & \text { if } v=\epsilon \\
u & \text { if } v=a . u, a \in \Sigma\end{cases}\right.
$$

are neutral. Indeed, $>0$ computes a polynomial time computable predicate and -1 computes a subword of its input.

The +1 operator defined by

$$
\llbracket+1 \rrbracket(v)=1 . v
$$

is positive as it is not neutral and $|\llbracket+1 \rrbracket(v)|=|1 . v|=|v|+1$.
Definition 3.1.2. An operator typing environment $\Delta$ is safe if for each op $\in \operatorname{dom}(\Delta)$, op is neutral or positive and $\forall \alpha_{1} \rightarrow \ldots \rightarrow \alpha_{n} \rightarrow \alpha \in \Delta(\mathrm{op})$, we have:

- $\alpha \preceq \wedge_{i=1, \ldots, a r(\mathrm{op})} \alpha_{i}$,
- if the operator op is positive then $\alpha=\mathbf{0}$.

Definition 3.1.3 (Safe program). Given a variable typing environment $\Gamma$ and an operator typing environment $\Delta$, the program c return x is a safe program if there is a tier $\alpha$ such that $\Gamma, \Delta \vdash$ $\mathrm{c}: \alpha$ and $\Delta$ is safe.

Example 3.1.3. Consider the program add $(\mathrm{x}, \mathrm{y})$ of Example 3.1.1. As $>0$ and -1 are neutral and +1 is positive, the operator typing environment defined by $\Delta(\mathrm{op})=\{\mathbf{1} \rightarrow \mathbf{1}, \mathbf{0} \rightarrow \mathbf{0}, \mathbf{1} \rightarrow \mathbf{0}\}$, for $\mathrm{op} \in\{>0,-1\}$, and $\Delta(+1)=\{\mathbf{0} \rightarrow \mathbf{0}\}$ is safe.

The program can be typed as follows (we omit the environments in the judgments and one premise in the $(O P)$ rule in order to lighten the notation).

For a given variable typing environment $\Gamma$ and a given tier $\alpha$, let $\approx_{\alpha}^{\Gamma}$ be an equivalence relation on memory configurations defined by $\mathcal{C} \approx_{\alpha}^{\Gamma} \mathcal{C}^{\prime}$ if $\forall \mathrm{x} \in \operatorname{dom}(\Gamma), \alpha \preceq \Gamma(\mathrm{x}) \Longrightarrow \mathcal{C}(\mathrm{x})=\mathcal{C}^{\prime}(\mathrm{x})$. We are now ready to state the main non-interference and complexity results.

Theorem 3.1.1 (Non-interference). Given a safe program c return x with respect to the typing environments $\Gamma, \Delta$. For any stores $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$, if $\mathcal{C}_{1} \approx_{1}^{\Gamma} \mathcal{C}_{2},\left(\mathcal{C}_{1}, \mathrm{c}\right) \rightarrow \mathcal{C}_{1}^{\prime}$, and $\left(\mathcal{C}_{2}, \mathrm{c}\right) \rightarrow \mathcal{C}_{2}^{\prime}$, then $\mathcal{C}_{1}^{\prime} \approx_{1}^{\Gamma} \mathcal{C}_{2}^{\prime}$.

Example 3.1.4. We have shown in Example 3.1.3 that the program of Example 3.1.1 can be typed with respect to a variable typing environment $\Gamma$ such that $\Gamma(\mathrm{x})=\mathbf{1}$ and $\Gamma(\mathrm{y})=\mathbf{0}$. For $n, m, l \in \mathbb{N}$, we have $\left(\mathcal{C}\left[\mathrm{x} \leftarrow 1^{n}, \mathrm{y} \leftarrow 1^{m}\right], \mathrm{c}\right) \rightarrow \mathcal{C}\left[\mathrm{x} \leftarrow \epsilon, \mathrm{y} \leftarrow 1^{m+n}\right]$ and $\left(\mathcal{C}\left[\mathrm{x} \leftarrow 1^{n}, \mathrm{y} \leftarrow 1^{l}\right], \mathrm{c}\right) \rightarrow$ $\mathcal{C}\left[\mathrm{x} \leftarrow \epsilon, \mathrm{y} \leftarrow 1^{n+l}\right]$. Moreover $\mathcal{C}\left[\mathrm{x} \leftarrow 1^{n}, \mathrm{y} \leftarrow 1^{m}\right] \approx_{1}^{\Gamma} \mathcal{C}\left[\mathrm{x} \leftarrow 1^{n}, \mathrm{y} \leftarrow 1^{l}\right]$. Consequently, by Theorem 3.1.1, $\mathcal{C}\left[\mathrm{x} \leftarrow \epsilon, \mathrm{y} \leftarrow 1^{n+m}\right] \approx_{1}^{\Gamma} \mathcal{C}\left[\mathrm{x} \leftarrow \epsilon, \mathrm{y} \leftarrow 1^{n+l}\right]$, which is obviously true.

Theorem 3.1.2 ([Mar11, MP14]). The set of functions over words computed by safe and terminating programs is exactly FP.

In the above Theorem, soundness is a consequence of non-interference together with the fact that the cardinality of the set of tier $\mathbf{1}$ configurations is polynomially bounded in the input size (i.e. the cardinal of the space of distinct values that can be obtained as outputs of neutral operators is bounded polynomially in the size of the initial values). Consequently, if a program terminates then only a polynomial number of memory configurations distinct on tier $\mathbf{1}$ data can be encountered. Completeness is demonstrated as usual by simulating polynomials and a standard TM.

Example 3.1.5. The program of Example 3.1.1 is safe and terminating. Consequently, it computes a function in FP .

In what follows, let $\mathrm{e}^{\alpha}$, respectively $\mathrm{c}: \alpha$, be a notation meaning that the expression e , respectively command c , is of tier $\alpha$ under the considered typing environments.

Example 3.1.6. Consider the following program that computes the exponential as a counterexample.

```
while(\mp@subsup{x}{}{\mathbf{1}}>0){
    z
    while(z?}>0)
        y }\mp@subsup{}{}{\mathbf{0}}:=\mp@subsup{\textrm{y}}{}{\mathbf{0}}+1:0
        z?:= z? - 1:?
    };:1
    x}\mp@subsup{}{}{1}:=\mp@subsup{x}{}{1}-1:
}
return y
```

It is not typable in our formalism. Indeed, suppose that it is typable. The command $\mathrm{y}:=\mathrm{y}+1$ enforces y to be of tier $\mathbf{0}$ since +1 is positive. Consequently, the command $\mathbf{z}:=\mathrm{y}$ enforces $\mathbf{z}$ to be of tier $\mathbf{0}$ because of typing discipline for assignments. However, the innermost while loop enforces $\mathbf{z}>0$ to be of tier $\mathbf{1}$, so that $\mathbf{z}$ has to be of tier $\mathbf{1}$ (because $\mathbf{0} \rightarrow \mathbf{1}$ is not permitted for $a$ safe operator typing environment) and we obtain a contradiction.

### 3.1.2 Multi-threaded programs

An extension to a multi-threaded language has been considered in [MP14]. A multi-threaded program $M\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right), M$ for short, is a map from a finite set of threads identifier in $\operatorname{dom}(M)$ to commands. In this setting, thread creation is prohibited. For a multi-threaded program $M$, the store $\mathcal{C}$ plays the role of a global shared memory and is the only way for threads to communicate.

$$
\begin{aligned}
& \overline{(\mathcal{C}, \mathrm{x}) \rightarrow_{\mathrm{e}} \mathcal{C}(\mathrm{x})}(\operatorname{Var}) \frac{\left(\mathcal{C}, \mathrm{e}_{1}\right) \rightarrow_{\mathrm{e}} w_{1} \quad \ldots \quad\left(\mathcal{C}, \mathrm{e}_{n}\right) \rightarrow_{\mathrm{e}} w_{n}}{\mathcal{C}, \operatorname{op}\left(\mathrm{e}_{1}, \ldots, \mathrm{e}_{n}\right) \rightarrow_{\mathrm{e}} \llbracket \mathrm{op} \rrbracket\left(w_{1}, \ldots, w_{n}\right)}(\mathrm{Op}) \\
& \frac{(\mathcal{C}, \mathrm{e}) \rightarrow_{\mathrm{e}} w}{(\mathcal{C}, \text { skip } ; \mathrm{c}) \rightarrow_{\mathrm{c}}(\mathcal{C}, \mathrm{c})}(\operatorname{Skp}) \frac{(\mathrm{C}, \mathrm{x}:=\mathrm{e}) \rightarrow_{\mathrm{c}}(\mathcal{C}[\mathrm{x} \leftarrow w], \text { skip })}{(A s g)} \\
& \frac{\left(\mathcal{C}, \mathrm{c}_{1}\right) \rightarrow_{\mathrm{c}}\left(\mathcal{C}_{1}, \mathrm{c}_{1}^{\prime}\right)}{\left(\mathcal{C}, \mathrm{c}_{1} ; \mathrm{c}_{2}\right) \rightarrow_{\mathrm{c}}\left(\mathcal{C}_{1}, \mathrm{c}_{1}^{\prime} ; \mathrm{c}_{2}\right)}(\mathrm{Seq}) \frac{(\mathcal{C}, \mathrm{e}) \rightarrow_{\mathrm{c}} w, w \in\{0,1\}}{\left.\left(\mathcal{C}, \operatorname{if}(\mathrm{e})\left\{\mathrm{c}_{1}\right\} \text { else }\left\{\mathrm{c}_{0}\right)\right\}\right) \rightarrow_{\mathrm{c}}\left(\mathcal{C}, \mathrm{c}_{w}\right)} \text { (Cond) } \\
& \frac{(\mathcal{C}, \mathrm{e}) \rightarrow_{\mathrm{c}} 0}{(\mathcal{C}, \text { while }(\mathrm{e})\{\mathrm{c}\}) \rightarrow_{\mathrm{c}}(\mathcal{C}, \text { skip })}\left(\mathrm{W}_{0}\right) \frac{(\mathcal{C}, \mathrm{e}) \rightarrow_{\mathrm{c}} 1}{(\mathcal{C}, \text { while }(\mathrm{e})\{\mathrm{c}\}) \rightarrow_{\mathrm{c}}(\mathcal{C}, \mathrm{c} ; \text { while }(\mathrm{e})\{\mathrm{c}\})}\left(\mathrm{W}_{1}\right) \\
& \frac{M(x)=\mathrm{skip}}{(\mathcal{C}, M) \rightarrow_{\mathrm{nd}}(\mathcal{C}, M-x)} \text { (NDStop) } \frac{M(x)=\mathrm{c} \quad(\mathcal{C}, \mathrm{c}) \rightarrow_{\mathrm{c}}\left(\mathcal{C}_{1}, \mathrm{c}_{1}\right)}{(\mathcal{C}, M) \rightarrow_{\mathrm{nd}}\left(\mathcal{C}_{1}, M\left[x:=\mathrm{c}_{1}\right]\right)} \text { (NDStep) }
\end{aligned}
$$

Figure 3.3: Small step operational semantics of multi-threads

## Non-deterministic scheduling

The small step operational semantics of multi-threads corresponds to the global relation $\rightarrow_{\mathrm{nd}}$ in Figure 3.3. Let $\rightarrow_{\mathrm{nd}}{ }^{n}$ be its $n$-fold composition. In Figure 3.3, $M-x$ is the restriction of $M$ to $\operatorname{dom}(M)-\{x\}$ and $M[x:=\mathrm{c}]$ is a notation for the multi-threaded program $M$ where the command assigned to $x$ is updated to c. At each step, a thread $x$ is chosen using a fixed non-deterministic scheduling policy. Then, one step of $x$ is performed and the control returns to the upper level. Note that the rule (Stop) halts the computation of a thread.

Let $\emptyset$ be a notation for the empty multi-threaded program where all threads have terminated. A multi-threaded program $M\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right)$ strongly terminates if for any store $\mathcal{C}$ and any derivation $(\mathcal{C}, M) \rightarrow_{\mathrm{nd}}{ }^{\prime}\left(\mathcal{C}^{\prime}, M^{\prime}\right)$ there exist a store $\mathcal{C}^{\prime \prime}$ and $m \in \mathbb{N}$ such that $\left(\mathcal{C}^{\prime}, M^{\prime}\right) \rightarrow_{\mathrm{nd}}{ }^{m}\left(\mathcal{C}^{\prime \prime}, \emptyset\right)$.

The running time of a multi-threaded program $M\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right)$ on inputs $w_{1}, \ldots, w_{n} \in \mathbb{W}$, noted $\operatorname{time}_{M}$, is a partial function defined by:

$$
\operatorname{time}_{M}\left(w_{1}, \ldots, w_{n}\right)=\max \left\{n \mid \exists \mathcal{C}^{\prime},\left(\mathcal{C}\left[\mathrm{x}_{1} \leftarrow w_{1}, \ldots, \mathrm{x}_{n} \leftarrow w_{n}\right], M\right) \rightarrow_{\mathrm{nd}}{ }^{n}\left(\mathcal{C}^{\prime}, \emptyset\right)\right\}
$$

In the special case where $M$ strongly terminates, time $_{M}$ is a total function.
The type system of Figure 3.2 can be extended to multi-threaded programs by the rule of Figure 3.4. The judgment $\Gamma, \Delta \vdash M: \diamond$ means that the multi-thread $M$ is well-typed under the variable typing environment $\Gamma$ and the operator typing environment $\Delta$.

The notion of safe programs can be extended to safe multi-threaded programs as follows:
Definition 3.1.4. Given $\Gamma$ a variable typing environment and $\Delta$ an operator typing environment, the multi-threaded program $M$ is safe if $\Gamma, \Delta \vdash M: \diamond$ and $\Delta$ is safe.

$$
\frac{\forall x \in \operatorname{dom}(M), \exists \alpha \in\{\mathbf{0}, \mathbf{1}\}, \Gamma, \Delta \vdash M(x): \alpha}{\Gamma, \Delta \vdash M: \diamond}(\mathrm{W})
$$

Figure 3.4: Tier-based multi-threads typing rule

Definition 3.1.5. Let $\Gamma$ be a variable typing environment and $\Delta$ be an operator typing environment.

- The relation $\approx_{\Gamma, \Delta}$ on commands is defined by:

1. If $\mathrm{c}_{1}=\mathrm{c}_{2}$ then $\mathrm{c}_{1} \approx_{\Gamma, \Delta} \mathrm{c}_{2}$,
2. If $\Gamma, \Delta \vdash \mathrm{c}_{1}: \mathbf{0}$ and $\Gamma, \Delta \vdash \mathrm{c}_{2}: \mathbf{0}$ then $\mathrm{c}_{1} \approx_{\Gamma, \Delta} \mathrm{c}_{2}$,
3. If $\mathrm{c}_{1} \approx_{\Gamma, \Delta} \mathrm{c}_{2}$ and $\mathrm{c}_{3} \approx_{\Gamma, \Delta} \mathrm{c}_{4}$ then $\mathrm{c}_{1} ; \mathrm{c}_{3} \approx_{\Gamma, \Delta} \mathrm{c}_{2} ; \mathrm{c}_{4}$.

- It is extended to configurations as follows If $\mathrm{c}_{1} \approx_{\Gamma, \Delta} \mathrm{c}_{2}$ and $\mathcal{C} \approx_{\mathbf{1}}^{\Gamma} \mathcal{C}^{\prime}$ then $\left(\mathcal{C}, \mathrm{c}_{1}\right) \approx_{\Gamma, \Delta}\left(\mathcal{C}^{\prime}, \mathrm{c}_{2}\right)$.
- Finally, it is extended to multi-threads and multi-thread configurations as follows:
- If $\forall x \in \operatorname{dom}(M)=\operatorname{dom}\left(M^{\prime}\right), M(x) \approx_{\Gamma, \Delta} M^{\prime}(x)$ then $M \approx_{\Gamma} M^{\prime}$,
- If $M \approx_{\Gamma, \Delta} M^{\prime}$ and $\mathcal{C} \approx_{1}^{\Gamma} \mathcal{C}^{\prime}$ then $(\mathcal{C}, M) \approx_{\Gamma, \Delta}\left(\mathcal{C}^{\prime}, M^{\prime}\right)$.

We obtain a concurrent non-interference property.
Theorem 3.1.3 (Concurrent non-interference). Let $M_{1}$ and $M_{2}$ be two safe multi-threaded programs with respect to the variable typing environment $\Gamma$ and the operator typing environment $\Delta$ and let $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ be two memory configurations such that $\left(\mathcal{C}_{1}, M_{1}\right) \approx_{\Gamma, \Delta}\left(\mathcal{C}_{2}, M_{2}\right)$.

If $\left(\mathcal{C}_{1}, M_{1}\right) \rightarrow_{\mathrm{nd}}\left(\mathcal{C}_{1}^{\prime}, M_{1}^{\prime}\right)$ then there are $\mathcal{C}_{2}^{\prime}, M_{2}^{\prime}$, and $n \in \mathbb{N}$ such that $\left(\mathcal{C}_{2}, M_{2}\right) \rightarrow_{\mathrm{nd}}{ }^{n}\left(\mathcal{C}_{2}^{\prime}, M_{2}^{\prime}\right)$ and $\left(\mathcal{C}_{1}^{\prime}, M_{1}^{\prime}\right) \approx_{\Gamma, \Delta}\left(\mathcal{C}_{2}^{\prime}, M_{2}\right)$.

It is worth noticing that the above result also holds in a sequential context when only the relation $\rightarrow_{c}$ on commands is considered. Moreover, temporal variants relating the cost of evaluating while constructs with the rule $\left(\mathrm{W}_{1}\right)$ are also considered in [MP14].

An upper-bound on the derivation length can also be obtained in the case of strongly terminating multi-threads.

Theorem 3.1.4 ([MP14]). Assume that $M\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right)$ is a safe multi-threaded program that strongly terminates. There is a polynomial $Q \in \mathbb{N}[X]$ such that

$$
\forall w_{1}, \ldots, w_{n} \in \mathbb{W}, \operatorname{time}_{M}\left(w_{1}, \ldots, w_{n}\right) \leq Q\left(\max _{i=1}^{n}\left(\left|w_{i}\right|\right)\right)
$$

The soundness of Theorem 3.1.2 can be viewed as a direct application of Theorem 3.1.4 in the particular case of a multi-thread consisting in one single thread.

Example 3.1.7 ([MP14]). Consider the following multi-thread $M$ composed of two threads $x$ and $y$ computing on unary numbers.

```
x: while(\mp@subsup{x}{}{\mathbf{1}}>0)}\mp@subsup{\mathbf{1}}{}{\mathbf{1}}
    z
    x}\mp@subsup{}{}{1}:=\mp@subsup{x}{}{1}-1:
}:1
```

```
y: while(y }\mp@subsup{\mathbf{1}}{}{\mathbf{1}}>0\mp@subsup{)}{}{\mathbf{1}}
```

y: while(y }\mp@subsup{\mathbf{1}}{}{\mathbf{1}}>0\mp@subsup{)}{}{\mathbf{1}}
z}\mp@subsup{}{}{0}:=0:0
z}\mp@subsup{}{}{0}:=0:0
y}\mp@subsup{}{}{1}:=\mp@subsup{y}{}{1}-1:
y}\mp@subsup{}{}{1}:=\mp@subsup{y}{}{1}-1:
}:1

```
    }:1
```

This program is strongly terminating. Moreover, given a store $\mathcal{C}$ such that $\mathcal{C}(\mathrm{x})=n$ and $\mathcal{C}(\mathbf{z})=0$, if $(\mathcal{C}, M) \rightarrow_{n d}{ }^{k}\left(\mathcal{C}^{\prime}, \emptyset\right)$ then $\mathcal{C}^{\prime}(\mathbf{z}) \in[0, n]$. $M$ is safe using an operator typing environment $\Delta$ such that $\Delta(-1)=\Delta(>0)=\{\mathbf{1} \rightarrow \mathbf{1}\}$ and $\Delta(+1)=\{\mathbf{0} \rightarrow \mathbf{0}\}$ and $M$ strongly terminates. Consequently, by Theorem 3.1.4, it terminates in polynomial time.

Example 3.1.8 ([MP14]). Consider the following multi-thread $M$ that shuffles two strings given as inputs.

$$
\begin{aligned}
& x \text { : while }\left(!\left(\mathrm{x}^{1}==\epsilon\right)\right)^{1}\left\{\quad y \text { : while }\left(!\left(\mathrm{y}^{\mathbf{1}}==\epsilon\right)\right)^{\mathbf{1}}\{ \right. \\
& z^{0}:=\operatorname{cons}\left(\text { head }\left(x^{1}\right), z^{0}\right): \mathbf{0} ; \\
& \mathrm{x}^{1}:=\mathrm{x}^{1}-1: 1 \\
& \text { \}: } 1 \\
& \mathrm{z}^{0}:=\operatorname{cons}\left(\text { head }\left(\mathrm{y}^{1}\right), \mathrm{z}^{0}\right): \mathbf{0} ; \\
& \mathrm{y}^{1}:=\mathrm{y}^{1}-1: 1 \\
& \text { \}:1 }
\end{aligned}
$$

where cons is an operator defined by $\llbracket \mathrm{cons} \rrbracket(\epsilon, w)=w$ and $\llbracket \mathrm{cons} \rrbracket($ a.v, $w)=a . w$, that performs the concatenation of the symbol given in its first argument with its second argument. The operators ! and $==\epsilon$ are unary predicates and consequently can be typed by $\mathbf{1} \rightarrow \mathbf{1}$. The operator head returns the first symbol of a string given as input and can be typed by $\mathbf{1} \rightarrow \mathbf{0}$ since it is neutral. The -1 operator can typed by $\mathbf{1} \rightarrow \mathbf{1}$ since its computation is a subterm of the input. Finally, the cons operator can be typed by $\mathbf{0} \rightarrow \mathbf{0} \rightarrow \mathbf{0}$ since $|\llbracket \mathrm{cons} \rrbracket(u, v)|=|v|+1$. This program is safe and strongly terminating consequently it also terminates in polynomial time.

Example 3.1.9 ([MP14]). Consider the following multi-thread M.

$$
\begin{array}{rr}
x: \text { while }\left(\mathrm{x}^{1}>0\right)^{\mathbf{1}}\{ & y: \text { while }\left(\mathrm{y}^{1}>0\right)^{1}\{ \\
\mathrm{y}^{1}:=\mathrm{x}^{1} ; \mathbf{1} & \mathrm{z}^{\mathbf{0}}:=\mathrm{z}^{\mathbf{0}}+1 ;: \mathbf{0} \\
\mathrm{x}^{1}:=\mathrm{x}^{1}-1 ;: \mathbf{1} & \mathrm{y}^{1}:=\mathrm{y}^{1}-1 ;: \mathbf{1} \\
\}: \mathbf{1} & \}: \mathbf{1}
\end{array}
$$

Observe that, contrarily to previous examples, the guard of y depends on information flowing from $x$ to $y$. Given a store $\mathcal{C}$ such that $\mathcal{C}(\mathrm{x})=n, \mathcal{C}(\mathrm{y})=\mathcal{C}(\mathrm{z})=0$, if $(\mathcal{C}, M) \rightarrow_{\mathrm{nd}}{ }^{k}\left(\mathcal{C}^{\prime}, \emptyset\right)$ then $\mathcal{C}^{\prime}(z) \in[0, n \times(n+1) / 2]$. This multi-thread is safe with respect to a safe typing operator environment $\Delta$ such that $\Delta(-1)=\Delta(>0)=\{\mathbf{1} \rightarrow \mathbf{1}\}$ and $\Delta(+1)=\{\mathbf{0} \rightarrow \mathbf{0}\}$. Moreover it strongly terminates. Consequently, it also terminates in polynomial time.

## Deterministic scheduling

We extend previous results to a class of deterministic schedulers. Define $\mathcal{C} \downarrow \mathbf{1}$ as the restriction of the store $\mathcal{C}$ to tier $\mathbf{1}$ variables. A deterministic scheduler $\mathcal{S}$ is quiet if the scheduling policy depends only on the current state of the multi-threaded program $M$ and on $\mathcal{C} \downarrow \mathbf{1}$. For example, a deterministic scheduler whose policy just depends on running threads, is quiet whereas a deterministic scheduler depending on $\mathbf{0}$ data is not quiet.

Next, we replace the two non-deterministic global transitions (NDStop) and (NDStep) of Figure 3.3 by the rules of Figure 3.5. As in previous section, the running time of a multithreaded program $M\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right)$ on inputs $w_{1}, \ldots, w_{n} \in \mathbb{W}$ under the quiet scheduler $\mathcal{S}$, noted time $_{M}^{\mathcal{S}}$, is a partial function defined by:

$$
\operatorname{time}_{M}^{\mathcal{S}}\left(w_{1}, \ldots, w_{n}\right)=n \mid \exists \mathcal{C}^{\prime},\left(\mathcal{C}\left[\mathbf{x}_{1} \leftarrow w_{1}, \ldots, \mathbf{x}_{n} \leftarrow w_{n}\right], M\right) \rightarrow_{\mathrm{d}}{ }^{n}\left(\mathcal{C}^{\prime}, \emptyset\right) .
$$

In the special case where $M$ terminates under the strategy $\mathcal{S}$, time $\mathcal{M}_{M}^{\mathcal{S}}$ is a total function.

$$
\frac{\mathcal{S}(M, \mathcal{C} \downarrow \mathbf{1})=x \quad M(x)=\mathrm{skip}}{(\mathcal{C}, M) \rightarrow_{\mathrm{d}}(\mathcal{C}, M-x)}(\text { DStop }) \quad \frac{\mathcal{S}(M, \mathcal{C} \downarrow \mathbf{1})=x \quad(\mathcal{C}, M(x)) \rightarrow_{\mathrm{c}}\left(\mathcal{C}^{\prime}, \mathrm{c}^{\prime}\right)}{(\mathcal{C}, M) \rightarrow_{\mathrm{d}}\left(\mathcal{C}^{\prime}, M\left[x:=\mathrm{c}^{\prime}\right]\right)} \text { (DStep) }
$$

Figure 3.5: Small step operational semantics with deterministic scheduling

Theorem 3.1.5 ([MP14]). Assume that $M$ is a safe multi-threaded program that terminates with respect to the deterministic and quiet scheduler $\mathcal{S}$. There is a polynomial $Q$ such that:

$$
\forall w_{1}, \ldots, w_{n} \in \mathbb{W}, \operatorname{time}_{M}^{\mathcal{S}}\left(w_{1}, \ldots, w_{n}\right) \leq Q\left(\max _{i=1, n}\left(\left|w_{i}\right|\right)\right)
$$

### 3.1.3 Fork processes

We now consider the extension of tiering to fork processes presented in [HMP13]. This extension requires the addition of a new tier $\mathbf{- 1}$ for data communication between processes and allows us to characterize the class of polynomial space computable functions FPSPACE.

Processes consist in programs of Section 3.1.1 extended with fork and wait constructs as follows.

| Expressions | $\mathrm{e}, \mathrm{e}_{1}, \ldots, \mathrm{e}_{n}$ |  | $\mathrm{x} \mid \mathrm{op}\left(\mathrm{e}_{1}, \ldots, \mathrm{e}_{\text {ar }}(\mathrm{pp})\right)$ |
| :---: | :---: | :---: | :---: |
| Commands | c, $\mathrm{c}_{1}, \mathrm{c}_{2}$ |  | fork() \| wait(e) |
|  |  |  | $\|\operatorname{skip}\| \mathrm{x}:=\mathrm{e} \mid \mathrm{c}_{1} ; \mathrm{c}_{2}$ |
|  |  |  | $\mid \mathrm{if}(\mathrm{e})\left\{\mathrm{c}_{1}\right\}$ else $\left\{\mathrm{c}_{2}\right\} \mid$ while $(\mathrm{e})\{\mathrm{c}\}$ |
| Processes | P |  | $\mathrm{c} ; \mathrm{P} \mid$ return x |

Each fork call creates a new child process with a distinct identifier (id) and duplicates the execution context, i.e. the store, including the program counter. The parent process keeps track of the ids of its children but not the converse. The communications between children and their parent are performed through the use of a wait instruction that allows a returning child to pass a value to its parent process. This programming language is simple but it is a natural fragment of a real-life programming language like C [KP84].

Given a store $\mathcal{C}$ and a process P , the triplet $c=(\mathrm{P}, \mathcal{C})_{\rho}$, where $\rho$ is an element of $\mathcal{P}(\mathbb{N})$, is called a configuration. In a configuration $c=(\mathrm{P}, \mathcal{C})_{\rho}$, the set $\rho$ will contain the indexes of the children of the process P created during an evaluation. Let $\perp$ be a special symbol for erased configurations.

An environment $\mathcal{E}$ is a partial function from $\mathbb{N}$ to configurations. The domain of $\mathcal{E}$ is denoted $\operatorname{dom}(\mathcal{E})$ and we denote $\sharp \mathcal{E}$ its cardinal when it is finite. We abbreviate $\mathcal{E}(n)$ by $\mathcal{E}_{n}$. The size of an environment $|\mathcal{E}|$ is defined by $|\mathcal{E}|=\sum_{i \in \operatorname{dom}(\mathcal{E})}\left|\mathcal{E}_{i}\right|$. The notation $\mathcal{E}[i:=c]$ is the environment $\mathcal{E}^{\prime}$ defined by $\mathcal{E}^{\prime}(j)=\mathcal{E}(j)$ for all $j \neq i \in \operatorname{dom}(\mathcal{E})$ and $\mathcal{E}^{\prime}(i)=c$. As usual $\mathcal{E}\left[i_{1}:=c_{1}, \ldots, i_{k}:=c_{k}\right]$ is a shortcut for $\mathcal{E}\left[i_{1}:=c_{1}\right] \ldots\left[i_{k}:=c_{k}\right]$. The initial environment, noted $\mathcal{E}_{\text {init }}[\mathrm{P}, \mathcal{C}]$, consists in the main process with no child. That is $\mathcal{E}_{\text {init }}[\mathrm{P}, \mathcal{C}](1)=(\mathrm{P}, \mathcal{C})_{\emptyset}$ and $\operatorname{dom}\left(\mathcal{E}_{\text {init }}[\mathrm{P}, \mathcal{C}]\right)=\{1\}$. An environment $\mathcal{E}$ is terminal if the root process satisfies $\mathcal{E}_{1}=(\text { return } \mathrm{x}, \mathcal{C})_{\rho}$, i.e. the main process is returning.

The small step semantics of process configurations and environments is presented in Figure 3.6. It consists in an extension of the sequential fragment $\rightarrow_{c}$ of the small step semantics of

$$
\begin{align*}
& (\mathrm{c} ; \mathrm{P}, \mathcal{C})_{\rho} \rightarrow\left(\mathrm{c}^{\prime} ; \mathrm{P}, \mathcal{C}^{\prime}\right)_{\rho} \quad \text { if }(\mathrm{c}, \mathcal{C}) \rightarrow_{\mathrm{c}}\left(\mathrm{c}^{\prime}, \mathcal{C}^{\prime}\right) \\
& \mathcal{E}[i:=c] \rightarrow \mathcal{E}\left[i:=c^{\prime}\right] \quad \text { if } c \rightarrow c^{\prime}  \tag{Conf}\\
& \mathcal{E}\left[i:=(\mathrm{x}:=\operatorname{fork}() ; \mathrm{P}, \mathcal{C})_{\rho}\right] \rightarrow \mathcal{E}\left[i:=(\mathrm{P}, \mathcal{C}\{\mathrm{x} \leftarrow \underline{n}\})_{\rho \cup\{n\}}, n:=(\mathrm{P}, \mathcal{C}\{\mathrm{x} \leftarrow \underline{0}\})_{\emptyset}\right]  \tag{Fork}\\
& \text { with } n=\sharp \mathcal{E}+1 \\
& \mathcal{E}\left[i:=(\mathrm{x}:=\text { wait }(\mathrm{e}) ; \mathrm{P}, \mathcal{C})_{\rho}\right] \rightarrow \mathcal{E}\left[i:=\left(\mathrm{P}, \mathcal{C}\left\{\mathrm{x} \leftarrow \mathcal{C}^{\prime}(\mathrm{y})\right\}\right)_{\rho}, n:=\perp\right]  \tag{Wait}\\
& \text { if }(\mathrm{e}, \mathcal{C}) \rightarrow_{\mathrm{e}} \underline{n}, n \in \rho \text { and } \mathcal{E}_{n}=\left(\operatorname{return} \mathrm{y}, \mathcal{C}^{\prime}\right)_{\rho^{\prime}}
\end{align*}
$$

Figure 3.6: Small step operational semantics of environments
multi-threads presented in Figure 3.3 to configurations together with the definition of the small step semantics $\rightarrow$ for environments.

All standard sequential commands are evaluated using rule (Conf).
The rule (Fork) creates a new configuration, a new child process, and a new store, and adds them to the environment by extending the environment domain. The parent process keeps track of the new configuration by recording its id $\underline{n}$ inside variable x . The child id is initialized to the value $\sharp \mathcal{E}+1$ not to conflict with other ids. Moreover, the child set of the parent configuration is updated to $\rho \cup\{n\}$.

The rule (Wait) evaluates the expression e to some binary numeral $\underline{n}$. If $\underline{n}$ is equal to the id of a terminating configuration $\mathcal{E}_{n}$, with $\left.n \in \rho,\left(\text { i.e. a configuration of the shape (return } \mathrm{y}, \mathcal{C}^{\prime}\right)_{\rho^{\prime}}\right)$ then the output value $\mathcal{C}^{\prime}(\mathrm{y})$ is transmitted and stored in variable x . The returning process $n$ is deleted by $n:=\perp$.

A process P is strongly normalizing if there is no infinite reduction starting from the initial environment $\mathcal{E}_{\text {init }}[\mathrm{P}, \mathcal{C}]$ through the relation $\rightarrow$, for any store $\mathcal{C}$.

Given an initial environment $\mathcal{E}_{\text {init }}[\mathrm{P}, \mathcal{C}]$, for some strongly normalizing process P and some store $\mathcal{C}$, if $\mathcal{E}_{\text {init }}[\mathrm{P}, \mathcal{C}] \rightarrow^{*} \mathcal{E}^{\prime}$, for some environment $\mathcal{E}^{\prime}$ such that there is no environment $\mathcal{E}^{\prime \prime}, \mathcal{E}^{\prime} \rightarrow \mathcal{E}^{\prime \prime}$, then either $\mathcal{E}^{\prime}$ is a terminal configuration, i.e. $\mathcal{E}_{1}^{\prime}=\left(\text { return } \mathrm{x}, \mathcal{C}^{\prime}\right)_{\rho}$ (It means that the main process is returning), or $\mathcal{E}_{1}^{\prime}=\left(\mathrm{x}:=\text { wait }(\mathrm{e}) ; \mathrm{c}^{\prime}, \mathcal{C}^{\prime}\right)_{\rho}$ (We say that the environment $\mathcal{E}^{\prime}$ is locked). A process $\mathrm{P}=\mathrm{c} ;$ return x is lock-free if for any initial environment $\mathcal{E}_{\text {init }}[\mathrm{P}, \mathcal{C}]$, there is no locked environment $\mathcal{E}^{\prime}$ such that $\mathcal{E}_{\text {init }}[\mathrm{P}, \mathcal{C}] \rightarrow_{*} \mathcal{E}^{\prime}$.

A process P is confluent if for each initial environment $\mathcal{E}_{\text {init }}[\mathrm{P}, \mathcal{C}]$ and any two reductions $\mathcal{E}_{\text {init }}[\mathrm{P}, \mathcal{C}] \rightarrow \mathcal{E}^{\prime}$ and $\mathcal{E}_{\text {init }}[\mathrm{P}, \mathcal{C}] \rightarrow \mathcal{E}^{\prime \prime}$ there exists an environment $\mathcal{E}^{3}$ such that $\mathcal{E}^{\prime} \rightarrow{ }^{*} \mathcal{E}^{3}$ and $\mathcal{E}^{\prime \prime} \rightarrow{ }^{*} \mathcal{E}^{3}$.

A strongly normalizing, lock free, and confluent process P computes a total function $f$ : $\mathbb{W}^{n} \rightarrow \mathbb{W}$ defined by:

$$
\forall w_{1}, \ldots, w_{n} \in \mathbb{W}, f\left(w_{1}, \ldots, w_{n}\right)=w
$$

if $\mathcal{E}_{\text {init }}\left[\mathrm{P}, \mathcal{C}\left[\mathrm{x}_{i} \leftarrow w_{i}\right]\right] \rightarrow{ }^{*} \mathcal{E}$, for some terminal environment $\mathcal{E}$ with $\mathcal{E}_{1}=\left(\text { return } \mathrm{x}, \mathcal{C}^{\prime}\right)_{\rho}$ and $\mathcal{C}^{\prime}(\mathrm{x})=w$.

The tier based analysis can now be adapted to this programming language. In this particular setting, we need a three tier based lattice $(\{-\mathbf{1}, \mathbf{0}, \mathbf{1}\}, \vee, \wedge)$. The induced order is such that $-\mathbf{1} \preceq \mathbf{0} \preceq \mathbf{1}$. Typing environments are defined in a standard way.

The new tier $\mathbf{- 1}$ has the following intuitive meaning: tier $\mathbf{- 1}$ variables will store values returned by child processes and cannot increase. They play the role of a shared memory that

$$
\begin{aligned}
& \frac{\Gamma(\mathrm{x})=\alpha}{\Gamma, \Delta \vdash \mathrm{x}: \alpha}(\mathrm{V}) \\
& \frac{\forall i, 1 \leq i \leq n, \Gamma, \Delta \vdash \mathrm{e}_{i}: \alpha_{i} \quad \alpha_{1} \rightarrow \ldots \rightarrow \alpha_{n} \rightarrow \alpha \in \Delta(\mathrm{op})}{\Gamma, \Delta \vdash \mathrm{op}\left(\mathrm{e}_{1}, \ldots, \mathrm{e}_{n}\right): \alpha}(\mathrm{OP}) \\
& \overline{\Gamma, \Delta \vdash \operatorname{skip}: \alpha}(\mathrm{SK}) \frac{\Gamma, \Delta \vdash \mathrm{x}: \alpha \quad \Gamma, \Delta \vdash \mathrm{e}: \beta \quad \alpha \preceq \beta}{\Gamma, \Delta \vdash \mathrm{x}:=\mathrm{e}: \alpha}(\mathrm{A} \\
& \frac{\Gamma, \Delta \vdash \mathrm{c}: \mathbf{0}}{\Gamma, \Delta \vdash \mathrm{c}: \mathbf{1}}(\mathrm{SUB}) \frac{\Gamma, \Delta \vdash \mathrm{e}: \alpha}{\Gamma, \Delta \vdash \mathrm{if}(\mathrm{e})\{\mathrm{c}\} \text { else }\left\{\mathrm{c}^{\prime}\right\}: \alpha} \quad \overline{\mathrm{c}}, \Delta \mathrm{c}: \alpha \quad \text { (C) } \\
& \frac{\Gamma, \Delta \vdash \mathrm{c}: \alpha \quad \Gamma, \Delta \vdash \mathrm{c}^{\prime}: \alpha}{\Gamma, \Delta \vdash \mathrm{c} ; \mathrm{c}^{\prime}: \alpha}(\mathrm{S}) \frac{\Gamma, \Delta \vdash \mathrm{e}: \mathbf{1} \quad \Gamma, \Delta \vdash \mathrm{c}: \alpha}{\Gamma, \Delta \vdash \text { while }(\mathrm{e})\{\mathrm{c}\}: \mathbf{1}}(\mathrm{W} \\
& \frac{\Gamma, \Delta \vdash \mathrm{x}: \mathbf{0}}{\Gamma, \Delta \vdash \mathrm{x}:=\mathrm{fork}(): \mathbf{0}} \text { (F) } \frac{\Gamma, \Delta \vdash \mathrm{e}: \mathbf{0} \quad \Gamma, \Delta \vdash \mathrm{x}:-\mathbf{1}}{\Gamma, \Delta \vdash \mathrm{x}:=\operatorname{wait}(\mathrm{e}):-\mathbf{1}}(\mathrm{W}) \\
& \frac{\Gamma, \Delta \vdash \mathrm{c}: \alpha \quad \alpha \preceq \beta}{\Gamma, \Delta \vdash \mathrm{c}: \beta}(\mathrm{SUB}) \frac{\Gamma, \Delta \vdash \mathrm{x}: \alpha}{\Gamma, \Delta \vdash \text { return } \mathrm{x}: \alpha}(\mathrm{RET})
\end{aligned}
$$

Figure 3.7: Tier-based processes type system
cannot accumulate data.
Typing rules for processes consist in the rules of Figure 3.7. One can check that the 8 first rules are similar to the rules of Figure 3.2. Consequently, the type system of Figure 3.7 is a strict extension of the type system of Figure 3.2.

As in previous type systems, the typing discipline precludes values from flowing from tier $\alpha$ to tier $\beta$, whenever $\alpha \preceq \beta$. The ( F ) typing rule enforces the tier of the variable storing the process id to be of tier $\mathbf{0}$ since the value stored will increase dynamically during the process execution. Finally, in rule (W), the tier of the variable storing the result returned by a child process has to be of tier $\mathbf{- 1}$, which means that no information may flow from a variable of a child process to tier $\mathbf{0}$ and tier $\mathbf{1}$ variables of its parent process.

Again, we need to restrict the considered operators in the operator typing environment $\Delta$. We extend the notions of neutral and positive operators of Definition 3.1.1 with the notions of max and polynomial operators.

Definition 3.1.6. A polynomial time computable operator op is

1. neutral if:
(a) either $\llbracket \mathrm{op} \rrbracket: \mathbb{W}^{\operatorname{ar}(\mathrm{op})} \rightarrow\{0,1\}$ is a predicate,
(b) or $\forall w_{1}, \ldots, w_{\operatorname{ar}(\mathrm{op})} \in \mathbb{W}, \exists i \in\{1, \ldots, \operatorname{ar}(\mathrm{op})\}, \llbracket \mathrm{op} \rrbracket\left(w_{1}, \ldots, w_{\operatorname{ar}(\mathrm{op})}\right) \unlhd w_{i}$.
2. $\max$ if for all $w_{1}, \ldots, w_{\operatorname{ar}(\mathrm{op})},\left|\llbracket \mathrm{op} \rrbracket\left(w_{1}, \ldots, w_{\operatorname{ar}(\mathrm{op})}\right)\right| \leq \max _{i \in[1, \operatorname{ar}(\mathrm{op})]}\left|w_{i}\right|$.
3. positive if there is a constant $c_{\mathrm{op}}$ such that:

$$
\forall w_{1}, \ldots, w_{\operatorname{ar}(\mathrm{op})} \in \mathbb{W},\left|\llbracket \mathrm{op} \rrbracket\left(w_{1}, \ldots, w_{\operatorname{ar}(\mathrm{op})}\right)\right| \leq \max _{i \in[1, \operatorname{ar}(\mathrm{op})]}\left|w_{i}\right|+c_{\mathrm{op}}
$$

4. polynomial if there is a polynomial $Q$ such that for all $w_{1}, \ldots, w_{\operatorname{ar}(\mathrm{op})}$,

$$
\left|\llbracket \mathrm{op} \rrbracket\left(w_{1}, \ldots, w_{\operatorname{ar}(\mathrm{op})}\right)\right| \leq Q\left(\max _{i \in[1, \operatorname{ar}(\mathrm{op})]}\left|w_{i}\right|\right) .
$$

Again a neutral operator is a max operator, a max operator is a positive operator, and a positive operator is a polynomial operator.

Example 3.1.10. We illustrate this classification by the operators or, dis, and calloc (from the malloc family) computing respectively the Boolean disjunction, the disjunction on binary words, and a word of size $n \times m$ on inputs of size $n$ and $m$.

| (Neutral) | $\llbracket o r \rrbracket(u, w)$ | $\begin{aligned} & =1 \\ & =0 \end{aligned}$ | if $u=1$ or $w=1$ otherwise |
| :---: | :---: | :---: | :---: |
| (Max) | $\llbracket \mathrm{dis} \rrbracket\left(u_{1}, u_{2}\right)$ | $\begin{aligned} & =\llbracket \operatorname{or} \rrbracket\left(a_{1}, a_{2}\right) \cdot \llbracket \operatorname{dis} \rrbracket\left(w_{1}, w_{2}\right) \\ & =u_{(i+1) \% 2} \end{aligned}$ | if $u_{i}=a_{i} \cdot w_{i}, \quad a_{i} \in \Sigma$ <br> if $u_{i}=\varepsilon, i \in\{1,2\}$ |
| (Polynomial) | $\llbracket c a l l o c \rrbracket(u, w)$ | $=\underbrace{w . \cdots . w}$ | if $u, w \in \mathbb{W}$ |

The operator or is neutral because it computes a Boolean predicate in P. (see Definition 3.1.1). The operator dis is max since it satisfies Item 2 of Definition 3.1.6. Finally, calloc is neither neutral, nor positive using the same reasoning and is polynomial by setting $P_{\text {calloc }}(n)=n^{2}$ in Item 4 of Definition 3.1.6 since $\forall w \in \mathbb{W}$, $|\llbracket \operatorname{calloc} \rrbracket(w)|=|w| \times|w|=P_{\text {calloc }}(|w|)$.

We extend the notion of safe operator typing environment of Definition 3.1.2 to these new classes of operators.

Definition 3.1.7. An operator typing environment $\Delta$ is safe if there exist four disjoint classes of operators Ntr, Max, Pos, and Pol such that for any operator op and $\forall \alpha_{1} \rightarrow \ldots \rightarrow \alpha_{n} \rightarrow \alpha \in$ $\Delta(\mathrm{op})$, the following conditions hold:

- $\alpha \preceq \wedge_{i=1, n} \alpha_{i}$,
- if op $\in N$ tr then op is a neutral operator,
- if op $\in$ Max then op is a max operator and $\alpha \neq \mathbf{1}$,
- if op $\in$ Pos then op is a positive operator and $\alpha=\mathbf{0}$,
- if $\mathrm{op} \in$ Pol then op is a polynomial operator, $\alpha=\mathbf{0}$, and $\forall i, \alpha_{i}=\mathbf{1}$.


Figure 3.8: Admissible types for unary operators

We define an order relation $\leq$ on classes of operators $N t r \leq M a x \leq$ Pos $\leq$ Pol. For $X \in$ $\{N t r, M a x, P o s, P o l\}$, let $\leq X$ denote the set $\{Y \mid Y \leq X\}$. The constraints on operator types are summed up in Figure 3.8 for operators of arity 1.

The key point is that the type system guarantees that information flow goes from tier $\mathbf{1}$ to tier $\mathbf{- 1}$. Let us briefly explain the intuitions that lie behind such a definition. Operator types are all non-increasing wrt $\preceq$. Neutral operators can be iterated. A unary neutral operator can be typed by $\mathbf{1} \rightarrow \mathbf{1}$ and, consequently, can be used in the guard of a while-loop. Max operators cannot be iterated since the number of words bounded by a max function is exponential in the size. Positive operators cannot be iterated because they may increase their argument, thus leading to divergence. However they can be composed, which means that they can be typed by $\mathbf{0} \rightarrow \mathbf{0}$ and can be used in a while-loop command with no restriction. Finally, polynomial operators cannot be iterated and cannot be composed. They have to be typed by $\mathbf{1} \rightarrow \mathbf{0}$ in order to prevent composition (and, a fortiori, iteration).

Example 3.1.11. The operators $==$ and -1 are neutral. Consequently, -1 can have the following types $\{-\mathbf{1} \rightarrow-\mathbf{1}, \mathbf{0} \rightarrow-\mathbf{1}, \mathbf{0} \rightarrow \mathbf{0}, \mathbf{1} \rightarrow \mathbf{1}, \mathbf{1} \rightarrow \mathbf{0}, \mathbf{1} \rightarrow-\mathbf{1}\}$ and $==$ will have type in $\{\alpha \rightarrow \beta \rightarrow \gamma \mid \gamma \preceq \alpha \wedge \beta\}$. dis is a max operator since the disjunction of two words has size bounded by the maximal input size. Notice that dis $\notin$ Ntr since dis does not compute a subword, so it admits any type in $\{\alpha \rightarrow \beta \rightarrow \gamma \mid \gamma \preceq \alpha \wedge \beta\}-\{\mathbf{1} \rightarrow \mathbf{1} \rightarrow \mathbf{1}\}$. The operator +1 is positive and, consequently, we may have $\Delta(+1)=\{\mathbf{0} \rightarrow \mathbf{0}\}$ if $+1 \in \operatorname{Pos}$ or $\Delta(+1)=\{\mathbf{1} \rightarrow \mathbf{0}\}$ if $+1 \in$ Pol. Finally, we have $\Delta($ calloc $)=\{\mathbf{1} \rightarrow \mathbf{1} \rightarrow \mathbf{0}\}$ since calloc is polynomial.

Definition 3.1.8 (Safe process). A process P is a safe if there are a variable typing environment $\Gamma$, a safe operator typing environment $\Delta$, and a tier $\beta$ such that $\Gamma, \Delta \vdash \mathrm{P}: \beta$.

The algorithm of Example 3.1.12, searching for a character in a given string and returning a Boolean number, illustrates the notion of safe process. In this example, all operators are in Ntr apart from length which is in Pos. Note that, for the operator - to be neutral, we need to consider unary numbers.

Example 3.1.12 ([HMP13]). The following process splits its input string str in two parts, and performs the search of the character * using two forks and the operators $==$ and ! = over characters or strings, - , and $>0$ over numbers, and Boolean disjunction or; the operator getchar such that the evaluation of getchar (str,i) computes the i-th character of the string str; the operator tail (str) which returns the string str minus its first symbol; and the operator length(str) which computes the length of the string str.

```
found}\mp@subsup{}{}{-1}:=\mp@subsup{0}{}{-1}:-1
s}\mp@subsup{}{}{1}:= \mp@subsup{\operatorname{str}}{}{1}:1
1}\mp@subsup{}{}{0}:= length(\mp@subsup{\mathbf{s}}{}{\mathbf{1}}):0
n}\mp@subsup{}{}{0}:=\mp@subsup{1}{}{0}:0\mathrm{ ;
x}\mp@subsup{}{}{\mathbf{0}}:=\textrm{fork}(\mp@subsup{)}{}{\mathbf{0}}:0\mathrm{ 0;
```

```
while \(\left(\mathrm{s}!={ }^{\prime \prime}{ }^{\mathbf{1}} \mathbf{1}^{1}\{\right.\)
    if \(\left(\mathrm{x}>0^{0}\right)\{\)
        \(c^{0}:=\operatorname{getchar}\left(\operatorname{str}^{1}, 1^{1}\right)^{1}: \mathbf{0}\)
    \} else \{
        \(c^{0}:=\operatorname{getchar}\left(\operatorname{str}^{1}, \mathrm{n}-\mathrm{l}^{1}\right)^{1}: \mathbf{0}\)
    \}
    if \(\left(c==^{\prime} *^{\prime}\right)^{0}\{\)
        found \({ }^{-1}:=1^{-1}: 0\)
    \} else \{skip\}: 0;
    \(1^{0}:=1-1\) : 0 ;
    \(s^{1}:=\operatorname{tail}(\operatorname{tail}(s))^{\mathbf{1}}: \mathbf{1}\)
\(\}: 1\)
if \((x>0)^{\mathbf{0}}\{\)
    sonf \({ }^{-1}:=\) wait \(\left(\mathrm{x}^{\mathbf{0}}\right)^{-1}: \mathbf{0}\);
    found \({ }^{-1}:=\) or (found, sonf) \()^{-1}: \mathbf{0}\)
\} else \{skip\}: 0;
return found \({ }^{-1}\)
```

This process is safe as it can be typed with respect to the type annotations provided above under a variable typing environment $\Gamma$ such that $\Gamma(\mathrm{n})=\Gamma(1)=\Gamma(\mathrm{str})=\mathbf{1}, \Gamma(\mathrm{x})=\Gamma(\mathrm{c})=\mathbf{0}$, and $\Gamma($ found $)=\Gamma(\operatorname{sonf})=-\mathbf{1}$ and under a safe operator typing environment $\Delta$ s.t. $\Delta($ tail $)=$ $\{\mathbf{1} \rightarrow \mathbf{1}\}, \Delta(-)=\Delta($ getchar $)=\{\mathbf{1} \rightarrow \mathbf{1} \rightarrow \mathbf{1}\}, \Delta(==)=\Delta(!=)=\{\mathbf{1} \rightarrow \mathbf{1} \rightarrow \mathbf{1}, \mathbf{0} \rightarrow \mathbf{0} \rightarrow \mathbf{0}\}$, $\Delta($ or $)=\{-\mathbf{1} \rightarrow \mathbf{- 1} \rightarrow \mathbf{- 1}\}, \Delta(>0)=\{\mathbf{0} \rightarrow \mathbf{0}, \mathbf{1} \rightarrow \mathbf{1}\}$ and $\Delta($ length $)=\{\mathbf{1} \rightarrow \mathbf{0}\}$.

The wait( x ) instruction enforces the type of the variable found to be $\mathbf{- 1}$ using rule ( $W$ ). Commands of tier $\mathbf{- 1}$ can be used in a branching statement of tier $\mathbf{0}$ thanks to the subtyping rule (SUB). The return statement disrupts the information flow and may be considered as a declassification mechanism in the type security paradigm [VIS96].

Example 3.1.13 ([HMP13]). As another example of a fork process, let us program the counting of a character * in a string, which is the canonical example of distributed algorithms using MapReduce.

```
\(\mathrm{s}^{1}:=\operatorname{str}^{1}: 1 ;\)
\(\mathrm{r}^{0}:=1: 0\);
\(\mathrm{b}^{-1}:=\mathrm{ul}\left(\operatorname{str}^{1}\right):-1\);
\(\mathrm{f}^{-1}:=0:-1\);
\(\mathrm{flag}{ }^{0}:=\mathrm{tt}:-\mathbf{1}\);
while \(\left(s^{1}!=" "\right)^{1}\{\)
        if \(\left(f \mathrm{flag}^{0}\right)\{\)
        pidl \({ }^{0}:=\) fork() : 0
        if \((\text { pidl }>0)^{0}\{\)
            \(\mathrm{r}^{\mathbf{0}}:=2 \times r+1: \mathbf{0}\);
            pidr \({ }^{0}:=\) fork() : 0
        \} else \{
            \(\mathrm{r}^{\mathbf{0}}:=2 \times \mathrm{r}: \mathbf{0}\)
        \}
        if \(\left(\operatorname{or}((\text { pidl }==0),(\operatorname{pidr}==0))^{0}\{\right.\)
            if \(\left(\text { getchar }(\text { str }, r)==^{\prime} *^{\prime}\right)^{0}\{\)
                \(\mathrm{f}^{-1}:=\operatorname{addmod}\left(\mathrm{f}^{-1}, 1, \mathrm{~b}^{-1}\right): \mathbf{0}\)
            \} else \{skip\}
        \} else \{
            flag \({ }^{0}:=\) ff: 0 ;
            \(\mathrm{xl}^{-1}:=\) wait(pidl) : 0 ;
            \(\mathrm{xr}^{-1}:=\) wait(pidr) : 0 ;
```

```
                    f
                    f
            }
        }
    s}\mp@subsup{}{}{1}:= half(s)1 : 1
};
return f
```

or, $!=,==$, and $\operatorname{getchar}(\mathrm{str}, \mathrm{i})$ are the neutral operators described in Example 3.1.12. half is returning the first half of a string. It is also neutral. ul(str) stands for unary length, it is the binary number containing as many 1 as there are characters in str. This operator is positive. $2 \times$ and +1 are the binary numerical operators. They are positive. addmod (x,y,b) computes the addition of x and y modulo b . It is in Max. It is straightforward to verify that this process is safe with respect to the type annotations provided above.

Now we are ready to state the main result, a characterization of polynomial space computable functions.

Theorem 3.1.6 ([HMP13]). The set of functions computed by strongly normalizing, lock-free, confluent, and safe processes is exactly FPSPACE.

Soundness is achieved as follows: the type discipline still precludes flows from lower levels to higher level. Data of tier 1 does not increase and control while loops. Data of tier $\mathbf{0}$ can increase at most polynomially in each process. Because of the (Fork) typing rule, ids are of tier $\mathbf{0}$ and, consequently, there cannot be more than a polynomial number of created processes in depth (where depth is the childhood relation). However the total number of processes can be exponential. The polynomial upper bound on computations is recovered by the type restriction on communication data: they are of tier $\mathbf{- 1}$ and only max operators can be applied. Hence no data accumulation is allowed between processes.

Completeness is shown by simulating a PSPACE-complete problem: QBF by a strongly normalizing and safe process. Consequently, we can compute the $i$-th output bit of each FPSPACE function as illustrated by Example 3.1.14.

Example 3.1.14 ([HMP13]). The following strongly normalizing and safe process computes $Q B F$ on a formula phi given as input. It generates $2^{n}$ forks, $n$ being the number of variables in phi, each of these processes is responsible for computing phi on a fixed Boolean assignment. This process will use the following operators for which we provide a safe operator typing environment $\Delta$ :

- fst, snd, tail and rmd respectively giving the first element, the second element, the word without its first character, and the word without its two first characters:

$$
\Delta(\mathrm{fst})=\Delta(\text { snd })=\Delta(\text { tail })=\Delta(\mathrm{rmd})=\{\mathbf{0} \rightarrow \mathbf{0}, \mathbf{1} \rightarrow \mathbf{1}\}
$$

- cons a positive operator adding a head character to a word: $\Delta$ (cons) $=\{\mathbf{1} \rightarrow \mathbf{0} \rightarrow \mathbf{0}\}$.
- the neutral Boolean operators or and and and the neutral operator evaluate which evaluates a Boolean formula with respect to an evaluation encoded as an array of Boolean numbers.
- calloc which builds an array; read and write for accessing this array.
tab $:=$ calloc $(\mathrm{Y}, \mathrm{Z})$ allocates a table of size $|Y| \times|Z|$ (for storing $|Y|$ elements of size at most $|Z|)$ in which we can read with $\mathrm{v}:=\operatorname{read}(\mathrm{tab}, \mathrm{i}, \mathrm{Z})$ which queries the word $\operatorname{tab}[\mathrm{i}|\mathrm{Z}|:(\mathrm{i}+1)|\mathrm{Z}|]$ and we can write using status $:=$ write (tab, v, i, Z) which
writes word v in tab between positions $\mathrm{i}|\mathrm{Z}|$ and $(\mathrm{i}+1)|\mathrm{Z}| . \Delta($ calloc $)=\{\mathbf{1} \rightarrow \mathbf{1} \rightarrow \mathbf{0}\}$. $\Delta($ read $)=\{\mathbf{0} \rightarrow \mathbf{0} \rightarrow \mathbf{1} \rightarrow \mathbf{0}\}, \Delta($ write $)=\{\mathbf{0} \rightarrow \mathbf{0} \rightarrow \mathbf{0} \rightarrow \mathbf{1} \rightarrow \mathbf{0}\}$.

The operators $>0$, $==$, fst, snd, tail, rmd, or, and, read, write, and evaluate are neutral. Consequently, we can set $\mathbf{- 1} \rightarrow \mathbf{- 1} \rightarrow-\mathbf{1} \in \Delta$ (or) $\cap \Delta$ (and). The operators cons, -1 , and +1 are positive and the operator calloc is polynomial.

```
psi}\mp@subsup{}{}{1}:= phi '1 : 1 ;
q}\mp@subsup{}{}{1}:= fst(phi '1 ):1 ;
pidtab}\mp@subsup{}{0}{0}:= calloc(phi ', phi 1 ) 0 : 0 ;
vartab }\mp@subsup{}{}{0}==\mathrm{ calloc(phi }\mp@subsup{}{}{1},\mp@subsup{\textrm{tt}}{}{\mathbf{1}}\mp@subsup{)}{}{0}:0
i}\mp@subsup{}{}{0}:=\mp@subsup{0}{}{0}:0\mathrm{ ;
v }\mp@subsup{}{}{1}:=\operatorname{snd}(\mp@subsup{phi}{1}{1}\mp@subsup{)}{}{1}:1
while(or(q}\mp@subsup{q}{}{1}=\mp@subsup{=}{}{\prime}\mp@subsup{\exists}{}{\prime}),(\mp@subsup{q}{}{1}==\mp@subsup{=}{}{\prime}\mp@subsup{\forall}{}{\prime})\mp@subsup{)}{}{1}
    phi}\mp@subsup{}{}{1}:= rmd(phi'):1
    pid}\mp@subsup{}{}{0}:= fork():0 ;
    if(pid}\mp@subsup{}{}{0}>0)
        status }\mp@subsup{}{}{0}:= write(pidtab, pid,i, phi '1) : 0 ;
        status }\mp@subsup{}{}{0}:=\mathrm{ write(vartab, tt }\mp@subsup{}{}{0},\textrm{v},\textrm{tt}):0
```



```
    } else {
            opstack}\mp@subsup{}{}{0}:=\mp@subsup{\varepsilon}{}{0}:0
            status }\mp@subsup{}{}{0}:= write(vartab,ff,v,tt):0 ;
            i}\mp@subsup{}{}{0}:=\mp@subsup{0}{}{0}:
    }
    if( (q}\mp@subsup{}{}{\mathbf{1}}=\mp@subsup{=}{}{\prime}\mp@subsup{\exists}{}{\prime1})
        opstack }\mp@subsup{}{}{0}:=\operatorname{cons(' }\mp@subsup{\vee}{}{\prime},\mp@subsup{\mathrm{ opstack }}{}{0}):\mathbf{1
    } else {
            opstack }\mp@subsup{}{}{0}:=\operatorname{cons(' }\mp@subsup{\wedge}{}{\prime},\mp@subsup{\mathrm{ opstack }}{}{0}):\mathbf{1 ;
    }
    q}\mp@subsup{}{}{1}:= fst(phi '1 ):1 ;
    v }\mp@subsup{}{}{1}:=\operatorname{snd}(\mp@subsup{\textrm{phi}}{}{1}):
}
res}\mp@subsup{}{}{\mathbf{1}}:= evaluate(phi ( , vartab) 0 : 0 ;
q}\mp@subsup{}{}{1}:= fst(psi') : 1 ;
while(or((q}\mp@subsup{q}{}{1}=\mp@subsup{=}{}{\prime}\mp@subsup{\exists}{}{\prime}),(\mp@subsup{q}{}{1}==\mp@subsup{=}{}{\prime}\mp@subsup{\forall}{}{\prime})\mp@subsup{)}{}{1}
    phi}\mp@subsup{}{}{1}:= = rmd(phi ' ) : 1; 
    q}\mp@subsup{\mathbf{1}}{}{1}:=\textrm{fst}(\textrm{psi}\mp@subsup{}{}{\mathbf{1}}):\mathbf{1}\mathrm{ ;
    i}\mp@subsup{}{}{0}:= i-1 1 0 : 0;
```



```
    op 0}:= fst(opstack 0) : 0;
    opstack }\mp@subsup{}{}{0}:= tail(opstack (0) : 0 ;
    resson}===\mathrm{ wait(pid}\mp@subsup{)}{}{0}\mp@subsup{)}{}{-1}:-
    if(op }\mp@subsup{}{}{0}=\mp@subsup{=}{}{\prime}\mp@subsup{V}{}{\prime})
        res}\mp@subsup{}{}{-1}:= or(res,res son ) -1 :0; 
    } else {
        res}\mp@subsup{}{}{-1}:=\operatorname{and}(\mathrm{ res, resson}\mp@subsup{)}{}{-1}:0
    }
};
return res }\mp@subsup{}{}{-1
```

This process satisfies the lock-freedom and confluence properties. Consequently, we can compute the $i$-th output bit of each polynomial space computable function since we can reduce any polynomial space decision problem to QBF using a process without forks. Now it remains to
show that all these results can be combined in order to compute the whole function. The decision problem $\{(x, y) \mid f(x)=y$ and $f \in \operatorname{FPSPACE}\}$ is in PSPACE. So, in order to compute $f(x)$, we first generate all possible words $y$ of the right size and then we test whether or not $(x, y)$ is in the graph of $f$ using a fork process for each case.

### 3.1.4 Object oriented programs

In [LM13], ramification and tiering were extended to a programming language over a dynamical graph structure, a structure were edges and vertices can be created, deleted, and updated. This paper provides a characterization of polynomial time on such programs. It has been extended in [HP15, HP18] to the study of Object-Oriented Java-like programs including recursive methods. [HP18] provides a more general treatment of recursive methods than [HP15] as they can compute increasing data. This improvement is handled by restricting the contexts under which such methods can be called.

The syntax of considered programs is defined by the following grammar:

```
    Expressions Э e ::= x | cst 
    Instructions \ni I ::= ; | [\tau] x:=e; | I I I I | while(e){I}| if(e){I I }else{I I } | e.m(\overline{e});
    Methods }\ni\mp@subsup{\textrm{m}}{\textrm{C}}{}:::=\quad\tau\textrm{m}(\overline{\tau}\textrm{x}){\textrm{I}[\mathrm{ return x;}]
Constructors }\ni\mp@subsup{\textrm{k}}{\textrm{C}}{}\quad::=\textrm{C}(\overline{\tau}\textrm{y}){\textrm{I}
    Classes \ni C ::= C [extends D] {\overline{\tau x; 磧 }\overline{\mp@subsup{m}{C}{}}},
```

where $\mathrm{x} \in \mathbb{V}$, op $\in \mathbb{O}, \mathrm{m} \in \mathbb{M}$, and $\mathbb{C} \in \mathbb{C}$. The four disjoint sets $\mathbb{V}, \mathbb{O}, \mathbb{M}$, and $\mathbb{C}$ represent the set of variables, the set of operators, the set of method names, and the set of class names, respectively. In the above grammar, $[e]$ denotes some optional syntactic element $e$ and $\bar{e}$ denotes a sequence of syntactic elements $e_{1}, \ldots, e_{n}$. $\mathbb{C}$ is the set of class names $\mathbb{C}$ and $\mathbb{T}$ is the set of primitive data types $\tau$, including \{void, boolean, int, char\}. The metavariable $\mathrm{cst}_{\tau}$ represents a primitive type constant of type $\tau \in \mathbb{T}$. Each primitive operator op $\in \mathbb{O}$ has a fixed arity $n$ and comes equipped with a signature of the shape op :: $\tau_{1} \times \cdots \times \tau_{n} \rightarrow \tau_{n+1}$ fixed by the language implementation. Given a method $\tau \mathrm{m}\left(\tau_{1} \mathrm{x}_{1}, \ldots, \tau_{n} \mathrm{x}_{n}\right)\{\mathrm{I}$ [return $\mathrm{x} ;$ ]\} of C , its signature is $\tau \mathrm{m}^{\mathrm{C}}\left(\tau_{1}, \ldots, \tau_{n}\right)$, the notation $\mathrm{m}^{\mathrm{C}}$ denoting that m is declared in C . The signature of a constructor $\mathrm{k}_{\mathrm{C}}$ is $\mathrm{C}(\bar{\tau})$.

Variables are split into local variables, fields and parameters. In what follows, let C. $\mathcal{F}$ be the set of field names of the class C.

The fields of a class instance can only be accessed through the use of getters, i.e. cannot be accessed directly using the "." operator. Consequently, all fields are implicitly private. On the opposite, methods and classes are all implicitly public.

Inheritance (and override) is allowed through the use of the extends construct. If C extends D, the constructors $\mathrm{C}(\bar{\tau} \mathrm{y})\{\mathrm{I}\}$ are constructors initializing both the fields of C and the fields of D . Inheritance defines a partial order on classes denoted by C $\unlhd \mathrm{D}$.

A program is a collection of classes including exactly one class Exe\{void main()\{Init Comp\}\}, with Init, Comp $\in$ Instructions. The method main of the class Exe is intended to be the entry point of the program. The instruction Init is called the initialization instruction. Its purpose is to compute the program input, which is strongly needed in order to define the complexity of a given program since, without input, all terminating programs would be considered to be constant time programs. The instruction Comp is called the computational instruction. The type system presented below will analyze the complexity of this latter instruction.

We restrict the considered programs to well-formed programs satisfying the following conditions. There is only one class per class name. A local variable x is declared and initialized exactly once by a $\tau \mathrm{x}:=\mathrm{e}$; instruction. A method output type is void when it has no return statement. Each signature is unique.

The operational semantics of this programming language is fully described in [HP18]. It relates pairs of memory configuration and an instruction. In this particular setting, a memory configuration is both a heap, describing the state of global variables, and a stack, keeping information on method calls and parameter values.

A tiered type is a pair $\tau(\alpha)$ consisting of a type $\tau \in \mathbb{C} \cup \mathbb{T}$ together with a tier $\alpha \in\{\mathbf{0}, \mathbf{1}\}$. Given a sequence of types $\bar{\tau}=\tau_{1}, \ldots, \tau_{n}$, a sequence of tiers $\bar{\alpha}=\alpha_{1}, \ldots, \alpha_{n}$, and a tier $\alpha$, let $\bar{\tau}(\bar{\alpha})$ denote $\tau_{1}\left(\alpha_{1}\right), \ldots, \tau_{n}\left(\alpha_{n}\right), \bar{\tau}(\alpha)$ denote $\tau_{1}(\alpha), \ldots, \tau_{n}(\alpha)$, and $\langle\bar{\tau}\rangle(\langle\bar{\tau}(\bar{\alpha})\rangle$, respectively) denote the Cartesian product of types (tiered types, respectively).

Before introducing the considered type system, we introduce four other kinds of environments:

- operator typing environments $\Delta$ defined as usual,
- method typing environments $\delta$ associating a tiered type to each program variable $v \in \mathbb{V}$,
- typing environments $\Omega$ associating a method typing environment $\delta$ to each method signature $\tau \mathrm{m}^{\mathrm{C}}(\bar{\tau})$, i.e. $\Omega\left(\tau \mathrm{m}^{\mathrm{C}}(\bar{\tau})\right)=\delta$,
- contextual typing environments $\Gamma=(s, \Omega)$, a pair consisting of a method signature and a typing environment; the method (or constructor) signature $s$ indicates under which context (typing environment) the fields are typed.

For each $\mathrm{x} \in \mathbb{V}$, define $\Gamma(\mathrm{x})=\Omega(s)(\mathrm{x})$. Also define $\Gamma\{\mathrm{x} \leftarrow \tau(\alpha)\}$ to be the contextual typing environment $\Gamma^{\prime}$ such that $\forall \mathrm{y} \neq \mathrm{x}, \Gamma^{\prime}(\mathrm{y})=\Gamma(\mathrm{y})$ and $\Gamma^{\prime}(\mathrm{x})=\tau(\alpha)$. Let $\Gamma\left\{s^{\prime}\right\}$ be a notation for the contextual typing environment that is equal to $\left(s^{\prime}, \Omega\right)$, i.e. the signature $s^{\prime}$ has been substituted to $s$ in $\Gamma$.

The type system is presented in Figure 3.9 where, given a sequence $\overline{\mathrm{e}}=\mathrm{e}_{1}, \ldots, \mathrm{e}_{n}$ of expressions, a sequence of types $\bar{\tau}=\tau_{1}, \ldots, \tau_{n}$, and two sequences of tiers, $\bar{\alpha}=\alpha_{1}, \ldots, \alpha_{n}$ and $\bar{\beta}=\beta_{1}, \ldots, \beta_{n}$, the notation $\Gamma, \Delta \vdash_{\bar{\beta}} \overline{\mathrm{e}}: \bar{\tau}(\bar{\alpha})$ means that $\Gamma, \Delta \vdash_{\beta_{i}} \mathrm{e}_{i}: \tau_{i}\left(\alpha_{i}\right)$ holds, for all $i \in[1, n]$.
(*) The rule (Ass) enforces the following side conditions:

- if x is a field then $\alpha=\mathbf{0}$,
- if $\tau \in \mathbb{T}$ then $\alpha^{\prime} \leq \alpha$,
- if $\tau \in \mathbb{C}$ then $\alpha^{\prime}=\alpha$.
(**) The rule (Body) requires that $\tau \mathrm{m}(\overline{\tau \mathrm{x}})\{\mathrm{I}[$ return $\mathrm{x} ;]\} \in \mathrm{C}$.
There are four kinds of typing judgments:
- $\Gamma, \Delta \vdash_{\beta} \mathrm{e}: \tau(\alpha)$ for expressions, meaning that the expression e is of tiered type $\tau(\alpha)$ under the contextual typing environment $\Gamma$ and operator typing environment $\Delta$ and can only be assigned to in an instruction of tier at least $\beta$,
- $\Gamma, \Delta \vdash \mathrm{I}: \operatorname{void}(\alpha)$ for instructions, meaning that the instruction I is of tiered type $\operatorname{void}(\alpha)$ under the contextual typing environment $\Gamma$ and operator typing environment $\Delta$,

$$
\begin{gathered}
\overline{\Gamma, \Delta \vdash_{\beta} \mathrm{cst}_{\tau}: \tau(\alpha)}(\mathrm{Cst}) \quad \overline{\Gamma, \Delta \vdash_{\beta} \text { null }: \mathrm{C}(\alpha)} \text { (Null) } \\
\frac{\Gamma(\mathrm{x})=\tau(\alpha)}{\Gamma, \Delta \vdash_{\beta} \mathrm{x}: \tau(\alpha)}(\operatorname{Var}) \quad \frac{\Gamma, \Delta \vdash_{\bar{\beta}} \overline{\mathrm{e}}: \bar{\tau}(\alpha) \quad\langle\bar{\tau}(\alpha)\rangle \rightarrow \tau(\alpha) \in \Delta(\mathrm{op})}{\Gamma, \Delta \vdash_{\mathrm{V} \bar{\beta}} \mathrm{op}(\overline{\mathrm{e}}): \tau(\alpha)}(\mathrm{Op}) \\
\frac{\forall \mathrm{x} \in \mathrm{C} . \mathcal{F}, \exists \tau, \Gamma(\mathrm{x})=\tau(\alpha)}{\Gamma, \Delta \vdash_{\beta} \text { this }: \mathrm{C}(\alpha)}(\text { Self }) \quad \frac{\Gamma, \Delta \vdash_{\beta} \mathrm{e}: \mathrm{D}(\alpha) \quad \mathrm{D} \unlhd \mathrm{C}}{\Gamma, \Delta \vdash_{\beta} \mathrm{e}: \mathrm{C}(\alpha)} \text { (Pol) } \\
\frac{\Gamma, \Delta \vdash_{\bar{\beta}} \overline{\mathrm{e}}: \bar{\tau}(\mathbf{0}) \quad \Gamma\{\mathrm{C}(\bar{\tau})\}, \Delta \vdash \mathrm{C}(\bar{\tau}):\langle\bar{\tau}(\mathbf{0})\rangle \rightarrow \mathrm{C}(\mathbf{0})}{\Gamma, \Delta \vdash_{\mathrm{V} \bar{\beta}} \text { new } \mathrm{C}(\overline{\mathrm{e}}): \mathrm{C}(\mathbf{0})} \text { (New) }
\end{gathered}
$$

$$
\frac{\Gamma, \Delta \vdash_{\beta} \mathrm{e}: \mathrm{C}\left(\alpha^{\prime}\right) \quad \Gamma, \Delta \vdash_{\bar{\beta}} \overline{\mathrm{e}}: \bar{\tau}(\bar{\alpha}) \quad \Gamma\left\{\tau \mathrm{m}^{\mathrm{C}}(\bar{\tau})\right\}, \Delta \vdash_{\beta} \tau \mathrm{m}^{\mathrm{C}}(\bar{\tau}): \mathrm{C}(\beta) \times\langle\bar{\tau}(\bar{\alpha})\rangle \rightarrow \tau(\alpha)}{\Gamma, \Delta \vdash_{\beta} \mathrm{e}: \mathrm{C}(\alpha)}
$$

$$
\frac{\forall i, \Gamma, \Delta \vdash \mathrm{I}_{i}: \operatorname{void}\left(\alpha_{i}\right)}{\Gamma, \Delta \vdash \mathrm{I}_{1} \mathrm{I}_{2}: \operatorname{void}\left(\alpha_{1} \vee \alpha_{2}\right)}(\text { Seq }) \quad \frac{\Gamma, \Delta \vdash \mathrm{I}: \operatorname{void}(\mathbf{0})}{\Gamma, \Delta \vdash \mathrm{I}: \operatorname{void}(\mathbf{1})}(\text { Sub })
$$

$$
\frac{\Gamma, \Delta \vdash_{\alpha} \mathrm{e}: \operatorname{boolean}(\alpha) \quad \forall i, \Gamma, \Delta \vdash \mathrm{I}_{i}: \operatorname{void}(\alpha)}{\Gamma, \Delta \vdash \operatorname{if}(\mathrm{e})\left\{\mathrm{I}_{1}\right\} \mathrm{else}\left\{\mathrm{I}_{2}\right\}: \operatorname{void}(\alpha)} \text { (If) }
$$

$$
\frac{\Gamma, \Delta \vdash_{\mathbf{1}} \mathrm{e}: \operatorname{boolean}(\mathbf{1}) \quad \Gamma, \Delta \vdash \mathrm{I}: \operatorname{void}(\mathbf{1})}{\Gamma, \Delta \vdash \operatorname{while}(\mathrm{e})\{\mathrm{I}\}: \operatorname{void}(\mathbf{1})}(\mathrm{Wh})
$$

$$
\frac{\left[\Gamma, \Delta \vdash_{0} \mathrm{x}: \tau\left(\alpha^{\prime}\right)\right] \quad \Gamma, \Delta \vdash_{\beta} \mathrm{e}: \tau(\alpha)}{\Gamma, \Delta \vdash[[\tau] \mathrm{x}:=] \mathrm{e} ;: \operatorname{void}(\alpha \vee \beta)}\left(\text { Ass }^{*}\right)
$$

$$
\frac{\Gamma\{\overline{\mathrm{x}} \leftarrow \bar{\tau}(\mathbf{0})\}, \Delta \vdash I: \operatorname{void}(\mathbf{0}) \quad \mathrm{C}(\bar{\tau} \overline{\mathrm{x}})\{\mathrm{I}\} \in \mathrm{C}}{\Gamma, \Delta \vdash \mathrm{C}(\bar{\tau}):\langle\bar{\tau}(\mathbf{0})\rangle \rightarrow \mathrm{C}(\mathbf{0})}(\text { Cons })
$$

$$
\begin{aligned}
& \frac{\mathrm{C} \unlhd \mathrm{D} \quad \Gamma, \Delta \vdash_{\gamma} \tau \mathrm{m}^{\mathrm{D}}(\bar{\tau}): \mathrm{D}\left(\alpha^{\prime}\right) \times\langle\bar{\tau}(\bar{\alpha})\rangle \rightarrow \tau(\alpha) \quad \tau \mathrm{m}(\bar{\tau} \mathrm{x})\{\mathrm{I}[\text { return } \mathrm{x} ;]\} \in \mathrm{D}}{\Gamma, \Delta \vdash_{\gamma} \tau \mathrm{m}^{\mathrm{C}}(\bar{\tau}): \mathrm{C}\left(\alpha^{\prime}\right) \times\langle\bar{\tau}(\bar{\alpha})\rangle \rightarrow \tau(\alpha)}(\mathrm{OR}) \\
& \frac{\Gamma\{\text { this } \leftarrow \mathrm{C}(\beta), \overline{\mathrm{x}} \leftarrow \bar{\tau}(\bar{\alpha}),[\mathrm{x} \leftarrow \tau(\alpha)]\}, \Delta \vdash I: \operatorname{void}(\gamma) \quad \Gamma, \Delta \vdash_{\gamma} \text { this }: \mathrm{C}(\beta)}{\Gamma, \Delta \vdash_{\gamma} \tau \mathrm{m}^{\mathrm{C}}(\bar{\tau}): \mathrm{C}(\beta) \times\langle\bar{\tau}(\bar{\alpha})\rangle \rightarrow \tau(\alpha)} \text { (Body**)}
\end{aligned}
$$

Figure 3.9: Tier-based OO type system

- $\Gamma, \Delta \vdash_{\beta} s: \mathrm{C}(\beta) \times\langle\bar{\tau}(\bar{\alpha})\rangle \rightarrow \tau(\alpha)$ for method signatures, meaning that the method m of signature $s$ belongs to the class $\mathrm{C}(\mathrm{C}(\beta)$ is the tiered type of the current object this), has parameters of type $\langle\bar{\tau}(\bar{\alpha})\rangle$, has a return variable of type $\tau(\alpha)$, with $\tau=$ void in the particular case where there is no return statement, and can only be called in instructions of tier at least $\beta$,
- $\Gamma, \Delta \vdash \mathrm{C}(\bar{\tau}):\langle\bar{\tau}(\mathbf{0})\rangle \rightarrow \mathrm{C}(\mathbf{0})$ for constructor signatures, meaning that the constructor C has parameters of type $\langle\bar{\tau}(\mathbf{0})\rangle$ and a return variable of type $\mathbf{C}(\mathbf{0})$, matching the class type $\mathbf{C}$.

A program of executable Exe\{void main()\{Init Comp\}\} is well-typed if there are a typing environment $\Omega$ and an operator typing environment $\Delta$ such that (void main $\left.{ }^{\mathrm{Exe}}(), \Omega\right), \Delta \vdash \operatorname{Comp}$ : void(1) can be derived.

Example 3.1.15 ([HP18]). Consider the class of linked lists of Boolean numbers BList.

```
BList{
    boolean value ;
    BList queue ;
    BList(boolean v, BList q){
        value := v ;
        queue:= q;
    }
    BList getQueue(){return queue ; }
    void setQueue(BList q){
        queue := q;
    }
    boolean getValue(){return value; }
    BList clone(){
        BList n ;
        if(value! = null){
            n := new BList(value, queue.clone()) ;
        } else {
            n := new BList(null, null) ;
        }
        return n ;
}
void decrement(){
    if(value == true){
            value := false ;
        } else {
            if(queue ! = null){
                value := true ;
                queue.decrement();
            } else {
                    value := false ;
        }
    }
}
```

```
    int length(){
    int res:= 1;
    if(queue! = null){
            res := queue.length() ;
            res:= res+1;
        } else { ; }
        return res;
}
}
```

We are trying to type each each method and constructor of this class using the type system of Figure 3.9.

```
BList(boolean v, BList q){
    value:= v ;
    queue:= q ;
}
```

The constructor BList can be typed by boolean $(\mathbf{0}) \times \operatorname{Blist}(\mathbf{0}) \rightarrow \operatorname{BList}(\mathbf{0})$, using rules (Cons), (Seq), and twice rule (Ass). In the two applications of rule (Ass), the tiers of the fields value and queue are enforced to be $\mathbf{0}$ because of the side condition $\left(^{*}\right.$ ). As a consequence, it is not possible to create objects of tiered type BList(1) in a computational instruction.

BList getQueue() \{return queue ; \}
getQueue can be typed by BList $(\mathbf{1}) \rightarrow \operatorname{BList}(\mathbf{1})$ or BList $(\mathbf{0}) \rightarrow \operatorname{BList}(\mathbf{0})$, by rules (Body) and (Self). The types $\operatorname{BList}(\alpha) \rightarrow \operatorname{BList}(\beta), \alpha \neq \beta$, are prohibited because of rules (Body) and (Self) since the tier of the current object has to match the tier of its fields. In the same manner, the method getValue can be given the types $\operatorname{BList}(\alpha) \rightarrow \operatorname{boolean}(\alpha), \alpha \in\{\mathbf{0}, \mathbf{1}\}$.

The method setQueue

```
void setQueue(BList q){
    queue := q;
}
```

can only be given the types $\operatorname{BList}(\mathbf{0}) \times \operatorname{BList}(\mathbf{0}) \rightarrow \operatorname{void}(\beta)$. Indeed, by rule (Ass), queue and q are enforced to be of tier $\mathbf{0}$. Consequently, this is of tier $\mathbf{0}$ by rules (Body) and (Self). The tier of the body can be $\mathbf{0}$ or $\mathbf{1}$, using subtyping rule (Sub).

The method decrement can be typed by the following annotations:

```
void decrement(){
    if(value }\mp@subsup{}{}{\mathbf{0}}===\mathrm{ true)}
        value := false ; :0
    } else {
        if(queue ! = null){
            value }\mp@subsup{}{}{0}:= true ;
            queue }\mp@subsup{}{}{0}.\mathrm{ decrement() ; :0
        } else {
```



```
        }
    }
}.
```

Because of the rules (Ass) and (Body), it can be given the type BList(0) $\rightarrow \operatorname{void}(\mathbf{0})$. As we shall see later, this method will be rejected by the safety condition as it might lead to exponential length derivation whenever it is called in a while loop.

The method length

```
int length(){
    int res:= 1; :0
    if(queue }\mp@subsup{}{}{1}!=\mathrm{ null){
        res := queue.length() ; : 1
        res := res+1; : 0
    }
    else {;}
    return res;
}
```

can be typed by $\Gamma, \Omega \vdash_{\mathbf{1}}$ int length ${ }^{\text {BList }}(): \operatorname{BList}(\mathbf{1}) \rightarrow \operatorname{int}(\mathbf{0})$ with respect to the annotations provided above.

Let us now give some intuitions on the type system of Figure 3.9. First, as in the imperative case, data may only flow from higher tier to lower tier. However, in the rule (Ass) the side condition enforces equality of tiers whenever the assignment is on objects. Consequently, a flow from $\mathbf{1}$ to $\mathbf{0}$ can only occur on primitive data. While this could look restrictive at first glance, this restriction is natural. As object data are passed by reference (and not by value), a flow from $\mathbf{1}$ to $\mathbf{0}$ could allow tier $\mathbf{0}$ variable to access and change tier $\mathbf{1}$ data, hence breaking the non-interference property, as illustrated by the following example.

Example 3.1.16 ([HP18]). Consider the following method

```
BList extend(BList l){
    BList x := l ;
    while(l ! = null){
        x := new BList(true, x) ;
        l := l.getQueue() ;
    }
    return x ;
}.
```

In the rule (Ass) of Figure 3.9, for the assignment $\mathrm{x}:=1$ to be typed, the tiers of x and 1 are required to be equal as the corresponding type is object (BList). Consequently, the above code cannot be typed as 1 is enforced to be of tier $\mathbf{1}$ in the while loop guard and x is enforced to be of tier $\mathbf{0}$ by rules (Ass) and (New) applied to subcommand $1:=1$.getQueue() ;. This typing discipline is restrictive but prevents a tier $\mathbf{0}$ variable $\mathbf{x}$ from pointing to tier $\mathbf{1}$ data. Indeed this would allow to change tier $\mathbf{1}$ data structure by iterating on this tier $\mathbf{0}$ variable and, consequently, the non-interference would be broken. Notice however that the following variant with cloning can be typed

```
BList extend(BList l){
    BList x := l.clone() ;
    while(l! = null){
        x := new BList(true, x) ;
        l := l.getQueue() ;
    }
    return x;
},
```

provided that the method clone can be given the type BList(1) $\rightarrow B \operatorname{List}(\mathbf{0})$. This is possible as we will shortly see in Example 3.1.18. Here the clone method deep copies the tier $\mathbf{1}$ data. Hence accessing this value inside a tier $\mathbf{0}$ variable does not break the non-interference.

The type system of Figure 3.9 is by nature not restrictive enough for handling recursive calls in polynomial time. Indeed two recursive calls can be combined or accumulated in the body of a recursive method, allowing to compute, for example, exponential time functions such as the Fibonnacci sequence. Moreover, the nesting of a while loop in the body of a recursive method can lead to exponential behavior by allowing dynamically nested while loops. Worst of all, noninterference does not hold for such methods. Indeed, a recursive method call assigned to a tier $\mathbf{0}$ variable could be controlled by a tier $\mathbf{0}$ expression.

Now we put some aside restrictions on recursive methods to ensure that their computations remain polynomially bounded by preventing the above issues.

Definition 3.1.9 (Safe OO program). A well-typed program with respect to a typing environment $\Omega$ and operator typing environment $\Delta$ is safe if for each recursive method $\tau \mathrm{m}(\bar{\tau} \overline{\mathrm{x}})\{\mathrm{I}[$ return $\mathrm{x} ;]\}$ :

1. there is exactly one call to the recursive method (or any mutually recursive method) in the instruction I,
2. there is no while loop inside I , and
3. only judgments of the shape $(s, \Omega), \Delta \vdash_{\mathbf{1}} \tau \mathrm{m}^{\mathrm{C}}(\overline{\tau \mathrm{x}}): \mathrm{C}(\mathbf{1}) \times\langle\bar{\tau}(\mathbf{1})\rangle \rightarrow \tau(\alpha)$ can be derived using rules (Body) and (OR).

Example 3.1.17. Consider a well-typed program whose computational instruction calls the methods getQueue, getValue, setQueue, or length of Example 3.1.15. This program is safe. Indeed, the only recursive method is length. As illustrated in Example 3.1.15, it can be typed by BList $(\mathbf{1}) \rightarrow \operatorname{int}(\mathbf{0})$, it does not contain any while loop, and it has only one recursive call in its body.

A program whose computational instruction uses the method decrement cannot be safe as this method can only be given the type $B \operatorname{List}(\mathbf{0}) \rightarrow \operatorname{void}(\mathbf{0})$. Though it entails a lack of expressive power, changing the type system by allowing decrement to apply to tier $\mathbf{1}$ objects would allow codes like

```
while(!o.isEqual(l)){
    o.decrement();
},
```

where isEqual is a method testing the equality of two lists, and 1 is a BList of Boolean numbers equal to 0. Clearly, such a loop can be executed exponentially in the size of the list o. This behavior is highly undesirable.

An important point to mention is that safety allows an easy way to perform expression subtyping for objects through the use of cloning. In other words, it is possible to bring a reference type expression from tier $\mathbf{1}$ to tier $\mathbf{0}$ based on the premise that it has been cloned in memory. This was already true for primitive data by rule (Ass). Thus a form of subtyping that does not break the non-interference properties is admissible as illustrated by the following example.

Example 3.1.18. The method clone

```
BList clone(){
    BList res }\mp@subsup{}{}{0}:= null ;
```



```
    if(queue }\mp@subsup{}{}{1}== null)
        res}\mp@subsup{}{}{0}:=\mathrm{ new BList(v}\mp@subsup{}{}{0},null)\mp@subsup{)}{}{0}
```

```
        } else {
        res}\mp@subsup{}{}{0}:= new BList(v ( ' queue.clone() ( ) ;
        }
        return res;
}
```

can be typed by $\operatorname{BList}(\mathbf{1}) \rightarrow \operatorname{BList}(\mathbf{0})$. Moreover, the method is safe, as there is only one recursive call and no while loop.

We are now ready to state the main characterization of polynomial time functions in terms of safe and terminating programs.

Theorem 3.1.7 ([HP18]). The set of functions computed by safe and terminating programs is exactly FP.

### 3.1.5 Type inference and declassification

The type systems of Figure 3.2, Figure 3.7, and Figure 3.9 have a decidable type inference.
Proposition 3.1.1 (Type inference). Given a safe operator typing environment $\Delta$ and a program, deciding if there exists a variable typing environment $\Gamma$ such that the program is safe using typing rules of Figure 3.2, Figure 3.7, or Figure 3.9 can be done in polynomial time in the size of the program.

The proof of decidability of type system is provided in [HMP13] for processes and in [HP18] for OO programs. They rely on a reduction to 2-SAT which is known to be decidable in polynomial time. The result follows for the type system of Figure 3.2 as it is a strict subsystem of the system of Figure 3.7.

Observe that the decidability of type inference does not imply that the provided criteria (characterizing complexity classes) are decidable as they sill require some extra hypothesis on program termination.

In [Mar11], the type system is based on a tier lattice allowing the type to perform some declassification mechanisms. Hence allowing programs of the shape

```
while(x > 0){
    x:= x-1;
    y := y+1
};
while(y>0){
    y := y-1;
    z:= z+1
};
```

to type. However the above program cannot be typed using the type system of Figure 3.2. Indeed, the first loop enforces the $y$ variable to be of tier $\mathbf{0}$, as the operator +1 is positive. The second loop enforces the y variable to be of tier $\mathbf{1}$ and, consequently, we obtain a contradiction.

However such kind of programs can still be analyzed in two ways.

- As suggested in [HMP13], the static analysis can be allowed to split programs in a constant number of subprograms and to perform the analysis on these subprograms. As a constant number of polynomial compositions remains polynomial, this would allow to analyze the above counter-example.
- Alternatively, declassification can be handled by allowing more than two tiers. In such a framework, the operator types would depend on the tier of their context as suggested by the program annotation below.

```
while(\mp@subsup{x}{}{2}>0){
    x
    y }\mp@subsup{}{}{1}:=y+1:
};
while(y }\mp@subsup{\mathbf{1}}{}{\mathbf{1}}>0)
    y
    z:0}:= z+1:
};
```

Here the operator +1 would be restricted to have an output of tier strictly smaller than the tier of the outermost while loop. Hence it could be given the type $\mathbf{1} \rightarrow \mathbf{1}$ in the first while loop and would be enforced to be of type $\mathbf{0} \rightarrow \mathbf{0}$ in the second while loop.

### 3.2 Extensions of light/soft logics

On the light/soft logics side, a lot of work has been carried out on developing and studying the notion of proofs [BM10] in systems such as $L^{3}$ and $L^{4}$. As already mentioned, proof-nets turn out to be the natural notion for studying reductions in the lambda calculus.

Extensions of this typing discipline have also been considered by several authors to capture new computational paradigms such as multi-threaded programs [MA11, Mad12], process calculi [DLMS10, DLMS16], and quantum programs [DLMZ10]. We will briefly describe them and discuss them in this section. This description is non-exhaustive but covers some of the most important aspects: extension to a concurrent programming language; handling of imperative features, threads, and side effects; and extension to a quantum programming language and characterizations of quantum polynomial time complexity classes.

### 3.2.1 Light logic and multi-threaded programs

Extension of light logics to programs with multi-threads and side effects have been considered by Amadio and Madet to capture elementary time and polynomial time in [MA11] and [Mad12], respectively.

## Syntax and semantics of $\lambda^{!} \cdot \xi, \|$

The language $\lambda^{!!,, \|}$of [Mad12] guarantees termination in polynomial time, covering any scheduling of threads, and is defined by the following grammar:

$$
\begin{array}{lll}
\text { Terms } & M::= & \mathrm{x}|r| *|\lambda \mathrm{x} \cdot M| M M|!M| \S M \\
& & \text { let }!x=M \operatorname{in} M \mid \operatorname{let} \S x=M \text { in } M \mid \\
& \operatorname{get}(r)|\operatorname{set}(r, M)|(M|\mid M) \\
\text { Stores } & \mathcal{S}::= & r \Leftarrow M \mid(\mathcal{S} \| \mathcal{S}) \\
\text { Program } \quad \mathcal{P}::= & r \Leftarrow M|\mathcal{S}|(\mathcal{P} \| \mathcal{P}),
\end{array}
$$

where r belongs to a fixed set of regions (memory locations), * is the unit, the operator get(r) reads the region r , the operator set $(\mathrm{r}, \mathrm{M})$ assigns M to the region r , and || is a parallel composition operator. A store is a parallel composition of assignments of a term $M$ to a region $r, r \Leftarrow M$. A program is a parallel composition of terms and stores. Programs are always considered up to the
following structural equivalence rules $\left(\mathcal{P}_{1} \| \mathcal{P}_{2}\right) \equiv\left(\mathcal{P}_{2} \| \mathcal{P}_{1}\right)$ and $\left(\mathcal{P}_{1} \|\left(\mathcal{P}_{2} \| \mathcal{P}_{3}\right)\right) \equiv\left(\left(\mathcal{P}_{1} \| \mathcal{P}_{2}\right) \| \mathcal{P}_{3}\right)$. The depth $d(\mathcal{P})$ of a program $\mathcal{P}$ is the maximal number of nested modalities and its size $|\mathcal{P}|$ is the number of symbols in $\mathcal{P}$.

Reduction contexts are defined by the following grammar:

$$
\mathcal{E}::=[]|\mathcal{E} M| V \mathcal{E}|\S \mathcal{E}| \operatorname{let}!\mathrm{x}=\mathcal{E} \text { in } M \mid \operatorname{let} \S \mathrm{x}=\mathcal{E} \text { in } M|\operatorname{set}(r, \mathcal{E})|(\mathcal{E} \| \mathcal{P}) \mid(\mathcal{P} \| \mathcal{E})
$$

where $V$ is a value defined by $V::=x|r| *|\lambda \mathrm{x} \cdot M| \S V \mid!V$.
A Call-By-Value (CBV) evaluation strategy can then be defined:

- $\mathcal{E}[(\lambda \mathrm{x} . M) V] \rightarrow_{v} \mathcal{E}[M\{V / \mathrm{x}\}]$,
- $\mathcal{E}[$ let $!\mathrm{x}=!V$ in $M] \rightarrow_{v} \mathcal{E}[M\{V / \mathrm{x}\}]$,
- $\mathcal{E}[\operatorname{let} \S \mathrm{x}=\S V$ in $M] \rightarrow_{v} \mathcal{E}[M\{V / \mathrm{x}\}]$,
- $\mathcal{E}[\operatorname{get}(r)]\left|\mid r \Leftarrow V \rightarrow_{v} \mathcal{E}[V]\right.$,
- $\mathcal{E}[\operatorname{set}(r, V)] \rightarrow_{v} \mathcal{E}[*] \| r \Leftarrow V$,
- $\mathcal{E}[* \| M] \rightarrow_{v} \mathcal{E}[M]$.

Notice that, by definition of reduction contexts, no reduction occurs under a !.

## Light type system for $\lambda^{!, \S, \|}$

Before introducing the type system, define a region context $R$ to be a mapping from some finite set of regions $\operatorname{dom}(R)$ to a natural number, noted $R=r_{1}: n_{1}, \ldots, r_{k}: n_{k}$, for $n_{i} \in \mathbb{N}$ and $\operatorname{dom}(R)=\left\{r_{1}, \ldots, r_{k}\right\}$. Define a variable context $\Gamma$ to be a mapping from some finite set of variables to a usage in $\{!, \S, \lambda\}$, noted $\Gamma=\mathrm{x}_{1}: u_{1}, \ldots, \mathrm{x}_{k}: u_{k}$, for $u_{i} \in\{!, \S, \lambda\}$ and $\operatorname{dom}(\Gamma)=\left\{\mathrm{x}_{1}, \ldots, \mathrm{x}_{k}\right\}$. The resource usage indicates a constraint on the variable bound. Let $\Gamma_{u}, u \in\{!, \S, \lambda\}$, be a shorthand notation for the variable context $\Gamma$ where all variable in $\operatorname{dom}(\Gamma)$ have usage $u$.

The light linear depth type system is presented in Figure 3.10. This type system works in a standard way through a stratification mechanism by depth level. It is worth mentioning that the type system of Figure 3.10 does not prevent programs from going wrong (deadlocks, ...). An improved version preventing such behaviors has also been presented in [Mad12].

Let us consider a small example.

Example 3.2.1. Let add be the standard encoding of addition over Church numerals of type Nat $\multimap$ Nat $\multimap$ Nat with Nat $=\forall \alpha .!(\alpha \multimap \alpha) \multimap \S(\alpha \multimap \alpha)$. The term

$$
\operatorname{inc}=\lambda x \cdot \lambda z \cdot(\S(\operatorname{set}(x, l e t!y=\operatorname{get}(x) \text { in }!\operatorname{add}(\underline{1}, y))) \| z)
$$

increases the Church numeral stored at some location. Its well-formedness can be derived as

$$
\begin{gathered}
\frac{\mathrm{x}: \lambda \in \Gamma}{R ; \Gamma \vdash^{n} \mathrm{x}}(\operatorname{Var}) \quad \frac{R ; \Gamma \vdash^{n} *}{}(\mathrm{Unit}) \quad \frac{R ; \Gamma \vdash^{n} r}{}(\mathrm{Reg}) \\
\frac{F O(\mathrm{x}, M)=1 \quad R ; \Gamma, \mathrm{x}: \lambda \vdash^{n} M}{R ; \Gamma \vdash^{n} \lambda \mathrm{x} \cdot M}(\mathrm{Abs}) \quad \frac{R ; \Gamma \vdash^{n} M \quad R ; \Gamma \vdash^{n} N}{R ; \Gamma \vdash^{n} M N}(\mathrm{App}) \\
\frac{F O(M) \leq 1 \quad R ; \Gamma_{\lambda} \vdash^{n+1} M}{R ; \Gamma, \Delta_{\S}, \Omega_{\lambda} \vdash^{n}!M}\left(\mathrm{Pr}_{!}\right) \quad \frac{F O(\mathrm{x}, N) \geq 1 \quad R ; \Gamma \vdash^{n} M \quad R ; \Gamma, \mathrm{x}:!\vdash^{n} N}{R ; \Gamma \vdash^{n} \operatorname{let}!\mathrm{x}=M \text { in } N}\left(\mathrm{E}_{!}\right) \\
\frac{F O(M) \leq 1 \quad R ; \Gamma_{\lambda}, \Delta_{\lambda} \vdash^{n+1} M}{R ; \Gamma_{!}, \Delta_{\S}, \Omega_{\lambda} \vdash^{n} \S M}\left(\mathrm{Pr}_{\S}\right) \quad \frac{F O(\mathrm{x}, N)=1 \quad R ; \Gamma \vdash^{n} M \quad R ; \Gamma, \mathrm{x}: \S \vdash^{n} N}{R ; \Gamma \vdash^{n} \operatorname{let} \S \mathrm{x}=M \text { in } N}\left(\mathrm{E}_{\S}\right) \\
\frac{r: n \in R}{R ; \Gamma \vdash^{n} \operatorname{get}(r)}(\mathrm{Get}) \quad \frac{r: n \in R \quad R ; \Gamma \vdash^{n} M}{R ; \Gamma \vdash^{n} \operatorname{set}(r, M)}(\mathrm{Set}) \\
\frac{r: n \in R \quad R ; \Gamma \vdash^{n} M}{R ; \Gamma \vdash^{0} r \Leftarrow M}(\operatorname{Str}) \quad \frac{R ; \Gamma \vdash^{n} \mathcal{P}_{1} \quad R ; \Gamma \vdash^{n} \mathcal{P}_{2}}{R ; \Gamma \vdash^{n} \mathcal{P}_{1} \| \mathcal{P}_{2}}(\mathrm{Par})
\end{gathered}
$$

Figure 3.10: LLL-based well-formedness rules for $\lambda!, \xi, \|$
follows.

$$
\begin{aligned}
& \frac{\frac{\mathrm{x}: 1 ; \vdash^{1} \operatorname{get}(\mathrm{x})}{(G e t)} \frac{\mathrm{x}: 1 ; \mathrm{y}: \lambda \vdash^{1} \operatorname{add}(\underline{1}, \mathrm{y})}{\mathrm{x}: 1 ; \mathrm{y}:!\vdash^{1}!\operatorname{add}(\underline{1}, \mathrm{y})}}{\left.\mathrm{x}: 1 ; \vdash^{1} \text { let }!\mathrm{y}=\operatorname{get}(\mathrm{x}) \text { in }\right)}\left(E_{!}\right) \\
& \frac{\frac{\mathrm{x}: 1 ; \vdash^{1} \text { let }!\mathrm{y}=\operatorname{get}(\mathrm{x}) \text { in }!\operatorname{add}(\underline{1}, \mathrm{y})}{\mathrm{x}: 1 ; \vdash^{1} \operatorname{set}(\mathrm{x}, \operatorname{let}!\mathrm{y}=\operatorname{get}(\mathrm{x}) \operatorname{in}!\operatorname{add}(\mathrm{y}, \mathrm{y}))}(\text { Set })}{\mathrm{x}: 1 ; \mathrm{x}: \lambda, \mathrm{z}: \lambda \vdash^{0} \S \operatorname{set}(\mathrm{x}, \operatorname{let}!\mathrm{y}=\operatorname{get}(\mathrm{x}) \operatorname{in}!\operatorname{add}(\underline{1}, \mathrm{y}))}\left(\operatorname{Pr}_{\S}\right) \quad \overline{\mathrm{x}: 1 ; \mathrm{x}: \lambda, \mathrm{z}: \lambda \vdash^{0} z} \text { (Var) } \text { (Par) }
\end{aligned}
$$

The last two rules can be applied as the number of free occurrences of $\mathbf{x}$ and $\mathbf{z}$ in the term is exactly 1. The promotion rules $P r_{\S}$ and $P r!$ can be applied for the same reason.

We can now state the main result, a polynomial time soundness result on such programs.
Theorem 3.2.1 ([Mad12]). Given a program $\mathcal{P}$, if there are $\Gamma$, $R$, and $n$ such that $R ; \Gamma \vdash^{n} \mathcal{P}$ then the $C B V$ evaluation of $\mathcal{P}$ can be computed in time $O\left(|\mathcal{P}|^{2^{d(\mathcal{P})}}\right)$.

A polynomial completeness result also holds for FP as the type system extends LAL. An extension taking into account thread generation using higher-order references is also presented in [Mad12].

### 3.2.2 Soft logic and process calculi

An extension of SLL in the context of a higher-order process calculus $H O \pi$ has been studied by Dal Lago, Martini, and Sangiorgi in [DLMS10, DLMS16], where a soundness result is shown: typable processes terminate in polynomial time.

## Syntax and semantics of $L H O \pi$

Considered processes are defined by the following grammar.

$$
\begin{array}{ll}
\text { Processes } & P::=0|(P \mid P)| a(\mathrm{x}) \cdot P|\bar{a}\langle V\rangle . P|(\nu a) P \mid V V \\
\text { Values } & V::=*|\mathrm{x}| \lambda \mathrm{x} . P
\end{array}
$$

Before introducing a linear type system, [DLMS16] extends standard processes into a language of linear processes $\mathrm{LHO} \pi$ defined by the following grammar and reduction.

```
Linear Processes
Linear Values }LV::=*|\textrm{x}|\lambda\textrm{x}.LP|\lambda!\textrm{x}.LP|!L
```

Processes in $\mathrm{HO} \pi$ can be transformed into $\mathrm{LHO} \pi$ processes using the following embedding $(-)^{\bullet}$.

$$
\begin{aligned}
(\bar{a}\langle V\rangle . P)^{\bullet} & =\bar{a}\left\langle!(V)^{\bullet}\right\rangle .(P)^{\bullet} & (\bar{a}(\mathrm{x}) \cdot P)^{\bullet} & =a(!\mathrm{x}) \cdot(P)^{\bullet} \\
(\lambda \mathrm{x} \cdot P) & =\lambda!\mathrm{x} \cdot(P)^{\bullet} & (V W)^{\bullet} & =(V)^{\bullet}!(W)^{\bullet} \\
(P \mid Q)^{\bullet} & =(P)^{\bullet} \mid(Q)^{\bullet} & ((\nu a) P)^{\bullet} & =(\nu a)(P)^{\bullet} \\
(k)^{\bullet} & =k, k \in\{0, *, \mathrm{x}\} . & &
\end{aligned}
$$

The reduction relation $\rightarrow$ on closed linear processes is standard and defined in Figure 3.11.

$$
\begin{aligned}
\overline{a(\mathrm{x}) \cdot L P|\bar{a}\langle L V\rangle \cdot L Q \rightarrow L P\{V / \mathrm{x}\}| L Q} & \overline{\lambda \mathrm{x} \cdot L P L V \rightarrow L P\{V / \mathrm{x}\}} \\
\overline{a(!\mathrm{x}) \cdot L P|\bar{a}\langle!L V\rangle \cdot L Q \rightarrow P\{L V / \mathrm{x}\}| L Q} & \overline{\lambda!\mathrm{x} \cdot L P!V \rightarrow L P\{L V / \mathrm{x}\}} \\
\frac{L P \rightarrow L Q}{L R|L P \rightarrow L R| L Q} \quad \frac{L P \rightarrow Q L}{(\nu a) L P \rightarrow(\nu a) L Q} & \frac{L R \equiv L P \quad L P \rightarrow L Q \quad L Q \equiv L S}{L R \rightarrow L S}
\end{aligned}
$$

Figure 3.11: Operational semantics of $\mathrm{LHO} \pi$
$\equiv$ is defined to be the smallest congruence closed under the rules:

$$
\begin{aligned}
L P & \equiv L Q, \text { if } L P={ }_{\alpha} L Q, & (L P \mid(L Q \mid L R)) \equiv((L P \mid L Q) \mid L R) \\
(L P \mid L Q) & \equiv(L Q \mid L P) & (\nu a)((\nu b) L P) \equiv(\nu b)((\nu a) L P) \\
((\nu a) L P \mid L Q) & \equiv(\nu a)(L P \mid L Q), \text { provided } a \notin F V(L Q) . &
\end{aligned}
$$

The standard rules of the $\pi$-calculus $(L P \mid 0) \equiv L P$ and $(\nu a) 0 \equiv 0$ are withdrawn from the congruence as they are not well-suited for a resource sensitive analysis.

## Soft type system for $L H O \pi$

The soft type system of [DLMS10] is then introduced in Figure 3.12. As in previous section, a

$$
\begin{array}{ccc}
\frac{k \in\{*, 0\}}{\# \Gamma \vdash_{S P} k} & \frac{\Gamma, \# \Omega \vdash_{S P} L P \quad \Delta, \# \Omega \vdash_{S P} L Q}{\Gamma, \Delta, \# \Omega \vdash_{S P} L P \mid L Q} \quad \frac{\Gamma, \mathrm{x}: \lambda \vdash_{S P} L P}{\Gamma \vdash_{S P} \lambda \mathrm{x} \cdot L P} & \frac{\Gamma \vdash_{S P} L P}{\Gamma \vdash_{S P}(\nu a) L P} \\
\frac{\Gamma, \mathrm{x}: \lambda \vdash_{S P} L P}{\Gamma \vdash_{S P} a(\mathrm{x}) . L P} \quad \frac{\Gamma, \mathrm{x}: u \vdash_{S P} L P \quad u \in\{!, \#\}}{\Gamma \vdash_{S P} a(!\mathrm{x}) \cdot L P} \\
& \frac{\Gamma, \mathrm{x}: u \vdash_{S P} L P}{\Gamma \vdash_{S P} \lambda!\mathrm{x} \cdot L P} \quad u \in\{!, \#\} \\
& \frac{u \in\{\lambda, \#\}}{\# \Gamma, \mathrm{x}: u \vdash_{S P} \mathrm{x}} &
\end{array}
$$

$$
\frac{\Gamma, \# \Omega \vdash_{S P} L V \quad \Delta, \# \Omega \vdash_{S P} L W}{\Gamma, \Delta, \# \Omega \vdash_{S P} L V L W} \quad \frac{\Gamma \vdash_{S P} L V}{!\Gamma, \# \Omega \vdash_{S P}!L V} \quad \frac{\Gamma, \# \Omega \vdash_{S P} L V}{\Gamma, \Delta, \# \Omega \vdash_{S P} \bar{a}\langle L V\rangle . L P}
$$

Figure 3.12: SLL-based process type system
variable environment $\Gamma$ is of the shape $\mathrm{x}_{1}: u_{1}, \ldots, \mathrm{x}_{n}: u_{n}$, where each variable $\mathrm{x}_{i}$ comes with a unique usage $u_{i} \in\{\lambda,!, \#\}$, where $\#$ is a mark for contraction or weakening. For a given usage $u \in\{\lambda,!, \#\}, u \Gamma$ stands for an environment where all variables have usage $u$. In a context of the shape $\Gamma, u \Delta$, all variables in $\Gamma$ are assumed to be of usage distinct from $u$.

As usual, the depth $d(P)$ of a process $P$ in $\mathrm{LHO} \pi$ is the maximal number of nested modalities and the size of a $|P|$ process $P$ is its number of symbols.

Again, this system has a inherent stratification property ensuring that linear variables (of usage $\lambda$ ) occur exactly once at depth 0 , non-linear variables of usage ! occur exactly once at depth 1 , and non-linear variables of usage \# occur at depth 0 . This latter variables may occur several times.

Theorem 3.2.2 ([DLMS10]). There are polynomials $\left(P_{n}\right)_{n \in \mathbb{N}}$ such that for each process $P$, if $\vdash_{S P} P$ and $P \rightarrow^{m} Q$ then $\max (m,|Q|) \leq P_{d(P)}(|P|)$.

The property of Theorem 3.2.2 can be seen as restrictive for processes as, by essence, it forbids any non-terminating process from being analyzed. To overcome this issue, an extension to nonterminating processes has been studied in [DLMS16], where a polynomial bound is ensured on the number of internal computation steps performed by a process between any two interactions with its environment.

### 3.2.3 Soft linear logic and quantum programs

In [DLMZ10], the methodology of SLL is applied to a restricted quantum programming language by Dal Lago, Masini, and Zorzi. Measurement (see Chapter 5 for a discussion) is not handled by the language itself and only occurs at the end of a computation. [DLMZ10] introduces a quantum programming language $S Q$ with a soft linear logic based type system that is shown to be sound and complete with respect to polynomial time Quantum Turing Machines (QTM) (see [Deu85] for a definition), hence providing characterizations of the three quantum complexity classes EQP, BQP, and ZQP (see [BV97] for a definition).

## Syntax and semantics of SQ

We will not present the full quantum computation paradigm in this subsection and we invite the interested reader to read either [Sel04] or [SV06] for an interesting presentation of an imperative quantum language and a functional quantum language, respectively.

Terms of SQ are defined by the following grammar:

$$
\begin{array}{lll}
\text { Patterns } & \phi & ::=x|!x|\left\langle x_{1}, \ldots, x_{n}\right\rangle \\
\text { Terms } & \mathrm{M} & :=0|1| x|r|!\mathrm{M}|U| \operatorname{new}(\mathrm{M})|\langle\mathrm{M}, \ldots, \mathrm{M}\rangle| \mathrm{M} \mathrm{M} \mid \lambda \phi . \mathrm{M},
\end{array}
$$

where $x, x_{1}, \ldots, x_{n}$ are variables for classical data, $r$ is a variable for quantum data, and $U$ is a unitary operator on the $2^{n}$ dimensional Hilbert space $\mathcal{H}\left(\{0,1\}^{n}\right)$. Recall that a unitary operator is a bounded linear operator $U: \mathcal{H} \rightarrow \mathcal{H}$ on a Hilbert space $\mathcal{H}$ that satisfies $U^{\dagger} U=U U^{\dagger}=I$, where $U^{\dagger}$ is the conjugate transpose of $U$ and $I$ is the identity operator on $\mathcal{H}$, e.g. the Hadamard gate is an example of such an operator.

Given a term M , let $Q(\mathrm{M})$ be the set of quantum variables occurring in M . A preconfiguration is a triplet $[\mathcal{Q}, \mathcal{Q V}, \mathrm{M}]$ consisting in a set of quantum variables $\mathcal{Q V}$ such that $Q(\mathrm{M}) \subseteq \mathcal{Q V}$, a state $\mathcal{Q}$ of the Hilbert space $\mathcal{H}\left(\{0,1\}^{\text {card }(\mathcal{Q V})}\right)$, and a term M. A configuration is just an equivalence class of preconfigurations obtained from a preconfiguration $[\mathcal{Q}, \mathcal{Q V}, \mathrm{M}]$ and whose term and set of quantum variables can be obtained by a bijective renaming of quantum variables in $\mathcal{Q V}$. The reduction rules consist in standard reduction rules on configuration described in Figure 3.13 together with commutation rules and contextual closure rules that we avoid to present here (the full rules are presented in [DLMZ10]). Let $\rightarrow^{*}$ be the reflexive and transitive closure of the commutative and contextual closure of $\rightarrow$.

$$
\begin{aligned}
{[\mathcal{Q}, \mathcal{Q V},(\lambda x . \mathrm{M}) \mathrm{N}] } & \rightarrow[\mathcal{Q}, \mathcal{Q V}, \mathrm{M}\{\mathrm{~N} / x\}] \\
{\left[\mathcal{Q}, \mathcal{Q V},\left(\lambda\left\langle x_{1}, \ldots, x_{n}\right\rangle . \mathrm{M}\right)\left\langle r_{1}, \ldots, r_{n}\right\rangle\right] } & \rightarrow\left[\mathcal{Q}, \mathcal{Q}, \mathrm{M}\left\{r_{1} / x_{1}, \ldots, r_{n} / x_{n}\right\}\right] \\
{[\mathcal{Q}, \mathcal{Q},(\lambda!x . \mathrm{M})!\mathrm{N}] } & \rightarrow[\mathcal{Q}, \mathcal{Q V}, \mathrm{M}\{\mathrm{~N} / x\}] \\
{\left[\mathcal{Q}, \mathcal{Q}, \mathcal{Q},\left\langle r_{1}, \ldots, r_{n}\right\rangle\right] } & \rightarrow\left[U_{r_{1}, \ldots, r_{n}} \mathcal{Q}, \mathcal{Q} \mathcal{V},\left\langle r_{1}, \ldots, r_{n}\right\rangle\right] \\
{[\mathcal{Q}, \mathcal{Q} \mathcal{V}, \text { new }(i)] } & \rightarrow[\mathcal{Q} \otimes|r \mapsto i\rangle, \mathcal{Q} \cup\{r\}, r] \quad i \in\{0,1\}
\end{aligned}
$$

Figure 3.13: Standard reduction rules of SQ

In the last rule of Figure 3.13, $\otimes$ is the standard tensor product of Hilbert spaces and $r$ is a fresh quantum variable. In the penultimate rule, $U_{r_{1}, \ldots, r_{n}}$ stands for the unitary operator transformation applied on qubits referenced by $r_{1}, \ldots, r_{n}$ in the state $\mathcal{Q}$. We do not present the full details here to avoid technicalities.

## Soft type system for SQ

As in previous Subsection, a typing environment $\Gamma$ comes with type annotations on its variables. The typing environments ! $\Gamma$ and $\# \Gamma$ are obtained from $\Gamma$ by annotating all variables with ! and \#, respectively. The type system of SQ is presented in Figure 3.14 where it is implicitly assumed that each classical or quantum variable occurs at most once in each environment of a typing judgment. The aim of the type system is again to enforce some kind of stratification discipline ensuring that a free variable $x$ with no annotation occurs at most once in a typable term (and never under the! modality), that a free variable $x$ annotated by $\#$ occurs at least once in a typable term (and never under a! modality), and that a free variable $x$ annotated by! occurs at most once in a typable term (it might occur under a !).

$$
\begin{gathered}
\frac{k \in\{0,1\}}{!\Gamma \vdash k} \quad \frac{\dagger \Gamma, r \vdash r}{l} \frac{\dagger \in\{\emptyset,!, \#\}}{!\Gamma, \dagger x \vdash x}
\end{gathered} \frac{; \forall i \leq n, \Gamma_{i}, \# \Delta_{i} \vdash \mathrm{M}_{i}}{\cup_{i=1}^{n} \Gamma_{i}, \# \cup_{i=1}^{n} \Delta_{i} \vdash\left\langle\mathrm{M}_{1}, \ldots, \mathrm{M}_{n}\right\rangle}
$$

Figure 3.14: SQ type system
Before stating the main characterizations of [DLMZ10], we first show how to encode decision problems in the language.

For that purpose, we introduce some preliminary notations corresponding to data structures encoding presented in [DLMZ10]. Given some terms $M_{1}, \ldots, M_{n}$, let $\left[M_{1}, \ldots, M_{n}\right]$ be an encoding of the sequence of terms $M_{1}, \ldots, M_{n}$. For a binary string $t$, let $\tilde{t}$ be an encoding the binary string $t$ as a typable term of SQ. The notation $!^{n} \mathrm{M}$ stands for !...!M, $n$ times.

A term M outputs the binary string $s \in\{0,1\}^{*}$ with probability $p$ on input N if there is a constant $m \geq|s|$ such that $[1, \emptyset, \mathrm{M} \mathbb{N}] \rightarrow^{*}\left[Q,\left\{r_{1}, \ldots, r_{n}\right\},\left[r_{1}, \ldots, r_{n}\right]\right]$ and the probability of observing $s$ when projecting $\mathcal{Q}$ into $\mathcal{H}\left(\{0,1\}^{m-|s|}\right)$ is exactly $p$.

Definition 3.2.1. Given $n \in \mathbb{N}$, two binary strings $s, r \in\{0,1\}^{*}$, and $p \in[0,1]$, a typable term M of $S Q$ and a language $L \subseteq\{0,1\}^{*}$.

- M ( $n, s, r, p$ )-decides $L$ if and only if for every binary string $t$ the following two conditions hold:
- M outputs $s$ with probability at least $p$ on input $!n \tilde{t}$, if $t \in L$,
- M outputs $r$ with probability at least $p$ on input ! ${ }^{n} \tilde{t}$, if $t \notin L$.
- M is $(n, s, r)$-error-free if and only for every binary string $t$, the following two conditions hold on input ! ! $\tilde{t}$ :
- if M outputs $s$ with positive probability then M outputs $r$ with null probability,
- if M outputs $r$ with positive probability then M outputs $s$ with null probability.

Definition 3.2.2. The class of language ESQ, BSQ and ZSQ are defined as follows.

- ESQ is the class of languages that are ( $n, s, r, 1$ )-decided by a term of $S Q$.
- BSQ is the class of languages that are $(n, s, r, p)$-decided by a term of $S Q$, with $p>1 / 2$.
- ZSQ is the class of languages that are $(n, s, r, p)$-decided by a $(n, s, r)$-error-free term of $S Q$, with $p>1 / 2$.

We recall briefly the definition of the quantum complexity classes EQP, BQP, and ZQP of [BV97].
Definition 3.2.3. The complexity classes EQP, BQP, and ZQP are defined as follows.

- EQP is the class of decision problems computed by QTMs that output the correct answer with probability 1 and run in polynomial time.
- BQP is the class of decision problems computed by QTMs that output the correct answer with probability $p>1 / 2$ and run in polynomial time.
- ZQP is the class of decision problems computed by QTMs that output the answer with probability $p>1 / 2$ and error of probability 0 , and run in polynomial time.

Now we are ready to state the characterization of these complexity classes.
Theorem 3.2.3 ([DLMZ10]). $\forall x \in\{E, B, Z\}, x S Q=x Q P$.

### 3.2.4 Miscellaneous

In this subsection, we briefly discuss some other extensions or alternative uses of soft/light logics approaches in the framework of proof-nets, interaction-nets, and model theory.

## Proof-nets and interaction nets

The paper [Per18] introduces a decidable syntactic proof-net-based subsystem of linear logic, called SDNLL, that is sound and complete for polynomial time and that strictly embeds LLL. Although not directly related to light logics, the complexity of functional programs has been studied in [GM16] using an interaction-net computational model, a generalization of linear logic proof-nets. This model has been combined with sized types to certify time and space complexity bounds for both sequential and parallel proof-net reductions.

## Categorical and realizability models

Categorical models for ELL and SLL have been provided in [LTdF06]. The paper [Red07] has provided an axiomatization of categorical-based SLL models. Categorical models for ELL and LLL have been studied in [Bai04a]. Realizability models have been adapted to the ICC setting in [DLH05, DLH11] for soundness proofs of EAL and Soft Affine Logic (SAL). They have also been adapted to show the soundness of a fragment of second order linear logic with type fixpoints (with respect to FP) in [BT10] and of LAL in [BM12].

### 3.3 Extensions of interpretations

As presented in Section 2.2 and Section 2.3, the interpretation method and the quasi-interpretation method were originally designed to study termination properties and complexity properties, respectively, of first order TRSs. In this section, we discuss their extensions to other programming paradigms including higher-order TRSs [BMP07, BDL12, BDL16], first order and higher-order functional programs [GP09a, GP09b, GP15b, HP17], Object Oriented programs [MP08a], Java bytecode [ACGDZJ04], cooperative threads [ADZ04], and polygraphs [BG08, BG07].

### 3.3.1 Higher-order rewrite systems

In this subsection, we focus on extensions of interpretation methods to higher-order rewriting. The considered computational model will be Simply Typed TRSs (STTRSs) studied by Yamada [Yam01]. They consist in a simple extension of TRS with higher-order functions. Consider a fixed set of basic datatypes $\mathcal{B}$. The set of types is defined by:

$$
A::=b \mid A_{1} \times \ldots \times A_{n} \rightarrow A
$$

with $b \in \mathcal{B}$.
The set of terms is defined by:

$$
t^{A}::=\mathrm{x}^{A}\left|\mathrm{c}^{b_{1} \times \ldots \times b_{n} \rightarrow b}\right| \text { fun }^{A} \mid\left(t^{A_{1} \times \ldots \times A_{n} \rightarrow A} t_{1}^{A_{1}} \ldots t_{n}^{A_{n}}\right)^{A},
$$

where x is a variable in $\mathcal{X}, \mathrm{c}$ is a constructor symbol in $\mathcal{C}$, and fun is a function symbol in $\mathcal{F}$. Constructor symbol types are restricted to functionals on basic types. As usual, for a given term $t, \mathbb{V}(t)$ denotes the set of variables in $t$. Consequently, $\mathbb{V}(t) \subseteq \mathcal{X}$. A pattern $p$ is a term with no occurrence of a function symbol.

A STTRS consists in a set of non-overlapping rules $l^{A} \rightarrow r^{A}$, satisfying:

- $\mathbb{V}(r) \subseteq \mathbb{V}(l)$ and variables occur once in $l$,
- $l=\operatorname{fun}^{A_{1} \times \ldots \times A_{n} \rightarrow A} p_{1}^{A_{1}} \ldots p_{n}^{A_{n}}$, for some patterns $p_{1}, \ldots, p_{n}$.

The underlying CBV rewrite relation is defined in a standard way by verifying that types match in a substitution. A substitution $\sigma$ maps variables to values of the same type that are defined inductively by

$$
v::=\mathrm{c}^{b_{1} \times \ldots \times b_{n} \rightarrow b} v_{1} \ldots v_{n} \mid \text { fun }^{A_{1} \times \ldots \times A_{n} \rightarrow A} v_{1} \ldots v_{k}
$$

with $k<n$. Contexts are defined in a standard manner. We write $t \rightarrow_{\mathcal{R}} s$ if there are a context $\mathrm{C}\left[\diamond^{A}\right]$, a rule $l^{A} \rightarrow r^{A}$, and a substitution $\sigma$ such that $t=\mathrm{C}[l \sigma]$ and $s=\mathrm{C}[r \sigma]$.

Example 3.3.1. Consider the following STTRS as an illustrating example:

$$
\begin{aligned}
(\text { fold } \mathrm{f} \mathrm{z} \mathrm{nil}) & \rightarrow \mathrm{z} \\
(\text { fold } \mathrm{fz}(\mathrm{chd} \mathrm{tl})) & \rightarrow(\mathrm{f} \text { hd }(\mathrm{fold} \mathrm{f} \mathrm{z} \mathrm{tl})), \\
(\text { add } 0 \mathrm{y}) & \rightarrow \mathrm{y} \\
(\text { add }(\mathrm{x}+1) \mathrm{y}) & \rightarrow(\text { add } \mathrm{x} y)+1 \\
(\text { sum } \mathrm{l}) & \rightarrow(\text { fold add } 0 \mathrm{l})
\end{aligned}
$$

with $\mathcal{X}=\left\{\mathrm{X}^{N a t}, \mathrm{y}^{N a t}, \mathbf{z}^{N a t}, \mathbf{f}^{N a t \times N a t \rightarrow N a t}, \mathrm{hd}^{N a t}, \mathrm{t} \mathbf{1}^{L(N a t)}, 1^{L(N a t)}\right\}, \mathcal{C}=\left\{0^{N a t},+1^{N a t \rightarrow N a t}\right.$, $\left.\operatorname{nil}^{L(N a t)}, \mathrm{c}^{\text {Nat } \times L(N a t) \rightarrow L(N a t)}\right\}$, and $\mathcal{F}=\left\{\right.$ fold $^{(N a t \times N a t \rightarrow N a t) \times N a t \times L(N a t) \rightarrow N a t}$, add $^{N a t \times N a t \rightarrow N a t}$, $\left.\operatorname{sum}^{L(N a t) \rightarrow N a t}\right\}$, Nat being the basic type of unary numbers and $L(N a t)$ being the basic type of lists of unary numbers.

## Defunctionalization

STTRSs are handled in [BMP07] using defunctionalization techniques [Rey72, CD96]. See [Dan06] for an introduction to defunctionalization and Continuation-Passing Style (CPS). To avoid technical details, we just illustrate this transformation through the following example.

Example 3.3.2. The following TRS is the CPS defunctionalization of the STTRS of Example 3.3.1:

$$
\begin{aligned}
\overline{\mathrm{fold}}(\mathrm{z}, \mathrm{nil}) & \rightarrow \mathrm{z} \\
\overline{\mathrm{fold}}(\mathrm{z}, \mathrm{c}(\mathrm{hd}, \mathrm{tl})) & \rightarrow \operatorname{app}\left(\mathrm{c}_{0}(\mathrm{hd}), \overline{\mathrm{fold}}(\mathrm{z}, \mathrm{tl})\right), \\
\operatorname{add}(0, \mathrm{y}) & \rightarrow \mathrm{y} \\
\operatorname{add}((\mathrm{x}+1), \mathrm{y}) & \rightarrow \operatorname{add}(\mathrm{x}, \mathrm{y})+1 \\
\operatorname{sum}(\mathrm{l}) & \rightarrow \overline{\mathrm{fold}(0, l)} \\
\operatorname{app}\left(\mathrm{c}_{0}\left(\mathrm{x}_{1}\right), \mathrm{x}_{2}\right) & \rightarrow \operatorname{add}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)
\end{aligned}
$$

Let $D F(S)$ be the set of function symbols of a STTRS of type $b_{1} \times \ldots \times b_{n} \rightarrow b$, for some basic types $b_{1}, \ldots, b_{n}, b$, and whose CPS defunctionalization is in $S$, for some set of TRSs $S$. We obtain the following straightforward characterizations.

Theorem 3.3.1 ([BMP07]). For $\mathbb{K} \in\left\{\mathbb{N}, \mathbb{Q}^{+}, \mathbb{R}^{+}\right\}$, we have:

- $\llbracket D F\left(Q I_{\text {add }}^{\text {poly }}\left(\mathbb{K}, \geq_{\mathbb{K}}\right) \cap R P O^{\{p\}}\right) \rrbracket=\mathrm{FP}$,
- $\llbracket D F\left(Q I_{a d d}^{\text {poly }}\left(\mathbb{K}, \geq_{\mathbb{K}}\right) \cap R P O^{\{l\}}\right) \rrbracket=$ FPSPACE.

Example 3.3.3. The TRS of Example 3.3.2 admits the following interpretation:

$$
\begin{aligned}
{[0]_{\mathbb{K}} } & =[\mathrm{nil}]_{\mathbb{K}}=0, \\
{\left[\mathrm{c}_{0}\right]_{\mathbb{K}}(X) } & =[+1]_{\mathbb{K}}(X)=X+1, \\
{[\mathrm{c}]_{\mathbb{K}}(X, Y) } & =X+Y+1, \\
{[\mathrm{fold}]_{\mathbb{K}}(X, Y) } & =[\operatorname{add}]_{\mathbb{K}}(X, Y)=[\mathrm{app}]_{\mathbb{K}}(X, Y)=X+Y, \\
{[\overline{\operatorname{sum}}]_{\mathbb{K}}(X) } & =X .
\end{aligned}
$$

Moreover it can be oriented by RPO with status $p$. Consequently, the function symbol sum of the STTRS of Example 3.3.1 computes a function in FP.

Some modular extensions using the notion of stratified union of Section 2.3.5 are also studied in [BMP07].

Related applied works studying the complexity of higher-order functionals can be found in [ADLM15]. The programs are analyzed automatically by applying program transformations to a defunctionalization and using standard complexity analysis techniques for first order TRSs. Similar clock based transformations were also studied in [DLR15]. More generally, techniques for reasoning formally about execution costs of higher-order programs were studied in [San90, San91].

## Higher-order interpretations

The direct study of STTRS complexity is tackled in [BDL12, BDL16] by extending interpretations to higher-order polynomials defined as the $\beta$-normal forms of terms generated by the following grammar:

$$
M::=\mathrm{x}^{A}|\mathrm{op}|\left(M^{A \rightarrow B} N^{A}\right)^{B} \mid\left(\lambda \mathrm{x}^{A} \cdot M^{B}\right)^{A \rightarrow B}
$$

with $o p \in\{+: N a t \times N a t \rightarrow N a t, *: N a t \times N a t \rightarrow N a t\} \cup\{\underline{n}: N a t \mid \forall n \in N a t\}$ and

$$
A, B::=N a t|A \times B| A \rightarrow B
$$

Higher-Order Polynomials (HOP) are restricted to strictly increasing total functions relatively to a pointwise order such that $f>_{A \rightarrow B} g$ if and only if $\forall a \in A, f(a)>_{B} g(a)$.

STTRS types are interpreted inductively by $[N a t]_{\mathbb{N}}=\mathbb{N}$ and $\left[A_{1} \times \ldots \times A_{n} \rightarrow A\right]_{\mathbb{N}}=$ $\left[A_{1}\right]_{\mathbb{N}} \times \ldots \times\left[A_{n}\right]_{\mathbb{N}} \rightarrow[A]_{\mathbb{N}}$. An assignment of a STTRS is a map from symbols in $\mathcal{C} \cup \mathcal{F}$ to HOPs: each symbol $\mathrm{b}^{A} \in \mathcal{C} \cup \mathcal{F}$ is mapped to a HOP $[\mathrm{b}]_{\mathbb{N}}$ of type $[A]_{\mathbb{N}}$. Assignments are extended to terms in a standard way. Each variable $\mathrm{x}^{A}$ of $\mathcal{X}$ is interpreted by a variable $[\mathrm{x}]_{\mathbb{N}}$ of type $[A]_{\mathbb{N}}$. Each term of the shape $\left(\mathrm{b}^{A_{1} \times \ldots \times A_{n} \rightarrow A} t_{1}^{A_{1}} \ldots t_{n}^{A_{n}}\right)^{A}$ is mapped to $\left([\mathrm{b}]_{\mathbb{N}}^{\left[A_{1}\right]_{\mathbb{N}} \times \ldots \times\left[A_{n}\right]_{\mathbb{N}} \rightarrow[A]_{\mathbb{N}}}\left[t_{1}\right]_{\mathbb{N}}^{\left[A_{\mathrm{N}}\right]_{\mathbb{N}}} \ldots\left[t_{n}\right]_{\mathbb{N}}^{\left[A_{n}\right]_{\mathbb{N}}}\right)^{[A]_{\mathbb{N}}} \equiv_{\beta} M^{[A]_{\mathbb{N}}}$, for some HOP $M .{ }^{25}$
Definition 3.3.1. An assignment $[-]_{\mathbb{N}}$ is a higher-order polynomial interpretation of a STTRS if for each rule $l^{A} \rightarrow r^{A},[l]_{\mathbb{N}}^{[A]_{\mathbb{N}}}>_{[A]_{\mathbb{N}}}[r]_{\mathbb{N}}^{[A]_{\mathbb{N}}}$. If the interpretation of each symbol in $\mathcal{C}$ is additive (see Definition 2.2.5) then $[-]_{\mathbb{N}}$ is an additive higher-order polynomial interpretation.

Let HOPI ${ }_{\text {add }}^{\text {poly }}$ be the set of TRSs that admit an additive higher-order polynomial interpretation over $\mathbb{N}$. We obtain a characterization of FP extending the characterization of Theorem 2.2.2 to STTRS.

[^15]Theorem 3.3.2 ([BDL12]). $\llbracket H O P I_{a d d}^{p o l y} \rrbracket=\mathrm{FP} .{ }^{26}$
Example 3.3.4 ([BDL12]). Consider the following STTRS:

$$
\begin{aligned}
(\operatorname{map} \mathrm{f} \operatorname{nil}) & \rightarrow \mathrm{nil} \\
(\operatorname{map} \mathrm{f}(\mathrm{c} \text { hd } \mathrm{tl})) & \rightarrow(\mathrm{c}(\mathrm{f} \text { hd })(\operatorname{map} \mathrm{f} \mathrm{tl}))
\end{aligned}
$$

It admits the following additive higher-order polynomial interpretation:

$$
\begin{aligned}
{[\mathrm{nil}]_{\mathbb{N}}^{\mathbb{N}} } & =2, \\
{[\mathrm{c}]_{\mathbb{N}}^{\mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N}} } & =\lambda n \cdot \lambda m \cdot m+n+1, \\
{[\operatorname{map}]_{\mathbb{N}}^{(\mathbb{N} \rightarrow \mathbb{N}) \rightarrow \mathbb{N} \rightarrow \mathbb{N}} } & =\lambda \phi \cdot \lambda n \cdot n \times \phi(n) .
\end{aligned}
$$

For the first rule, we check that:

$$
\begin{aligned}
{[\operatorname{map} \mathrm{fnil}]_{\mathbb{N}} } & =\lambda \phi \cdot \lambda n . n \times \phi(n)[\mathrm{f}]_{\mathbb{N}}[\mathrm{nil}]_{\mathbb{N}} \\
& =\lambda \phi \cdot \lambda n \cdot n \times \phi(n)[\mathrm{f}]_{\mathbb{N}} 2 \\
& \equiv{ }_{\beta} 2 \times[\mathrm{f}]_{\mathbb{N}}(2) \\
& >2 \\
& =[\mathrm{nil}]_{\mathbb{N}} .
\end{aligned}
$$

The strict inequality holds as HOP are restricted to strictly increasing total functions and, consequently, $\forall n \in \mathbb{N},[\mathbf{f}]_{\mathbb{N}}(n) \geq n$. This explains the reason why the interpretation of nil has been set to 2 .

We let the reader check that the strict inequality also holds for the second rule. For any first order function symbol fun (of the right type) admitting a polynomial interpretation, the function symbol $\operatorname{map}_{f u n}$ defined by the rule $\left(\operatorname{map}_{f u n} 1\right)=(\operatorname{map} f u n 1)$ admits an additive higher-order polynomial interpretation defined by: $\left[\operatorname{map}_{\mathrm{fun}}\right]_{\mathbb{N}}=\lambda l .\left([\operatorname{map}]_{\mathbb{N}}[\mathrm{fun}]_{\mathbb{N}} l\right)+1$, and, consequently, computes a function in FP, by Theorem 3.3.2.

As polynomial interpretations, the notion of higher-order polynomial interpretation suffers from a weak expressive power. It has been extended in [BDL16] to obtain a notion of higher-order quasi-interpretation. This latter notion has been combined to a syntactic termination criterion using a linearity restriction to provide a more expressive characterization of FP in [BDL16].

### 3.3.2 Functional programs

The issue of knowing whether interpretation methods and quasi-interpretation methods can be adapted to functional programs was open for a while: the difficulty was hidden in the basic nature of interpretations that provides a well-founded decreasing order on program reductions. While the decrease is explicit in TRSs as data (constructor symbols) are explicitly consumed by the rules in recursive calls, this phenomenon is less obvious for general functional programs where data may be consumed using destructors or pattern matching. This issue was tackled in two steps with an extension of interpretations to first order programs in [GP09a, GP09b, GP15b] and to higher-order programs in [HP17]. We will present this latter approach in this subsection.

Consider the following higher-order programming language:

$$
\mathrm{M}, \mathrm{~N}::=\mathrm{x}|\mathrm{c}| \mathrm{op}|\mathrm{M} \mathrm{~N}| \lambda \mathrm{x} . \mathrm{M}|\operatorname{letRec} \mathrm{f}=\mathrm{M}| \text { case } \mathrm{M} \text { of } \mathrm{c}_{1} \mathrm{x}_{1}: \mathrm{M}_{1}|\ldots| \mathrm{c}_{n} \mathrm{x}_{n}: \mathrm{M}_{n},
$$

[^16]\[

$$
\begin{gathered}
\frac{\Gamma(\mathrm{x})=\mathrm{T}}{\Gamma ; \Delta \vdash \mathrm{x}: \mathrm{T}}(\operatorname{Var}) \quad \frac{\Delta(\mathrm{c})=\mathrm{T}}{\Gamma ; \Delta \vdash \mathrm{c}: \mathrm{T}} \text { (Cons) } \quad \frac{\Delta(\mathrm{op})=\mathrm{T}}{\Gamma ; \Delta \vdash \mathrm{op}: \mathrm{T}} \text { (Op) } \\
\frac{\Gamma ; \Delta \vdash \mathrm{M}: \mathrm{T}_{1} \longrightarrow \mathrm{~T}_{2} \quad \Gamma ; \Delta \vdash \mathrm{N}: \mathrm{T}_{1}}{\Gamma ; \Delta \vdash \mathrm{M}: \mathrm{T}_{2}}(\mathrm{App}) \quad \frac{\Gamma, \mathrm{x}: \mathrm{T}_{1} ; \Delta \vdash \mathrm{M}: \mathrm{T}_{2}}{\Gamma ; \Delta \vdash \lambda \mathrm{x} \cdot \mathrm{M}: \mathrm{T}_{1} \rightarrow \mathrm{~T}_{2}} \text { (Abs) } \\
\frac{\Gamma ; \Delta \vdash \mathrm{M}: \mathrm{b} \quad \Gamma ; \Delta \vdash \mathrm{c}_{i}: \mathrm{b}_{i} \longrightarrow \mathrm{~b}}{\Gamma ; \Delta \vdash \text { case } \mathrm{M} \text { of } \mathrm{c}_{1} \mathrm{x}_{1}: \mathrm{M}_{1}|\ldots| \mathrm{c}_{n} \mathrm{x}_{n}: \mathrm{M}_{n}: \mathrm{T}} \quad \forall i \leq m, \Gamma, \mathrm{x}_{i}: \mathrm{b}_{i} ; \Delta \vdash \mathrm{M}_{i}: \mathrm{T} \\
\text { (Case) } \\
\frac{\Gamma, \mathrm{f}:: \mathrm{T} ; \Delta \vdash \mathrm{M}:: \mathrm{T}}{\Gamma ; \Delta \vdash \operatorname{letRec} \mathrm{f}=\mathrm{M}:: \mathrm{T}} \text { (Let) }
\end{gathered}
$$
\]

Figure 3.15: Type system for the higher-order functional program
where $c, c_{1}, \cdots, c_{n}$ are constructor symbols of fixed arity and op is an operator of fixed arity. In the case construct, $\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}$ can be (empty) sequences of variables. A program is a closed term of the language.

Each operator is associated with a total function $\llbracket o p \rrbracket$ of the same arity mapping programs to programs. We define the following reductions:

- $\lambda \mathrm{x} . \mathrm{M} \mathrm{N} \rightarrow_{\beta} \mathrm{M}\{\mathrm{N} / \mathrm{x}\}$,
- case $\mathrm{c}_{j} \mathrm{~N}_{j}$ of $\ldots\left|\mathrm{c}_{j} \mathrm{x}_{j}: \mathrm{M}_{j}\right| \ldots \rightarrow_{\text {case }} \mathrm{M}_{j}\left\{\mathrm{~N}_{j} / \mathrm{x}_{j}\right\}$,
- $\operatorname{letRec} f=M \rightarrow_{\text {letRec }} M\{$ letRec $f=M / f\}$,
- op $\mathrm{M}_{1} \ldots \mathrm{M}_{n} \rightarrow_{\mathrm{op}} \llbracket \mathrm{op} \rrbracket\left(\mathrm{M}_{1}, \ldots, \mathrm{M}_{n}\right)$.

Let $\Rightarrow$ be the left-most outermost evaluation strategy associated to $\rightarrow_{\beta} \cup \rightarrow_{\text {case }} \cup \rightarrow_{\text {letRec }}$ $\cup \rightarrow_{\text {op }}$.

The set of simple types is defined by:

$$
\mathrm{T}::=\mathrm{b} \mid \mathrm{T} \longrightarrow \mathrm{~T}, \quad \text { with } \mathrm{b} \in \mathbf{B} .
$$

where the basic type b belongs to a fixed set $\mathbf{B}$ of basic inductive types b described by their constructor set $\mathcal{C}_{\mathrm{b}}$. For example, the type of (unary) natural numbers Nat is described by $\mathcal{C}_{\text {Nat }}=\{0,+1\}$. As usual $\Gamma$ and $\Delta$ will denote a variable typing environment and an operator (and constructor) typing environment, respectively.

A well-typed term will consist in a term $M$ such that $\emptyset ; \Delta \vdash \mathrm{M}: \mathrm{T}$ using the rules of Figure 3.15. Consequently, it is mandatory for a term to be closed in order to be well-typed.

Example 3.3.5. Consider the following term M that maps a function to a list given as inputs:

$$
\begin{gathered}
\text { letRec } f=\lambda g . \lambda x . c a s e x \text { of } c y z: c(g y)(f g z), \\
\mid \text { nil : nil. }
\end{gathered}
$$

Suppose that $L(N a t)$ is the base type for lists of natural numbers of constructor set $\mathcal{C}_{L(N a t)}=$ $\{\mathrm{nil}, \mathrm{c}\}$. The term M can be typed by $\mathrm{T}=(\mathrm{Nat} \longrightarrow N a t) \longrightarrow L(N a t) \longrightarrow L(N a t)$ for some context $\Delta$ such that $\Delta(\mathrm{c})=N a t \longrightarrow L(N a t) \longrightarrow L(N a t)$ and $\Delta($ nil $)=L(N a t)$.

Let $(\mathbb{N}, \leq, \sqcup, \sqcap)$ be the set of natural numbers equipped with the usual ordering $\leq$, a max operator $\sqcup$ and min operator $\sqcap$ and let $\overline{\mathbb{N}}$ be $\mathbb{N} \cup\{\top\}$, where $\forall n \in \mathbb{N}, n \leq \top, n \sqcup \top=\top \sqcup n=\top$ and $n \sqcap \top=\top \sqcap n=n$. The strict order relation over natural numbers $<$ will also be used in the sequel and is extended in a somewhat unusual manner, by $T<T$.

The (higher-order) interpretation of a type is defined inductively by:

$$
\begin{aligned}
{[\mathrm{b}] } & =\overline{\mathrm{N}}, \text { if } \mathrm{b} \text { is a basic type, } \\
{\left[\mathrm{T} \longrightarrow \mathrm{~T}^{\prime}\right] } & =[\mathrm{T}] \longrightarrow \longrightarrow^{\uparrow}\left[\mathrm{T}^{\prime}\right], \text { otherwise, }
\end{aligned}
$$

where $[\mathrm{T}] \longrightarrow \longrightarrow^{\uparrow}\left[\mathrm{T}^{\prime}\right]$ denotes the set of total strictly monotonic functions from $[\mathrm{T}]$ to $\left[\mathrm{T}^{\prime}\right]$. As in previous section, a function $F$ from the set $A$ to the set $B$ is strictly monotonic if and only if for each $X, Y \in A, X<_{A} Y$ implies $F(X)<_{B} F(Y)$, where $<_{A}$ is the usual ordering induced by $<$ and defined inductively by:

$$
\begin{aligned}
\quad n<_{\overline{\mathbb{N}}} m, \text { if and only if } n<m \\
F<_{A \longrightarrow \uparrow B} G, \text { if and only if } \forall X \in A, F(X)<_{B} G(X) .
\end{aligned}
$$

Example 3.3.6. The type $\mathrm{T}=(N a t \longrightarrow N a t) \longrightarrow L(N a t) \longrightarrow L(N a t)$ of the term letRec $\mathrm{f}=\mathrm{M}$ in Example 3.3.5 is interpreted by:

$$
[\mathrm{T}]=(\overline{\mathbb{N}} \longrightarrow \uparrow \overline{\mathbb{N}}) \longrightarrow \longrightarrow^{\uparrow}(\overline{\mathbb{N}} \longrightarrow \uparrow \overline{\mathbb{N}})
$$

Each closed term of type T will be interpreted by a functional in [T]. The application is denoted as usual whereas we use the notation $\Lambda$ for abstraction on this function space in order to avoid confusion between terms of our calculus and objects of the interpretation domain. Variables of the interpretation domain will be denoted using upper case letters. Moreover, we will sometimes use Church typing discipline in order to highlight the type of the bound variable in a lambda abstraction.

An important distinction between the terms of our language and the objects of the interpretation domain lies in the fact that beta-reduction is considered as an equivalence relation on (closed terms of) the interpretation domain, i.e. $(\Lambda X . F) G=F\{G / X\}$ underlying that ( $\Lambda X . F) G$ and $F\{G / X\}$ are distinct notations that represent the same higher-order function. The same property holds for $\eta$-reduction, i.e. $\Lambda X .(F X)$ and $F$ denote the same function.

Since we are interested in complete lattices, we need to complete each type [T] by a lower bound $\perp_{[T]}$ and an upper bound $\top_{[T]}$ inductively as follows:

$$
\begin{aligned}
\perp_{\overline{\mathbb{N}}} & =0, & \top_{\overline{\mathbb{N}}} & =\top, \\
\perp_{\left[\mathrm{T} \longrightarrow \mathrm{~T}^{\prime}\right]} & =\Lambda X^{[\mathrm{T}]} \cdot \perp_{\left[\mathrm{T}^{\prime}\right]}, & \top_{\left[\mathrm{T} \longrightarrow \mathrm{~T}^{\prime}\right]} & =\Lambda X^{[\mathrm{T}]} \cdot \top_{\left[\mathrm{T}^{\prime}\right]} \cdot
\end{aligned}
$$

Now we need to define a unit (or constant) cost function for any interpretation of type T in order to take the cost of recursive calls into account. For that purpose, let + denote natural number addition extended to $\overline{\mathbb{N}}$ by $\forall n, \top+n=n+\top=\top$. For each type [T], we define inductively a dyadic sum function $\oplus_{[T]}$ by:

$$
\begin{aligned}
X^{\overline{\mathbb{N}}} \oplus_{\overline{\mathbb{N}}} Y^{\overline{\mathbb{N}}} & =X+Y, \\
F \oplus_{\left[\mathrm{T} \rightarrow \mathrm{~T}^{\prime}\right]} G & =\Lambda X^{[\mathrm{T}]} \cdot\left(F(X) \oplus_{\left[\mathrm{T}^{\prime}\right]} G(X)\right) .
\end{aligned}
$$

Let us also define the constant function $n_{[\mathrm{T}]}$, for each type T and each integer $n \geq 1$, by:

$$
\begin{aligned}
n_{\overline{\mathbb{N}}} & =n, \\
n_{\left[\mathrm{T} \longrightarrow \mathrm{~T}^{\prime}\right]} & =\Lambda X^{[\mathrm{T}]} \cdot n_{\left[\mathrm{T}^{\prime}\right]} .
\end{aligned}
$$

- $[\mathrm{f}]_{\rho}=\rho(\mathrm{f}), \quad$ if $\mathrm{f} \in \mathbb{V}$,
- $[\mathrm{c}]_{\rho}=1 \oplus\left(\Lambda X_{1} \ldots \Lambda X_{n} \cdot \sum_{i=1}^{n} X_{i}\right), \quad$ if $\operatorname{ar}(\mathrm{c})=n$,
- $[\mathrm{MN}]_{\rho}=[\mathrm{M}]_{\rho}[\mathrm{N}]_{\rho}$,
- $[\lambda \mathrm{x} . \mathrm{M}]_{\rho}=1 \oplus\left(\Lambda[\mathrm{x}]_{\rho} \cdot[\mathrm{M}]_{\rho}\right)$,
- [case M of $\left.\mathrm{c}_{1} \mathrm{x}_{1}: \mathrm{M}_{1}|\ldots| \mathrm{c}_{n} \mathrm{x}_{n}: \mathrm{M}_{n}\right]_{\rho}=1 \oplus \sqcup_{1 \leq i \leq m}\left\{\left[\mathrm{M}_{i}\right]_{\rho}\left\{R_{i} /\left[\mathrm{x}_{i}\right]_{\rho}\right\} \mid \forall R_{i}\right.$ s.t. $\left.[\mathrm{M}]_{\rho} \geq\left[\mathrm{c}_{i}\right]_{\rho} R_{i}\right\}$,
- $[\operatorname{letRec} \mathrm{f}=\mathrm{M}]_{\rho}=\sqcap\left\{F \in[\mathrm{~T}] \mid F \geq \Lambda[\mathrm{f}]_{\rho} .[\mathrm{M}]_{\rho}(1 \oplus F)\right\}$.


## Figure 3.16: Higher-order interpretation of a term

Once again, we will omit the type when it is unambiguous using the notation $n \oplus$ to denote the function $n_{[\mathrm{T}]} \oplus_{[\mathrm{T}]}$ when [T] is clear from the typing context.

In the same spirit, we extend inductively the max and min operators $\sqcup$ and $\sqcap$ over $\overline{\mathbb{N}}$ to arbitrary higher-order functions $F, G$ of type $[\mathrm{T}] \longrightarrow^{\uparrow}\left[\mathrm{T}^{\prime}\right]$ by:

$$
\begin{aligned}
& \sqcup^{[\mathrm{T}]} \longrightarrow{ }^{\uparrow}\left[\mathrm{T}^{\prime}\right](F, G)=\Lambda X^{[\mathrm{T}]} . \sqcup^{\left[\mathrm{T}^{\prime}\right]}(F(X), G(X)), \\
& \sqcap^{[\mathrm{T}]} \longrightarrow^{\uparrow}\left[\mathrm{T}^{\prime}\right](F, G)=\Lambda X^{[\mathrm{T}]} . \sqcap^{\left[\mathrm{T}^{\prime}\right]}(F(X), G(X)) \text {. }
\end{aligned}
$$

In the following, we use the notations $\perp, T, \leq,<, \sqcup$ and $\sqcap$ instead of $\perp_{[\mathrm{T}]}, \top_{[\mathrm{T}]}, \leq_{[\mathrm{T}]},<_{[\mathrm{T}]}, \sqcup^{[\mathrm{T}]}$ and $\Pi^{[T]}$, respectively, when $[\mathrm{T}]$ is clear from the typing context.

Definition 3.3.2. A variable assignment, denoted $\rho$, is a map associating to each $\mathrm{f} \in \mathbb{V}$ of type T , a variable $F$ of type $[\mathrm{T}]$.

Definition 3.3.3 (Interpretation). Given a variable assignment $\rho$, an interpretation is the extension of $\rho$ to well-typed terms, mapping each term of type T to an object in $[\mathrm{T}]$ and defined in Figure 3.16 and extended to operators in such a way that $[\mathrm{op}]_{\rho}$ is a sup-interpretation, i.e. a total function such that:

$$
\forall \mathrm{M}_{1}, \ldots, \forall \mathrm{M}_{n}, \quad\left[\mathrm{op} \mathrm{M}_{1} \ldots \mathrm{M}_{n}\right]_{\rho} \geq\left[\llbracket \mathrm{op} \rrbracket\left(\mathrm{M}_{1}, \ldots, \mathrm{M}_{n}\right)\right]_{\rho}
$$

As operator sup-interpretations are fixed, an interpretation should also be indexed by some mapping $m$ assigning a sup-interpretation to each operator of the language. To simplify the formalism, we have omitted this mapping.

Let the size $|\mathrm{M}|$ of a term M be defined by $|\mathrm{x}|=0,|\mathrm{c}|=1,|\mathrm{M} \mathrm{N}|=|\mathrm{M}|+|\mathrm{N}|,|\lambda \mathrm{x} . \mathrm{M}|=1+|\mathrm{M}|$, $\mid$ letRec $\mathrm{f}=\mathrm{M}|=1+|\mathrm{M}|$, and $|$ case M of $\mathrm{c}_{1} \mathrm{x}_{1}: \mathrm{M}_{1}|\ldots| \mathrm{c}_{n} \mathrm{x}_{n}: \mathrm{M}_{n}\left|=1+|\mathrm{M}|+\sum_{i=1}^{n}\right| \mathrm{M}_{i} \mid$. First order values $V$ are defined as in Subsection 2.2.1.

The developed notion of interpretation has the following properties.
Lemma 3.3.1 ([HP17]). For each value $V,[V]_{\rho}=|V|$.

Lemma 3.3.1 corresponds to Lemma 2.2.1 of Subsection 2.2.2. The equality is obtained as the additive constant of the interpretation of constructors is enforced to be 1 in Figure 3.16.

Lemma 3.3.2 ([HP17]). For any program M , if $\mathrm{M} \Rightarrow \mathrm{N}$ then $[\mathrm{M}]_{\rho} \geq[\mathrm{N}]_{\rho}$. If $\mathrm{M} \rightarrow_{\alpha} \mathrm{N}, \alpha \in$ $\{\beta$, letRec, case $\}$, then $[\mathrm{M}]_{\rho}>[\mathrm{N}]_{\rho}$.

Lemma 3.3.2 is the higher-order counter-part of Lemma 2.3.1 of Subsection 2.3.2. Indeed, if $M$ reduces to some value $V$ then by transitivity, we obtain $[\mathrm{M}]_{\rho} \geq[V]_{\rho}=|V|$, by Lemma 3.3.1.

Corollary 3.3.1 ([HP17]). For any programs, M, N, such that $\emptyset ; \Delta \vdash \mathrm{M} \mathrm{N}:: \mathrm{b}$, with $\mathrm{b} \in \boldsymbol{B}$, if $[\mathrm{M} \mathrm{N}]_{\rho} \neq \top$ then $\mathrm{M} N$ terminates in a number of reduction steps in $O\left([\mathrm{M} \mathrm{N}]_{\rho}\right)$.

Corollary 3.3.1 is the higher-order counter-part of Theorem 2.2.1 of Subsection 2.2.2. In the particular case where for any program $N$ of the right type, $[\mathrm{MN}]_{\rho} \neq T$, the higher-order program $M$ terminates on any input (hence, computes a total function).

We end the presentation of these interpretations by exhibiting the interpretation of the program of Example 3.3.5. We apply some relaxations on the interpretation (upper bounds) to simplify the presentation.

Example 3.3.7 ([HP17]). Consider the program M of Example 3.3.5:

$$
\begin{gathered}
\text { letRec } f=\lambda g . \lambda x . c a s e x \text { of } c y z: c(g y)(f g z), \\
\mid \text { nil }: \text { nil. }
\end{gathered}
$$

By applying the rules of Figure 3.16, the following inequalities can be derived.

$$
\begin{aligned}
& {[\mathrm{M}]_{\rho}} \\
& =\sqcap\left\{F \in[\mathrm{~T}] \mid F \geq \Lambda[\mathrm{f}]_{\rho} .[\lambda \mathrm{g} \cdot \lambda \mathrm{x} . \mathrm{case} \mathrm{x} \text { of } \mathrm{c} \mathrm{y} \mathbf{z}: \mathrm{c}(\mathrm{~g} \mathrm{y})(\mathrm{f} \mathrm{~g} \mathrm{z}) \mid \mathrm{nil}: \mathrm{nil}]_{\rho}(1 \oplus F)\right\} \\
& =\sqcap\left\{F \in[\mathrm{~T}] \mid F \geq 2 \oplus\left(\Lambda[\mathrm{f}]_{\rho} . \Lambda[\mathrm{g}]_{\rho} . \Lambda[\mathrm{x}]_{\rho} .[\text { case x of cyz:c (g y) (f g z)| nil:nil}]_{\rho}(1 \oplus F)\right)\right\} \\
& =\sqcap\left\{F \in[\mathrm{~T}] \mid F \geq 3 \oplus\left(\Lambda[\mathrm{f}]_{\rho} . \Lambda[\mathrm{g}]_{\rho} . \Lambda[\mathrm{x}]_{\rho} . \sqcup\left([\mathrm{nil}]_{\rho}, \sqcup_{\left.\left.\left.[\mathrm{x}]_{\rho} \geq[\mathrm{c}(\mathrm{y}, \mathrm{z})]_{\rho}\left([\mathrm{c}(\mathrm{~g} \mathrm{y})(\mathrm{fg} \mathrm{z})]_{\rho}\right)\right)(1 \oplus F)\right)\right\}}\right.\right.\right. \\
& =\sqcap\left\{F \in[\mathrm{~T}] \mid F \geq 5 \oplus\left(\Lambda[\mathrm{~g}]_{\rho} . \Lambda[\mathrm{x}]_{\rho} . \sqcup_{\left.[\mathrm{x}]_{\rho} \geq 1 \oplus[\mathrm{y}]_{\rho}+[\mathrm{z})\right]_{\rho}}\left(\left([\mathrm{g}]_{\rho}[\mathrm{y}]_{\rho}\right)+\left(F[\mathrm{~g}]_{\rho}[\mathrm{z}]_{\rho}\right)\right)\right)\right\} \\
& \leq \sqcap\left\{F \in[\mathrm{~T}] \mid F \geq 5 \oplus\left(\Lambda[\mathrm{~g}]_{\rho} . \Lambda[\mathrm{x}]_{\rho} .\left(\left([\mathrm{g}]_{\rho}\left([\mathrm{x}]_{\rho}-1\right)\right)+\left(F[\mathrm{~g}]_{\rho}\left([\mathrm{x}]_{\rho}-1\right)\right)\right)\right)\right\} \\
& \leq \Lambda[\mathrm{g}]_{\rho} \cdot \Lambda[\mathrm{x}]_{\rho} .\left(5 \oplus\left([\mathrm{~g}]_{\rho}[\mathrm{x}]_{\rho}\right)\right) \times[\mathrm{x}]_{\rho}
\end{aligned}
$$

In the penultimate line, we obtain an upper-bound on the interpretation by approximating the case interpretation, substituting $[x]_{\rho}-1$ to both $[y]_{\rho}$ and $[z]_{\rho}$. In the last line, we obtain an upperbound on the interpretation by approximating the letRec interpretation, just checking that the function $\Lambda[\mathrm{g}]_{\rho} . \Lambda[\mathrm{x}]_{\rho} .\left(5 \oplus\left([\mathrm{~g}]_{\rho}[\mathrm{x}]_{\rho}\right)\right) \times[\mathrm{x}]_{\rho}$, where $\times$ is the usual multiplication symbol over natural numbers, satisfies the inequality $F \geq 5 \oplus\left(\Lambda[\mathrm{~g}]_{\rho} . \Lambda[\mathrm{x}]_{\rho} .\left(\left([\mathrm{g}]_{\rho}\left([\mathrm{x}]_{\rho}-1\right)\right)+\left(F[\mathrm{~g}]_{\rho}\left([\mathrm{x}]_{\rho}-1\right)\right)\right)\right)$.

Consequently, the program M admits an interpretation bounded by $\Lambda[\mathrm{g}]_{\rho} \cdot \Lambda[\mathrm{x}]_{\rho} \cdot\left(5 \oplus\left([\mathrm{~g}]_{\rho}[\mathrm{x}]_{\rho}\right)\right) \times$ $[\mathrm{x}]_{\rho}$.

The properties of higher-order interpretations can be used to characterize FP and also higherorder polynomial time complexity classes. For that purpose, we need to restrict the space of interpretations to higher-order polynomials. These results will be presented in Section 4.2.

### 3.3.3 Object oriented programs

Sup-interpretations have also been extended to the case of OO programming in [MP08a].
The syntax of considered OO programs is very close to the syntax of programs in Subsection 3.1.4 and is defined by:

```
Expressions \(\ni \mathrm{e}::=\mathrm{x}\left|\mathrm{cst}_{\tau}\right|\) null \(\mid\) this \(|\mathrm{op}(\overline{\mathrm{e}})|\) new \(C(\overline{\mathrm{e}}) \mid \mathrm{x} . \mathrm{m}(\overline{\mathrm{e}})\)
Instructions \(\ni \mathrm{I}::=\) skip; \(\left|\mathrm{x}:=\mathrm{e} ;\left|\mathrm{I}_{1} \mathrm{I}_{2}\right|\right.\) while(e) \(\left.\{\mathrm{I}\}\right| \operatorname{loop}(\mathrm{x})\{\mathrm{I}\} \mid \operatorname{if}(\mathrm{e})\left\{\mathrm{I}_{1}\right\}\) else\{ \(\left.\mathrm{I}_{2}\right\}\)
    Methods \(\ni \mathrm{m}_{\mathrm{C}} \quad::=\mathrm{m}\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right)\{\mathrm{I}\) return \(\mathrm{x} ;\}\)
Constructors \(\ni \mathrm{k}_{\mathrm{C}} \quad::=\mathrm{C}\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right)\left\{\mathrm{x}_{1}:=\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}:=\mathrm{x}_{n}\right\}\)
    Classes \(\ni \mathrm{C} \quad::=\quad\) class \(C\left\{\overline{\operatorname{var} X ;} \overline{k_{C}} \overline{\overline{m_{C}}}\right\}\).
```

The distinctions are that methods always return, that method calls are performed on variables, and that an extra-loop instruction is included in the language. As a consequence, method calls are considered to be expressions. The variable guarding a loop cannot be assigned to within the loop body. In the constructor C , the variable $\mathrm{X}_{1}, \ldots, \mathrm{X}_{n}$ have to match exactly the attributes $\overline{\operatorname{var} \mathrm{X}} ;$ in the declaration $\mathrm{C}\left\{\overline{\operatorname{var~X} ;} \overline{\mathrm{k}_{\mathrm{C}}} \overline{\mathrm{m}_{\mathrm{C}}}\right\}$ of the corresponding class. Moreover, to simplify the discussion, local variables, overload, override, and inheritance and more generally name clashes are prohibited. We also assume that methods are non-recursive.

A main class is a special class called main with no constructor and no method (definitions).
A program is composed by a set of classes with exactly one main class. All the programs have to enjoy some well-formedness conditions that are similar to the well-formedness conditions of Subsection 3.1.4.

Example 3.3.8. Consider the linked list class LL defined below. $X$ and $Y$ represent the head and tail attributes. $W$ and $Z$ are extra-attributes storing intermediate computations. These latter variables are required to compensate for the absence of local variables.

```
class LL {
    var X; var Y; var W; var Z;
    LL(x,y,w,z){X := x; Y := y; W := w; Z := z;}
    getHead(){skip; return X; }
    getTail(){skip; return Y; }
    setTail(y){Y:= y; return X; }
    reverse(){
        Z := new LL(X,null, null,nul);
        W := Y;
        loop(Y){
            Z := new LL(W.getHead(), Z, null, null);
            W := W.getTail();
        }
        return Z;
    }
}
```

```
class main {
    var T; var U; var V;
    V := new LL(U, null, null, null);
    loop(T){U := V.setTail(V);}
}
```

The semantics however greatly differs as it is a non-reference based semantics. For that purpose, we consider objects as first order values defined by

$$
o::=\operatorname{null} \mid \mathrm{C}\left(o_{1}, \ldots, o_{n}\right) .
$$

The size of an object is defined as usual. A store $\sigma$ is a partial map from attributes and parameters to objects. Let $I^{n}$ be a shorthand notation for I ... I, $n$ times, The big step operational semantics of a program is defined in Figure 3.17 , provided that the truth values 1

$$
\begin{aligned}
& \overline{(\mathrm{x}, \sigma) \downarrow(\mathrm{x} \sigma, \sigma)} \quad \frac{\left(\mathrm{e}_{i}, \sigma\right) \downarrow\left(o_{i}, \sigma\right)}{(\mathrm{null}, \sigma) \downarrow(\text { null }, \sigma)} \quad \frac{\left(\text { new } \mathrm{C}\left(\mathrm{e}_{1}, \ldots, \mathrm{e}_{n}\right), \sigma\right) \downarrow\left(\text { new } \mathrm{C}\left(o_{1}, \ldots, o_{n}\right), \sigma\right)}{} \\
& \left.(\mathrm{x}, \sigma) \downarrow \text { (new } \mathrm{C}\left(o_{1}, \ldots, o_{m}\right), \sigma\right) \quad \forall j,\left(\mathrm{e}_{j}, \sigma\right) \downarrow\left(o_{j}^{\prime}, \sigma\right) \\
& \underline{C}\left\{\ldots \operatorname{var} \mathrm{X}_{i} ; \ldots \mathrm{m}\left(\tau_{1} \mathrm{x}_{1}, \ldots, \tau_{n} \mathrm{x}_{n}\right)\{\mathrm{I} \text { return } \mathrm{y} ;\} \ldots\right\} \quad\left(\mathrm{I}, \sigma\left\{\mathrm{X}_{i} \leftarrow o_{i}, \mathrm{x}_{j} \leftarrow o_{j}^{\prime}\right\}\right) \downarrow \sigma^{\prime} \\
& \left(\mathrm{x} . \mathrm{m}\left(\mathrm{e}_{1}, \ldots, \mathrm{e}_{n}\right), \sigma\right) \downarrow\left(\mathrm{y} \sigma^{\prime}, \sigma^{\prime}\left\{\mathrm{x} \leftarrow \text { new } \mathrm{C}\left(\mathrm{X}_{1} \sigma^{\prime}, \ldots, \mathrm{X}_{m} \sigma^{\prime}\right)\right\}\right) \\
& \frac{(\mathrm{e}, \sigma) \downarrow\left(o, \sigma^{\prime}\right)}{(\mathrm{skip} ;, \sigma) \downarrow \sigma} \quad \frac{(\mathrm{e}, \sigma) \downarrow w \in\{0,1\} \quad\left(\mathrm{I}_{w}, \sigma\right) \downarrow \sigma^{\prime}}{(\mathrm{x}:=\mathrm{e} ;, \sigma) \downarrow \sigma^{\prime}\{\mathrm{x} \leftarrow o\}} \\
& \frac{\left(\mathrm{I}_{1}, \sigma\right) \downarrow \sigma^{\prime} \quad\left(\mathrm{I}_{2}, \sigma^{\prime}\right) \downarrow \sigma^{\prime \prime}}{\left(\mathrm{I}_{1} \mathrm{I}_{2}, \sigma\right) \downarrow \sigma^{\prime \prime}} \quad \frac{(\mathrm{e}, \sigma) \downarrow 1 \quad(\mathrm{I} \text { while }(\mathrm{e})\{\mathrm{I}\}, \sigma) \downarrow \sigma^{\prime}}{(\text { while }(\mathrm{e})\{\mathrm{I}\}, \sigma) \downarrow \sigma^{\prime}} \\
& \frac{(\mathrm{e}, \sigma) \downarrow 0}{(\operatorname{while}(\mathrm{e})\{\mathrm{I}\}, \sigma) \downarrow \sigma} \quad \frac{(\mathrm{x}, \sigma) \downarrow(o, \sigma) \quad\left(\mathrm{I}^{|o|}, \sigma\right) \downarrow \sigma^{\prime}}{(\operatorname{loop}(\mathrm{x})\{\mathrm{I}\}, \sigma) \downarrow \sigma^{\prime}}
\end{aligned}
$$

Figure 3.17: Big step operational semantics of OO programs
and 0 are encoded by the object null and any object distinct from null, respectively.
Example 3.3.9 ([MP08a]). Consider the program of Example 3.3.8. For any store $\sigma$ such that $\mathrm{U} \sigma=o$ and $\mathrm{T} \sigma=o^{\prime}$, we have:

$$
\begin{gathered}
(\mathrm{V}:=\text { new } \operatorname{LL}(\mathrm{U}, \overline{\text { null }}) ;, \sigma) \downarrow \sigma\{\mathrm{V} \leftarrow \text { new } \mathrm{LL}(\mathrm{o}, \overline{\text { null }})\}=\sigma^{\prime} \\
\left(\mathrm{U}:=\mathrm{V} . \operatorname{setTail}(\mathrm{V}) ;, \sigma^{\prime}\right) \downarrow \sigma\{\mathrm{V} \leftarrow \text { new } \mathrm{LL}(\mathrm{o}, \text { new LL }(\mathrm{o}, \overline{\mathrm{null}}), \overline{\text { null }})\}, \\
\left(\operatorname{loop}(\mathrm{T})\{\mathrm{U}:=\operatorname{V.setTail}(\mathrm{V}) ;\}, \sigma^{\prime}\right) \downarrow \sigma\left\{\mathrm{V} \leftarrow \mathrm{f}^{\left|\mathrm{o}^{\prime}\right|+1}(\mathrm{null})\right\}
\end{gathered}
$$

where $\mathrm{f}=\mathrm{x} \mapsto$ new LL(o, x, null, null) and $\mathrm{f}^{n}$ is defined in a standard manner.
We can now adapt the notion of assignment in the context of OO programs.
Definition 3.3.4 (Assignment). Given an OO program, an assignment $[-]_{\mathbb{R}^{+}}$maps:

- every variable x to a variable $[\mathrm{x}]_{\mathbb{R}^{+}}$in $\mathbb{R}^{+}$,
- every constructor symbol C corresponding to a class of $n$ attributes to a total monotonic function $[\mathrm{C}]_{\mathbb{R}^{+}}:\left(\mathbb{R}^{+}\right)^{n} \rightarrow \mathbb{R}^{+}$,
- every method symbol m with $n$ parameters to a total monotonic function $[\mathrm{m}]_{\mathbb{R}^{+}}:\left(\mathbb{R}^{+}\right)^{n+1} \rightarrow$ $\mathbb{R}^{+}$.

Assignments are extended canonically to expressions by:

$$
\begin{aligned}
{\left[\text { new } C\left(e_{1}, \ldots, \mathrm{e}_{n}\right)\right]_{\mathbb{R}^{+}} } & =[\mathrm{C}]_{\mathbb{R}^{+}}\left(\left[\mathrm{e}_{1}\right]_{\mathbb{R}^{+}}, \ldots,\left[\mathrm{e}_{n}\right]_{\mathbb{R}^{+}}\right) \\
{\left[\operatorname{x.m}\left(\mathrm{e}_{1}, \ldots, \mathrm{e}_{n}\right)\right]_{\mathbb{R}^{+}} } & =[\mathrm{m}]_{\mathbb{R}^{+}}\left(\left[\mathrm{e}_{1}\right]_{\mathbb{R}^{+}}, \ldots,\left[\mathrm{e}_{n}\right]_{\mathbb{R}^{+}},[\mathrm{x}]_{\mathbb{R}^{+}}\right)
\end{aligned}
$$

The notion of additive and polynomial assignment can be defined as in Subsection 2.2.2.
Definition 3.3.5 (Sup-interpretation). Given an OO program, an assignment $[-]_{\mathbb{R}^{+}}$is a supinterpretation if for each method m of arity $n$ and each store $\sigma$ such that $\left(\mathrm{x} \cdot \mathrm{m}\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right), \sigma\right) \downarrow$ $\left(o, \sigma^{\prime}\right)$, we have:

$$
[\mathrm{m}]_{\mathbb{R}^{+}}\left(\left[\mathrm{x}_{1} \sigma\right]_{\mathbb{R}^{+}}, \ldots,\left[\mathrm{x}_{n} \sigma\right]_{\mathbb{R}^{+}},[\mathrm{x} \sigma]_{\mathbb{R}^{+}}\right) \geq \max \left([o]_{\mathbb{R}^{+}},\left[\mathrm{x} \sigma^{\prime}\right]_{\mathbb{R}^{+}}\right)
$$

The above definition is very similar to Definition 2.4.1 of Section 2.4. The main distinction is that, not only the return value sup-interpretation $[o]_{\mathbb{R}^{+}}$is bounded from above, but also the side-effect $\left[\mathrm{x} \sigma^{\prime}\right]_{\mathbb{R}^{+}}$.

The absence of references makes the sup-interpretation to roughly approximate complex data structures such as cyclic data structure. This is not a serious drawback as our goal is to approximate the number of instances, which is preserved by the representation of objects by terms.

Example 3.3.10 ([MP08a]). Consider the method setTail of Example 3.3.8 and define

$$
\begin{aligned}
{[\mathrm{null}]_{\mathbb{R}^{+}} } & =0, & {[\mathrm{LL}]_{\mathbb{R}^{+}}(X, Y, W, Z)=X+Y+W+Z+1 } \\
{[\text { setTail }]_{\mathbb{R}^{+}}(Y, Z) } & =Y+Z . &
\end{aligned}
$$

Consider a store $\sigma$ such that $\mathrm{x} \sigma=$ new $\operatorname{LL}(\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d})$ and $\mathrm{y} \sigma=1 .(\mathrm{x} \cdot \operatorname{setTail}(\mathrm{y}), \sigma) \downarrow(\mathrm{a}, \sigma\{\mathrm{x} \leftarrow$ new $\operatorname{LL}(\mathrm{a}, \mathrm{l}, \mathrm{c}, \mathrm{d})\})$ holds and we check that:

$$
\begin{aligned}
{[\operatorname{setTail}]_{\mathbb{R}^{+}}\left([1]_{\mathbb{R}^{+}},[\text {new LL }(\mathrm{a}, \mathrm{~b}, \mathrm{c}, \mathrm{~d})]_{\mathbb{R}^{+}}\right) } & =[1]_{\mathbb{R}^{+}}+[\text {new LL }(\mathrm{a}, \mathrm{~b}, \mathrm{c}, \mathrm{~d})]_{\mathbb{R}^{+}} \\
& \geq \max \left([\mathrm{a}]_{\mathbb{R}^{+}},[\text {new LL }(\mathrm{a}, \mathrm{~b}, \mathrm{c}, \mathrm{~d})]_{\mathbb{R}^{+}}\right.
\end{aligned}
$$

Consequently, it defines a (partial, as we do not provide the full assignment) sup-interpretation.
Now we can develop a criterion on OO programs. For that purpose, we need to introduce a notion of weight.

Definition 3.3.6. Given a program having a main class with $n$ attributes $\mathrm{X}_{1}, \ldots, \mathrm{X}_{n}$, a loop command is a loop that does not contain any while loop. A while command is either a while loop or a loop that contains at least one while loop. A weight $\omega$ associates to each loop command I, a total, monotonic, and subterm function $\omega(\mathrm{I})$. A weight is max-polynomial if for every loop command I, $\omega(\mathrm{I})$ is a max-polynomial.

Following [MP08a], we now define a criterion called brotherly ensuring that the size of the objects held by the attributes remains polynomially bounded within loops and while loops.

Definition 3.3.7. A program having a main class with $n$ attributes $\mathrm{X}_{1}, \ldots, \mathrm{X}_{n}$ is brotherly if there are a total, polynomial, and additive sup-interpretation $[-]_{\mathbb{R}^{+}}$and a (max-)polynomial weight $\omega$ such that

- for each loop command I of the main class:
- for every method call $a=\mathrm{X}_{j} \cdot \mathrm{~m}\left(\mathrm{e}_{1}, \ldots, e_{m}\right)$ in I :

$$
\omega(\mathrm{I})\left(T+1,\left[\mathrm{X}_{1}\right]_{\mathbb{R}^{+}}, \ldots,\left[\mathrm{X}_{n}\right]_{\mathbb{R}^{+}}\right) \geq \omega(\mathrm{I})\left(T,\left[\mathrm{X}_{1}\right]_{\mathbb{R}^{+}}, \ldots,\left[\mathrm{X}_{j-1}\right]_{\mathbb{R}^{+}},[a]_{\mathbb{R}^{+}},\left[\mathrm{X}_{j+1}\right]_{\mathbb{R}^{+}},\left[\mathrm{X}_{n}\right]_{\mathbb{R}^{+}}\right)
$$

with $T$ a fresh variable.

- for every assignment $\mathrm{X}_{j}:=\mathrm{e}$; in I :

$$
\omega(\mathrm{I})\left(T+1,\left[\mathrm{X}_{1}\right]_{\mathbb{R}^{+}}, \ldots,\left[\mathrm{X}_{n}\right]_{\mathbb{R}^{+}}\right) \geq \omega(\mathrm{I})\left(T,\left[\mathrm{X}_{1}\right]_{\mathbb{R}^{+}}, \ldots,\left[\mathrm{X}_{j-1}\right]_{\mathbb{R}^{+}},[\mathrm{e}]_{\mathbb{R}^{+}},\left[\mathrm{X}_{j+1}\right]_{\mathbb{R}^{+}},\left[\mathrm{X}_{n}\right]_{\mathbb{R}^{+}}\right)
$$

with $T$ a fresh variable.

- for each while command I of the main class and each variable assignment $\mathrm{X}_{j}:=\mathrm{e}$; in I ,

$$
\max \left(\left[\mathrm{X}_{1}\right]_{\mathbb{R}^{+}}, \ldots,\left[\mathrm{X}_{n}\right]_{\mathbb{R}^{+}}\right) \geq[\mathrm{e}]_{\mathbb{R}^{+}}
$$

We can now state soundness result on brotherly programs, stating that any object computed by such a program has size polynomially bounded in the input size.

Theorem 3.3.3 ([MP08a]). Consider a brotherly program, whose main class is of the shape class main $\left\{\operatorname{Var} \mathrm{X}_{1} ; \ldots \operatorname{Var} \mathrm{X}_{\mathrm{n}} ; \mathrm{I}\right\}$, there exists a polynomial $P$ such that for any store $\sigma$, if $(\mathrm{I}, \sigma) \downarrow \sigma^{\prime}$ then

$$
P\left(\left|\mathrm{x}_{1} \sigma\right|, \ldots,\left|\mathrm{x}_{n} \sigma\right|\right) \geq \max _{i=1}^{n}\left|\mathrm{x}_{i} \sigma^{\prime}\right|
$$

Example 3.3.11 ([MP08a]). Consider the following program that makes use of the class of Example 3.3.8.

```
class main {
    Var X; Var Y; Var Z;
    loop(Z){
        X := Y.reverse();
    }
    Y := X.setTail(Z);
}
```

I is the only loop command and there is no while command. Consequently, for the program to be brotherly, we have to find a polynomial weight $\omega$ and a polynomial and additive sup-interpretation $[-]_{\mathbb{R}^{+}}$such that:

$$
\begin{aligned}
& \omega(\mathrm{I})\left(T+1,[\mathrm{X}]_{\mathbb{R}^{+}},[\mathrm{Y}]_{\mathbb{R}^{+}},[\mathrm{Z}]_{\mathbb{R}^{+}}\right) \geq \omega(\mathrm{I})\left(T,[\mathrm{X}]_{\mathbb{R}^{+}},[\mathrm{Y} . \text { reverse }()]_{\mathbb{R}^{+}},[\mathrm{Z}]_{\mathbb{R}^{+}}\right) \\
& \omega(\mathrm{I})\left(T+1,[\mathrm{X}]_{\mathbb{R}^{+}},[\mathrm{Y}]_{\mathbb{R}^{+}},[\mathrm{Z}]_{\mathbb{R}^{+}}\right) \geq \omega(\mathrm{I})\left(T,[\mathrm{Y} . \text { reverse}()]_{\mathbb{R}^{+}},[\mathrm{Y}]_{\mathbb{R}^{+}},[\mathrm{Z}]_{\mathbb{R}^{+}}\right)
\end{aligned}
$$

We let the reader check that the assignment $[-]_{\mathbb{R}^{+}}$defined by $[\text {reverse }]_{\mathbb{R}^{+}}(Y)=Y$ and extended with the assignment of Example 3.3.10 defines a total (i.e. defined for every method symbol), polynomial, and additive sup-interpretation. Moreover, setting $\omega(\mathrm{I})(T, X, Y, Z)=Y \times T+X+Y+$ $Z$, we obtain that this program is brotherly as the above inequalities are satisfied. Consequently, by Theorem 3.3.3, all the computed objects are polynomially bounded in the input size.

This subsection has demonstrated that interpretation methods can be gently adapted to OO programs. However the extension has a weak expressive power with respect to the tier based methods of Section 3.1 due to the fact that while loops are treated as non-size increasing computations (see [Hof99, Hof02]) in the definition of the brotherly criterion. This explains partly the reason why most of the advances on OO programs have been obtained using the tier-based techniques of Section 3.1.

### 3.3.4 Miscellaneous

In this subsection, we discuss other extensions of interpretations to bytecode, concurrent systems, and polygraphs.

## Bytecode

The paper [ACGDZJ04] has studied a setting where functional programs in pre-compiled form are exchanged by untrusted parties. It provides code annotations to guarantee type, size, and termination properties at the bytecode level on a simple stack machine. The size upper-bounds are obtained through the use of (polynomial) quasi-interpretations. They basically provide upperbounds of the stack frame size of the interpreted bytecode.

## Concurrent systems

The notion of quasi-interpretation has also been extended in [ADZ04] to statically infer upper bounds on the resources needed for the execution of synchronous cooperative threads. It is combined with termination techniques to guarantee that each instant terminates and to infer a polynomial bound on the resources needed for the execution of the system during an instant in the size of the parameters at the beginning of the instant. This work has been extended in [AD06], obtaining a polynomial bound on the size of the parameters of the program for arbitrarily many instants. It has been extended to ensure feasible reactivity in the framework of the synchronous pi-calculus in [AD06].

## Polygraphs

In [BG08, BG07], Bonfante and Guiraud have adapted the interpretation methodology to the context of 3-polygraphs, a family of rewriting systems on circuits with sequential and parallel compositions that can be viewed as a fragment of graph rewriting. They define a notion of polygraphic program as a particular subset of 3-polygraphs whose circuit gates (called 2-cells) can be decomposed into function symbols, constructor symbols, and some structural rules and whose rewriting rules (called 3 -cells) can be decomposed into computations and structural rules. The structural rules are fully described in [Bon11].

The notion of functorial interpretation is defined on circuits by assigning a non-empty subset of the positive natural numbers to any wire, a weakly monotonic function over the interpretation of wires to each gate of a circuit (sequential composition is interpreted as functional composition and parallel composition as Cartesian product), and by requiring for each rewrite rule that the interpretation of the left-hand side (circuit) is greater or equal to the interpretation of the right-hand side (circuit).

As the inequality is non-strict and also for structural reasons, some further requirements are added, leading to the notion of Cartesian, conservative and 3-cells-compatible, polygraphic interpretation. The following alternative characterization of FP is obtained.

Theorem 3.3.4 ([Bon11]). The set of functions computed by confluent and complete polygraph programs having an additive, polynomial, Cartesian, conservative, and 3-cells-compatible polygraphic interpretation is exactly FP.

This result is interesting from a theoretical perspective as it shows that interpretations can be adapted fruitfully to computational models based on graph rewriting.

### 3.4 Extensions of other techniques

In this chapter, we have discussed and studied extensions of the main ICC tools (tiering, soft/light logics, and interpretations) to several programming paradigms ( imperative, concurrent, OO, ...). We now briefly discuss extensions of other techniques.

An attempt to extend the matrix based typing analysis of imperative programs à la Jones and Kristiansen to an imperative programming language with higher-order functions was developed in [AKM09]. However the expected results are left as open conjectures.

The framework of automatic amortized resource analysis initiated by [HJ03] for first order functional programs and briefly discussed in Section 1.2 .5 has been extended to parallel first order functional programs [HS15], lazy functional languages with coinductive data [VJFH15], C programs [CHS15], and probabilistic programs [NCH18]. Though not directly related, the work of [BHMS04] has also provided an assertion format for automatic certification of heap consumption in a low level language.

Several extensions of the COSTA tool discussed in Subsection 1.2.6 have also been considered, non exhaustively, to non cumulative programming languages with garbage collection [AFRD15, AGGZ13], OO programs [AAG+12], real-time Java [KSvG+12], and concurrent and distributed programs [ACJ ${ }^{+}$18].

## Chapter 4

## Extensions to infinite data types
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Another line of research in ICC was to try to extend the language with new features and constructs. An extension of interest is the ability to add coinductive data such as infinite lists or infinite trees. The introduction of possibly infinite data raises the difficulty to adapt the corresponding ICC tools that are most of the time based on well-founded properties. Consequently, quasi-interpretations can be viewed a natural candidate to overcome this problem.

Coinductive properties of programming languages and, more generally coinduction, have been deeply studied from a categorical point of view [JR97]. In general, in order to generate and manipulate coinductive data, one typically uses a programming language based on corecursive functions in conjunction with a lazy evaluation strategy. Streams are one kind of coinductive data of interest that allows to represent infinite lists. A main property of streams is the notion of productivity [Dij80]. A stream program is productive if it can be evaluated continuously in such a
way that a uniquely determined stream is obtained as the limit. This property is undecidable and several works have been carried out to enforce stream productivity, e.g. [Sij89, Coq94, HPS96, EGH ${ }^{+} 10$, AM13a, CBGB15, Sev17].

In this section, we are interested in complexity properties of streams and, hence, we will assume to be in a productive setting. The complexity properties we will focus on are quantitative properties such as upper bounds on the number of reduction steps needed to produce the $n$-th stream element, upper bounds on the size of the output stream elements, or upper bounds on the number of stream inputs needed to produce one stream output element. Section 4.1 will be devoted to prove such properties on first order programs on streams using interpretation methodology as in [GP09a, GP09b, GP15b]. After introducing a first order language on streams in Subsection 4.1.1, we adapt the notion of quasi-interpretation to this setting in Subsection 4.1.2. Criteria to infer upper bounds and bounded input/output properties are studied in Subsection 4.1.3 and Subsection 4.1.4, respectively.

As a stream of integers can be seen as a sequence of integers, which is a basic way to encode real numbers, e.g. Cauchy sequences, an extension of ICC tools to streams could also been adapted to study the complexity programs computing over real numbers. Moreover, as a sequence of integers can also be viewed as a function mapping a natural number, the index, to an integer, these extensions could also naturally be considered to study higher-order complexity classes. These two points will be discussed in Section 4.2. After a brief reminder on type 2 complexity in Subsection 4.2.1, Subsection 4.2.2 provides a stream based characterization of the complexity class $\mathrm{BFF}_{2}$. Subsection 4.2 .3 provides a stream based characterization of $\mathrm{FP}(\mathbb{R})$, the class of functions computable polynomial time over the real numbers. Finally, Subsection 4.2.4 presents an extension of these results which characterizes (discrete) polynomial time at any order.

Section 4.3 will be devoted to ensure polynomial time normalization properties on a lambda calculus augmented with inductive and coinductive datatypes as in [GP15a]. In other words, we show how to extend the expressive power of polynomial time programming languages based on LAL to coinductive data, without breaking soundness. Some reminders on algebra and coalgebra in System $F$ are presented in Subsection 4.3.2. Algebra in LAL are studied in Subsection 4.3.3 and coalgebra in LAL are studied in Subsection 4.3.4.

Finally, in Section 4.4, we discuss other ICC results obtained on stream languages and on real numbers complexity classes. We study the result obtained by Mazza on a parsimonious stream language characterizing the complexity classes $\mathrm{P} /$ poly and $\mathrm{L} /$ poly using an affine based type system in Subsection 4.4.1. In Subsection 4.4.2, we study a function algebra based characterization of $\operatorname{FP}(\mathbb{R})$. Finally, we discuss in Subsection 4.4.3, a function algebra based characterization of the class $\mathrm{FP}_{\mathbb{R}}$, an alternative notion of polynomial time over the reals based on the Blum, Shub, and Smale (BSS) computational model [BSS88].

### 4.1 Streams and quasi-interpretations

The papers [GP09a, GP09b, GP15b] consider a simple first order lazy language and study two classes of space properties of programs working on streams by means of interpretation methods.

- Stream Upper Bounds: these are properties about the size of each stream element produced by a program.
- Bounded Input/Output Properties: these are properties about the number of stream elements produced by a program.

These properties analyze two dimensions of programs working on streams. The combination of these properties allows one to study a reasonable class of programs and to obtain the information needed in order to improve the memory management process (in terms of bufferization) of programs working on streams.

### 4.1.1 A first order lazy stream programming language

The language under consideration is a first order lazy variant of the higher-order functional languages described in Subsection 3.3.2:

$$
\mathrm{M}, \mathrm{~N}::=\mathrm{x}|\mathrm{c}| \mathrm{MN}\left|\operatorname{letRec} \mathrm{f}=\lambda \mathrm{x}_{1} . \cdots \lambda \mathrm{x}_{\operatorname{ar}(\mathrm{f})} \cdot \mathrm{M}\right| \text { case } \mathrm{M} \text { of } \mathrm{c}_{1} \mathrm{x}_{1}: \mathrm{M}_{1}|\ldots| \mathrm{c}_{n} \mathrm{x}_{n}: \mathrm{M}_{n} .
$$

More precisely, the use of lambda abstraction is restricted to function definition of the shape letRec $\mathrm{f}=\lambda \mathrm{x}_{1} \ldots . \lambda \mathrm{x}_{\operatorname{ar}(\mathrm{f})} . \mathrm{M}$, each function variable f declared through a letRec being equipped with a fixed arity $\operatorname{ar}(\mathrm{f})$. Moreover, there is no partial application, i.e. each function application is of the shape (letRec $\mathrm{f}=\mathrm{M}) \mathrm{M}_{1} \cdots \mathrm{M}_{\operatorname{ar}(\mathrm{f})}$. In what follows, let p denote a pattern, i.e. $\mathrm{p}=\mathrm{c} \mathrm{x}_{1} \ldots \mathrm{x}_{\operatorname{ar}(\mathrm{c})}$, for some constructor symbol c and some variables $\mathrm{x}_{1}, \ldots, \mathrm{x}_{\operatorname{ar}(\mathrm{c})}$. The language is also equipped with a type system, that can be found in [GP15b], to ensure that programs do not go wrong. Let Nat be the type of unary numbers, $\alpha$ be a type variable, and $[\alpha]$ be the type of streams whose elements are of type $\alpha$. As usual, $\underline{\mathrm{n}}$ : Nat represents the unary number $n$. Streams correspond to both finite and infinite lists and are encoded using the constructor symbols nil : $[\alpha]$ and cons : $\alpha \rightarrow[\alpha] \rightarrow[\alpha]$.

Let also $\perp$ be a special constructor symbol of zero arity representing errors.
We will write $\mathrm{f} \mathrm{x}_{1} \cdots \mathrm{x}_{n}=\mathrm{M}$ for letRec $\mathrm{f}=\lambda \mathrm{x}_{1} \cdots \lambda \mathrm{x}_{n}$. M. We define a lazy operational semantics in Figure 4.1 for the language based on the notion of lazy values. A lazy value is just a term whose top most symbol is a constructor symbol

$$
\mathrm{lv}:=\mathrm{c} \mathrm{M}_{1} \cdots \mathrm{M}_{\operatorname{ar}(\mathrm{c})} .
$$

As in previous sections, a (strict) value v is a term that only contains constructor symbols. A term $M$ evaluates to the lazy value $I v$ whenever $M \Downarrow I v$. If $M \Downarrow I v$ using $k$ pattern matching rules over lists (i.e. $k$ times a rule ( pm ) with a conclusion of the shape case M of nil $: \mathrm{M}_{1} \mid$ cons $\mathrm{x} \mathrm{y}: \mathrm{M}_{2}$ ) then we write $M \Downarrow^{k} l v$. A term $M$ evaluates to the value $v$, noted $M \Downarrow_{v} v$, if the strict evaluation of the term $M$ is equal to the value $v$. In other words, eval $M \Downarrow v$ where eval is defined for any type $\alpha$ by:

$$
\begin{aligned}
& \text { eval }: \alpha \rightarrow \alpha, \\
& \text { eval }\left(\mathrm{c} \mathrm{x}_{1} \cdots \mathrm{x}_{n}\right)=\hat{\mathrm{C}}\left(\text { eval } \mathrm{x}_{1}\right) \cdots\left(\text { eval } \mathrm{x}_{n}\right),
\end{aligned}
$$

where $\hat{C}$ is a function symbol representing the strict version of the primitive constructor $c$. For instance in the case where $c$ is +1 we can define $\hat{C}$ to be the function succ :: Nat $\rightarrow$ Nat defined as:

$$
\begin{array}{lcl}
\operatorname{succ} & 0 & =0+1 \\
\operatorname{succ}(x+1) & =(x+1)+1
\end{array}
$$

We also write $\mathrm{M} \Downarrow_{v}^{k}$ v whenever eval $\mathrm{M} \Downarrow^{k}$ v.
Throughout this section, we will use the notation

$$
\begin{aligned}
& \mathrm{f} \mathrm{p}_{1}^{1} \cdots \mathrm{p}_{n}^{1}=\mathrm{M}_{1} \\
& \vdots \\
& \mathrm{f} \mathrm{p}_{1}^{k} \cdots \mathrm{p}_{n}^{k}=\mathrm{M}_{k}
\end{aligned}
$$

$$
\begin{gathered}
\frac{c \in \mathcal{C}}{c\left(M_{1}, \ldots, M_{n}\right) \Downarrow c\left(M_{1}, \ldots, M_{n}\right)}(\text { val }) \quad \frac{M\left\{\left(f x_{1} \cdots x_{n}=M\right) / f, M_{1} / x_{1}, \ldots, M_{n} / x_{n}\right\} \Downarrow l v}{\left(f x_{1} \cdots x_{n}=M\right) M_{1} \cdots M_{n} \Downarrow l v} \text { (fun) } \\
\frac{M \Downarrow c\left(M_{1}^{\prime}, \ldots, M_{m}^{\prime}\right) \quad p_{i}=c\left(x_{1}, \ldots, x_{m}\right) \quad M_{i}\left\{M_{1}^{\prime} / x_{1}, \cdots, M_{m}^{\prime} / x_{m}\right\} \Downarrow l v}{\text { case M of } p_{1}: M_{1}|\ldots| p_{n}: M_{n} \Downarrow l v}(p m)
\end{gathered}
$$

Figure 4.1: First order lazy operational semantics
as syntactic sugar for a term of the shape

$$
\begin{aligned}
& \text { letRec } \mathrm{f}=\lambda \mathrm{x}_{1} \cdots \lambda \mathrm{x}_{n} . \text { case } \mathrm{x}_{1} \text { of } \mathrm{p}_{1}^{1}: \cdots \text { case } \mathrm{x}_{n} \text { of } \mathrm{p}_{n}^{1}: \mathrm{M}_{1} \\
& \vdots \\
& \mid \mathrm{p}_{1}^{k}: \cdots \text { case } \mathrm{x}_{n} \text { of } \mathrm{p}_{n}^{k}: \mathrm{M}_{k} .
\end{aligned}
$$

We will call each $f \mathrm{p}_{1}^{i} \cdots \mathrm{p}_{n}^{i}=\mathrm{M}_{i}$ a definition. Similarly to the case of TRSs, we will call any variable $f$ used in such a function definition a function symbol. In what follows, let $\mathcal{C}$ be the set of constructor symbols distinct from cons, let $\mathcal{F}$ be the set of function symbols, and let $\mathbb{V}$ be the set of variables that are not function symbols.

We define some basic functions over streams. !! is the usual indexing function (used in prefix notation) returning the $n$-th element of a list.

$$
\begin{aligned}
& !!:[\alpha] \rightarrow \text { Nat } \rightarrow \alpha \\
& !!\text { nil } \mathrm{y}=\perp \\
& !!(\text { cons x xs) } 0=\mathrm{x} \\
& !!(\text { cons x xs) }(\mathrm{y}+1)=!!\mathrm{xs} \mathrm{y}
\end{aligned}
$$

take is the usual function which returns the first $n$ elements of a list.

$$
\begin{aligned}
& \text { take }: \text { Nat } \rightarrow[\alpha] \rightarrow[\alpha] \\
& \text { take } 0 \mathrm{~s}=\text { nil } \\
& \text { take }(\mathrm{x}+1) \text { nil }=\text { nil } \\
& \text { take }(\mathrm{x}+1)(\text { cons y ys })=\text { cons } \mathrm{y}(\text { take } \mathrm{x} \text { ys })
\end{aligned}
$$

Finally, $l g$ denotes the function that returns the number of elements in a finite partial list.

$$
\begin{aligned}
& \lg :[\alpha] \rightarrow \mathrm{Nat} \\
& \lg \mathrm{nil}=0 \\
& \lg \quad \perp=0 \\
& \lg (\text { cons x xs })=(\lg \mathrm{xs})+1
\end{aligned}
$$

### 4.1.2 Parameterized quasi-interpretations

We are now ready to adapt the notion of quasi-interpretation described in Section 2.3 to first order programs on streams. For that purpose, we need to introduce a notion of parameterized quasi-interpretation to be able to deal with local properties of streams such as local upper bounds, properties relating the size of the stream output in a term with respect to its index. Here the parameter is used to take the index into account. Notice that it could be seen as a quasi-interpretation variant and a first order restriction of the higher-order interpretations of Subsection 3.3.2 extended by a parameter.

Definition 4.1.1 (Parameterized assignment). Given a term M, a parameterized assignment $[-]_{\mathbb{R}^{+}}^{l}$ over $\mathbb{R}^{+}$maps:

- every variable $\mathrm{x} \in \mathbb{V}$ to a variable $[\mathrm{x}]_{\mathbb{R}^{+}}^{l}$ in $\mathbb{R}^{+}$,
- every symbol $\mathrm{b} \in \mathcal{C} \uplus \mathcal{F}$ to a total function $[\mathrm{b}]_{\mathbb{R}^{+}}^{1}: \mathbb{R}^{+\mathrm{ar}(\mathrm{b})} \rightarrow \mathbb{R}^{+}$.
and is extended to the language constructs as follow:
- $[\mathrm{M} \mathrm{N}]_{\mathbb{R}^{+}}^{l}:=[\mathrm{M}]_{\mathbb{R}^{+}}^{l}[\mathrm{~N}]_{\mathbb{R}^{+}}^{l}, \mathrm{M} \neq$ cons,
- $\left[\text { cons } M_{1} M_{2}\right]_{\mathbb{R}^{+}}^{l}:=[\text { cons }]_{\mathbb{R}^{+}}^{l}\left[M_{1}\right]_{\mathbb{R}^{+}}^{l}\left[M_{2}\right]_{\mathbb{R}^{+}}^{l-1}$,
- $\left[\text { letRec } \mathrm{f}=\lambda \mathrm{x}_{1} \cdots \lambda \mathrm{x}_{\operatorname{ar}(\mathrm{f})} \cdot \mathrm{M}\right]_{\mathbb{R}^{+}}:=[\mathrm{f}]_{\mathbb{R}^{+}}^{l}$,
- [case $M$ of $\left.\mathrm{p}_{1}: \mathrm{M}_{1}|\ldots| \mathrm{p}_{m}: \mathrm{M}_{m}\right]_{\mathbb{R}^{+}}^{l}:=\max _{1 \leq i \leq m}\left\{\left[\mathrm{M}_{i}\right]_{\mathbb{R}^{+}}^{l} \mid\left[\mathrm{M}_{\mathbb{R}^{+}}^{l} \geq\left[\mathrm{p}_{i}\right]_{\mathbb{R}^{+}}^{l}\right\}\right.$.

A parameterized assignment is monotonic if it is monotonic in each argument and in the parameter. The notions of additive and polynomial parameterized assignment are defined in a standard way as in Subsection 2.2.2. We set all the additive constant to 1 throughout the following Subsection. A parameterized assignment is almost-additive if it is additive for any constructor symbol distinct from the stream constructor symbol cons.

Definition 4.1.2 (Parameterized quasi-interpretation). A term M admits a parameterized quasiinterpretation $[M]_{\mathbb{R}^{+}}^{l}$ if the parameterized assignment $[-]_{\mathbb{R}^{+}}^{l}$ is monotonic and for each function definition $\mathrm{f} \mathrm{p}_{1} \cdots \mathrm{p}_{n}=\mathrm{N}$ in M , the following holds:

$$
\left[\begin{array}{llll}
f & \mathrm{p}_{1} & \cdots & \mathrm{p}_{n}
\end{array}\right]_{\mathbb{R}^{+}}^{l} \geq\left[\begin{array}{ll}
\mathrm{N}
\end{array}\right]_{\mathbb{R}^{+}}^{l} .
$$

In the particular case where $[-]_{\mathbb{R}^{+}}^{l}$ does not depend on the parameter then it is called a standard quasi-interpretation, noted $[-]_{\mathbb{R}^{+}}$.

A result similar to Lemma 3.3.2, holds.
Lemma 4.1.1 ([GP15b]). Given a term M admitting the parameterized interpretation $[\mathrm{M}]_{\mathbb{R}^{+}}^{l}$, if $\mathrm{M} \Downarrow \mathrm{lv}$ then $[\mathrm{M}]_{\mathbb{R}^{+}}^{l} \geq[1 \mathrm{v}]_{\mathbb{R}^{+}}^{l}$. Moreover if $\mathrm{M} \Downarrow^{k}$ lv then $[\mathrm{M}]_{\mathbb{R}^{+}}^{l} \geq[\mathrm{lv}]_{\mathbb{R}^{+}}^{l-k}$.

### 4.1.3 Stream upper bounds

In order to process stream data in a memory-efficient way it is useful to obtain an estimate of the memory needed to store the elements produced by a stream program.

In some situations, an estimate can be obtained by considering in a global way the greatest size of the elements produced by the program as outputs. In other situations, however, there is no such maximal element with respect to the size measure. As a consequence, only an estimate considering the local position of the element in the stream can be given.

Example 4.1.1. Consider the following stream definitions.

```
ones : [Nat] nats : Nat }->\mathrm{ [Nat]
ones = cons 1 ones nats x = cons x (nats (x+1))
```

Indeed, in the stream definition of ones all the elements have the same size, while in the definition of nats every element has a size depending on its position in the stream. ones has a global upper bound whereas for any $\underline{n}$, nats $\underline{\mathrm{n}}$ has a local upper bound.

We provide a formal definition of those properties in the following definition.
Definition 4.1.3 (Local and Global Upper Bounds). A stream program M : $[\alpha]$ has a local upper bound if there is a function $F \in \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$such that

$$
\forall \underline{\mathrm{n}}, \text { if }!!\mathrm{M} \underline{\mathrm{n}} \Downarrow_{v} \mathrm{v} \text { then } F(|\underline{\mathrm{n}}|) \geq|\mathrm{v}|
$$

If the function $F$ is constant, then $\mathrm{M}:[\alpha]$ has also a global upper bound.
Definition 4.1.4 (Linear program). Let $\downarrow^{k}$ and $\downarrow_{v}^{k}$ be the relations defined by $\mathrm{M} \downarrow^{k} \mathrm{lv}$ if there exists $k^{\prime} \leq k$ such that $\mathrm{M} \Downarrow^{k^{\prime}} \operatorname{lv}$ and $\mathrm{M} \downarrow_{v}^{k} \mathrm{v}$ if there exists $k^{\prime} \leq k$ such that $\mathrm{M} \Downarrow{ }_{v}^{k^{\prime}} \mathrm{v}$, respectively. A program $\mathrm{M}:[\alpha]$ is linear if there is a $k \geq 1$ such that for all $\underline{\mathrm{n}} \in \mathrm{Nat},!!\mathrm{M} \underline{\mathrm{n}} \downarrow_{v}^{k \times(|\underline{\mathrm{n}}|+1)} \mathrm{v}$ holds.

Now we are ready to define two criteria for ensuring the two upper bounds.
Definition 4.1.5 (LUB). A program $\mathrm{M}:[\alpha]$ is LUB if it is linear and it admits a parameterized quasi-interpretation $[-]_{\mathbb{R}^{+}}^{l}$ that is almost-additive and such that

$$
[\text { cons }]_{\mathbb{R}^{+}}^{l}(X, Y)=\max (X, Y)
$$

Definition 4.1.6 (GUB). A program $\mathrm{M}:[\alpha]$ is $G U B$ if it admits a standard quasi-interpretation $[-]_{\mathbb{R}^{+}}$that is almost-additive and such that

$$
[\text { cons }]_{\mathbb{R}^{+}}(X, Y)=\max (X, Y)
$$

Theorem 4.1.1 ([GP15b]). If a program is LUB (GUB) then it admits a local (global) upper bound.

Example 4.1.2. Consider the stream definition of nats of Example 4.1.1. We want to show that nats is LUB. First, notice that the program nats is linear with linearity constant $k=1$. Indeed, the definition of nats does not involve pattern matching on stream data so the only possible pattern matching corresponds to the !! definition where one read is needed to produce one output. Now, consider the parameterized quasi-interpretation $[-]_{\mathbb{R}^{+}}^{l}$ defined by: $[\text { nats }]_{\mathbb{R}^{+}}^{l}(X)=X+l$, $[+1]_{\mathbb{R}^{+}}^{l}(X)=X+1,[0]_{\mathbb{R}^{+}}^{l}=0$, and $[\text { cons }]_{\mathbb{R}^{+}}^{l}(X, Y)=\max (X, Y)$. We check that $\forall l \in \mathbb{R}$ :

$$
\begin{aligned}
{[\text { nats } \mathrm{x}]_{\mathbb{R}^{+}}^{l} } & =[\text { nats }]_{\mathbb{R}^{+}}^{l}[\mathrm{x}]_{\mathbb{R}^{+}}^{l}=[\mathrm{x}]_{\mathbb{R}^{+}}^{l}+l \\
& \geq \max \left([\mathrm{x}]_{\mathbb{R}^{+}}^{l},\left([\mathrm{x}]_{\mathbb{R}^{+}}^{l}+1\right)+(l-1)\right) \\
& \geq \max \left([\mathrm{x}]_{\mathbb{R}^{+}}^{l},[\text { nats }(\mathrm{x}+1)]_{\mathbb{R}^{+}}^{l-1}\right) \\
& \geq[\operatorname{cons} \mathrm{x}(\text { nats }(\mathrm{x}+1))]_{\mathbb{R}^{+}}^{l}
\end{aligned}
$$

The quasi-interpretation $[-]_{\mathbb{R}^{+}}^{l}$ clearly respects the required criterion for nats to be LUB: it is monotonic and almost-additive as $[\text { cons }]_{\mathbb{R}^{+}}^{l}(X, Y)=\max (X, Y)$.
So, nats admits a local upper bound. We obtain the required bound by setting $F(X)=[\operatorname{nats}(\underline{m})]_{\mathbb{R}^{+}}^{X}=$ $X+[\underline{m}]_{\mathbb{R}^{+}}^{X}=X+|\underline{m}|$. For each unary numbers $\underline{m}, \underline{\mathrm{n}} \in$ Nat such that eval $(($ nats $\underline{m})!!\underline{\mathrm{n}}) \Downarrow_{v} \mathrm{v}_{\underline{\mathrm{n}}}$, the following holds $F(|\underline{n}|) \geq|\underline{n}|+|\underline{m}| \geq\left|\mathrm{v}_{\underline{\mathrm{n}}}\right|$. Indeed for all $\underline{\mathrm{n}}, \mathrm{v}_{\underline{\mathrm{n}}}=\underline{\mathrm{m}}+\mathrm{n}$ and $|\underline{\mathrm{m}}+\mathrm{n}|=|\underline{\mathrm{n}}|+|\underline{\mathrm{m}}|$.

Example 4.1.3. Consider expressions built using the following function definitions.

```
repeat : Nat \(\rightarrow\) [Nat]
repeat \(\mathrm{x}=\) cons x (repeat x )
zip : \([\alpha] \rightarrow[\alpha] \rightarrow[\alpha]\)
zip (cons x xs) ys \(=\) cons x (zip ys xs)
square : [Nat] \(\rightarrow\) [Nat]
square (cons x xs) \(=\) cons (mul x x) (square xs)
mul : Nat \(\rightarrow\) Nat \(\rightarrow\) Nat
mul \((\mathrm{x}+1) \mathrm{y}=\) add \(\mathrm{y}(\) mul x y\()\)
mul \(0 \mathrm{y}=0\)
```

Each program will only produce output stream elements whose size is bounded by some constant k. For instance, the program

```
square (zip (repeat 5) (square (zip (repeat \ ) (repeat 4))))
```

computes stream elements whose size is bounded by $k=2401=7^{4}$. So, its global upper bound is given by the constant $k=2401$. Now, consider the following generalization of the above program

$$
\text { square (zip (repeat } \underline{5})(\text { square }(\operatorname{zip} x(\text { repeat } \underline{4}))))
$$

It is easy to verify that when x is substituted by a stream s having element sizes bounded by a constant $k$, then the output stream will have only elements whose sizes are bounded either by $4^{4}$ or by $k^{4}$. So this expression has a global upper bound given by the function $F$ defined by $F(X)=\max \left(256, X^{4}\right)$.

We can show that it is GUB with respect to the quasi-interpretation $[-]_{\mathbb{R}^{+}}$defined by:

$$
\begin{aligned}
{[0]_{\mathbb{R}^{+}} } & =0 \\
{[+1]_{\mathbb{R}^{+}}(X) } & =X+1 \\
{[\text { add }]_{\mathbb{R}^{+}}(X, Y) } & =X+Y, \\
{[\text { zip }]_{\mathbb{R}^{+}}(X, Y) } & =[\text { cons }]_{\mathbb{R}^{+}}(X, Y)=\max (X, Y) \\
{[\text { square }]_{\mathbb{R}^{+}}(X) } & =X^{2} \\
{[\text { mul }]_{\mathbb{R}^{+}}(X, Y) } & =X \times Y, \\
{[\text { repeat }]_{\mathbb{R}^{+}}(X) } & =X
\end{aligned}
$$

Indeed, we can check the inequalities of the quasi-interpretation are satisfied for every definition and for every variable assignment.

### 4.1.4 Bounded input/output properties

Another information of interest in order to improve memory-efficiency is an estimate of the number of elements produced by a stream program when fed with only a restricted portion of the input stream.

In some situations, such an estimate can be obtained by considering only the length of the portion of the input stream. In other situations, however, this is not sufficient and so in order to obtain the estimate one needs to consider also the size of the elements in the portion.

Example 4.1.4. Consider the following definitions

```
merge \(:[\alpha] \rightarrow[\alpha] \rightarrow[a \times a]\)
merge (cons x xs) (cons y ys) \(=\) cons ( \(\mathrm{x}, \mathrm{y}\) ) (merge ys xs)
dup : \([\alpha] \rightarrow[\alpha]\)
\(\operatorname{dup}(\) cons xxs\()=\operatorname{cons} \mathrm{x}(\operatorname{cons} \mathrm{x}(\) dup xs\())\)
```

Each stream expression built using only merge and dup will only generate a number of output elements that depends on the number of input read elements. For example, the expression dup (merge (dup s) (dup s)) produces for each read element of the input stream s four elements of the type $a \times a$. In what follows, we will study a Length Based I/O Upper Bound criterion ensuring that the number $m$ of output stream elements is bounded by a function in the number $n$ of stream elements read on the input.

There are stream functions that generate a number of output elements also depends on the size of the input read elements.

Example 4.1.5. Consider the following definitions:

```
app : [\alpha]}->[\alpha]->[\alpha
app (cons x xs) ys = cons x (app xs ys)
app nil ys = ys
upto : Nat }->\mathrm{ [Nat]
upto 0 = nil
upto (x+1) = cons (x+1) (upto x)
extendupto : [Nat] }->\mathrm{ [Nat]
extendupto (cons x xs) = app (upto x) (extendupto xs)
```

Every stream expression built using only upto and extendupto will generate a number of output elements that is related to both the number and the size of input read elements. For example, the expression extendupto (extendupto s) outputs $\sum_{i=1}^{|\underline{n}|} i$ elements, for each natural number $\underline{n}$ in the input stream s. In what follows, we will also study a Size-Based I/O Upper Bound criterion ensuring that the number $m$ of output stream elements is bounded by a function in the number and the size of the stream elements in input.

A stream function is a term $M$ from stream to stream with one free variable. By abuse of notation, we denote such a term by $\lambda \mathrm{x} . \mathrm{M}$ to name explicitly the free variable x in M . Indeed, the use of lambda abstractions is restricted in our first order language.

Definition 4.1.7 (Length and size based I/O upper bounds).

- A stream function $\lambda \mathrm{x} . \mathrm{M}:[\alpha] \rightarrow[\beta]$ has a length based I/O upper bound if there is a function $F: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$such that for every expression $\mathrm{s}:[\alpha]$ :

```
\forall\underline{\textrm{n}}\inNat, if take \underline{\textrm{n}}\textrm{s}\mp@subsup{\Downarrow}{v}{}\textrm{v}\mathrm{ implies lg M{v/x}}\mp@subsup{|}{v}{}\underline{\textrm{m}}\mathrm{ then }F(|\underline{\textrm{n}}|)\geq|\underline{m}|.
```

- A stream function $\lambda \mathrm{x} . \mathrm{M}:[\alpha] \rightarrow[\beta]$ has a size based I/O upper bound if there is a function $F: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$such that for every expression $\mathrm{s}:[\alpha]$ :

$$
\left.\forall \underline{\mathrm{n}} \in \text { Nat, if take } \underline{\mathrm{n}} \mathrm{~s} \Downarrow_{v} \mathrm{v} \text { implies } \lg \mathrm{M}\{\mathrm{v} / \mathrm{x}\} \Downarrow_{v} \underline{\mathrm{~m}} \text { then } F(|\mathrm{v}|) \geq|\underline{\mathrm{m}}|\right) .
$$

We are now ready to define two restrictions on quasi-interpretations to ensure the above properties.

Definition 4.1.8 (LBUB and SBUB). A stream function is $L B U B$ (respectively $S B U B$ ) if it admits an almost-additive (respectively additive) standard quasi-interpretation $[-]_{\mathbb{R}^{+}}$such that $[+1]_{\mathbb{R}^{+}}(X)=X+1$ and $[\text { cons }]_{\mathbb{R}^{+}}(X, Y)=Y+1$ (respectively $\left.[\text { cons }]_{\mathbb{R}^{+}}(X, Y)=X+Y+1\right)$.

Theorem 4.1.2 ([GP15b]). If a stream function $\lambda \mathrm{x} . \mathrm{M}$ is $L B U B$ (SBUB, respectively) then it has a length (respectively size) based I/O upper bound.

Example 4.1.6. Consider again the stream definitions presented in Example 4.1.4:

```
merge : \([\alpha] \rightarrow[\alpha] \rightarrow[\alpha]\)
merge (cons x xs) (cons y ys) \(=\) cons ( \(\mathrm{x}, \mathrm{y}\) ) (merge ys xs)
dup \(:[\alpha] \rightarrow[\alpha]\)
\(\operatorname{dup}(\operatorname{cons} \times \mathrm{xs})=\operatorname{cons} \mathrm{x}(\operatorname{cons} \mathrm{x}(\operatorname{dup} \mathrm{xs}))\)
```

To verify that every expression built using these definitions has a length based I/O upper bound it is sufficient to verify that it is $L B U B$ with respect to the following standard quasi-interpretation:

$$
[\text { merge }]_{\mathbb{R}^{+}}(X, Y)=\max (X, Y),[\text { dup }]_{\mathbb{R}^{+}}(X)=2 X, \text { and }[\text { cons }]_{\mathbb{R}^{+}}(X, Y)=Y+1
$$

As an example, for each s we have:

$$
[\text { dup }(\text { merge }(\text { dup } s)(\operatorname{dup} s))]_{\mathbb{R}^{+}}=4[\mathbf{s}]_{\mathbb{R}^{+}}
$$

and this gives a length based I/O upper bound.
Example 4.1.7. Consider again the stream definitions of Example 4.1.5:

```
app \(:[\alpha] \rightarrow[\alpha] \rightarrow[\alpha]\)
app (cons x xs) ys \(=\) cons \(\mathrm{x}(\mathrm{app} \mathrm{xs} \mathrm{ys})\)
app nil ys = ys
upto : Nat \(\rightarrow\) [Nat]
upto \(0=\) nil
upto \((x+1)=\) cons \((x+1)\) (upto \(x\) )
extendupto : [Nat] \(\rightarrow\) [Nat]
extendupto (cons x xs) \(=\) app (upto x ) (extendupto xs )
```

To show that every expression built using these definitions has a size based I/O upper bound it is enough to show that the program is $S B U B$ with respect to the following standard quasiinterpretation:

$$
\begin{gathered}
{[\text { nil }]_{\mathbb{R}^{+}}=[0]_{\mathbb{R}^{+}}=0, \quad[+1]_{\mathbb{R}^{+}}(X)=X+1, \quad[\text { cons }]_{\mathbb{R}^{+}}(X, Y)=X+Y+1} \\
{[\operatorname{app}]_{\mathbb{R}^{+}}(X, Y)=X+Y, \quad[\text { upto }]_{\mathbb{R}^{+}}(X)=[\text { extendupto }]_{\mathbb{R}^{+}}(X)=2 \times X^{2}}
\end{gathered}
$$

In particular, by taking $F(X)=[\text { extendupto }]_{\mathbb{R}^{+}}\left([\text {extendupto }]_{\mathbb{R}^{+}}(X)\right)=8 \times X^{4}$ we obtain a size based $I / O$ upper bound for the expression extendupto (extendupto s). The function $F$ also gives a bound also on the size of produced elements.

### 4.2 Complexity class characterizations

In [FHHP10, FHHP15], second order interpretations were combined to a first order language on streams to characterize the class of type-2 Feasible Functionals, also known as Basic Feasible

Functionals $\mathrm{BFF}_{2}$, that is the type- 2 counterpart of the class of polynomial time computable functions FP. ${ }^{27}$ In this Section, after recalling some basic background on type- 2 feasibility in Subsection 4.2.1, we present the characterization of [FHHP10, FHHP15] in Subsection and extensions characterizing the polynomial time over the reals and at higher-orders in Subsection 4.2.3 and Subsection 4.2.4, respectively.

### 4.2.1 Type-2 feasible functionals

The notion of feasibility for type-2 functionals was first studied by Constable [Con73] and Mehlhorn [Meh76] using an explicit bound on the size of computations. Later, Cook and Kapron [CK90], Cook [Coo92], Cook and Urquhart [CU93] have provided alternative (non ICC) characterizations of this notion of type-2 polynomial time complexity based on programming languages with explicit bounds, machines, and recursion scheme, respectively.

Other (non ICC) characterizations of $\mathrm{BFF}_{2}$ have been provided in the literature. The characterizations of [IRK01] are based on a simple imperative programming language that enforces an explicit external bound on the size of oracle outputs within loops. Function algebra characterizations were developed in [KS19]. Several characterizations using type-2 polynomials [KC91, KC96] and type-1 polynomials with bounded lookahead revisions [KS18] were also developed using Oracle Turing Machines (OTMs).

In this section, we recall Kapron and Cook characterization of basic polynomial time functionals (BFF) [KC96] based on he notion of OTM.

Definition 4.2.1 (Oracle Turing Machine). An Oracle Turing Machine $\mathcal{M}$ with $k$ oracles (where oracles are functions from $\mathbb{N}$ to $\mathbb{N}$ ) and l input tapes is a TM with, for each oracle, a state, one query tape and one answer tape.

If $\mathcal{M}$ is used with oracles $F_{1}, \ldots F_{k}: \mathbb{N} \rightarrow \mathbb{N}$, then on the oracle state $i \in\{1, \ldots, k\}, F_{i}(x)$ is written on the corresponding answer tape, whenever $x$ is the content of the corresponding query tape.

Definition 4.2.2 (Size of a function). The size $|F|: \mathbb{N} \rightarrow \mathbb{N}$ of a function $F: \mathbb{N} \rightarrow \mathbb{N}$ is defined by:

$$
|F|(n)=\max _{k \leq n}|F(k)|
$$

where $|F(k)|$ represents the size of the binary representation of $F(k)$.
Definition 4.2.3 (Second order polynomial). A second order polynomial is a polynomial generated by the following grammar:

$$
P:=c|X| P+P|P \times P| Y(P)
$$

where $X$ represents a first order variable, $Y$ a second order variable, and ca constant in $\mathbb{N}$.
The following example shows the implicit meaning of a substitution of a second order variable.
Example 4.2.1. Given $P(Y, X)=Y\left(X^{2}+1\right)$ and $f: \mathbb{N} \rightarrow \mathbb{N}$ define by $f(X)=X^{2}$, we have $P(f, X)=f\left(X^{2}+1\right)=\left(X^{2}+1\right)^{2}$.

In the following, $P\left(Y_{1}, \ldots, Y_{k}, X_{1}, \ldots, X_{l}\right)$ will denote a second order polynomial where each $Y_{i}, 1 \leq i \leq k$, represents a second order variable, and each $X_{j}, 1 \leq j \leq l$, a first order variable.

Definition 4.2.4 (Polynomial running time). The cost of a transition is:

[^17]- $|F|(|x|)$, if the machine is in a query state of the oracle $F$ on input query $x$,
- 1 otherwise.

An OTM $\mathcal{M}$ operates in time $T:(\mathbb{N} \rightarrow \mathbb{N})^{k} \rightarrow \mathbb{N}^{l} \rightarrow \mathbb{N}$ if for all inputs $x_{1}, \ldots x_{l}: \mathbb{N}$ and $F_{1}, \ldots F_{k}: \mathbb{N} \rightarrow \mathbb{N}$, the sum of the transition costs before $\mathcal{M}$ halts on these inputs is less than $T\left(\left|F_{1}\right|, \ldots,\left|F_{k}\right|,\left|x_{1}\right|, \ldots,\left|x_{l}\right|\right)$.

A function $G:(\mathbb{N} \rightarrow \mathbb{N})^{k} \rightarrow \mathbb{N}^{l} \rightarrow \mathbb{N}$ is OTM computable in polynomial time if there exists a second order polynomial $P$ such that $G\left(F_{1}, \ldots, F_{k}, x_{1}, \ldots x_{l}\right)$ is computed by an OTM in time $P\left(\left|F_{1}\right|, \ldots,\left|F_{k}\right|,\left|F_{1}\right|, \ldots,\left|x_{l}\right|\right)$ on inputs $x_{1}, \ldots, x_{l}$ and oracles $F_{1}, \ldots, F_{k}$.

Theorem 4.2.1 ([KC96]). The set of polynomial time OTM computable functions is exactly the class of type-2 (Basic) Feasible Functionals, BFF $_{2}$.

### 4.2.2 A stream based characterization of type-2 feasible functionals

The syntax of the first order language on stream studied in [FHHP10, FHHP15] is very similar to the language of Section 4.1.1.

The main distinction is that the semantics is only lazy on stream data (and strict on other datatypes) that are encoded as in Section 4.1.1 using the constructor symbols nil and cons. This amounts to considering a reduction $\rightarrow$ that corresponds to $\Downarrow$ on streams of type $[\alpha]$ and to $\Downarrow_{v}$ on other types (see Section 4.1.1). Consequently, in this context, lazy values are of the shape:

$$
\operatorname{lv}:=\operatorname{cons} M_{1} M_{2},
$$

for some terms $M_{1}$ and $M_{2}$.
Using an idea similar to the encoding of a function over natural numbers as a stream of integers, the interpretation of a stream will be a type- 1 function from natural numbers to natural numbers. Here we avoid the use of parameterized interpretations to simplify the discussion.

In the following, let positive functionals denote functions in $\left((\mathbb{N} \rightarrow \mathbb{N})^{k} \times \mathbb{N}^{l}\right) \rightarrow T$ with $k, l \in \mathbb{N}$ and $T \in\{\mathbb{N}, \mathbb{N} \rightarrow \mathbb{N}\}$. Given a positive functional $F:\left((\mathbb{N} \rightarrow \mathbb{N})^{k} \times \mathbb{N}^{l}\right) \rightarrow T$, the arity of $F$ is $k+l$.

Let $>$ denote the usual ordering on $\mathbb{N}$ and $\mathbb{N} \rightarrow \mathbb{N}$, i.e. given $F, G: \mathbb{N} \rightarrow \mathbb{N}, F>G$ if $\forall X \in \mathbb{N} \backslash\{0\}, F(X)>G(X)$. We extend this ordering to positive functionals of arity $l$ by: $F>G$ if $\forall X_{1}, \ldots, \forall X_{l} \in\left\{\mathbb{N} \backslash\{0\}, \mathbb{N} \rightarrow^{\uparrow} \mathbb{N}\right\}, F\left(X_{1}, \ldots, X_{l}\right)>G\left(X_{1}, \ldots, X_{l}\right)$, where $\mathbb{N} \rightarrow^{\uparrow} \mathbb{N}$ is the set of increasing functions on positive integers. A positive functional $F$ of arity $n$ is monotonic if $\forall i \in\{1, n\}, \forall X_{i}>X_{i}^{\prime}, F\left(\ldots, X_{i}, \ldots\right)>F\left(\ldots, X_{i}^{\prime}, \ldots\right)$, where $X_{i}, X_{i}^{\prime} \in\{\mathbb{N} \backslash\{0\}, \mathbb{N} \rightarrow \uparrow \mathbb{N}\}$.

Definition 4.2.5. An assignment of a program is a total mapping of the function and constructor symbols to monotonic positive functionals. The type of the interpretation is inductively defined by the type of the corresponding symbol:

- a symbol b of type $A(A \neq[\alpha])$ has interpretation $[\mathrm{b}]_{\mathbb{N}}$ in $\mathbb{N}$,
- a symbol b of type $[\alpha]$ has interpretation $[\mathrm{b}]_{\mathbb{N}}$ in $\mathbb{N} \rightarrow \mathbb{N}$,
- a symbol b of type $A \rightarrow B$ has interpretation $[\mathrm{b}]_{\mathbb{N}}$ in $T_{A} \rightarrow T_{B}$, whether $T_{A}$ and $T_{B}$ are the types of the interpretations of the symbols of type A and, respectively, type B.

The assignments of the constructs case M of $\mathrm{c}_{1} \mathrm{x}_{1}: \mathrm{N}_{1}|\ldots| \mathrm{c}_{n} \mathrm{x}_{n}: \mathrm{N}_{n}$ and letRec $\mathrm{f}=\mathrm{M}$ are defined as in Subsection 4.1.1.

We fix the assignment of each constructor symbol by:

- $[\mathrm{c}]_{\mathbb{N}}\left(X_{1}, \ldots, X_{\operatorname{ar}(\mathrm{c})}\right)=X_{1}+\ldots X_{\operatorname{ar}(\mathrm{c})}+1$, if $\mathrm{c} \in \mathcal{C} \backslash\{\mathrm{cons}\}$,
- $[\text { cons }]_{\mathbb{N}}(X, Y)(Z+1)=1+X+Y(Z)$,
- $[\text { cons }]_{\mathbb{N}}(X, Y)(0)=X$.

Once the assignment of each symbol is fixed, we can extend assignments to any expression by structural induction:

- $[\mathrm{x}]_{\mathbb{N}}=X$, if x is a variable of type $A(A \neq[\alpha])$ and $X$ is a variable in $\mathbb{N}$,
- $[\mathrm{y}]_{\mathbb{N}}(Z)=Y(Z)$, if y is a variable of type $[\alpha]$, i.e. we associate a unique second order variable $Y: \mathbb{N} \rightarrow \mathbb{N}$ to each $\mathrm{y} \in \mathcal{X}$ of type $[\alpha]$,
- $\left[\mathrm{t} \mathrm{e}_{1} \ldots \mathrm{e}_{\mathrm{n}}\right]_{\mathbb{N}}=[\mathrm{t}]_{\mathbb{N}}\left(\left[\mathrm{e}_{1}\right]_{\mathbb{N}}, \ldots,\left[\mathrm{e}_{\mathrm{n}}\right]_{\mathbb{N}}\right)$, if t is a constructor or function symbol.

An assignment is polynomial if all symbols are interpreted as functions bounded by type-2 polynomials.

Consequently, an assignment $[-]_{\mathbb{N}}$ maps any expression to a functional (of the assignment of its free variables).

Example 4.2.2. The stream constructor cons has type $\alpha \rightarrow[\alpha] \rightarrow[\alpha]$. Consequently, its assignment $[\text { cons }]_{\mathbb{N}}$ has type $(\mathbb{N} \times(\mathbb{N} \rightarrow \mathbb{N})) \rightarrow(\mathbb{N} \rightarrow \mathbb{N}) .{ }^{28}$ Considering the expression cons p (cons q r), with p, q, r variables, we obtain that:

$$
\begin{aligned}
{[\text { cons p }(\text { cons q r })]_{\mathbb{N}} } & =[\text { cons }]_{\mathbb{N}}\left([\mathrm{p}]_{\mathbb{N}},[\text { cons q r }]_{\mathbb{N}}\right) \\
& =[\text { cons }]_{\mathbb{N}}\left([\mathrm{p}]_{\mathbb{N}},[\text { cons }]_{\mathbb{N}}\left([\mathrm{q}]_{\mathbb{N}},[\mathrm{r}]_{\mathbb{N}}\right)\right) \\
& =[\text { cons }]_{\mathbb{N}}\left(P,[\text { cons }]_{\mathbb{N}}(Q, R)\right) \\
& =F(P, Q, R)
\end{aligned}
$$

where $F \in\left((\mathbb{N} \rightarrow \mathbb{N}) \times \mathbb{N}^{2}\right) \rightarrow(\mathbb{N} \rightarrow \mathbb{N})$ is the positive functional such that:

- $F(P, Q, R)(Z+2)=1+P+[\text { cons }]_{\mathbb{N}}(Q, R)(Z+1)=2+P+Q+R(Z)$,
- $F(P, Q, R)(1)=1+P+[\text { cons }]_{\mathbb{N}}(Q, R)(0)=1+P+Q$,
- $F(P, Q, R)(0)=P$.

Definition 4.2.6 (Interpretation). The assignment of a term M is an interpretation if for each definition $f \mathrm{p}_{1} \ldots \mathrm{p}_{\mathrm{n}}=\mathrm{e} \in \mathrm{M}$,

$$
\left[f p_{1} \ldots p_{n}\right]_{\mathbb{N}}>[e]_{\mathbb{N}}
$$

By extension, a term M admits a (polynomial) interpretation if there exists a (polynomial) assignment that is an interpretation of M .

The following programs are examples of well-founded polynomial programs.

[^18]Example 4.2.3. !! $s \underline{n}$ computes the $(n+1)^{\text {th }}$ element of the stream $s$

$$
\begin{aligned}
& !!:[\alpha] \rightarrow \text { Nat } \rightarrow \alpha \\
& !!(\text { cons x xs }) 0=\mathrm{x} \\
& !!(\text { cons x xs })(\mathrm{y}+1)=!!\mathrm{xs} \mathrm{y}
\end{aligned}
$$

and admits an interpretation $[!!]_{\mathbb{N}}$ in $((\mathbb{N} \rightarrow \mathbb{N}) \times \mathbb{N}) \rightarrow \mathbb{N}$ defined by $[!!]_{\mathbb{N}}(Y, N)=Y(N)$. Indeed, we check that:

$$
\begin{aligned}
& {[!!(\text { cons x xs })(\mathrm{y}+1)]_{\mathbb{N}}=[\text { cons x xs }]_{\mathbb{N}}\left([\mathrm{y}]_{\mathbb{N}}+1\right)=1+[\mathrm{x}]_{\mathbb{N}}+[\mathrm{xs}]_{\mathbb{N}}\left([\mathrm{y}]_{\mathbb{N}}\right),} \\
& >[\mathrm{xs}]_{\mathbb{N}}\left([\mathrm{y}]_{\mathbb{N}}\right)=[!!\mathrm{xs} y]_{\mathbb{N}}
\end{aligned}
$$

and
$[!!(\operatorname{cons} \mathrm{x} \mathrm{xs}) 0]_{\mathbb{N}}=[(\operatorname{cons} \mathrm{xxs})]_{\mathbb{N}}\left([0]_{\mathbb{N}}\right)=[(\operatorname{cons} \mathrm{x} \mathrm{xs})]_{\mathbb{N}}(1)=1+[\mathrm{x}]_{\mathbb{N}}+[\mathrm{xs}]_{\mathbb{N}}(0)>[\mathrm{x}]_{\mathbb{N}}$.

In the same way, we let the reader check that tln , which drops the first $n+1$ elements of $a$ stream, admits the well-founded interpretation $[\mathrm{tln}]_{\mathbb{N}}$ of type $((\mathbb{N} \rightarrow \mathbb{N}) \times \mathbb{N}) \rightarrow(\mathbb{N} \rightarrow \mathbb{N})$ defined by $[\mathrm{tln}]_{\mathbb{N}}(Y, N)(Z)=Y(N+Z+1)$.

$$
\begin{aligned}
& \operatorname{tln}:[\alpha] \rightarrow \mathrm{Nat} \rightarrow[\alpha] \\
& \operatorname{tln}(\text { cons x xs }) 0=\mathrm{xs} \\
& \operatorname{tln}(\text { cons x xs })(\mathrm{y}+1)=\mathrm{tln} \mathrm{xs} \mathrm{y}
\end{aligned}
$$

Indeed, for the last rule, we just check that $[\mathrm{tln}(\operatorname{cons} \mathrm{x} x \mathrm{~s})(\mathrm{y}+1)]_{\mathbb{N}}>[\mathrm{tln} \mathrm{xs} \mathrm{y}]_{\mathbb{N}}$, that is $\forall Z \in \mathbb{N} \backslash\{0\},\left[\mathrm{tln}(\text { cons x xs) }(\mathrm{y}+1)]_{\mathbb{N}}(Z)>[\mathrm{tln} \mathrm{xs} \mathrm{y}]_{\mathbb{N}}(Z)\right.$.

Before stating the main characterization of type-2 Feasible Functionals, we need to restrict the considered interpretations.

Definition 4.2 .7 (exp-poly). We call exp-poly the set of functions generated by the following grammar:

$$
E P:=P|E P+E P| E P \times E P \mid Y\left(2^{E P}\right)
$$

where $P$ denotes a first order polynomial and $Y$ a second order variable.
The interpretation of a program is exp-poly if each symbol is interpreted by an exp-poly function.

Theorem 4.2.2 ([FHHP15]). $\mathrm{BFF}_{2}$ is exactly the set of functions that can be computed by programs that admit a exp-poly interpretation.

Notice that the exponential is due to the fact that the time bound is encoded in [FHHP15] uses unary numbers rather than binary numbers. Indeed a decrease by one on a binary number does not imply a strict decrease of the interpretation. Consequently, this exponential is restricted to values (type-0 data).

### 4.2.3 A stream based characterization of polynomial time over the reals

Now we show that the above characterization can be adapted to polynomial time over the real numbers, as any real number can be encoded as a stream of integers.

Indeed, type 2 functionals can be used to represent real functions. Recursive analysis models computations on real numbers as computations on converging sequences of rational numbers. For interested readers, [Wei00] provides an in-depth view of recursive analysis from a computability point of view. Complexity in this model is treated in [Ko91].

We will require a given convergence speed to be able to compute efficiently. A real number $x \in \mathbb{R}^{+}$is represented by the sequence $\left(q_{n}\right) \in \mathbb{Q}^{\mathbb{N}}$ if $\forall i \in \mathbb{N},\left|x-q_{i}\right|<2^{-i}$. This will be denoted by $\left(q_{n}\right) \rightsquigarrow x$. A function $f: \mathbb{R} \rightarrow \mathbb{R}$ will be said to be computed by a machine $M$ if

$$
\begin{equation*}
\left(q_{n}\right) \rightsquigarrow x \Rightarrow\left(M\left(q_{n}\right)\right) \rightsquigarrow f(x) . \tag{4.1}
\end{equation*}
$$

Hence if $\alpha$ is an inductive type describing rational numbers (e.g. pairs of binary integers) then a computable real function could be represented by stream programs of type $[\alpha] \rightarrow[\alpha]$, where $\alpha$ is an inductive type describing the set of rationals $\mathbb{Q}$. Only programs encoding machines verifying implication (4.1) will make sense in this framework. Property (4.1) is highly semantic and hence difficult to enforce using static analysis techniques.

The above definition implies that if a real function is computable then it must be continuous (see [Wei00]).

Definition 4.2.8 (Complexity of a real function). $f: \mathbb{N} \rightarrow \mathbb{N}$ is a complexity measure for Machine $M$ if and only if $\forall\left(q_{n}\right) \in \mathbb{Q}^{\mathbb{N}}, M\left(q_{n}\right)$ is output in time $f(n)$.

The continuity property described above has a counterpart in complexity related to the modulus of continuity.

Definition 4.2.9 (Modulus of continuity). Given $f: \mathbb{R} \rightarrow \mathbb{R}$, we say that $m: \mathbb{N} \rightarrow \mathbb{N}$ is a modulus of continuity for $f$ if and only if

$$
\forall n \in \mathbb{N}, \forall r, s \in \mathbb{R},|r-s|<2^{-m(n)} \Longrightarrow|f(r)-f(s)|<2^{-n}
$$

Definition 4.2.10. The class of functions computed by Machines that have polynomial time complexity is denoted $\mathrm{FP}(\mathbb{R})$.

Proposition 4.2.1. If $f \in \operatorname{FP}(\mathbb{R})$ then it has a polynomial modulus of continuity.
This proposition provides an interesting result for functions in $\operatorname{FP}(\mathbb{R})$. Indeed, it tells us that there are polynomial $m$ and $P$ such that for any real number $r$ and any precision $n$, it suffices to read the first $m(n)$ digits of the stream representation of $r$ and then to perform $P(n)$ computational steps in order to approximate $f(r)$ with a precision $2^{-n}$.

Consequently, a stream based programming language allowed to compute a polynomial number of steps on a stream encoding would allow us to simulate such a behaviour.

Remark that the notion of Size based I/O upper bound of Subsection 4.1.4 can be viewed as sufficient condition to force the program to compute a function with a modulus of continuity. Indeed the size based I/O upper bound was defined as

$$
\forall \underline{\mathrm{n}} \in \text { Nat, if take } \underline{\mathrm{n}} \mathrm{~s} \Downarrow_{v} \mathrm{v} \text { implies } \lg \mathrm{M}\{\mathrm{v} / \mathrm{x}\} \Downarrow_{v} \underline{\mathrm{~m}} \text { then } F(|\underline{\mathrm{n}}|) \geq|\underline{\mathrm{m}}| .
$$

If the stream $s$ represents a real number (e.g. using a representation with digits in $\{-1,0,1\}$ ) then take $\underline{n}$ s provides the n first elements of s and could be an approximation of the fractional
part of the real number (the error being bounded by $2^{-n}$ ). The length of the output is bounded by $F(\mathrm{n})$ and, hence, the error is bounded by $2^{-F(\mathrm{n})}$. In the case where $F$ is a one-to-one mapping, we obtain a modulus of continuity $m(\mathrm{n})=F^{-1}(\mathrm{n})$.

Theorem 4.2.3 ([FHHP15]). If a program $[\alpha] \rightarrow[\alpha]$ admitting a polynomial interpretation computes a real function on compact $\mathbb{K} \subseteq \mathbb{R}$, then this function is in $\operatorname{FP}(\mathbb{R})$.

Theorem 4.2.4 ([FHHP15]). Any polynomial-time computable real function (defined over $\mathbb{K}$ ) can be implemented by a program admitting a polynomial interpretation.

### 4.2.4 A higher-order characterization of feasible functionals at any type

An alternative characterization of type-2 BFF to functions was provided in [HP17] in terms of functions over natural numbers (that can be viewed as streams/sequences of integers). For that purpose, we consider the higher-order language of Subsection 3.3.2 and the notion of interpretation introduced in Definition 3.3.3 (and Figure 3.16).

Definition 4.2.11 (Order). Given a term M of type T , i.e. $\emptyset ; \Delta \vdash \mathrm{M}:: \mathrm{T}$, the order of M is equal to the order of T , denoted $\operatorname{ord}(\mathrm{T})$ and defined inductively by:

$$
\begin{aligned}
\operatorname{ord}(b) & =0, & & \text { if } b \in \boldsymbol{B}, \\
\operatorname{ord}\left(\mathrm{~T} \longrightarrow \mathrm{~T}^{\prime}\right) & =\max \left(\operatorname{ord}(\mathrm{T})+1, \operatorname{ord}\left(\mathrm{~T}^{\prime}\right)\right) & & \text { otherwise. }
\end{aligned}
$$

We extend Definition 4.2.3 to polynomials at any order.
Definition 4.2.12. We consider types built from the basic type $\overline{\mathbb{N}}$ as follows:

$$
A, B::=\overline{\mathbb{N}} \mid A \longrightarrow B .
$$

Higher-order polynomials are built by the following grammar:

$$
P, Q::=c^{\overline{\mathbb{N}}}\left|X^{A}\right|+{ }^{\overline{\mathbb{N}} \longrightarrow \overline{\mathbb{N}} \longrightarrow \overline{\mathbb{N}}}\left|x^{\overline{\mathbb{N}} \longrightarrow \overline{\mathbb{N}} \longrightarrow \overline{\mathbb{N}}}\right|\left(P^{A \longrightarrow B} Q^{A}\right)^{B} \mid\left(\Lambda X^{A} \cdot P^{B}\right)^{A \longrightarrow B} .
$$

where $c$ represents constants in $\mathbb{N}$ and $P^{A}$ means that $P$ is of type $A$. A polynomial $P^{A}$ is of order $i$ if $\operatorname{ord}(A)=i$. When $A$ is explicit from the context, we use the notation $P_{i}$ to denote $a$ polynomial of order $i$.

In the above definition, constants of type $\overline{\mathbb{N}}$ cannot be $T \in \overline{\mathbb{N}}$. By definition, a higher-order polynomial $P_{i}$ has arguments of order at most $i-1$. For notational convenience, we will use the application of + and $\times$ with an infix notation as in the following example.

Example 4.2.4. Here are several examples of polynomials generated by the grammer of Definition 4.2.12:

- $P_{1}=\Lambda X_{0} \cdot\left(6 \times X_{0}^{2}+5\right)$ is an order 1 polynomial,
- $Q_{1}=\times$ is an order 1 polynomial,
- $P_{2}=\Lambda X_{1} \cdot \Lambda X_{0} \cdot\left(3 \times\left(X_{1}\left(6 \times X_{0}^{2}+5\right)\right)+X_{0}\right)$ is an order 2 polynomial,
- $Q_{2}=\Lambda X_{1} . \Lambda X_{0} \cdot\left(\left(X_{1}\left(X_{1} 4\right)\right)+\left(X_{1} X_{0}\right)\right)$ is an order 2 polynomial.

We are now ready to define the class of functions computed by terms admitting an interpretation that is bounded by higher-order polynomials.

$$
\begin{aligned}
& \text { (Procedures) } \ni P \quad::=\text { Procedure } v^{\tau_{1} \times \ldots \times \tau_{n} \rightarrow \mathrm{D}}\left(v_{1}^{\tau_{1}}, \ldots, v_{n}^{\tau_{n}}\right) P^{*} V I^{*} \text { Return } v_{r}^{\mathrm{D}} \\
& \text { (Declarations) } \ni V \quad::=\operatorname{Var} v_{1}^{\mathrm{D}}, \ldots, v_{n}^{\mathrm{D}} \text {; } \\
& \text { (Instructions) } \ni I \quad::=v^{\mathrm{D}}:=E ; \mid \text { Loop } v_{0}^{\mathrm{D}} \text { with } v_{1}^{\mathrm{D}} \text { do }\left\{I^{*}\right\} \\
& \text { (Expressions) } \ni E \quad::=1\left|v^{\mathrm{D}}\right| v_{0}^{\mathrm{D}}+v_{1}^{\mathrm{D}}\left|v_{0}^{\mathrm{D}}-v_{1}^{\mathrm{D}}\right| v_{0}^{\mathrm{D}} \# v_{1}^{\mathrm{D}} \mid v^{\tau_{1} \times \ldots \times \tau_{n} \rightarrow \mathrm{D}}\left(A_{1}^{\tau_{1}}, \ldots, A_{n}^{\tau_{n}}\right) \\
& \text { (Arguments) } \ni A \quad::=v \mid \lambda v_{1}, \ldots, v_{n} . v\left(v_{1}^{\prime} \ldots, v_{m}^{\prime}\right) \quad \text { with } v \notin\left\{v_{1}, \ldots, v_{n}\right\}
\end{aligned}
$$

Figure 4.2: BTLP grammar

Definition 4.2.13. Let $\mathrm{FP}_{i}, i>0$, be the class of polynomial functionals at order $i$ that consist in functionals computed by closed terms M such that $\emptyset ; \Delta \vdash \mathrm{M}:: \mathrm{T}$ over the basic type Nat of unary numbers and such that:

- $\operatorname{ord}(\mathrm{T})=i$,
- $[\mathrm{M}]_{\rho}$ is bounded by an order $i$ polynomial (i.e. $\exists P_{i},[\mathrm{M}]_{\rho} \leq P_{i}$ ).

We will now introduce Bounded Typed Loop Programs from [IKR02] which provide an extension of the original complexity class $\mathrm{BFF}_{2}$ to any order using a programming language named BTLP.

Definition 4.2.14 (BTLP). A Bounded Typed Loop Program (BTLP) is a non-recursive and well-formed procedure defined by the grammar of Figure 4.2.

The well-formedness assumption is given by the following constraints: each procedure is supposed to be well-typed with respect to simple types over $D$, the set of natural numbers of dyadic representation over $\{0,1\}(0 \equiv \epsilon, 1 \equiv 0,2 \equiv 1,3 \equiv 00, \ldots)$. When needed, types are explicitly mentioned in variables' superscript. Each variable of a BTLP procedure is bound by either the procedure declaration parameter list, a local variable declaration, or a lambda abstraction. In a loop statement, the guard variables $v_{0}$ and $v_{1}$ cannot be assigned to within $I^{*}$. In what follows $v_{1}$ will be called the loop bound.

The operational semantics of BTLP procedures is standard: parameters are passed by CBV. ,+- and $\#$ denote addition, proper subtraction, and smash function (i.e. $x \# y=2^{|x| \times|y|}$, the size $|x|$ of the number $x$ being the size of its dyadic representation), respectively. Each loop statement is evaluated by iterating $\left|v_{0}\right|$-many times the loop body instruction under the following restriction: if an assignment $v:=E$ is to be executed within the loop body, we check if the value obtained by evaluating $E$ is of size smaller than the size of the loop bound $\left|v_{1}\right|$. If not then the result of evaluating this assignment is to assign 0 to $v$.

Definition 4.2.15 $\left(\mathrm{BFF}_{i}\right)$. For any $i \geq 1, \mathrm{BFF}_{i}$ is the class of order $i$ functionals computable by a BTLP procedure.

It is straightforward that $\mathrm{BFF}_{1}=\mathrm{FP}$ and $\mathrm{BFF}_{2}=\mathrm{BFF}$.
Now we restrict the domain of $\mathrm{BFF}_{i}$ classes to inputs in $\mathrm{BFF}_{k}$ for $k<i$, the obtained classes are named SFF for Safe Feasible Functionals.

Definition 4.2.16 $\left(\mathrm{SFF}_{i}\right) . \mathrm{SFF}_{1}$ is defined to be the class of order 1 functionals computable by a BTLP procedure and, for any $i \geq 1, \mathrm{SFF}_{i+1}$ is the class of order $i+1$ functionals computable by
a BTLP procedure on the input domain $\mathrm{SFF}_{i}$. In other words,

$$
\begin{aligned}
\mathrm{SFF}_{1} & =\mathrm{BFF}_{1} \\
\forall i \geq 1, \mathrm{SFF}_{i+1} & =\mathrm{BFF}_{i+1 \mid \mathrm{SFF}_{i}}
\end{aligned}
$$

This is not a huge restriction since we want an arbitrary term of a given complexity class at order $i$ to compute over terms that are already in classes of the same family at order $k$, for $k<i$. Consequently, programs can be built in a constructive way component by component. Another strong argument in favor of this domain restriction is that the partial evaluation of a functional at order $i$ will, at the end, provide a function in $\mathbb{N} \longrightarrow \mathbb{N}$ that is shown to be in $\mathrm{BFF}_{1}(=\mathrm{FP})$.

We are now ready to provide a definition of Basic Feasible Functionals at any order.
Theorem 4.2.5 ([HP17]). For any order $i \geq 1$, the class of functions in $\mathrm{FP}_{i}$ over $\mathrm{FP}_{k}, k<i$, is exactly the class of functionals in $\mathrm{SFF}_{i}$. In other words, $\mathrm{SFF}_{i} \equiv \mathrm{FP}_{i \uparrow\left(\cup_{k \leq i} \mathrm{FP}_{k}\right)}$, for all $i \geq 1$.
Example 4.2.5. We have shown in Example 3.3.7, that the program

$$
\begin{gathered}
\mathrm{M}:=\operatorname{letRec} \mathrm{f}=\lambda \mathrm{g} \cdot \lambda \mathrm{x} . \mathrm{case} \mathrm{x} \text { of } \mathrm{c} y \mathrm{z}: \mathrm{c}(\mathrm{~g} y)(\mathrm{f} g \mathrm{z}) \\
\mid \text { nil }: \text { nil }
\end{gathered}
$$

is such that $\operatorname{ord}(\mathrm{M})=2$ and admits an interpretation bounded by $\Lambda[\mathrm{g}]_{\rho} . \Lambda[\mathrm{x}]_{\rho} .\left(5 \oplus\left([\mathrm{~g}]_{\rho}[\mathrm{x}]_{\rho}\right)\right) \times[\mathrm{x}]_{\rho}$. This is a second order polynomial as it can be rewritten equivalently as $\Lambda X_{1} . \Lambda X_{0} \cdot\left(5+X_{1}\left(X_{0}\right)\right) \times$ $X_{0}$. Consequently, it belongs to $\mathrm{FP}_{2}$ and hence computes a function of $\mathrm{SFF}_{2}$ when fed with input in FP.

### 4.3 Coinductive datatypes in the light affine lambda calculus

The categorical notions of algebras and coalgebras [JR97] can provide different forms of recursion and corecursion that can be used to program algorithms in different ways. Moreover, algebras and coalgebras also provide some form of induction and coinduction that we can use to prove program properties.

Despite the fact that coalgebras correspond to infinite data types, interestingly coalgebras (and algebra) can be added to languages that are strongly normalizing while preserving the strong normalization property, as shown by [Hag87]. Moreover, algebras and coalgebras can also be encoded by using parametric polymorphism in strongly normalizing languages such as System $F$ as shown by [Wra93].

We consider the definability of algebras and coalgebras in the Light Affine Lambda Calculus (LALC), a term language for LAL (see Subsection 1.2.4), as studied in [GP15a]. Our aim is to get a better understanding of the expressive power of LALC with respect to the definability of inductive and coinductive data structures, in particular with a focus on infinite data structures like streams. We want to define such kind of data without breaking the polynomial time normalization properties of the type system.

LALC can be seen as a subsystem of System $F$. However, not surprisingly, the standard System $F$ encoding of (co)algebra cannot be straightforwardly adapted to LALC for technical reasons: variable duplication in the terms enforces the modalities ! and $\S$ to appear and to propagate to the functor. Consequently, new types for encoding initial algebras and final coalgebras are required. Consider a functor $F$ over types.

The initial algebra for $F$ can be encoded in LALC by terms of type

$$
\forall X .!(F(X) \multimap X) \multimap \S X
$$

$$
\begin{aligned}
\tau, \sigma::= & X|\mathbf{1}|!\tau|\S \tau| \tau \oplus \sigma|\tau \otimes \sigma| \tau \multimap \sigma|\forall X . \tau| \exists X . \tau \\
\mathrm{M}, \mathrm{~N}, \mathrm{~L}::= & \mathrm{x}|()| \lambda \mathrm{x}: \tau . \mathrm{M}|\mathrm{MN}| \Lambda \mathrm{X} . \mathrm{M}|\mathrm{M} \tau|!\mathrm{M} \mid \S \mathrm{M} \\
& \mid \operatorname{let} \S \mathrm{x}: \tau=\mathrm{M} \text { in } \mathrm{N} \mid \operatorname{let}!\mathrm{x}: \tau=\mathrm{M} \text { in } \mathrm{N} \\
& |\langle\mathrm{M}, \mathrm{~N}\rangle| \operatorname{let}\left\langle\mathrm{x}: \tau_{1}, \mathrm{y}: \tau_{2}\right\rangle=\mathrm{M} \text { in } \mathrm{N} \\
& \mid \operatorname{pack}(\mathrm{M}, \sigma) \text { as } \tau \mid \operatorname{unpack}^{\mathrm{M}} \text { as }(\mathrm{X}, \mathrm{x}) \text { in } \mathrm{N} \\
& \mid \text { let }()=\mathrm{M} \text { in } \mathrm{N}\left|\operatorname{inj}_{\mathrm{i}}^{\tau}(\mathrm{M})\right| \\
& \mid \text { case } \mathrm{M} \text { of }\left\{\operatorname{inj}_{0}^{\tau}(\mathrm{x}) \rightarrow \mathrm{N} \mid \operatorname{inj}_{1}^{\tau}(\mathrm{x}) \rightarrow \mathrm{L}\right\}
\end{aligned}
$$

Figure 4.3: Syntax of LALC
whereas they are encoded as $\forall X .(F(X) \rightarrow X) \rightarrow X$ in System $F$.
The final coalgebra for the same functor $F$ can instead be encoded by terms of type

$$
\exists X .!(X \multimap F(X)) \otimes \S X
$$

whereas they are encoded as $\exists X .(X \rightarrow F(X)) \times X$ in System $F$.
Initial algebras and final coalgebras definable in System $F$ are only weak (i.e. existence but no uniqueness). In the case of LALC the two types above provide even more restricted classes of initial algebras and final coalgebras: the ones that enjoy some distributive properties with the $\S$ modality. More precisely, for initial algebras we need functors that left-distribute over $\S$, i.e. functors F such that $F(\S X) \multimap \S F(X)$. Conversely, for final algebras we need functors that right-distribute over $\S$, i.e. functors F such that $\S F(X) \multimap F(\S X)$.

Functors that left-distribute over $\S$ are quite common in LALC and so we can define several standard inductive data types. Unfortunately, only few functors right-distribute over §. In particular, we cannot encode standard coinductive data structures. The main reason is that the modality $\S$ does not distribute with respect to the connectives tensor and plus. More precisely, in LALC we cannot derive the distribution laws $\S(A \otimes B) \multimap \S A \otimes \S B$ and $\S(A \oplus B) \multimap \S A \oplus \S B$ for generic $A$ and $B$. We overcome this situation by adding terms for these distributive laws to the language LALC. Thanks to this extensions we are able to write programs working on infinite streams of Boolean numbers (or of any finite data type) and other infinite data types. A more complete and detailed discussion about the soundness of this extension can be found in [GP15a].

### 4.3.1 Light affine lambda calculus

The syntax of the Light Affine Lambda Calculus (LALC) is inspired by the type restrictions of LAL that we have described in Subsection 1.2.4. The types and the terms of LALC are presented in Figure 4.3. The multiplicative unit $\mathbf{1}$ is the only basic type. The type constructors consist of the linear implication - , the tensor product $\otimes$, and the additive disjunction $\oplus$. There are type variables $X$, a universal quantifier $\forall X . \tau$, and an existential quantifier $\exists X . \tau$. As in LAL, we also have the two modalities! and $\S$. Every type constructor comes equipped with a term constructor and a term destructor.

The semantics of LALC is defined in terms of the reduction relation $\rightarrow$ described in Figure 4.4 where we use the notations $[\mathrm{M} / \mathrm{x}]$ and $[\tau / \mathrm{X}]$ for the usual capture avoiding substitution on terms and on types, respectively. Let $\dagger, \ddagger$ be modality meta-variables denoting the modalities ! or $\S$. In Figure 4.4, we have omitted several commuting rules. The number of these rules is quite high and their behavior is standard. We provide only the last two rules as representative of this class.

$$
\begin{aligned}
& (\lambda \mathrm{x}: \tau . \mathrm{M}) \mathrm{N} \rightarrow \mathrm{M}[\mathrm{~N} / \mathrm{x}] \\
& \text { let }()=() \text { in } M \rightarrow M \\
& (\Lambda X . \mathrm{M}) \tau \rightarrow \mathrm{M}[\tau / X] \\
& \text { case } \operatorname{inj}_{i}^{\tau}(\mathrm{M}) \text { of }\left\{\operatorname{inj}_{0}^{\tau}(\mathrm{x}) \rightarrow \mathrm{N}_{0} \mid \operatorname{inj}_{1}^{\tau}(\mathrm{x}) \rightarrow \mathrm{N}_{1}\right\} \rightarrow \mathrm{N}_{i}[\mathrm{M} / \mathrm{x}] \\
& \text { let }\langle\mathrm{x}: \tau, \mathrm{y}: \sigma\rangle=\left\langle\mathrm{N}_{0}, \mathrm{~N}_{1}\right\rangle \text { in } \mathrm{M} \rightarrow \mathrm{M}\left[\mathrm{~N}_{0} / \mathrm{x}, \mathrm{~N}_{1} / \mathrm{y}\right] \\
& \text { unpack (pack ( } \mathrm{M}, \sigma \text { ) as } \exists \mathrm{X} . \tau \text { ) as ( } \mathrm{X}, \mathrm{x} \text { ) in } \mathrm{N} \rightarrow \mathrm{~N}[\mathrm{M} / \mathrm{x}, \sigma / X] \\
& \text { let } \S x: \S \tau=\S N \text { in } M \rightarrow M[N / X] \\
& \text { let }!\mathrm{x}:!\tau=!\mathrm{N} \text { in } \mathrm{M} \rightarrow \mathrm{M}[\mathrm{~N} / \mathrm{x}] \\
& \text { (let } \dagger \mathrm{x}: \dagger \tau=\mathrm{N} \text { in } \mathrm{M}) \mathrm{L} \rightarrow \text { let } \dagger \mathrm{x}: \dagger \tau=\mathrm{N} \text { in (ML) } \\
& \text { let } \dagger \mathrm{y}: \dagger \tau=(\text { let } \ddagger \mathrm{x}: \ddagger \sigma=\mathrm{N} \text { in } \mathrm{L}) \text { in } \mathrm{M} \rightarrow \text { let } \ddagger \mathrm{x}: \ddagger \sigma=\mathrm{N} \text { in (let } \dagger \mathrm{y}: \dagger \tau=\mathrm{L} \text { in } \mathrm{M})
\end{aligned}
$$

Figure 4.4: Semantics of LALC

Let an environment $\Gamma$ be a map from types to term variables. A typing judgment is of the shape $\Gamma \vdash \mathrm{M}: \tau$, for some typing environment $\Gamma$, some term M and some type $\tau$. The standard typing rules, inherited from LAL, together with the rules for the extra constructs are given in Figure 4.5. As usual, this system uses the notion of discharged formulas, which are expressions of the form $[\tau]_{\dagger}$. Given a typing environment $\Gamma=\mathrm{x}_{1}: \tau_{1}, \ldots, \mathrm{x}_{n}: \tau_{n},[\Gamma]_{\dagger}$ is a notation for the environment $\mathrm{x}_{1}:\left[\tau_{1}\right]_{\dagger}, \ldots \mathrm{x}_{n}:\left[\tau_{n}\right]_{\dagger}$.

We can characterize FP using LALC. This characterization is similar to the one of LAL presented in Theorem 1.2.3. Let the depth $d(\mathrm{M})$ of a term M : the maximal number of nested ! or $\S$ that can be found in any path of the term syntax tree. Let the data type $\mathbb{B}^{*}$ be a standard Church encoding of strings of Boolean numbers.

Theorem 4.3.1 (FP soundness and completeness). Consider a term $\Gamma \vdash \mathrm{M}: \tau$. Then, M can be reduced to normal form by a TM working in time polynomial in $|\mathrm{M}|$ with exponent proportional to $d(\mathrm{M})$. Conversely, for every function $f:\{0,1\}^{*} \rightarrow\{0,1\}^{*}$ in FP there exists a natural number $n$ and a term $\mathrm{M}: \mathbb{B}^{*} \multimap \S^{n} \mathbb{B}^{*}$ such that and M computes $f$.

### 4.3.2 Algebra and coalgebra in System $F$

Let us start by recalling the standard notions of $F$-algebras and $F$-coalgebras.
Definition 4.3.1 ( $F$-Algebra and $F$-Coalgebra). Given a category $\mathcal{C}$ and a (endo)functor $F$ : $\mathcal{C} \rightarrow \mathcal{C}:$

- a $F$-algebra is pair $(A, a)$ of an object $A \in \mathcal{C}$ together with a $\mathcal{C}$-morphism a: $F(A) \rightarrow A$,
- a $F$-coalgebra is pair $(A, a)$ of an object $A \in \mathcal{C}$ together with a $\mathcal{C}$-morphism a $: A \rightarrow F(A)$.

We can define two categories Alg- $F$ and Coalg- $F$ whose objects are $F$-algebras and $F$ coalgebras, respectively, and whose morphisms are defined as follows.

Definition 4.3.2. A $F$-algebra homomorphism from the $F$-algebra $(A, a)$ to the $F$-algebra $(B, b)$

$$
\begin{align*}
& \overline{\mathrm{x}: \tau \vdash \mathrm{x}: \tau}(\mathrm{Ax}) \frac{\Gamma \vdash \mathrm{M}: \tau}{\Gamma, \Delta \vdash \mathrm{M}: \tau} \text { (W) } \frac{\Gamma, \mathrm{x}:[\tau]!, \mathrm{y}:[\tau]!\vdash \mathrm{M}: \sigma}{\Gamma, \mathrm{z}:[\tau]!\vdash \mathrm{M}[\mathrm{z} / \mathrm{x}, \mathrm{z} / \mathrm{y}]: \sigma} \text { (C) } \\
& \frac{\Gamma, \mathrm{x}: \tau \vdash \mathrm{M}: \sigma}{\Gamma \vdash \lambda \mathrm{x}: \tau . \mathrm{M}: \tau \multimap \sigma}(\multimap \mathrm{I}) \quad \frac{\Gamma \vdash \mathrm{M}: \tau \multimap \sigma \quad \Delta \vdash \mathrm{N}: \tau}{\Gamma, \Delta \vdash \mathrm{MN}: \sigma}(\multimap \mathrm{E}) \\
& \frac{\Gamma, \Delta \vdash \mathrm{M}: \tau}{[\Gamma]_{\mathrm{l}},[\Delta]_{\S} \vdash \oint \mathrm{M}: \S \tau}(\S \mathrm{I}) \quad \frac{\Gamma \vdash \mathrm{N}: \S \tau \quad \Delta, \mathrm{x}:[\tau]_{\S} \vdash \mathrm{M}: \sigma}{\Gamma, \Delta \vdash \text { let } \S \mathrm{x}: \S \tau=\mathrm{N} \text { in } \mathrm{M}: \sigma}(\S \mathrm{E}) \\
& \frac{\Gamma \vdash \mathrm{M}: \tau \quad \Gamma \subseteq\{\mathrm{x}: \sigma\}}{[\Gamma]!\vdash!\mathrm{M}:!\tau}\left(!\text { I) } \frac{\Gamma \vdash \mathrm{N}:!\tau \quad \Delta, \mathrm{x}:[\tau]!\vdash \mathrm{M}: \sigma}{\Gamma, \Delta \vdash \text { let }!\mathrm{x}:!\tau=\mathrm{N} \text { in } \mathrm{M}: \sigma}(!\text { E) }\right. \\
& \frac{\Gamma \vdash \mathrm{M}: \tau \quad X \notin F V(\Gamma)}{\Gamma \vdash \Lambda X . \mathrm{M}: \forall X . \tau}(\forall \mathrm{I}) \frac{\Gamma \vdash \mathrm{M}: \forall X . \tau}{\Gamma \vdash \mathrm{M} \sigma: \tau[\sigma / X]}(\forall \mathrm{E}) \\
& \frac{\Gamma \vdash \mathrm{M}: \tau \quad \Delta \vdash \mathrm{N}: \sigma}{\Gamma, \Delta \vdash\langle\mathrm{M}, \mathrm{~N}\rangle: \tau \otimes \sigma}(\otimes \mathrm{I}) \frac{\Gamma \vdash \mathrm{M}: \tau \otimes \sigma \quad \Delta, \mathrm{x}: \tau, \mathrm{y}: \sigma \vdash \mathrm{N}: \tau^{\prime}}{\Gamma, \Delta \vdash \text { let }\langle\mathrm{x}: \tau, \mathrm{y}: \sigma\rangle=\mathrm{M} \text { in } \mathrm{N}: \tau^{\prime}}(\otimes \mathrm{E}) \\
& \overline{\Gamma \vdash(): \mathbf{1}}(\mathbf{1} \mathrm{I}) \frac{\Gamma \vdash \mathrm{M}: \mathbf{1} \quad \Delta \vdash \mathrm{N}: \tau}{\Gamma, \Delta \vdash \operatorname{let}()=\mathrm{M} \text { in } \mathrm{N}: \tau}(\mathbf{1} \mathrm{E}) \\
& \frac{\Gamma \vdash \mathrm{M}: \tau_{i}}{\Gamma \vdash \operatorname{inj}_{i}^{\tau_{0} \oplus \tau_{1}}(\mathrm{M}): \tau_{0} \oplus \tau_{1}}(\oplus \mathrm{I}) \frac{\Gamma \vdash \mathrm{M}: \tau_{0} \oplus \tau_{1} \quad \forall i, \Delta, \mathrm{x}: \tau_{i} \vdash \mathrm{~N}_{i}: \tau}{\Gamma, \Delta \vdash \operatorname{case} \mathrm{M} \text { of }\left\{\operatorname{inj}_{0}^{\tau_{0} \oplus \tau_{1}}(\mathrm{x}) \rightarrow \mathrm{N}_{0} \mid \mathrm{inj}_{1}^{\tau_{0} \oplus \tau_{1}}(\mathrm{x}) \rightarrow \mathrm{N}_{1}\right\}: \tau} \\
& \frac{\Gamma \vdash \mathrm{M}: \tau[\sigma / X]}{\Gamma \vdash \operatorname{pack}(\mathrm{M}, \sigma) \text { as } \exists \mathrm{X} . \tau: \exists X . \tau}(\exists \mathrm{I}) \frac{\Gamma \vdash \mathrm{M}: \exists X . \tau \quad \Delta, \mathrm{x}: \tau \vdash \mathrm{N}: \sigma}{\Gamma, \Delta \vdash \text { unpack } \mathrm{M} \text { as }(\mathrm{X}, \mathrm{x}) \text { in } \mathrm{N}: \sigma}(\exists \mathrm{E})
\end{align*}
$$

Figure 4.5: Type system for LALC
is a morphism $f: A \rightarrow B$ making the following diagram commute:


A $F$-coalgebra homomorphism from the $F$-coalgebra $(A, a)$ to the $F$-coalgebra $(B, b)$ is a morphism $f: A \rightarrow B$ making the following diagram commute:


To define the traditional inductive and coinductive data types we also need the notions of initial algebras and final coalgebras.

Definition 4.3.3 (Initial algebra and final coalgebra). A $F$-algebra $(A, a)$ is initial if for each $F$-algebra $(B, b)$, there exists a unique $F$-algebra homomorphism $f: A \rightarrow B$. A $F$-coalgebra $(A, a)$ is final if for each $F$-coalgebra $(B, b)$, there exists a unique $F$-coalgebra homomorphism $f: B \rightarrow A$.

If the uniqueness condition is not met then the $F$-algebra ( $F$-coalgebra, respectively) is only weakly initial (weakly final, respectively).

An initial $F$-algebra is an initial object in the category Alg- $F$. Conversely, a final $F$-coalgebra is a terminal object in the category Coalg- $F$.

A functor $F(X)$ is definable in System $F$ if $F(X)$ is a type scheme mapping every type $A$ to the type $F(A)$, and if there exists a term $F$ mapping every term of type $A \rightarrow B$ to a term of type $F(A) \rightarrow F(B)$ and such that it preserves identity and composition. We say that a functor $F(X)$ is covariant if the variable $X$ only appears in covariant positions.

It is a well known result that for any covariant functor $F(X)$ that is definable in System $F$ we can define an algebra that is weakly initial and a coalgebra that is weakly final [JR97].

Proposition 4.3.1 (Weakly Initial Algebra). Let $F(X)$ be a covariant functor definable in System $F$ and $\mathrm{T}=\forall X .(F(X) \rightarrow X) \rightarrow X$. Consider the morphisms defined by:

$$
\begin{aligned}
& \mathrm{in}_{\mathrm{T}}: F(\mathrm{~T}) \rightarrow \mathrm{T} \\
& \mathrm{in}_{\mathrm{T}}=\lambda \mathrm{s}: F(\mathrm{~T}) . \Lambda X . \lambda \mathrm{k}: F(X) \rightarrow X . \mathrm{k}\left(F\left(\mathrm{fold}_{\mathrm{T}} X \mathrm{k}\right) \mathrm{s}\right), \\
& \mathrm{fold}_{\mathrm{T}}: \forall X .(F(X) \rightarrow X) \rightarrow \mathrm{T} \rightarrow X \\
& \mathrm{fold}_{\mathrm{T}}=\Lambda X . \lambda \mathrm{k}: F(X) \rightarrow X . \lambda \mathrm{t}: \text { T.t } X \mathrm{k}
\end{aligned}
$$

Then, $\left(T, \mathrm{in}_{\mathrm{T}}\right)$ is a weakly initial $F$-algebra: for every $F$-algebra $(A, g: F(A) \rightarrow A)$ there is a $F$-homomorphism $h: T \rightarrow A$ defined as $h=\mathrm{fold}_{\mathrm{T}} A g$.

We will sometimes write $T$ as $\mu X . F(X)$ when we want to stress the underlying functor $F$ and the fact that $T$ corresponds to the least fixpoint of $F$.

Example 4.3.1 ([GP15a]). Let us consider a functor defined on types as $F(X)=1+X$ and on terms as:

$$
\lambda \mathrm{f}: X \rightarrow Y . \lambda \mathrm{x}: 1+X . \operatorname{case} \mathrm{x} \text { of }\left\{\operatorname{inj}_{0}^{1+X}(\mathrm{z}) \rightarrow \operatorname{inj}_{0}^{1+Y}(()), \operatorname{inj}_{1}^{1+X}(\mathrm{z}) \rightarrow \operatorname{inj}_{1}^{1+Y}(\mathrm{f} z)\right\}
$$

Let $\mathbb{N}=\mu X . F(X)$. Proposition 4.3.1 ensures that $\left(\mathbb{N}, \mathrm{in}_{\mathbb{N}}\right)$ is a weak initial algebra: the weakly initial algebra of natural numbers. In particular, we can define $\underline{0}=\operatorname{in}_{\mathbb{N}}\left(\operatorname{inj}_{0}^{1+\mathbb{N}}(())\right), \underline{n+1}=$ $\operatorname{in}_{\mathbb{N}}\left(\operatorname{inj}_{1}^{1+\mathbb{N}}(\underline{n})\right)$, and more in general the successor function as $\operatorname{succ}=\lambda \mathrm{x} \cdot \mathrm{in}_{\mathbb{N}}\left(\operatorname{inj}_{1}^{1+\mathbb{N}}(\overline{\mathrm{x}})\right)$. We can use the fact that $\mathbb{N}$ is a weakly initial algebra to define an addition function. We just need to consider a term like the following (we omit some type for conciseness):

$$
g=\lambda \mathrm{x}: \mathbf{1}+(\mathbb{N} \rightarrow \mathbb{N}) . \operatorname{case} \mathrm{x} \text { of }\left\{\operatorname{inj}_{0}(\mathrm{z}) \rightarrow \lambda \mathrm{y}: \mathbb{N} \cdot \mathrm{y}, \operatorname{inj}_{1}(\mathrm{z}) \rightarrow \lambda \mathrm{y}: \mathbb{N} \cdot \operatorname{succ}(\mathrm{z} y)\right\}
$$

Then, Proposition 4.3.1 ensures that we can define add as fold $(\mathbb{N} \rightarrow \mathbb{N}) g$.
Proposition 4.3.2 (Weakly Final Coalgebra). Let $F$ be a covariant functor definable in System $F$ and $T=\exists X .(X \rightarrow F(X)) \times X$. Consider the morphisms defined by:

$$
\begin{aligned}
& \text { out }_{\mathrm{T}}: \mathrm{T} \rightarrow F(\mathrm{~T}) \text {, } \\
& \text { out }_{\mathrm{T}}=\lambda \mathrm{t}: \text { T.unpack } \mathrm{t} \text { as }(X, \mathrm{z}) \text { in } \\
& \text { let }(\mathrm{k}, \mathrm{x})=\mathrm{z} \text { in } F\left(\operatorname{unfold}_{\mathrm{T}} X \mathrm{k}\right)(\mathrm{kx}) \text {, } \\
& \text { unfold }{ }_{\mathrm{T}}: \forall X .(X \rightarrow F(X)) \rightarrow X \rightarrow \mathrm{~T} \text {, } \\
& \operatorname{unfold}_{\mathrm{T}}=\Lambda X . \lambda \mathrm{k}: X \rightarrow F(X) \cdot \lambda \mathrm{x}: X \cdot \operatorname{pack}((\mathrm{k}, \mathrm{x}), X) \text { as } \mathrm{T} .
\end{aligned}
$$

Then, $\left(T\right.$, out $\left._{T}\right)$ is a weakly final $F$-coalgebra: for every $F$-coalgebra $(A, g: A \rightarrow F(A))$ there is a F-homomorphism $h: A \rightarrow T$ defined as $h=\operatorname{unfold}_{\mathrm{T}} A g$.

Similarly to the case of $F$-algebras, we will write $T$ as $\nu X . F(X)$ when we want to stress the underlying functor $F$ and the fact that $T$ corresponds to the greatest fixpoint of $F$.

Example 4.3.2 ([GP15a]). Let us consider a functor defined on types as $F(X)=\mathbb{N} \times X$ and on terms as:

$$
\lambda \mathrm{f}: X \rightarrow Y . \lambda \mathrm{x}: \mathbb{N} \times X . \operatorname{let}\left\langle\mathrm{x}_{1}, \mathrm{x}_{2}\right\rangle=\mathrm{x} \text { in }\left\langle\mathrm{x}_{1}, \mathrm{f} \mathrm{x}_{2}\right\rangle
$$

Let $\mathbb{N}^{\omega}=\nu X . F(X)$. Proposition 4.3.2 ensures that $\left(\mathbb{N}^{\omega}\right.$, out $\left._{\mathbb{N}^{\omega}}\right)$ is a weak final coalgebra: the weakly final coalgebra of streams over natural numbers. We can define the usual operations on streams as head $=\lambda \mathrm{x}: \mathbb{N}^{\omega} . \operatorname{let}\left\langle\mathrm{x}_{1}, \mathrm{x}_{2}\right\rangle=\left(\right.$ out $\left._{\mathbb{N} \omega} \mathrm{x}\right)$ in $\mathrm{x}_{1}$, and tail $=\lambda \mathrm{x}: \mathbb{N}^{\omega} . \operatorname{let}\left\langle\mathrm{x}_{1}, \mathrm{x}_{2}\right\rangle=$ $\left(\right.$ out $\left._{\mathbb{N}^{\omega}} \mathrm{x}\right)$ in $\mathrm{x}_{2}$. We can use the fact that $\mathbb{N}^{\omega}$ is a weakly final coalgebra to define streams. As an example we can define a constant stream of $k s$ by using a function:

$$
g=\lambda \mathrm{x}: 1 . \operatorname{let}()=\mathrm{x} \operatorname{in}\langle\mathrm{k},()\rangle .
$$

Proposition 4.3.2 ensures that we can define const $=u n f o l d_{\mathbb{N}^{\omega}} \mathbf{1} g()$. Similarly, we can define a function that extracts from a stream the elements in even position. This time we need a function:

$$
g=\lambda \mathrm{x}: \mathbb{N}^{\omega} \cdot\langle\mathrm{hd} \mathrm{x}, \mathrm{tl}(\mathrm{tl} \mathrm{x})\rangle
$$

Proposition 4.3.2 ensures that we can define even $=\operatorname{unfold}_{\mathbb{N} \omega} \mathbb{N}^{\omega} g$.

### 4.3.3 Algebra in the light affine lambda calculus

Now we try to adapt the notions of algebra and coalgebra to the LALC setting. As already mentioned, the candidate type for weakly initial algebra is:

$$
\mathrm{T}=\forall X .!(F(X) \multimap X) \multimap \S X
$$

However two restrictions are needed. First, the modality $\S$ in the above equation propagates when one wants to build the $F$-homomorphism to another $F$-algebra. Consequently, only weakly initial algebras of the shape $(\S B, g: F(\S B) \rightarrow \S B)$ can be considered. Second, the functor $F$ has to left-distribute over $\S$. This corresponds to require the existence of a morphism:

$$
L_{F}: F(\S X) \multimap \S F(X)
$$

Putting these two restrictions together we can formulate an alternative definition of weakly initial algebra as follows.

Definition 4.3.4. Given a functor $F$, we say that an $F$-algebra $(A, a)$ is weakly initial under $\S$ if for every $F$-algebra of the form $(B, f)$ there exists an $F$-algebra $(\S B, g)$ and an $F$-algebra homomorphism $h: A \rightarrow \S B$ making the following diagram commute:


Theorem 4.3.2 ([GP15a]). Let $F$ be a functor definable in LALC that left-distributes over $\S$, and let $\mathrm{T}=\forall X .!(F(X) \multimap X) \multimap \S X$. Consider the morphisms defined by:

$$
\begin{aligned}
& \mathrm{in}_{\mathrm{T}}: F(\mathrm{~T}) \multimap \mathrm{T} \text {, } \\
& \mathrm{in}_{\mathrm{T}}=\lambda \mathrm{s}: F(\mathrm{~T}) \cdot \Lambda X . \lambda \mathrm{k}:!(F(X) \multimap X) . \text { let }!\mathrm{y}:!(F(X) \multimap X)=\mathrm{k} \text { in } \\
& \text { let } \S z: \S F(X)=L_{F}\left(F\left(\text { fold }_{\mathrm{T}} X!\mathrm{y}\right) \mathrm{s}\right) \text { in } \S(\mathrm{y} \mathrm{z}) \text {, } \\
& \mathrm{fold}_{\mathrm{T}}: \forall X .!(F(X) \multimap X) \multimap \mathrm{T} \multimap \S X, \\
& \mathrm{fold}_{\mathrm{T}}=\Lambda X . \lambda \mathrm{k}:!(F(X) \multimap X) \cdot \lambda \mathrm{p}: T \cdot \mathrm{p} X \mathrm{k} .
\end{aligned}
$$

Then, $\left(T, \mathrm{in}_{\mathrm{T}}\right)$ is a weakly initial $F$-algebra under $\S$ : for every $F$-algebra $(B, f: F(B) \multimap B)$ we have an $F$-algebra $(\S B, g: F(\S B) \rightarrow \S B)$ and an $F$-algebra homomorphism $h: \mathrm{T} \rightarrow \S B$ defined as $h=\mathrm{fold}_{\mathrm{T}} B!f$.

Moreover we can give a characterization of a large class of left-distributing functors.
Lemma 4.3.1. All the functors built using the following signature left-distribute over $\S$ :

$$
F(X)::=1|X| A|\S F(X)| F(X) \oplus F(X) \mid F(X) \otimes F(X)
$$

provided that $A$ is a closed type for which it exists a closed term of type $A \multimap!A$ or type $A \multimap \S A$.

Example 4.3.3. Consider the functor $F(X)=1 \oplus X$. This is the linear analogous of the functor considered in Example 4.3.1, definable by the same term (in the types annotation, implication is replaced by a linear arrow and + is replaced by $\oplus$ ). By Lemma 4.3.1, we have that $F$ leftdistribute over $\S$, and so by Theorem 4.3.2 we have that $\left(\mathbb{N}, \mathrm{in}_{\mathbb{N}}\right)$ is a weakly initial $F$-algebra under $\S$, where by abuse of notation we again use $\mathbb{N}$ to denote $\mu X . F(X)$. Similarly to what we did in Example 4.3.1, we can define natural numbers as inhabitants of this type. Noticing that to the term $g$ defined there we can also give the type $F(\mathbb{N} \multimap \mathbb{N}) \multimap(\mathbb{N} \multimap \mathbb{N})$, we have that add $=f \circ \operatorname{ld}_{\mathbb{N}}(\mathbb{N} \multimap \mathbb{N})!g$ has type $\mathbb{N} \multimap \S(\mathbb{N} \multimap \mathbb{N})$.

### 4.3.4 Coalgebra in the light affine lambda calculus

To encode final coalgebra in our setting we consider the following type:

$$
\mathrm{T}=\exists X!!(X \multimap F(X)) \otimes \S X
$$

By duality, we encounter problems similar to the ones encountered for the algebra encoding: we need to restrict our study to coalgebra of the shape ( $\S B, g: \S B \multimap F(\S B)$ ). Moreover, we also need the functor $F$ to right-distribute over $\S$. This corresponds to require for the existence of the following morphism:

$$
R_{F}: \S F(X) \multimap F(\S X) .
$$

Definition 4.3.5. Given a functor $F$, we say that an $F$-coalgebra $(A, a)$ is weakly final under § if for every $F$-coalgebra of the form $(B, f)$ there exists an $F$-coalgebra $(\S B, g)$ and an $F$-coalgebra homomorphism $h: \S B \rightarrow A$ making the following diagram commute:


Theorem 4.3 .3 ([GP15a]). Let $F$ be a functor definable in LALC that right-distribute over §, and let $\mathrm{T}=\exists X!!(X \multimap F(X)) \otimes \S X$. Consider the morphisms defined by:

```
out \(_{\mathrm{T}}: \mathrm{T} \multimap F(\mathrm{~T})\),
out \(_{\mathrm{T}}=\lambda \mathrm{t}:\) T.unpack t as \((X, \mathrm{z})\) in let \(\langle\mathrm{k}:!(X \multimap F(X)), \mathrm{x}: \S X\rangle=\mathrm{z}\) in
    let \(!\mathrm{u}=\mathrm{k}\) in let \(\S \mathrm{v}=\mathrm{x}\) in \(F\left(\mathrm{unfold}_{\mathrm{T}} X!\mathrm{u}\right) R_{F}(\S(\mathrm{u} v))\),
unfold \(\mathrm{T}_{\mathrm{T}}: \forall X .!(X \multimap F(X)) \multimap \S X \multimap \mathrm{~T}\),
unfold \(\mathrm{T}_{\mathrm{T}}=\Lambda X \cdot \lambda \mathrm{k}:!(X \multimap F(X)) \cdot \lambda \mathrm{x}: \S X \cdot \operatorname{pack}(\langle\mathrm{k}, \mathrm{x}\rangle, X)\) as T.
```

Then, $\left(\mathrm{T}\right.$, out $\left._{\mathrm{T}}\right)$ is a weakly final $F$-coalgebra under $\S$ : for every $F$-coalgebra $(B, f: B \multimap F(B)$ ) we have an $F$-coalgebra $(\S B, g: \S B \rightarrow F(\S B)$ ) and an $F$-coalgebra homomorphism $h: \S B \rightarrow \mathrm{~T}$ defined as $h=\operatorname{unfold}_{\mathrm{T}} B!f$.

Sadly, the coalgebra counterpart of Lemma 4.3.1 has a poor expressive power:
Lemma 4.3.2. All the functors built using the following signature righ-distribute over $\S$ :

$$
F(X)::=\mathbf{1}|X| A \mid \S F(X),
$$

provided that $A$ is a closed type for which it exists a closed term of type $\S A \multimap A$.

```
    M, N, ::=\ldots
```



```
    dist §inj i
```

(a) Syntax of LALC distributions

$$
\begin{align*}
& \text { dist } \S\langle\mathrm{x}: \tau, \mathrm{y}: \sigma\rangle=\S\left\langle\mathrm{M}_{1}, \mathrm{M}_{2}\right\rangle \text { as } \mathrm{z}=\langle\oint \mathrm{x}, \S \mathrm{y}\rangle \text { in } \mathrm{N} \rightarrow \mathrm{~N}\left[\left\langle\oint \mathrm{M}_{1}, \S \mathrm{M}_{2}\right\rangle / \mathrm{z}\right]  \tag{dis-1}\\
& \text { dist } \oint \operatorname{inj}_{\mathrm{i}}^{\tau \oplus \tau^{\prime}}(\mathrm{x})=\S \text { inj }_{\mathrm{i}}^{\tau \oplus \tau^{\prime}}(\mathrm{M}) \text { as } \mathrm{z}=\operatorname{inj}_{i}^{\S \tau \oplus \S \tau^{\prime}}(\S \mathrm{x}) \text { in } \mathrm{N} \rightarrow \mathrm{~N}\left[\mathrm{inj}_{i}^{\S \tau \oplus \S \tau^{\prime}}(\S \mathrm{M}) / \mathrm{z}\right]
\end{align*}
$$

(b) Semantics of LALC distributions

$$
\begin{gather*}
\frac{\Gamma \vdash \mathrm{M}: \S(\tau \otimes \sigma) \quad \Delta, \mathrm{z}: \S \tau \otimes \S \sigma \vdash \mathrm{N}: \tau^{\prime}}{\Gamma, \Delta \vdash \operatorname{dist} \S\langle\mathrm{x}: \tau, \mathrm{y}: \sigma\rangle=\mathrm{M} \text { as } \mathrm{z}=\langle\S \mathrm{x}, \S \mathrm{y}\rangle \text { in } \mathrm{N}: \tau^{\prime}}(\mathrm{d} \otimes) \\
\frac{\Gamma \vdash \mathrm{M}: \S(\tau \oplus \sigma) \quad \Delta, \mathrm{z}: \S \tau \oplus \S \sigma \vdash \mathrm{N}: \tau^{\prime}}{\Gamma, \Delta \vdash \operatorname{dist} \S \operatorname{inj} \mathrm{i}_{\mathrm{i}}^{\tau \oplus \sigma}(\mathrm{x})=\mathrm{M} \text { as } \mathrm{z}=\operatorname{inj}_{\mathrm{i}}^{\S \tau \oplus \S \sigma}(\S \mathrm{x}) \text { in } \mathrm{N}: \tau^{\prime}}(\mathrm{d} \oplus
\end{gather*}
$$

(c) Typing rules for LALC distributions

Figure 4.6: LALC extended with distributions

This issue is solved in [GP15a] by extending the syntax with explicit distribution constructs. The extended syntax, semantics, and typing rules are provided in Figure 4.6.

Now Lemma 4.3.2 can be extended as follows.
Lemma 4.3.3. In $L A L C$ extended with distributions, all the functors built using the following signature righ-distribute over $\S$ :

$$
F(X)::=\mathbf{1}|X| A|\S F(X)| F(X) \otimes F(X) \mid F(X) \oplus F(X)
$$

provided that $A$ is a closed type for which it exists a closed term of type $\S A \multimap A$.
Now an open issue solved in [GP15a] was to know whether the soundness of Theorem 4.3.1 remains true in the extended language. The main idea is that the stratification principle observed in LAL or LACL remains valid in the extended framework.

Theorem 4.3.4 (Polynomial Time Soundness of LALC extended with distributions [GP15a]). Consider a type derivation $\Gamma \vdash \mathrm{M}: \tau$ of a term M of LALC extended with distributions. Then, M can be reduced to normal form by a TM working in time polynomial in $|\mathrm{M}|$ with exponent proportional to $d(\mathrm{M})$.

Example 4.3.4 ([GP15a]). We would like to consider streams of natural numbers as in Example 4.3.2. Unfortunately, Lemma 4.3.3 is not enough to show that the functor $F(X)=\mathbb{N} \otimes X$ distributes to the right, as the coercion $\S \mathbb{N} \multimap \mathbb{N}$ does not hold. Nevertheless, we can consider
streams of every finite type of the shape $\mathbf{1} \oplus \cdots \oplus \mathbf{1}$, including Boolean numbers. Let us consider the functor defined on types as $F(X)=\mathbb{B}_{2} \otimes X$ and on terms as:

$$
\lambda f: X \multimap Y . \lambda \mathrm{x}: \mathbb{B}_{2} \otimes X . \operatorname{let}\left\langle\mathrm{x}_{1}, \mathrm{x}_{2}\right\rangle=\mathrm{x} \operatorname{in}\left\langle\mathrm{x}_{1}, \mathrm{f} \mathrm{x}_{2}\right\rangle .
$$

This functor right-distributes by Lemma 4.3.3.
Let $\mathbb{B}_{2}^{\omega}=\nu X . F(X)$. Theorem 4.3.3 ensures that $\left(\mathbb{B}_{2}^{\omega}\right.$, out $\left._{\mathbb{B}_{2}^{\omega}}\right)$ is a weak final coalgebra. We can define the constant stream of 1 (as a Boolean number) as follows ones $=\operatorname{unfold} 1$ ! ( $\lambda \mathrm{x}$ : 1.let ()$=\mathrm{x}$ in $\langle 1,()\rangle) \S()$.

As in System $F$, we can define the usual operations on streams as:

$$
\begin{aligned}
& \text { head }=\lambda \mathrm{x}: \mathbb{B}_{2}^{\omega} \cdot \operatorname{let}\left\langle\mathrm{x}_{1}, \mathrm{x}_{2}\right\rangle=\left(\operatorname{out}_{\left.\mathbb{P}_{2}^{\omega} \mathrm{x}\right)}\right) \text { in } \mathrm{x}_{1}, \\
& \operatorname{tail}=\lambda \mathrm{x}: \mathbb{B}_{2}^{\omega} \cdot \operatorname{let}\left\langle\mathrm{x}_{1}, \mathrm{x}_{2}\right\rangle=\left(\operatorname{out}_{\mathbb{B}_{2}^{\omega} \mathrm{x}}\right) \text { in } \mathrm{x}_{2} .
\end{aligned}
$$

Unfortunately, using these operations is often inconvenient in presence of linearity, and it is more convenient to use directly the coalgebra structure provided by out $\mathbb{\mathbb { P }}_{2}^{\omega}$. Consider for example the operation that extracts from a stream of Boolean numbers the elements in even position - we have seen a similar operation encoded in System F in Example 4.3.2. We can define this operation by using the term:

$$
\mathrm{M}=\lambda \mathrm{x}: \mathbb{B}_{2}^{\omega} \cdot \text {.let }\left\langle\mathrm{x}_{1}, \mathrm{x}_{2}\right\rangle=\left(\operatorname{out}_{\mathbb{B}_{2}^{\omega}} \mathrm{x}\right) \text { in let }\left\langle\mathrm{x}_{21}, \mathrm{x}_{22}\right\rangle=\left(\operatorname{out}_{\mathbb{B}_{2}^{\omega}} \mathrm{x}_{2}\right) \text { in }\left\langle\mathrm{x}_{1}, \mathrm{x}_{22}\right\rangle .
$$

M has type $\mathbb{B}_{2}^{\omega} \multimap \mathbb{B}_{2} \otimes \mathbb{B}_{2}^{\omega}$. So, by Theorem 4.3.3 even $=u n f o l \mathbb{d}_{\mathbb{B}_{2}^{\omega}} \mathbb{B}_{2}^{\omega}$ ! M . Another interesting example is the term computing the merge of two streams:

$$
\mathrm{M}=\lambda \mathrm{x}: \mathbb{B}_{2}^{\omega} \otimes \mathbb{B}_{2}^{\omega} \cdot \operatorname{let}\left\langle\mathrm{x}_{1}, \mathrm{x}_{2}\right\rangle=\mathrm{x} \text { in let }\left\langle\mathrm{x}_{11}, \mathrm{x}_{12}\right\rangle=\left(\operatorname{out}_{\mathbb{B}_{2}^{\omega}} \mathrm{x}_{1}\right) \text { in }\left\langle\mathrm{x}_{11},\left\langle\mathrm{x}_{2}, \mathrm{x}_{12}\right\rangle\right\rangle
$$

M has type $\mathbb{B}_{2}^{\omega} \otimes \mathbb{B}_{2}^{\omega} \multimap \mathbb{B}_{2} \otimes\left(\mathbb{B}_{2}^{\omega} \otimes \mathbb{B}_{2}^{\omega}\right)$. So, by Theorem 4.3.3 again, merge $=u n f o l d_{\mathbb{B}_{2}^{\omega}}\left(\mathbb{B}_{2}^{\omega} \otimes\right.$ $\left.\mathbb{B}_{2}^{\omega}\right)!\mathrm{M}$.

We can combine algebra and coalgebra examples. For example, consider the inductive function take that for a given $n$ returns the first $n$ elements of a stream as a string:

$$
\begin{aligned}
& \%=\lambda \mathrm{x}: \mathbf{1} \oplus\left(\mathbb{B}_{2}^{\omega} \multimap \mathbb{B}_{2}^{*}\right) \text {.case } \mathrm{x} \text { of } \\
& \left\{\operatorname{inj}_{0}(\mathrm{z}) \rightarrow \lambda \mathrm{y}: \mathbb{B}_{2}^{\omega} \cdot \text { nil } \mid \operatorname{inj}_{1}(\mathrm{z}) \rightarrow \lambda \mathrm{y}: \mathbb{B}_{2}^{\omega} \cdot \text { let }\left\langle\mathrm{y}_{1}, \mathrm{y}_{2}\right\rangle=\left(\operatorname{out}_{\mathbb{B}_{2}^{\omega}} \mathrm{y}\right) \text { in } \operatorname{cons}\left(\mathrm{y}_{1}, \mathrm{z} \mathrm{y}_{2}\right)\right\} .
\end{aligned}
$$

The term M has type $\mathbf{1} \oplus\left(\mathbb{B}_{2}^{\omega} \multimap \mathbb{B}_{2}^{*}\right) \multimap\left(\mathbb{B}_{2}^{\omega} \multimap \mathbb{B}_{2}^{*}\right)$. Consequently, by Theorem 4.3.2, take $=$ fold $\mathbb{B}_{2}^{\omega}\left(\mathbb{B}_{2}^{\omega} \multimap \mathbb{B}_{2}^{*}\right)!\mathrm{M}$.

Even if we cannot define a stream of the standard inductive natural numbers, we can have a stream of extended natural numbers. Let us define the latter first. Consider the functor $F(X)=$ $\mathbf{1} \oplus X$. By Lemma 4.3.3, we have that $F$ right-distributes over §, and so by Theorem 4.3.3 we have that $\left(\overline{\mathbb{N}}\right.$, out $\left._{\overline{\mathbb{N}}}\right)$ is a weakly final $F$-coalgebra under $\S$, where $\overline{\mathbb{N}}$ denotes $\nu X . F(X)$. The inhabitants of the type $\overline{\mathbb{N}}$ correspond to the natural numbers extended with a limit element $\infty$. We can think about out $\overline{\mathbb{N}}^{\sin }$ as a predecessor function mapping 0 to (), $n$ to $n-1$ and $\infty$ to $\infty$. We can define the addition of two extended natural numbers by considering the term:

$$
\begin{aligned}
& \mathrm{M}=\lambda \mathrm{x}: \overline{\mathbb{N}} \otimes \overline{\mathbb{N}} . \operatorname{let}\left\langle\mathrm{x}_{1}, \mathrm{x}_{2}\right\rangle=\mathrm{x} \text { in }\left(\operatorname{case}\left(\operatorname{out}_{\overline{\mathbb{N}}} \mathrm{x}_{1}\right)\right. \text { of } \\
& \operatorname{inj}_{0}(\mathrm{z}) \rightarrow \operatorname{case}\left(\operatorname{out}_{\overline{\mathbb{N}}} \mathrm{x}_{2}\right) \text { of }\left\{\operatorname{inj}_{0}\left(\mathrm{z}^{\prime}\right) \rightarrow \operatorname{inj}_{0}(()) \mid \operatorname{inj}_{1}\left(\mathrm{z}^{\prime}\right) \rightarrow \operatorname{inj}_{1}\left(\left\langle\mathrm{z}, \mathrm{z}^{\prime}\right\rangle\right)\right\} \\
& \left.\mid \operatorname{inj}_{1}(\mathrm{z}) \rightarrow \operatorname{inj}_{1}\left(\left\langle\mathrm{z}, \mathrm{x}_{2}\right\rangle\right)\right) .
\end{aligned}
$$

The term M has type $\overline{\mathbb{N}} \otimes \overline{\mathbb{N}} \multimap \mathbf{1} \otimes(\overline{\mathbb{N}} \otimes \overline{\mathbb{N}})$. So, by Theorem 4.3 .3 add $=\operatorname{unfold}_{\overline{\mathbb{N}}}(\overline{\mathbb{N}} \otimes \overline{\mathbb{N}})!\mathrm{M}$. For the extended natural numbers, we have a term $\operatorname{coer}_{\overline{\mathbb{N}}}: \S \overline{\mathbb{N}} \multimap \overline{\mathbb{N}}$, this is given by Theorem 4.3.3 as $\operatorname{coer}_{\overline{\mathbb{N}}}=\operatorname{unfold}_{\overline{\mathbb{N}}} \overline{\mathbb{N}}$ lout $_{\overline{\mathbb{N}}}$.

### 4.4 Alternative results on streams and real numbers

In this section, we review most of the alternative results of ICC either based on stream programming languages or characterizing complexity classes over real numbers.

### 4.4.1 Streams, parsimonious types and non-uniform complexity classes

In [Maz14], Mazza considers an infinitary affine lambda calculus as the completion of a finitary affine lambda calculus. This language is coupled with a parsimonious type system to characterize the class of non-uniform polynomial time computable decision problems $\mathrm{P} / \mathrm{poly}$. $\mathrm{P} / \mathrm{poly}$ is the class of decision problems that can be computed by a family of non-uniform Boolean circuits of polynomial size; a family of circuits $\left(C_{n}\right)$ being uniform if there is a polynomial time algorithm computing $C_{n}$ for every input $n$. The intuition behind parsimony is to restrict the infinitary calculus to a subset of terms with a polynomial "modulus of continuity". This line of work takes inspirations from the works about infinitary lambda calculus [Maz12, Maz14] and differential lambda calculus [ER03, ER08].

We present here the characterization introduced by Mazza and Terui in [MT15] that characterizes $\mathrm{P} / \mathrm{poly}$ and also L/poly under some restrictions by combining a stream language and a parsimonious type system. An alternative syntax and alternative semantics with indexes simplifying the management of parsimony properties can also be found in [Maz15].

## The parsimonious calculus

The essential features of the considered stream programming language are the following. Variables are separated into two different kinds, affine and exponential variables. Exponential variables $x, y, z, \ldots$ correspond to streams. A box construct allows us to define infinite streams in a finite syntax: $!_{f}\left(u_{0}, u_{1}, \ldots, u_{k-1}\right)$ which represents the stream $u_{f(0)}:: u_{f(1)}:: \cdots$ for a given function $f: \mathbb{N} \rightarrow \mathbb{N}_{k}$, with $\mathbb{N}_{k}=\{0, \ldots, k-1\}$. Terms of the language are defined by the following grammar:

$$
t, u::=\perp|a| x|\lambda a . t| t u|t \otimes u|!_{f} \bar{u}|t:: u| t[p:=u],
$$

where $f \in \mathbb{N} \rightarrow \mathbb{N}_{k}, k \geq 1$, and where $\bar{u}$ denotes a list of $k$ terms $u_{0}, \ldots, u_{k-1}$.
Let variables $\mathbf{u}, \mathbf{v}, \ldots$ range over boxes of the shape $!_{f} \bar{u}$ that are basically stream generators. The language includes a stream constructor :: as well as a pair constructor $\otimes$ and the corresponding destructors/binders.

We adopt a convention similar to [ADL14] by using explicit substitutions $t[p:=u$ ], in which a pattern $p$ is either a pair $a \otimes b$ or a stream $a_{0}:: a_{1}:: \ldots:: a_{n-1}:: x$. In this latter case, we use sometimes the notation $p(x)$ to explicitly mention the exponential variable in the stream. This makes the syntax and semantics lighter by replacing the more verbose let in destructor.

In what follows, let ! $u$ be a shorthand for the box of one element $!_{f} u_{0}$ with $f: \mathrm{N} \rightarrow \mathrm{N}_{0}$ defined by $\forall n \in \mathbb{N}, f(n)=0$ and with $u_{0}=u$. A term that does not contain non-uniform boxes is called uniform.

Example 4.4.1. The head and tail functions on streams can be encoded by head $=\lambda a . b[b:: x:=$ a] and tail $=\lambda a . c[c \otimes d:=!x \otimes \perp][b:: x:=a]$. Notice that the use of the pair constructor and destructor in the tail program is just a syntactical trick allowing us to weaken the affine variable b. One would have expected a tail program of the shape $\lambda a .!x[b:: x:=a]$ but this would require the introduction of an extra weakening rule on affine variables.

Definition 4.4.1 (Slice). A slice of a term is obtained by removing all components but one from each box. Let $\mathcal{S}(t)$ be the set of slices of term $t$ defined as follows.

$$
\begin{aligned}
\mathcal{S}(\alpha) & =\{\alpha\} \quad \text { if } \alpha \in\{a, x\} \\
\mathcal{S}\left(!_{f}\left(u_{0}, \ldots, u_{k-1}\right)\right) & =\bigcup_{i=0}^{k-1}\left\{!_{f} \nu_{i} ; \nu_{i} \in \mathcal{S}\left(u_{i}\right)\right\} \\
\mathcal{S}\left(t_{1} \otimes t_{2}\right) & =\left\{\tau_{1} \otimes \tau_{2} \mid \tau_{1} \in \mathcal{S}\left(t_{1}\right), \tau_{2} \in \mathcal{S}\left(t_{2}\right)\right\} \\
\mathcal{S}\left(t_{1} t_{2}\right) & =\left\{\tau_{1} \tau_{2} \mid \tau_{1} \in \mathcal{S}\left(t_{1}\right), \tau_{2} \in \mathcal{S}\left(t_{2}\right)\right\} \\
\mathcal{S}\left(t_{1}:: t_{2}\right) & =\left\{\tau_{1}:: \tau_{2} \mid \tau_{1} \in \mathcal{S}\left(t_{1}\right), \tau_{2} \in \mathcal{S}\left(t_{2}\right)\right\} \\
\mathcal{S}\left(t_{1}\left[p:=t_{2}\right]\right) & =\left\{\tau_{1}\left[p:=\tau_{2}\right] \mid \tau_{1} \in \mathcal{S}\left(t_{1}\right), \tau_{2} \in \mathcal{S}\left(t_{2}\right)\right\} \\
\mathcal{S}(\lambda a . t) & =\left\{\lambda a . \tau_{1} \mid \tau_{1} \in \mathcal{S}(t)\right\}
\end{aligned}
$$

Example 4.4.2. $\mathcal{S}\left(!_{f}(x \otimes \lambda a . a, \lambda a . a \otimes x)\right)=\left\{!_{f}(x \otimes \lambda a . a),!_{f}(\lambda a . a \otimes x)\right\}$. As illustrated by this example, in general, a slice does not belong to the set of (syntactically correct) terms.
Definition 4.4.2 (Parsimonious term). A term $t$ is parsimonious if:

1. all its slices are affine, i.e. each variable occurs at most once in a slice,
2. box subterms do not contain free affine variables,
3. all exponential variables belong to a box subterm.

Example 4.4.3. To illustrate those points, let us see some (counter)-examples.

- $\lambda a . a \otimes a$ is not parsimonious because of point 1. However, $\lambda a .(\lambda a . a) a$ is parsimonious.
- $!_{f}(x \otimes \lambda a . a, \lambda a . a \otimes x)$ is parsimonious. Indeed the affine variables a is not free and $x$ occurs exactly once in each slice.
- $!_{f}(a, x, y, c)$ is not parsimonious because of point 2.
- $x \otimes!_{f}(y, z)$ is not parsimonious because of point 3 .

Given a function $f: \mathbb{N} \rightarrow \mathbb{N}_{k}$, let $f^{+i}, i \in \mathbb{N}$, be the function in $\mathbb{N} \rightarrow \mathbb{N}_{k}$ defined by $\forall n \in \mathbb{N}, f^{+i}(n)=f(n+i)$. Given a box $\mathbf{u}=!_{f}\left(u_{0}, \ldots, u_{k-1}\right)$ and $k \in \mathbb{N}$, let $\mathbf{u}^{+k}$ be the term equal to $!_{f+k}\left(u_{0}, \ldots, u_{k-1}\right)$.

## Semantics

The one-step reduction corresponding to terms of the language is defined in Figure 4.7 relatively to a finite set sigma $\sigma$ of stream patterns, i.e. $\sigma=\left\{a_{1}:: x_{1}, \ldots, a_{n}:: x_{n}\right\}$. Let $\mathcal{V}(\sigma)$ be equal to $\left\{a_{1}, x_{1}, \ldots, a_{n}, x_{n}\right\}$.

As described in [MT15], the substitution $\{\{\mathbf{u} / x\}\}$ is non standard on boxes: if $x$ occurs in a box $\mathbf{w}=!_{g}\left(w_{0}, \ldots, w_{l-1}\right)$ and $\mathbf{u}=!_{f}\left(u_{0}, \ldots, u_{k-1}\right)$ then $\mathbf{w}\{\{\mathbf{u} / x\}\}=!_{h}\left(v_{0}, \ldots, v_{l k-1}\right)$ with $v_{i k+j}=w_{i}\left\{u_{j} / x\right\}$ and $h(n)=g(n) k+f(n)$. Moreover, in the rule (dup) and (aux), it is mandatory that $\left\{x_{1}, \ldots, x_{n}\right\}$ are precisely the free exponential variables of $u_{f(0)}$. Finally, in the (aux) rule, the notation $t[\mathbf{u}]$ means that the box $\mathbf{u}$ is a subterm of $t$. If not, then the rules becomes $t[x:=v:: w] \xrightarrow{\left\{b_{1}:: x_{1}, \ldots b_{n}:: x_{n}\right\}} t$.

As usual, a context is a term with at most one occurrence of a special symbol $\langle\cdot\rangle$, called hole. We denote by $C\langle t\rangle$ the result of substituting the term $t$ to the hole in $C$, an operation which may capture variables. The one-step reduction rules are extended contextually: if $t \xrightarrow{\sigma} u$ and $C$ does not bind variables of $\mathcal{V}(\sigma)$ then $C\langle t\rangle \xrightarrow{\sigma} C\langle u\rangle$. If $t \xrightarrow{\sigma \cup\{b: x\}} u$ then $t[p(x):=v] \xrightarrow{\sigma} u[p(b:: x):=v]$.

The system reduction is defined to be the reflexive and transitive closure of $\xrightarrow{\oplus}$.

$$
\begin{align*}
& (\lambda a . t) u \xrightarrow{\emptyset} t\{u / a\} \\
& \text { (beta) } \\
& t[x:=\mathbf{u}] \xrightarrow{\oplus} t\{\{\mathbf{u} / x\}\} \\
& t[p:=v] u \xrightarrow{\emptyset}(t u)[p:=v] \\
& t[p:=u[q:=v]] \xrightarrow{\emptyset}(t[p:=u])[q:=v] \\
& t[a:: p:=u:: v] \xrightarrow{\bullet} t\{u / a\}[p:=v] \\
& t[a \otimes b:=u \otimes v] \xrightarrow{\emptyset} t\{u / a, v / b\} \\
& t[a:: p:=\mathbf{u}] \xrightarrow{\left\{b_{1}:: x_{1}, \ldots, b_{n}:: x_{n}\right\}} t\left\{u_{f(0)}\left\{b_{1} / x_{1}, \ldots, b_{n} / x_{n}\right\} / a\right\}\left[p:=\mathbf{u}^{+1}\right]  \tag{dup}\\
& t[\mathbf{u}][x:=v:: w] \xrightarrow{\left\{b_{1}:: x_{1}, \ldots, b_{n}:: x_{n}\right\}} t\left[u_{f(0)}\left\{b_{1} / x_{1}, \ldots, b_{n} / x_{n}, v / x\right\}:: \mathbf{u}^{+1}\right][x:=w] \tag{aux}
\end{align*}
$$

Figure 4.7: One-step reduction of the parsimonious calculus

Example 4.4.4. Consider the terms head and tail of Example 4.4.1 and let $!_{f}(\underline{0}, \underline{1})$ be a stream of Boolean numbers for some function $f: \mathrm{N} \rightarrow\{0,1\}$ such that $f(2 k)=0$ and $f(2 k+1)=1$, for each $k \in \mathbb{N}$, i.e. $!_{f}(\underline{0}, \underline{1})=\underline{0}:: \underline{1}:: \underline{0}:: \underline{1}:: \ldots$

As head $=\lambda a . b[b:: x:=a]$, we have the following reduction.

$$
\text { head } \begin{align*}
!_{f}(\underline{0}, \underline{1}) & \xrightarrow{\emptyset} b\left[b:: x:=!_{f}(\underline{0}, \underline{1})\right]  \tag{beta}\\
& \xrightarrow{\emptyset} \underline{0}\left[x:=!_{f+1}(\underline{0}, \underline{1})\right] \tag{dup}
\end{align*}
$$

As tail $=\lambda a . c[c \otimes d:=!x \otimes \perp][b:: x:=a]$, we have the following reduction.

$$
\begin{array}{rlrl}
\text { tail }!_{f}(\underline{0}, \underline{1}) & \xrightarrow{\emptyset} c[c \otimes d:=!x \otimes \perp]\left[b:: x:=!_{f}(\underline{0}, \underline{1})\right] \\
& \xrightarrow{\emptyset}!x\left[b:: x:=!_{f}(\underline{0}, \underline{1})\right] & & \text { (beta) } \\
& \xrightarrow{\emptyset}!x\left[x:=!_{f^{+1}}(\underline{0}, \underline{1})\right] & & \text { (duir) }  \tag{dup}\\
& \xrightarrow{\emptyset}!x\left\{\left\{!_{f+1}(\underline{0}, \underline{1}) / x\right\}\right\}=!_{f+1}(\underline{0}, \underline{1}) & & \text { (merge) }
\end{array}
$$

The last equality is obtained by definition of non standard substitution. Indeed, in this context, suppose that $!_{h}\left(v_{0}, \ldots, v_{l k-1}\right)=!x\left\{\left\{!_{f+1}(\underline{0}, \underline{1}) / x\right\}\right\}$. We have $h(n)=g(m) k+f^{+1}(n)$, with $g(m)=$ $0, g$ being the function attached with the uniform box !x, and, consequently, $h(n)=f^{+1}(n)$ and $v_{i k+j}=w_{i}\left\{u_{j} / x\right\}=x\left\{u_{j} / x\right\}$ with $u_{0}=\underline{0}$ and $u_{1}=\underline{1}$.

## Parsimonious types

Types are defined inductively by:

$$
A, B::=\alpha|A \multimap B| A \otimes B|!A| \forall \alpha \cdot A,
$$

$\alpha$ being a type variable. As expected, the type ! $A$ is for stream data of type $A$. The type system, $\operatorname{nuPL}_{\forall \ell}$, is adapted from the uniform type system is defined in Figure 4.8. Typing judgments are of the form $\Gamma ; \Delta \vdash t: A$ with $\Delta$ a typing environment for affine variables and $\Gamma$ a typing

$$
\begin{gather*}
\overline{\Gamma ; \Delta, a: A \vdash a: A}(\mathrm{ax}) \quad \overline{\Gamma ; \Delta \vdash \perp: A}(\text { coweak }) \\
\frac{\Gamma ; \Delta, a: A \vdash t: B}{\Gamma ; \Delta \vdash \lambda a \cdot t: A \multimap B}(\multimap \mathrm{I}) \quad \frac{\Gamma ; \Delta \vdash t: A \multimap B \quad \Gamma^{\prime} ; \Delta^{\prime} \vdash u: A}{\Gamma, \Gamma ; \Delta, \Delta^{\prime} \vdash t u: A}(\multimap \mathrm{E}) \\
\frac{\Gamma ; \Delta \vdash t: A \quad \Gamma^{\prime} ; \Delta^{\prime} \vdash u: B}{\Gamma, \Gamma^{\prime} ; \Delta, \Delta^{\prime} \vdash t \otimes u: A \otimes B}(\otimes \mathrm{I}) \quad \frac{\Gamma ; \Delta \vdash u: A \otimes B \quad \Gamma^{\prime} ; \Delta^{\prime}, a: A, b: B \vdash t: C}{\Gamma, \Gamma^{\prime} ; \Delta, \Delta^{\prime} \vdash t[a \otimes b:=u]: C}(\otimes \mathrm{E}) \\
\frac{\Gamma, p: A ; \Delta, a: A \vdash t: B}{\Gamma, a:: p: A ; \Delta \vdash t: B}(\mathrm{abs}) \\
\frac{\Gamma ; \Delta \vdash t: A \quad \Gamma^{\prime} ; \Delta^{\prime} \vdash u:!A}{\Gamma, \Gamma^{\prime} ; \Delta, \Delta^{\prime} \vdash t:: u:!A}(\mathrm{coabs}) \\
\frac{; \bar{a}: \bar{A} \vdash \bar{u}_{0}: A \quad \ldots \quad ; \bar{a}: \bar{A} \vdash \bar{u}_{k-1}: A}{\bar{x}: \bar{A} ; \vdash!f \bar{u}\{\bar{x} / \bar{a}\}:!A}(!\mathrm{I}) \\
\frac{\Gamma ; \Delta \vdash u:!A \quad \Gamma^{\prime}, p: A ; \Delta^{\prime} \vdash t: B}{\Gamma, \Gamma^{\prime} ; \Delta, \Delta^{\prime} \vdash t[p:=u]: B}(!\mathrm{E}) \\
\frac{\Gamma ; \Delta \vdash t: A \quad \alpha \notin F V(\Gamma \cup \Delta)}{\Gamma ; \Delta \vdash t: \forall \alpha . A}(\forall \mathrm{I}) \quad \frac{\Gamma ; \Delta \vdash t: \forall \alpha . A}{\Gamma ; \Delta \vdash t: A[B / \alpha] \quad B \text { is !-free }}(\forall \mathrm{E})
\end{gather*}
$$

Figure 4.8: Non-uniform parsimonious logic type system
environment for patterns $p(x)$; the variables in $\Gamma$ and $\Delta$ being distinct. In the (!I) rule of Figure 4.8, the variables $\bar{x}$ are fresh. It implies that they do not appear free in each $u_{i}$. The type system, nuPL is the restriction of $\mathbf{n u P L}_{\forall \ell}$ where rules $(\forall \mathrm{I})$ and $(\forall E)$ are withdrawn.

Example 4.4.5. The tail program of Example 4.4.1 can be typed in nuPL $\boldsymbol{L}_{\forall \ell}$ as follows.

## Main results

The type system implies that each typable term is parsimonious. The converse obviously does not hold.

Proposition 4.4.1 ([MT15]). Given a term $t$, if there are a typing environment $\Delta$ and a type $A$ such that $; \Delta \vdash t: A$ then $t$ is parsimonious.

Hence typable terms have a behavior with a polynomial "modulus of continuity". The restriction to nuPL avoid the programmer from being able to compute a simple iteration scheme within the language. Let $\llbracket n u P L \rrbracket$ and $\llbracket n u P L_{\forall \ell} \rrbracket$ be the classes of language decidable by terms typable in nuPL and nuPL ${ }_{\forall \ell}$, respectively.

Theorem 4.4.1 ([MT15]). $\llbracket n u P L \rrbracket=P / p o l y$ and $\llbracket$ nuPL $_{\forall \ell} \rrbracket=\mathrm{L} / \mathrm{poly}$.
This type discipline was also adapted in [Maz15] to characterize Logspace by restricting the language to uniform boxes (mainly constant stream). The parsimonious methodology is very convenient to capture small complexity classes with programs computing over streams. One of its drawback is that its computations on stream behave as a transducer. Hence each stream computation only depends on a finite portion of the input streams, which makes the calculus not straightforwardly adaptable to characterize polynomial time over the reals or higher-order complexity classes such as $\mathrm{BFF}_{2}$.

### 4.4.2 Function algebra characterizations of polynomial time over the reals

An interesting function algebra based characterization of the functions computable in polynomial time over real numbers based on Bellantoni and Cook function algebra (see Theorem 1.2.2) has been provided by Bournez, Hainry, and Gomaa [BGH11]. This characterization does not focus precisely on the class $\operatorname{FP}(\mathbb{R})$ introduced in Definition 4.2 .10 but on a strict subset $\operatorname{FP}(\mathbb{R}) \cap([0,1] \rightarrow$ $\mathbb{R}^{+}$), the class of functions from $[0,1]$ to $\mathbb{R}^{+}$that are computable by a Machine in polynomial time.

Definition 4.4.3. Let $\mathcal{W}$ be the least class of functions containing the constant functions 0,1 , the binary addition $+(; x, y)=x+y$ and binary substraction $-(; x, y)=x-y$, the projection functions $\pi_{j}^{n}\left(; x_{1}, \ldots, x_{n}\right)=x_{j}$, the conditional function $c$ defined by $c(; x, y, z)=x y+(1-x) z$, the continuous parity function $\operatorname{par}(x ;)=\max (0,2 /(\pi \sin (\pi x))$, and the continuous predecessor function $p(x ;)=\int_{0}^{x-1} \operatorname{par}(t ;) d t$, and closed under safe composition (SCOMP) and Safe Integration (SI):

$$
\begin{aligned}
& \operatorname{SCoMP}(f, \bar{g}, \bar{h})(\bar{x} ; \bar{y})=f(\bar{g}(\bar{x} ;) ; \bar{h}(\bar{x} ; \bar{y})), \\
& \operatorname{SI}\left(f, h_{0}, h_{1}\right)(0, \overline{,} ; \bar{z})=f(\bar{y} ; \overline{;}), \\
& \partial_{x} \operatorname{SI}\left(f, h_{0}, h_{1}\right)(x, \bar{y} ; \bar{z})=\operatorname{par}(x ;)\left[h_{1}\left(p(x ;), \bar{y} ; \bar{z} \operatorname{SI}\left(f, h_{0}, h_{1}\right)(p(x ;), \bar{y} ; \bar{z})\right)-\operatorname{SI}\left(f, h_{0}, h_{1}\right)(2 p(x ;), \bar{y} ; \bar{z})\right] \\
&+\operatorname{par}(x-1 ;)\left[h_{0}\left(p^{\prime}(x ;), \bar{y} ; \bar{z}, \operatorname{SI}\left(f, h_{0}, h_{1}\right)\left(p^{\prime}(x ;), \bar{y} ; \bar{z}\right)\right)-\operatorname{SI}\left(f, h_{0}, h_{1}\right)\left(2 p^{\prime}(x ;), \bar{y} ; \bar{z}\right)\right],
\end{aligned}
$$

with $p^{\prime}(x ;)=p(x-1 ;)+1$. In other words, $\mathcal{W}=\left[0,1,+,-, \pi_{j}^{n}, c, p a r, p ;\right.$ SCOMP, SI $]$.
$\mathcal{W}$ is a direct extension of the BC algebra to the real numbers. Indeed, the consumption of one bit $i$ in the BC algebra is replaced by one application of the continuous predecessor function $p$ and the choice of the contextual function $h_{i}$ is simulated using the parity function par. As a consequence, the basic functions are total functions over $\mathbb{R}^{+}$and hence any function of the algebra is a total function over $\mathbb{R}^{+}$. Moreover, the class $\mathcal{W}$ preserves integers (and natural numbers) and, consequently, its restriction to natural numbers provides a characterization of FP.

Theorem 4.4.2 ([BGH11]). $\mathcal{W} \cap(\mathbb{N} \rightarrow \mathbb{N})=\mathrm{FP}$.
It is (strictly) included in the class of polynomial time computable functions over the real numbers.

Theorem 4.4.3 ([BGH11]). $\mathcal{W} \subsetneq \operatorname{FP}(\mathbb{R})$.

The characterization of $\operatorname{FP}(\mathbb{R}) \cap\left([0,1] \rightarrow \mathbb{R}^{+}\right)$is obtained as follows.
Theorem 4.4.4 ([BGH11]). $\operatorname{FP}(\mathbb{R}) \cap\left([0,1] \rightarrow \mathbb{R}^{+}\right)$is exactly the the class of functions that either are Lipschitz and $\mathcal{W}$-definable or that are $n^{k}$-smooth and $n^{k}-\mathcal{W}$-definable.

Remember that a function $f$ is Lipschitz if there exists a constant $k \geq 0$ such that for all $x, y$, $|f(x)-f(y)| \leq k|x-y|$. In the above theorem, we have made an arbitrary choice not to describe the notions of definability and smoothness. Definability is related to function approximation and $n^{k}$-smoothness is related to a polynomial modulus of continuity. The full details can be found in [BGH11].

It is worth noticing that related works [BH04, CO07] provide also interesting function algebra characterizations of recursive functions (i.e. computable functions) over real numbers.

### 4.4.3 The BSS model

The papers [BCJdNM05, BCJdNM06] provide function algebra characterizations of complexity classes in the Blum-Shub-Smale (BSS) model, which is another model for describing computations over real numbers and their complexity.

The BSS model [BSS88] consists in RAMs, whose registers can store arbitrary real numbers, that compute constant time arithmetic operations on real numbers following a finite list of instructions. Such machines take inputs from $\mathbb{R}^{\infty}=\cup_{n=1}^{\infty} \mathbb{R}^{n}$ and halt by returning an output in $\mathbb{R}^{\infty}$ or loop forever. In what follows, let $a$ be an element of $\mathbb{R}$, let $\bar{x}$ be an element of $\mathbb{R}^{\infty}$ and let $a . \bar{x}$ be the element of $\mathbb{R}^{\infty}$ whose first component is $a$ followed by $\bar{x}$. Let $\epsilon$ be the empty tuple.

Let $M$ be a BSS machine and $\llbracket M \rrbracket$ be the function associating each input in $\mathbb{R}^{\infty}$ to the corresponding output in $\mathbb{R}^{\infty}$. A function $f:\left(\mathbb{R}^{\infty}\right)^{k} \rightarrow \mathbb{R}^{\infty}$ is computable in the BSS model if there exists a machine M such that $f=\llbracket M \rrbracket$.

A BSS machine runs in polynomial time if there is a polynomial $P \in \mathbb{N}[X]$ such that for any input $\bar{x} \in \mathbb{R}^{\infty}$ the machine produces an output in $P(|\bar{x}|)$ steps. ${ }^{29}$ Let $\mathrm{FP}_{\mathbb{R}}$ be the class of functions computable by BSS machines in polynomial time.

Theorem 4.4.5 ([BCJdNM05] $\left.{ }^{30}\right)$. The least class of functions containing the constant functions 0 and 1 , the head, tail and cons functions over sequences of real numbers defined by head $(; a . \bar{x})=$ $a$, $\operatorname{tail}(; a . \bar{x})=\bar{x}$, head $(; \epsilon)=\operatorname{tail}(; \epsilon)=\epsilon$, cons $(; a \cdot \bar{x}, \bar{y})=a \cdot \bar{y}$, and $\operatorname{cons}(; \epsilon, \bar{y})=\bar{y}$, the projection functions $\pi_{i}^{n}\left(\overline{x_{1}}, \ldots, \overline{x_{n}}\right)=\overline{x_{i}}, i \in[1, n]$, the arithmetic operations $\otimes, \oplus$ and $\leq$ defined by $\oplus(; a \cdot \bar{x}, b . \bar{y})=(a+b) . \bar{y}, \otimes(; a \cdot \bar{x}, b \cdot \bar{y})=(a \times b) \cdot \bar{y}, \leq(; a \cdot \bar{x}, b \cdot \bar{y})=i \cdot \bar{y}$, with $i=1$ if $a \leq b$, and $i=0$ otherwise, the conditional function $C(; a . \bar{x}, \bar{y}, \bar{z})=\bar{y}$, if $a=1, C(; a . \bar{x}, \bar{y}, \bar{z})=\bar{z}$ otherwise, and closed under safe composition (SCOMP) and Safe Recursion (SR):

$$
\begin{aligned}
\operatorname{SCOMP}(f, \bar{g}, \bar{h})(\bar{x} ; \bar{y}) & =f(\bar{g}(\bar{x} ;) ; \bar{h}(\bar{x} ; \bar{y})) \\
\operatorname{SR}(f, g)(\epsilon, \bar{y} ; \bar{z}) & =g(\bar{y} ; \bar{z}) \\
\operatorname{SR}(f, g)(a . \bar{x}, \bar{y} ; \bar{z}) & =f(\bar{x}, \bar{y} ; \bar{z}, \operatorname{SR}(f, g)(\bar{x}, \bar{y} ; \bar{z})),
\end{aligned}
$$

is exactly $\mathrm{FP}_{\mathbb{R}}$. In other words, $\left[0,1\right.$, head, tail, cons, $\left.\pi_{i}^{n}, \otimes, \oplus, \leq, C ; \mathrm{SCOMP}, \mathrm{SR}\right]=\mathrm{FP}_{\mathbb{R}}$.

[^19]Characterizations of other interesting complexity classes based on the BSS model such as parallel polynomial time and classes of the polynomial hierarchy can be found in [BCJdNM05] and [BCJdNM06], respectively. For the interested reader, a characterization of $\mathrm{FP}_{\mathbb{R}}$ based on LAL was also studied in [BP06].

## Chapter 5

## Research perspectives

This chapter presents the research directions in ICC that I would like to explore in the future or that, in my opinion, correspond to the main research issues that should be addressed in the next decades. In Section 5.1 and Section 5.2, I mention some open issues and research directions in the context of probabilistic programs and quantum computing, respectively. In Section 5.3, I discuss the open issues related to languages for real numbers computations and with complexity certificates. In Section 5.4, I mention the issue of finding a decidable theory for type-2 polynomial time complexity. Finally, in Section 5.5, I discuss two typing disciplines of interest, sized types and intersection types, that are used to characterize termination of some lambda-calculi and mention some related open issues of interest from a complexity viewpoint.

### 5.1 Probabilistic models

The notion of probabilistic programming language (and model) has had a renewed popularity due to the need for such applications in algorithmics, robotics, and cryptography. Current probabilistic languages consist in higher-order functional languages with sampling and conditioning instructions. ${ }^{31}$

Like classical programs, probabilistic programs are in need of tools and techniques for formalizing and reasoning on their semantics. Several semantics aspect of probabilistic programs have already been studied (denotational semantics [Koz79], operational semantics [BDLGS16], uniqueness, normalization, confluence, and standardization of the lambda calculus with choice [Fag19, FRDR19], ...). They also require some verification techniques to be developed to certify properties such as termination. Termination with probability 1 is called, almost sure termination and if, in addition, the mean length of a derivation is finite then it is called positive almost sure termination. This latter notion has been deeply studied for TRSs with probabilistic rewrite rules by [BG05, BG06, Gna07, ADLY18] and almost sure termination for probabilistic higher-order languages has been studied in [KDLG19, DLG19] .

There are only a few works for verification techniques based on ICC methods. [DLT15] provides a first characterization of PP, the class of decision problems solvable by a probabilistic TM in polynomial time, with an error probability of less than $1 / 2$ for all instances. A less implicit extension to BPP, the class of decision problems solvable by a probabilistic TM in polynomial time with an error probability less than $1 / 3$ for all instances, is also considered. Although pioneering,

[^20]this work is not satisfactory insofar as the PP class is not really interesting in this context (as error is too close from success) and the characterization of BPP is not sufficiently implicit.

More recently, Avanzini, Moser, and Schaper have developed an average case runtime analysis for imperative languages [AMS19]. It is inspired by the ert-calculus [KKMO16], a method allowing to infer expected runtimes of probabilistic programs. The paper [ADLG19] also provides a sound and complete average case runtime analysis of higher-order functional programs with respect to the average case polytime TMs. Intuitively, the restriction of this class to decision problems is strictly included in ZPP, the class of zero-error polynomial time probabilistic programs, as the non-polynomial executions may be transformed into errors and, consequently, this work is an interesting improvement on existing methods.

As the characterization of [ADLG19] relies on an affine type system, it would be of interest to study extensions of the tiering method in an imperative and probabilistic setting in order to characterize this complexity class and to study to which extent a pure ICC characterization of ZPP can be obtained.

### 5.2 Quantum computations

Quantum computing is a computational paradigm which takes advantage of quantum mechanics to perform computations. An important number of quantum algorithms (Shor's [Sho97], Grover's [Gro96],...) have been shown to be more efficient than their classical counterpart in terms of time complexity. Several interesting works on the semantics properties of quantum programs have been carried out in recent years [Sel04]. However, while there are plenty of tools to analyze automatically the complexity of classical programs, only a few works have been carried out for quantum programs.

The work by Dal Lago et al. [DLMZ10], presented in Subsection 3.2.3, was to our knowledge the first application of ICC techniques to the quantum paradigm. However, it is not fully satisfactory for two main reasons. First, as already mentioned in Subsection 3.2.3, measurements are not allowed as a basic construct within the programming language. Consequently, this work cannot be straightforwardly adapted to mainstream quantum programming languages such as QPL (Quantum Programming Language) of [Sel04]. Second, most semantics restrictions on the definition of the captured quantum complexity classes are also holding on the notion of computed function or accepted language (e.g. Definition 3.2.2) and, hence, this weakens the purity of the characterization. One solution might be to consider the (unpublished) work of [Yam18] which provides the first function algebra characterization of the quantum complexity class (F)BQP. In this work, the semantics requirements are less external in the sense that a function is in FBQP if and only if it can be "approximated" polynomially by some function definable in the function algebra. Here the weakness is the extra requirement of this external polynomial that one could get rid off using standard safe-like function algebra. Another study of interest would then be to see whether the tiering approach can be adapted to a fragment of QPL to characterize similar complexity classes.

Last but not least, a well-suited complexity analysis of quantum programs should take into account the entanglement of qubits during program execution. Indeed, most of the algorithms improving the complexity of their classical counterpart (e.g. [Sho97, Gro96]) make use of entanglement to improve the algorithmic speed. Consequently, entanglement seems to be correlated to this speed up and an adequate study of quantum programs complexity should take a measure of entanglement into account. One possible direction is to consider the interesting work of Perdrix which has developed an abstract interpretations based static analysis for getting an
approximation of entangled qubits [Per08].

### 5.3 Feasible computations over the reals

Some characterizations of the class of real functions computable in polynomial time $\operatorname{FP}(\mathbb{R})$ have been provided in Section 4.2 and Section 4.4 ([FHHP10, BGH11, FHHP15]). They have also shown to be equivalent to other well-know computational models over the reals such as the General Purpose Analog Computer (GPAC)[BGP16]. However, these characterizations suffer from several drawbacks: either they provide a non-natural way to write programs (i.e. function algebra with non standard operators and recursion schemata) or they involve criteria that are not tractable (type-2 higher-order polynomials over stream programs).

Characterizing the complexity class $\operatorname{FP}(\mathbb{R})$ is still challenging as, by soundness, programs computing functions of $\operatorname{FP}(\mathbb{R})$ correspond to programs that can give an approximation of the output at precision $n$ in polynomial time in $n$, which is the intuitive and rational way to understand the complexity of a function over real numbers. For being effective, works characterizing the class $\operatorname{FP}(\mathbb{R})$ should not constrain the programmer in their way of writing down programs but should rather provide a certificate (type) that the program has the good complexity properties. Hence one issue of interest is to consider a standard functional programming language on streams (e.g. streams of signed digits) encoding real numbers and to develop a type system sound and complete for $\operatorname{FP}(\mathbb{R})$. One suggestion towards the completion of this work would be to consider the DLAL system of Baillot and Terui introduced in Section 2.1 and to combine it with stream data with good properties such as productivity [Sev17, AM13a, CBGB15].

### 5.4 A decidable theory for type-2 polynomial time

As mentioned in Subsection 4.2.1, several characterizations of higher complexity, more precisely, type-2 polynomial time complexity were studied in the last decades. All these characterizations suffer from three main problems. They rely on some external or explicit bounds [Con73, Meh76, CK90, IRK01, KS18, KS19]. Consequently, programming in such a paradigm is very hard as program behaviors are unpredictable (in particular the oracles answers cannot be predicted), or they are using machines or non natural function scheme and cannot be used in practice [Coo92, CU93], or they are in need of an undecidable check on constraints (e.g., inequalities over higherorder polynomials) [KC91, KC96, HP17].

A main issue of interest for this complexity theory is hence to provide a tractable characterization based on realistic programming language. One direction is to consider the characterization of [KS18], showing that Oracle Polynomial Time (OPT) (see [Coo92]), together with a restriction on the number of lookahead revisions (the number of time the size of an oracle input can increase is bounded by a constant), characterize $\mathrm{BFF}_{2}$ (under some lambda closure). Such a semantics property could be enforced by techniques such as tiering or light affine type systems and, hence, would allow us to characterize $\mathrm{BFF}_{2}$ in a tractable manner on a realistic programming (imperative or functional) language.

### 5.5 Other typing disciplines

Several other typing techniques have been used for termination and complexity purposes.

One of the most successful techniques is sized types that have been used to prove correctness properties of reactive systems [HPS96], size based termination [CK01, BGR08], probabilistic termination [DLG19], and space upper bounds [Vas08].

The line of work on the use of dependent types [DLG11, DLP14] for inferring program complexity properties is related to this approach. Indeed, as mentioned by Dal Lago, "linear dependent types can be seen as a way to inject precision and linearity into sized types".

Sized types have been adapted to functional languages to infer resource upper bounds in practice [ADL17]. This methodology can be fully automated and a relative completeness result is also stated but it merely focuses on soundness properties and on extending the expressive power (some examples of programs that were not captured are provided and no characterization of complexity class is studied). In [BG18], sized types have been combined with light linear logic to characterize the full Grzegorczyk's hierarchy, including FP. One question of interest is whether such a technique could also be combined to other ICC techniques such as tiering and interpretation (at least for first order). Another question of interest is also whether the work of [BG18] could be transferred to other complexity classes (polynomial space and subpolynomial classes).

Another technique of interest is intersection types. Intersection types have been used to show strong normalization of the lambda-calculus for the non-idempotent framework (i.e. provided that the intersection of a type with itself is not the identity) [DC05, BL11, BKV17, DC18]. Characterizations of head normalizing terms and strongly normalizing terms have also been adapted to non-idempotent intersection types and union types of the lambda-mu-calculus in [KV17]. In this setting upper bounds can be derived on the (head)-reduction length. Intersection types have also been applied to the setting of the probabilistic lambda-calculus [BDL18], where the probability of a term to terminate is characterized as the least upper bound of the "weight" of its typing derivations. Non-idempotent intersection types are used for characterizing terms normalizing in elementary time in [BRDR15]. For that purpose, the considered types are also non-associative. The non-associativity entails a stratification that is reminiscent of the stratification in light logics. In this framework, characterizations of the most popular complexity classes remain open issues.

## Glossary

Alogtime : $U_{E}^{*}$ uniform $\mathrm{NC}^{1}$
BC : Bellantoni and Cook function algebra
BFF : Basic Feasible Functionals
$\mathrm{BFF}_{2}$ : Basic Feasible Functionals at order 2
BLL : Bounded Linear Logic
BQP : Bounded error Quantum Polynomial time
BPP : The class of problems computable in polytime with bounded-error by a probabilistic TM
BSS : Blum-Shub-Smale model
BTLP : Bounded Type Loop Programs
CBN: Call-By-Name
CBV : Call-By-Value
CPS : Continuation-Passing Style
DLAL : Dual Light Affine Logic
DP : Dependency Pair
DPG : Dependency Pair Graph
DPI : Dependency Pair Interpretation
EAL : Elementary Affine Logic
ELL : Elementary Linear Logic
EQP : Exact Quantum Polynomial time
EXPTIME : The class of problems computable in exponential time by a deterministic TM
FBQP : Functional BQP
$\mathrm{FP}(\mathbb{R})$ : The class of functions computable in polynomial time over the reals
$\mathrm{FP}_{\mathbb{R}}$ : The class of functions computable by BSS machines in polynomial time
FMT : Finite Model Theory
FP : The class of functions computable in polynomial time by a deterministic TM
FPSPACE : The class of functions computable in polynomial space by a deterministic TM
GPAC: General Purpose Analog Computer
HO : Higher-Order
HOP : Higher-Order Polynomial
I : Interpretation
ICC : Implicit Computational Complexity
L: The class of problems computable in logarithmic space by a deterministic TM
L/poly : The class of decision problems computable by branching programs of polynomial size
LAL : Light Affine Logic
LALC : Light Affine Lambda Calculus
LL: Linear Logic
LLL: Light Linear Logic
LLPO : Light Lexicographic Path Ordering

## Logspace: L

LPO : Lexicographic Path Ordering
MLSTA : ML Soft Type Assignment
MPO : Multiset Path Ordering
$\mathrm{NC}^{k}$ : Decision problems computable by $U_{E}^{*}$ uniform circuits of polynomial size and log ${ }^{k}$ depth
$\mathrm{NC}: \cup_{k \geq 0} \mathrm{NC}^{k}$
NP : The class of decision problems computable in polynomial time by a non deterministic TM
OTM : Oracle Turing Machine
OO : Object Oriented
OPT : Oracle Polynomial Time
P: The class of decision problems computable in polynomial time by a deterministic TM
P/poly : The class of decision problems computable by families of polynomial size circuits
PCF : The language of Programming Computable Functions
POP : Product Path Ordering
POP*: Polynomial Path Ordering
PP : The class of decision problems computable in polynomial time by a probabilistic TM
PSPACE : The class of problems computable in polynomial space by a deterministic TM
QBF :Quantified Boolean Formula
QI : Quasi-interpretation
QPL: Quantum Programming Language
QTM : Quantum Turing Machine
RAM : Random Access Machine
RPO : Recursive Path Ordering
SAL : Soft Affine Logic
SAT : Satisfiability problem
SCP : Size Change Principle
SI : Sup-interpretation
SLL : Soft Linear Logic
SMT : Satisfiability Modulo Theory
sPOP*: small Polynomial Path Ordering
STA : Soft Type Assignment
STTRS : Simply Typed TRS
TM : Turing Machine
TRS : Term Rewrite System / Term Rewriting System
$\mathbf{U}_{\mathbf{E}}^{*}$ : A condition of uniformity for families of Boolean circuits (see [Ruz81])
ZPP : Zero-error Probabilistic Polynomial time
ZQP : Zero-error Quantum Polynomial time
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## Résumé

In this thesis, we explore the different results obtained by the implicit complexity community over the past thirty years. These results generally consist in characterizing a given complexity class on a fixed programming language using a static analysis technique (interpretation, tiering, type system, light logic, ...). After listing the main techniques and highlighting their similarities, we will first study the intensionality results obtained for some these techniques, i.e. results that make it possible to compare the expressive power of these techniques or to extend the number of captured programs. Then, we will study crossovers, extensions of these techniques to other programming paradigms. We will then focus our analysis on the results obtained by using these techniques in the context of infinite data types such as streams, infinite sequences, real numbers, and higher-order functions. Finally, we will conclude this thesis by presenting some of the most interesting open questions in the field, including extensions to probabilistic models or quantum computing.


#### Abstract

Dans ce mémoire, nous explorons les différents résultats obtenus par la communauté de la complexité implicite au cours de ces trente dernières années. Ces résultats permettent en général de caractériser une classe de complexité donnée sur un langage de programmation fixé en utilisant une technique d'analyse statique (interprétations, tiering, systèmes de types, logiques légères, ...). Après avoir listé les principales techniques et avoir mis en avant leurs similitudes, nous étudierons dans un premier temps, les résultats d'intensionalité obtenus pour certaines de ces techniques, c'est-à-dire des résultats permettant de comparer le pouvoir d'expression de ces techniques ou permettant d'étendre le nombre de programmes capturés. Puis, nous étudierons des "crossovers", des extensions de ces techniques à d'autres paradigmes de programmation. Nous focaliserons ensuite notre analyse sur les résultats obtenus en utilisant ces techniques dans le cadre de domaines infinis tels que les streams, les suites infinies, les nombres réels et les fonctions d'ordre supérieur. Enfin, nous conclurons ce mémoire en exposant certaines des questions ouvertes les plus intéressantes du domaine, dont des extensions à des modèles probabilistes ou de l'informatique quantique.


[^0]:    ${ }^{1}$ The input tape is not taken into account for sublinear space classes.
    ${ }^{2}$ This identification of tractable functions with the complexity class FP is also known as Cobham-Edmonds thesis.

[^1]:    ${ }^{4}$ Here provided that $\bar{g}=g_{1}, \ldots, g_{n}, \bar{g}(\bar{x} ; \bar{y})$ stands for $g_{1}(\bar{x} ; \bar{y}), \ldots, g_{n}(\bar{x} ; \bar{y})$.

[^2]:    ${ }^{5}$ Each binary word $w \in\{0,1\}^{*}$ is encoded by a term $\underline{w}$ of type $W=\forall \alpha .!(\alpha \multimap \alpha) \multimap!(\alpha \multimap \alpha) \multimap \S(\alpha \multimap \alpha)$. A function $f$ is represented by the term $M$ such that $x: W \vdash M: \S^{k} W$ if the proof of $\vdash M[\underline{w} / x]: \S^{k} W$ reduces to $\vdash f(w): \S^{k} W$, for each $w$.

[^3]:    ${ }^{6}$ Here we have chosen not to specify the precise encoding as it mostly differs depending on the fragment of SLL considered [Laf04, GMRDR08b, Bai08].

[^4]:    ${ }^{7}$ It consists in an extension to terms defined by $\left[b\left(t_{1}, \ldots, t_{n}\right)\right]=[b]\left(\left[t_{1}\right], \ldots,\left[t_{n}\right]\right)$.
    ${ }^{8}$ The subterm property holds if for any symbol $b$ of arity $n \geq 1, \forall i \leq n, \forall X_{i} \in \mathbb{N},[b]\left(\ldots X_{i} \ldots\right) \geq X_{i}$.
    ${ }^{9}$ i.e. the successor has an interpretation of the shape $[\operatorname{suc}](X)=X+c, c>0$. This property is extended to any constructor symbol $c$ of arity strictly greater than 0 by requiring that $[c]\left(X_{1}, \ldots, X_{n}\right)=\Sigma_{i=1}^{n} X_{i}+c, c>0$.

[^5]:    ${ }^{10}$ i.e. These programs do not have the ability to build a binary tree.
    ${ }^{11}$ Loops correspond to linear iteration in the size of the guard value.

[^6]:    ${ }^{12}$ There is no uniqueness. See next footnote.
    ${ }^{13} p$ is also a valid option.

[^7]:    ${ }^{14}$ We make a slight abuse of notation as usually a Blum complexity measure maps an integer, encoding the program data and input, to a Gödel numbering of the partial computable functions by not making the distinction between the Gödel number and the function it represents.

[^8]:    ${ }^{15}$ The inherent complexity is also called Synthesis problem complexity, Derivability problem complexity or Type inference complexity depending on the computational model under consideration.
    ${ }^{16}$ i.e. polymorphism is not allowed.
    ${ }^{17}$ The normal form hypothesis is also no longer required using a suitable notion of subtyping.

[^9]:    ${ }^{18}$ This should not be confused with the non related philosophical concept of intentionality.

[^10]:    ${ }^{19}$ where $\mathcal{T}(\mathcal{C})=\mathcal{T}(\mathcal{C}, \emptyset)$.

[^11]:    ${ }^{20}$ The encoding is using TRSs over unary numbers.

[^12]:    ${ }^{21}$ This result remains true if additivity and polynomiality properties are withdrawn.

[^13]:    ${ }^{22}$ Here the notion of additivity is slightly modified as we do not require symbols in $\mathcal{F}_{1} \cap \mathcal{C}_{2}$ to be additive.

[^14]:    ${ }^{23}$ Again, this result remains true if additivity and polynomiality properties are withdrawn.
    ${ }^{24}$ There is a small distinction with [MP09] where additivity is included in the definition of a sup-interpretation.

[^15]:    ${ }^{25}$ Some $\beta$ reduction steps are needed to compute the $\beta$ normal form $M$. Hence we consider HOPs up to $\beta$ equivalence, $\equiv_{\beta}$.

[^16]:    ${ }^{26}$ This results holds for type 1 function symbols over basic types, e.g. unary numbers or binary words.

[^17]:    ${ }^{27}$ This class is also called BFF for short when the type- 2 setting is clear from the context.

[^18]:    ${ }^{28}$ We will use the Cartesian product instead of the arrow for the argument types of a function symbol in the following.

[^19]:    ${ }^{29}$ The size of $\bar{x}$ is the dimension of the tuple.
    ${ }^{30}$ Here we consider $\mathbb{R}$ with a ring structure. Hence substraction and division are not included. They could have been considered as the result of [BCJdNM05] holds for arbitrary structures. In this case, for Theorem 4.4.5 to hold, substraction and division have to be added as basic operations in the corresponding function algebra. + and $\times$ denote respectively the standard addition and standard multiplication operations on real numbers.

[^20]:    ${ }^{31}$ Conditioning consists in allowing to add information about observed events into the program that may influence the posterior probability distribution.

