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Abstract

The present dissertation presents a synthesis of my research developments, in the field of math-

ematical modeling of polymerization systems, in view of obtaining the authorization of the Uni-

versity of Lorraine to autonomously direct and supervise scientific research. The presented work

extends over a period of 17 years, starting from the early stages of my career in Greece and reaching

until the latest developments, carried out in the Laboratory of Reactions and Process Engineering

(LRGP) in Nancy. Throughout the chapters of this manuscript, several case studies are exposed in

an attempt to illustrate different key-issues, related with the development of mathematical models

for physicochemical systems. These issues, concern the selection of the most suitable modeling

approach, in terms of both the specificities of the problem under study and the characteristics of

the different modeling techniques. In this sense, the ‘dilemma’ between knowledge-based or data-

driven modeling approaches, as well as that between stochastic and deterministic techniques, are

directly addressed and analyzed through multiple viewpoints. At the same time, and in parallel

to the technical modeling aspects, specific attention is also payed to the nature and the challenges

posed by different systems. Finally, the guideline adopted throughout the presentation of these

developments is extended to provide a projection towards future perspectives, capitalizing on pre-

viously acquired knowledge and opening towards new techniques and approaches.
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Résumé Etendu 1

Ce manuscrit présente un résumé de mes travaux de recherche, en vue de l’obtention de

l’habilitation à diriger les recherches. La période de référence couvre les dernières 17 années

écoulées et concerne les travaux que j’ai effectués d’abord en Grèce, avant mon arrivée en France

puis, au sein du Laboratoire Réactions et Génie des Procédés (LRGP) de Nancy depuis 2010.

Pendant la première période, j’ai pu acquérir des bases solides sur la modélisation de procédés

de polymérisation, à travers une série d’applications sur différents systèmes. Ces bases m’ont

ensuite permis, d’une part, de mettre en œvre, et d’étendre vers d’autres problématiques, des tech-

niques de modélisation ainsi maîtrisées et, d’autre part, d’effectuer une ouverture vers de nouvelles

techniques et des approches différentes. Ce manuscrit présente donc ce parcours, par le biais de

plusieurs cas d’études, ainsi que la ligne directrice des travaux que je souhaite développer au cours

des années à venir.

Les activités de recherche effectuées pendant la première partie de ce parcours ont donc prin-

cipalement concerné la modélisation des procédés de polymérisation. Plus spécifiquement, il s’est

agi de construire des modèles mathématiques, en grande partie basés sur l’application de tech-

niques de modélisations phénoménologiques, à la fois déterministes et stochastiques, pour des

systèmes et des applications variées, telles que les procédés industriels de synthèse de polymères,

de copolymères et de biopolymères. L’objectif commun à ces travaux a été la description du com-

portement de ces systèmes, ainsi que la prédiction de l’évolution des différentes propriétés des

chaînes macromoléculaires produites, en fonction des conditions opératoires de leur synthèse. La

prédiction de ces propriétés vise à établir des relations entre les paramètres du procédé et certaines

propriétés des produits obtenus, telles que leur comportement rhéologique, mécanique, thermique,

1An extended summary in French is required by the University of Lorraine for all dissertations written in a foreign
language.
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etc. Par conséquent, il est ainsi possible d’envisager à la fois le contrôle optimal des caractéris-

tiques des produits synthétisés ainsi que la conception et la fabrication de produits à propriétés

ciblées, et cela, dans le cadre de la maîtrise des relations entre la structure, les procédés et les

propriétés.

Les produits qui présentent la plus grande polyvalence sont ceux dont la microstructure molécu-

laire est très complexe. C’est, en particulier, le cas des polymères et copolymères ramifiés ainsi

que des polymères et des biopolymères multifonctionnels (polyesters, polysaccharides, etc.), dont

la modélisation des caractéristiques macromoléculaires, voire de la topologie de la microstructure,

n’est pas une tâche simple car elle implique la gestion d’une très grande dimensionnalité, au sens

d’un nombre important de propriétés qui doivent être suivies en parallèle. Ceci, sous un formalisme

de bilans de population, conduit à des bilans dits multidimensionnels.

Devant la multitude d’approches qui sont proposées dans la littérature pour la modélisation

de systèmes de polymérisation, le chercheur se trouve souvent en plein dilemme. Le choix de

l’approche la mieux adaptée au système étudié dépend typiquement de plusieurs paramètres, dont

notamment la nature du système et l’état actuel de sa connaissance. Par ailleurs, le niveau de détail

envisagé, concernant les propriétés ciblées, les ressources disponibles et la maîtrise des différentes

techniques qui se présentent comme solutions éventuelles pour la modélisation du système, sont

également des paramètres qui doivent influencer cette décision. Il existe des nombreuses catégories

selon lesquelles on peut classer les approches de modélisation. Chacune d’elles présente ses pro-

pres avantages et inconvénients, jouant ainsi un rôle décisif dans le choix décrit précédemment. Un

telle classification permet de distinguer les modèles phénoménologiques et les modèles basés sur

les données (ou empiriques). Dans la première catégorie on trouve les modèles qui visent à décrire

les phénomènes produits dans le système, en utilisant des lois physiques. En revanche, les modèles

dont le but est simplement de construire, sur la base des données disponibles, une expression math-

ématique, capable à créer une liaison entre les entrées (par exemple, les conditions expérimentales

du procédé) et les sorties (par exemple, les propriétés calculées) du système, sans pour autant que

cette expression ait un rapport quelconque avec les mécanismes dirigeant le procédé, font partie de
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la deuxième catégorie des modèles basés sur les données.

Une autre classification des modèles mathématiques est celle qui distingue les modèles déter-

ministes et stochastiques. Dans la première catégorie se situent typiquement les modèles classiques

du génie des procédés, qui comportent des systèmes d’équations différentielles ou algébriques, et

qui définissent de façon explicite la(es) sortie(s) du système par rapport à ses entrées. Les mod-

èles stochastiques, contrairement à la première catégorie, se basent sur la génération de nombres

aléatoires afin de décrire la transition d’états consécutifs en fonction de probabilités de transition.

De ce fait, la(e)s sorties du système est(sont) liée(s) à ses entrées par le biais d’une distribution de

probabilités.

Ce manuscrit tente d’adresser et de répondre au dilemme présenté précédemment pour choisir

l’approche de modélisation la mieux adaptée à la problématique étudiée, en s’appuyant principale-

ment sur ces deux types de classification des modèles. Ainsi, à travers les différentes applications

et études de cas qui seront exposées, les forces et les faiblesses des approches adoptées seront dé-

montrées. Dans ce cadre, les études présentées contiennent aussi bien des cas où le choix d’une

approche est plutôt imposée par la nature du système et le niveau de détail dans les propriétés

calculées, ainsi que des cas où un choix, voire une combinaison des approches fondamentale-

ment différentes, est envisageable. La structure du manuscrit se décline en cinq chapitres, dont

trois dédiés à la présentation des différents développements. Ainsi, suite à un premier chapitre

d’introduction générale du sujet et des problématiques traitées, les chapitres 2, 3 et 4 sont dédiés à

la présentation de différentes études de cas. En même temps, chacun de ces chapitres est focalisé

sur un point de vue différent, en liaison avec le dilemme présenté précédemment. Enfin, le dernier

chapitre propose une synthèse des travaux présentés et une projection vers le futur.

Plus précisément, le chapitre 2 se focalise sur le choix entre des approches de modélisa-

tion déterministes et stochastiques. Dans ce cadre, l’accent est placé sur des développements de

modèles pour des systèmes de polymérisation complexes, en utilisant principalement la méthode

stochastique de Monte Carlo (MC). Il s’agit d’une approche de modélisation qui offre l’avantage

d’une gestion plus efficace des problèmes qui sont caractérisés par une grande dimensionnalité
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(du fait que le nombre de propriétés qui doivent être suivies est élevé). Ainsi, dans le cas, par

exemple, d’un procédé de synthèse d’un polymère ramifié, il est nécessaire de suivre l’évolution,

non seulement de la taille des chaînes de polymère, afin de pouvoir suivre l’évolution de la dis-

tribution des masses molaires, mais également du nombre de ramifications, à la fois longues et

courtes (selon la nature du système), afin de pouvoir décrire les développements au niveau de la

distribution de ces ramifications. Ceci est important car les comportements mécanique, thermique

et rhéologique d’un polymère ne sont pas seulement affectés par sa masse molaire, mais aussi par

sa nature linéaire ou ramifiée. En plus, dans le dernier cas d’un polymère non-linéaire, la struc-

ture des ramifications (ex., sous forme de peigne, étoile, etc.) affecte également ces propriétés

d’usage. De la même façon, les fonctionnalités d’un copolymère ne dépendra pas seulement de la

nature de ces co-monomères constitutifs, mais aussi de leur séquence relative au sein de chaînes

macromoléculaires.

Ces systèmes sont des exemples typiques de problèmes de modélisation de dimensionnalité

élevée, pour lesquels il est nécessaire de mettre en œuvre des approches de modélisation avancées,

comme la méthode stochastique de MC, ou comme des techniques déterministes qui se basent sur

la discrétisation du domaine d’étude et sur la transformation du système d’équations différentielles

par de méthodes numériques poussées. Malgré le fait que ces deux approches ont été excessive-

ment testées sur différentes applications, pendant toutes ces dernières années, la méthode de MC

a été plus employée à cause du nombre des qualités qu’elle présente par rapport aux méthodes

déterministes. Notamment, le fait que la méthode de MC s’adapte parfaitement au caractère in-

hérent stochastique des procédés de polymérisation étudiés, ainsi qu’à sa capacité de gérer une

dimensionnalité accrue sans augmenter la complexité de la formulation mathématique du modèle,

rendent cette approche très attractive pour ce type de problèmes.

De ce fait, la première étude qui est présentée dans le chapitre 2, est un article de revue qui

décrit, de façon succincte, une série d’applications de la méthode de MC sur différents systèmes

de polymérisation, qui portent à la fois sur l’échelle des gouttelettes/particules, dans des systèmes

dispersés (ex. polymérisation en suspension), et sur l’échelle de macromolécules contenues dans
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ces gouttelettes/particules. Ces développements ont été effectuées pendant la période avant mon

arrivée en France et constituent la base sur laquelle les développements suivants ont été grande-

ment appuyés. Parmi les applications présentées dans cet article, un accent important est placé

sur le système de polymérisation radicalaire de l’éthylène, pour la production du polyéthylène de

basse densité (LDPE), dans des réacteurs tubulaires sous haute pression. En effet, à travers cette

étude, la capacité de la méthode de MC de traiter des problèmes de très grande dimensionnalité est

clairement démontrée.

La problématique traitée au sein de cette application concerne la prédiction de l’évolution de

la topologie de la microstructure des chaînes macromoléculaires du LDPE en fonction des con-

ditions opératoires de synthèse de ce dernier. Cette nécessité provient du fait que, comme men-

tionné précédemment, ce n’est pas seulement le nombre de ramifications qui affecte les propriétés

d’usage d’un polymère fortement ramifié, mais aussi sa forme topologique concernant la position

de rattachement ainsi que la taille de chacune de ces ramifications. De ce fait, la seule approche de

modélisation capable de suivre simultanément tous les paramètres décrivant en détail la microstruc-

ture de chaque molécule, comme la taille et la position de chacune des ramifications le long des

chaînes macromoléculaires, ainsi que la polydispersité des longueurs (ou des masses molaires) du

très grand nombre de macromolécules formées en cours de synthèse, est la modélisation stochas-

tique sur la base d’un algorithme de MC topologique. Ce développement a permis, par la suite, la

liaison directe entre les conditions de synthèse du LDPE et son comportement rhéologique. Il a

également ouvert tout un domaine d’applications de cette approche de MC topologique à d’autres

systèmes similaires.

La deuxième étude de cas qui est présentée dans ce chapitre concerne encore l’application de

la méthode de MC à un système de copolymérisation de l’acide acrylique, dans un réacteur tubu-

laire, équipé des mélangeurs statiques. Il s’agit d’une étude qui a été effectuée dans le cadre d’un

projet européen, portant sur la conception de procédés industriels intensifiés et modulables, avec la

participation d’un grand nombre de partenaires industriels et académiques. L’implémentation de la

méthode de MC pour la modélisation de ce système, a permis de mettre en évidence l’importance
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de pouvoir suivre en détail les distributions bivariées, en termes des masses molaires du copolymère

et de sa composition en co-monomères, ainsi que de la distribution des longueurs de séquence des

deux co-monomères. En effet, ce suivi détaillé a clairement révélé des effets indésirables, par rap-

port à ces propriétés, qui n’ont pas pu être détectés par le suivi des propriétés respectives moyennes.

Par ailleurs, dans le cadre de cette étude, un simulateur hybride a été développé, sur la base de la

combinaison de la méthode stochastique de MC avec une méthode déterministe, à savoir la méth-

ode des moments. Le but de cette combinaison a été de donner, à l’utilisateur de ce simulateur,

la possibilité de pouvoir choisir la méthode à appliquer selon le niveau de détail recherché dans

les propriétés calculées. Ainsi, le dilemme du choix de la méthode est directement adressé sur la

base de l’objectif de la modélisation du système, montrant que le choix d’une méthode avancée,

comme la méthode de MC, n’est pas toujours indispensable. La dernière application de la méthode

de MC de ce chapitre porte sur la modélisation d’un système de polycondensation des sucres. Il

s’agit d’un problème de modélisation qui présente également une dimensionnalité élevée, qui est

due, cette fois, au caractère multifonctionnel de l’unité constitutive des macromolécules, à savoir

la molécule de glucose. Cette molécule possède cinq groupements OH libres, qui sont tous suscep-

tibles à participer dans la formation de liaisons avec d’autres groupements, appartenant à la même

ou à d’autres molécules. L’approche de modélisation qui a été développée pour ce système, permet

de simuler des systèmes réactifs des polysaccharides allant jusqu’à des degrés de polymérisation

très élevés. En même temps, les différents types de polysaccharides de même longueur sont dis-

tingués dans le modèle par leur nombre et leur type de groupements OH, ainsi que par la nature

des différentes unités constitutives, qui peuvent comporter, en plus des unités d’anhydroglucose,

des molécules d’autres oses. Dans cette étude, une deuxième approche de modélisation du sys-

tème, par la méthode des moments, a également été démontrée. En revanche, contrairement à

l’application précédente du système de copolymère de l’acide acrylique, cette approche n’est pas

du tout adaptée à la modélisation de ce système, à cause de la forme finale des équations des mo-

ments qui ne permet pas une solution numérique robuste. De ce fait, ce système est un exemple

représentatif où le choix de l’approche de modélisation est limitée par la formulation du modèle,
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selon les caractéristiques du système étudié.

Le troisième chapitre, porte sur ne autre type de classification des modèles mathématiques,

à savoir celle qui distingue les modèles phénoménologiques (ou de connaissances), des modèles

basés sur des données. La première catégorie de ces modèles offre une meilleure compréhension

des effets observés et est, en général, applicable dans un grand domaine de variation des variables

d’entrée. En revanche, ces modèles nécessitent souvent un temps de développement significatif.

Par ailleurs, les modèles basés sur des données, sont plus rapides à développer et à mettre en œuvre,

mais sont limités au domaine d’application, qui doit être couvert, de façon représentative, par les

données utilisées lors du développement du modèle. Au vu de ces avantages et inconvénients,

le choix des modèles basés sur les données est souvent plus judicieux dans de cas où l’état des

connaissances du système, et/ou les ressources disponibles (ex., le temps et/ou le budget alloué(s)),

sont limitées. Par ailleurs, le développement explosif que connait, depuis ces dernières années, le

domaine des techniques d’apprentissage automatique (machine learning), a beaucoup privilégié

cette deuxième catégorie de modèles, dont elles font partie.

En effet, ces méthodes sont devenues de plus en plus importantes dans l’industrie, dans le cadre

d’un nouveau mode opérationnel souvent appelé "industrie 4.0" ou "industrie du futur" ou encore

"industrie numérique". Dans ce cadre, l’opération de l’usine du futur repose, en grande partie, sur

l’acquisition et l’exploitation efficace et exhaustive de données, voire de données massives (Big

Data), afin de monter en capacité pour mieux prédire le comportement des systèmes. Le processus

typique passe par les étapes de collection des données, de leur visualisation statistique (analyse

descriptive), de l’identification de motifs (analyse prédictive) et, enfin, de la prise de décisions

(analyse prescriptive). Des modèles statistiques adaptés, qui peuvent analyser des grandes quan-

tités de données afin d’identifier des liens et des motifs entre elles, sans pour autant donner ou

nécessiter des informations sur les phénomènes des systèmes, jouent un rôle principal dans ce pro-

cessus. C’est là où les modèles d’apprentissage automatique, comme par exemple les réseaux des

neurones, commencent à devenir essentiels pour l’industrie qui décide de suivre et de s’adapter à

ce mode de fonctionnement.

ix



Plus particulièrement, ces techniques d’apprentissage automatique sont couramment employées

pour la modélisation de systèmes complexes (ex., dans la robotique), présentant des nombreux

avantages et des performances très élevées. Certaines, comme les réseaux de neurones artificiels,

ont déjà trouvé des applications dans des systèmes physico-chimiques, mais il existe également

toute une série d’autres techniques qui restent encore relativement sous-exploitées dans le domaine

du génie des procédés et des produits. Ces méthodes sont, elles mêmes, classées en quatre caté-

gories principales, à savoir les catégories d’apprentissage supervisé, non-supervisé, semi-supervisé

ainsi que la catégorie d’apprentissage renforcé.

Dans la première catégorie on trouve les méthodes qui utilisent, dans leur apprentissage, des

données composées à la fois des entrées et des réponses, appelées également étiquettes. De ce

fait, elles ‘apprennent’ à créer un lien entre les nouvelles entrées et les réponses cherchées, sur

la base de ce qu’elles ont déjà ‘vu’ dans les données d’apprentissage. Les problèmes qui sont

typiquement traités par ces méthodes sont des problèmes de régression, où la réponse prend la

forme d’une fonction continue, et des problèmes de classification, où les réponses sont des classes

distinctes.

La deuxième catégorie comporte des méthodes qui sont employées pour l’identification de

motifs dans des séries de données pour lesquelles les étiquettes ne sont pas disponibles. Dans

ce cas, on parle de problèmes de clustering, où les données sont regroupées dans des groupes

(clusters), sur la base d’un ou plusieurs critères de similarité. Des applications typiques de cette

catégorie de méthodes portent sur le diagnostic et la détection des dérives des procédés ainsi que

sur la réduction de la dimensionnalité.

La troisième catégorie est intermédiaire entre les deux premières, et concerne de problèmes

où les données comportent à la fois de données étiquettées et non étiquettées, les premières étant

souvent limitées en quantité par rapport aux secondes. Enfin, la dernière catégorie concerne princi-

palement la procédure de prise de décision, sur la base de l’apprentissage de règles et est employée

plutôt dans des applications du domaine de l’automatisme.

L’étude de cas qui est présentée dans ce chapitre montre le développement d’un modèle basé sur

x



des données pour un système de photocatalyse, en vue de la destruction de contaminants présents

dans l’eau. Dans ce cas, deux réseaux de neurones consécutifs et inter-connectés ont été mis en

œvre pour la modélisation de deux étapes critiques du procédé, celle de la synthèse du photocataly-

seur et celle de la dégradation du contaminant. Ainsi, il a été possible de relier les conditions opéra-

toires de la synthèse du catalyseur à celles des essais de dégradation du contaminant et d’évaluer

alors la performance finale du catalyseur. Ceci a permis par la suite, via une étude d’optimisation,

d’identifier les conditions de synthèse et de dégradation qui maximisent la quantité du contaminant

dégradé. A travers cette application est démontré l’intérêt de l’utilisation des techniques basées sur

des données, dans le cas où la complexité du système étudié, en combinaison avec la durée envis-

agée de l’étude, ne permettent pas le développement d’un modèle des connaissances. Par ailleurs,

la capacité prédictive accrue de ces techniques, dans des systèmes très complexes, a également été

mise en évidence par cette étude.

Le quatrième chapitre met plus l’accent sur le type d’application que sur le choix de la tech-

nique de modélisation. Il s’agit d’une étude qui vise à répondre à la problématique de la surac-

cumulation de pneumatiques usagés, qui est devenue un enjeu majeur en écologie au cours des

dernières années à l’échelle mondiale. Parmi les approches de traitement et/ou de réutilisation de

ces déchets des pneumatiques, la méthode de leur recyclage par granulation est particulièrement

intéressante. Elle consiste à broyer mécaniquement ces pneumatiques en granulés de caoutchouc

de tailles micrométriques, commercialisés sous le terme de GTR (Ground Tire Rubber), qui con-

servent les propriétés élastomères du caoutchouc et qui peuvent être utilisés en tant que charge

pour renforcer des polymères.

Dans ce cadre, des travaux de recherche ont été entamés pendant les dernières années, au sein

de l’axe Génie des Produits du LRGP. Ses travaux, qui ont fait l’objet de deux thèses de doctorat

consécutives, portent sur l’amélioration des propriétés mécaniques (e.g., déformation à la traction

et résistance aux chocs) du polystyrène (PS) grâce à l’ajout de GTR. Etant donné l’intérêt de ce

système pour l’industrie du recyclage, du transport et des polymères, ces travaux ont également

conduit au dépôt d’un dossier de brevet auprès de la SATT SAYENS.
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Un verrou principal de ce concept est que le GTR et la matrice de PS présentent une faible

adhérence de par la nature différente de leurs phases. Afin de surmonter cet obstacle, les chaînes

de PS ont été greffées sur la surface du GTR via une polymérisation radicalaire in situ. Cepen-

dant, la présence du GTR dans le système peut aussi altérer le mécanisme et/ou la cinétique de

la polymérisation radicalaire, présentant, selon les conditions, un effet accélérateur, retardateur ou

même inhibiteur. Un enjeu majeur de ces travaux est alors de maximiser la quantité de PS qui est

greffé sur les particules de pneumatiques, tout en utilisant un rapport de GTR/styrène élevé, afin

de promouvoir d’avantage le recyclage de GTR et de limiter la production de PS libre (non-greffé)

dans le système. Parmi les paramètres qui affectent l’évolution du système, se trouvent notam-

ment la nature de l’agent amorceur, la quantité et la composition du GTR ainsi que la température

de synthèse. L’objectif principal de cette étude a alors été d’élucider et de comprendre l’effet de

ces paramètres sur l’évolution de la polymérisation de greffage. Le but a été de pouvoir contrôler

les conditions opératoires afin de maximiser à la fois le taux de conversion du styrène et le taux

de greffage sur le GTR. Pour ce faire, un schéma réactionnel étendu a été adopté, permettant de

décrire à la fois les mécanismes de polymérisation du styrène libre, ainsi que ceux du greffage de

ce dernier sur les particules de GTR. Ce modèle phénoménologique a été formulé en utilisant la

méthode des moments, qui est largement adéquate pour décrire l’évolution du taux de conversion

et du taux de greffage du système.

Le dernier chapitre résume les développements et les études citées, dont la présentation dans

ce manuscrit a été faite à travers :

• Le choix entre les méthodes de modélisation stochastiques et déterministes,

• le choix entre des techniques de modélisation phénoménologiques et celles basées sur des

données, et

• les différents domaines d’application, en liaison avec les enjeux majeurs industriels et socié-

taux.
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Suivant la même ligne directrice, les développements qui sont envisagés pour le futur portent sur les

mêmes axes. Ainsi, les approches stochastiques et, notamment, les modèles de MC topologique,

seront d’avantage développées pour la modélisation d’autres systèmes multi-dimensionnels, comme

c’est le cas des polysaccharides. Par ailleurs, une montée en puissance des compétences sur des

techniques d’apprentissage automatique sera également poursuivie, notamment par une thèse de

doctorat qui vient de démarrer sous ma supervision sur cette thématique. Tous ces développements

seront appliqués, autant que possible, sur des problématiques qui répondront à la demande pour

une production industrielle moderne et durable, dans le cadre d’une économie circulaire.

L’ensemble de ces travaux de recherche, au cours de ces années depuis ma soutenance de

thèse, ont conduit à la production d’une totalité de 22 articles à comité de lecture, dont 4 actes

de colloques. J’ai également participé, depuis 2011, à 24 conférences, dont 22 avec actes, 18

internationales et 14 en communication orale. Une grande partie de ces travaux a été effectuée

dans le cadre de l’encadrement des travaux de recherche de 14 étudiant(e)s, dont 7 en thèse et

7 en stage de Master. Une présentation analytique de ces travaux et productions est donnée en

Annexe ??.
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1. Introduction

Mathematical modeling is very much an art...

W. L. Luyben

1.1 A journey in the notions of mathematical modeling

The present dissertation aims in providing a synthetic overview of a journey in the notions

of mathematical modeling of polymerization systems, which has begun about 17 years ago in

Aristotle University of Thessaloniki. Throughout this journey, several modeling techniques and

approaches have been tested and implemented to various types of problems. In this respect, dif-

ferent versions of the method of moments, advanced discretization techniques, stochastic Monte

Carlo algorithms and, lately, machine learning techniques have been employed for the modeling of

polymerization and other physicochemical systems.

In the course of the different developments that have been realized throughout these years,

some of the aforementioned techniques have been preferably utilized over other alternatives. This

preference was often driven by the specific characteristics of the problems under study and the

associated envisaged modeling outcomes, which made these techniques more fitted in comparison

to others. This question of fitness has been a continuous interrogation along the different develop-

ments and a constant reference point for the presented applications in the rest of this dissertation.

To address this issue, a series of representative case studies are presented in the following

chapters, in an attempt to illustrate the strengths and the shortcomings of different modeling ap-

proaches. Accordingly, the suitability of their implementation is considered in direct conjunction
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with the characteristics of each problem, mainly in terms of the complexity of its formulation, as

well as in terms of the required level of detail in the sought properties or responses. Besides this

methodological motivation, and in parallel to the analysis of the applied modeling techniques, the

presented developments share a common application domain, related to the evolution of the scien-

tific and societal challenges in the field of polymers. Accordingly, the covered application spec-

trum extends from the prediction of the topological properties of structurally complex polymers

and copolymers to the sustainability issues related to the production and the end-of-life treatment

of the produced polymers.

1.2 Different types of modeling approaches

Mathematical model(ing) is a term that finds extremely widespread use in all domains of sci-

ence, ranging from mathematics to astronomy, marketing and finance. As such, it is extremely

difficult to clearly define the outline of a modeling work, without providing additional relevant

details. And quite often, even the additional definition of the targeted application domain, as in

mathematical modeling of polymerization systems, is not enough to clarify things as the different

forms and types of such modeling studies are still numerous. For example, a simple literature

search in the Web of Science, using the keywords ‘model*’ and ‘polymer*’ returns more than

262000 records. As a result, a rather more detailed description is required before one can com-

prehend the meaning and the objectives of a modeling work. In addition, it is important that the

adopted terminology is clarified and some basic notions are agreed upon.

Mathematical models can be loosely defined as the ensemble of mathematical expressions that

can be employed to describe a system or a process. They can be broadly classified into several

categories with respect to different characteristics or criteria. For example, it is quite frequent to

distinguish linear from non-linear mathematical models, depending on their structural form, or

dynamic from steady-state models, depending on whether they refer to the transitional state or the

steady-state of a process. Several other categories exist, or can be defined, that are more or less

commonly encountered in scientific reports and studies [1]. Note that, the classification of a given

mathematical model can follow several of these categories in a non-exclusive manner, in the sense
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that a model can be both non-linear and dynamic.

In the present work, the modeling developments will be primarily distinguished according to

the following two categories:

• Knowledge-based vs data-driven models.

• Deterministic vs stochastic models.

A mathematical model falls within the category of knowledge-based models when it is com-

posed of basic principle laws and equations. In the field of chemical engineering, this would reflect,

for example, the models that incorporate basic conservation or transfer equations for the mass, en-

ergy and momentum. These models describe the underlying phenomena of a process on the basis

of prior knowledge and, as such, possess significant predictive capacity in a very large domain

of application. On the downside, they demand a rather laborious development procedure and may

result in an overall difficult-to-solve form (i.e., in terms of mathematical solution), especially when

implemented to describe complex systems.

Data-driven models, on the other hand, are exactly the opposite; they are not employed to

describe the mechanisms and phenomena of the process, but rather in an attempt to create a con-

nection between some selected input(s) and response(s). The form of the equations can be any

mathematical expression, whose terms have no physical meaning. A typical example of such

models are the polynomial expressions derived from an experimental design. These models are

typically very fast to develop and simple in structure but, at the same time, suffer from limited

applicability (i.e., restricted to the domain represented by the data) and poor understanding of the

mechanisms.

The above two categories may also be encountered under slightly different definitions and

with various names. Accordingly, knowledge-based models are also known as phenomenological

models (i.e., describing the phenomena), mechanistic models (i.e., describing the mechanisms) or

glass-box models (i.e., where the process is transparent in terms of the underlying phenomena).

On the opposite side, one finds the so-called empirical or behavioural models, where the model

3



expression(s) are not entirely disconnected from the mechanisms but are based on empirical obser-

vations, or the black-box models (i.e., in contrast to the glass-box), where the mechanisms of the

process are completely unknown and their description remains out of scope.

The second category of reference in this work is that distinguishing mathematical models in

either deterministic or stochastic. In a deterministic model, the output(s) are uniquely defined

by the input(s), typically via a set of algebraic and/or differential equations, in such a way that

consecutive executions of the model, under the same parameters, will always result to the exact

same output. Inversely, stochastic models are based on the generation of sequences of random

numbers that are employed for the determination of the different state transitions. The output(s)

are subject to the input(s) and to state transition probabilities that dictate the most probable outcome

of the model, which varies from one execution to the other, even under identical parameter values.

Deterministic models are the general rule when it comes to classical chemical engineering

problems, which are typically formulated through systems of differential equations. These models

are often very powerful and robust (i.e., perform well under a wide range of conditions) and pro-

vide the advantage of absolute traceability of the calculations. However, they fail to capture the

inevitable uncertainties of the process and the inherently stochastic nature of many physicochem-

ical systems. They also tend to assume highly-complex mathematical forms when a multivariate

description of a system is in order. In this respect, stochastic modeling techniques, commonly

grouped under the general term Monte Carlo (MC), find increasing applicability in an ever-growing

spectrum of applications that spans from numerical integration and finance to molecular biology

and engineering. Stochastic models provide the benefit of scaling extremely well in multidimen-

sional problems while keeping a very simple mathematical form. On the other hand, their ap-

plicability is somewhat hindered by their increased computational demands, with respect to their

deterministic counterparts, when it comes to low-dimensional problems, as well by their incom-

patibility with deterministic optimization algorithms.

To illustrate the importance and the expansion of MC methods in scientific research, Figure 1.1

shows the number of publications appearing annually on the Web of Science database, containing
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the keyword ‘Monte Carlo’ in the topic. An analysis of the corresponding scientific domains,

shows that around 43% of a total count of more than 287000 records refers to the domain of

physics, 22% in the domains of engineering and materials and 11% in the domain of chemistry.

Figure 1.1: Annual publication records in the topic Monte Carlo on the Web of Science database.

1.3 The modeling dilemma

Any researcher that is faced with the dilemma of developing a mathematical model for the sys-

tem (s)he is studying, is inevitably confronted with a series of questions raising from the multitude

of model types (and not only). More specifically, the principal questions that need to be addressed

within this procedure are the following:

• What is the reason (if any) for developing a mathematical model for this system?

• What will be the inputs and, more importantly, what are the envisaged responses of such a

model?
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• Which type/form/category of model is best suited to this problem?

• What is the required know-how and effort, in terms of resources and temporal horizon, for

developing this model?

The answers to the above questions are not always evident and may depend on many fac-

tors. In addition, the questions themselves are not independent from one another and the eventual

responses are correlated. More precisely, the type of the model that will be most suitable to a prob-

lem, depends both on the type of information that is sought from the model and on the available

resources. And inversely, the type of information that can be retrieved by the mathematical model

of a process, depends on the available know-how and on the type of modeling approach. This

situation may quickly lead to frustration and to the adoption of a sub-optimal approach. It is, for

example, very common to employ a modeling technique on the basis of previous experience rather

than on the basis of the characteristics of the problem.

The landscape of modeling methods and approaches is extremely vast, even for very narrow

and well-identified application domains. The further one proceeds into the analysis of the differ-

ent aspects of various modeling techniques, new routes unravel before him, exposing unknown

aspects and techniques (as is, besides, the case for any domain of scientific research). This is fur-

ther amplified when taking into account the different aspects associated with the development of

mathematical models, such as those related to the estimation of the parameters of the model, to the

data acquisition procedures, to the model validation process, etc.

In view of these elements, a driving force for the developments realized over the last years has

been the attempt to tackle the above questions in a systematic way. There is no doubt that there

is not one modeling technique that is superior to all the rest and that certain approaches are more

pertinent than others on specific problems. It is also obvious that, even though it is important to

understand a method in order to apply it efficiently and correctly, the selection of the most fitted

approach to a problem cannot be based solely on one’s previous knowledge and/or habits, even

though the latter is inevitable to some extent.
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1.4 Outline of this report

The rest of the content of the present report is organized into four chapters (i.e., not including

the present general introduction), following the aforementioned viewpoint. Accordingly, Chapter

2 is dedicated to a series of stochastic modeling developments, on the basis of the MC method, to

tackle complex problems in the field of polymer reaction engineering. The presented applications

are representative examples of the capacity of the MC method to handle the increased complexity

of the systems under study. At the same time, they demonstrate the interest in resorting to the

implementation of a stochastic modeling framework through a comparative study with other com-

monly employed deterministic modeling techniques. This section is more extensive than the rest,

due to the wider range of relative developments over all these years.

Chapter 3, contains a case study that has been based on the use of a data-driven modeling

approach, on the basis of a method that belongs to the family of machine learning techniques.

Coupled to this modeling approach is also an optimization study that employs an alternative tech-

nique, with respect to the most widespread deterministic optimization algorithms, via the use of an

evolutionary algorithm. Finally, Chapter 4 focuses on the modeling of a polymer recycling process

of great industrial and societal interest. Through this case study, the attention is focused more on

the associated difficulty in describing the observed phenomena of the process, rather than on the

employed modeling technique.

The presentation of the selected case studies is made principally through the use of articles,

either published or in the form of submitted works. The fifth and final chapter of the report is

dedicated to providing a conclusion and a discussion of the perspectives of continuation of the

presented developments.

The adopted structure of Chapters 2-4 aims in addressing the following key-issues that underpin

both previous developments and future perspectives:

1. Deterministic vs stochastic modeling approaches; what type of information is accessible

by each technique and what are the relative limitations? In which cases one or the other
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approach is imposed and in which cases there is a choice?

2. Knowledge-based vs data-driven approaches; what are the benefits and drawbacks of each

technique in the framework of the treated problems? In what type of problems it is more

interesting to select one over the other approach and what are the relevant limitations?

3. Domains of application. The presented developments were not solely driven by purely tech-

nical aspects in terms of the modeling techniques but also by the nature of the applications

and their relevant characteristics. In this sense, some of the presented applications display

a well-established industrial interest, as is the case of high-commodity polyolefins, while

others display an increased interest within a more sustainable production of polymeric prod-

ucts, as is the case of biopolymers. The recyclability and, in a general sense, the end-of-life

treatment of polymeric products is also addressed via the application presented in Chapter 4.

Although the first two issues, listed above, are clearly related to the first two sections of ap-

plications (i.e., Chapters 2 and 3), the third one is more transverse as it is addressed in all three

application Chapters. A schematic representation of the above is depicted in Figure 1.2.

Stochastic Monte Carlo vs
Deterministic Modeling

Approaches

Application
Domains 

 
(high-commodity

polymers,
biopolymers, process

intensification,
polymer recycling,

etc) 

Knowledge-Based vs Data-
Driven Modeling Approaches 

Chapter 2: A stochastic
solution to deterministic

problems 

Chapter 3: A trade-off
between knowledge and

data

Chapter 4: Polymer
recycling

Figure 1.2: Outline of the application chapters and their relevance to the addressed subjects.
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2. A Stochastic Solution to Deterministic Problems

A likely impossibility is always preferable to an unconvincing possibility...

Aristotle

2.1 Monte Carlo methods in Population Balance Modeling

Among the different case studies presented in this report, stochastic MC algorithms possess

the lion’s share. Indeed, although several modeling techniques have been tested throughout these

years, notably within the framework of the kinetic modeling of different (co)polymerization sys-

tems, the MC method has been shown to display a series of comparative advantages over deter-

ministic approaches, especially when it comes to complex modeling formulations. As such, it has

been employed for the modeling of polymerization systems that display an increased dimension-

ality, either in terms of their macromolecular structure, or in terms of their reactive functionality.

Polymers are, by nature, molecules that present a high degree of structural complexity as they

are composed of smaller constituting units, whose exact number and, in certain systems, arrange-

ment vary between each macromolecule. The sole fact that the most basic molecular property

characterizing a polymer, namely their molar mass, is defined via a distribution, is evidence of

their inherent complexity. In addition to this, many polymerization systems present characteristics

that further complicate their description, such as a non-linear macromolecular form, the presence

of more than one types of monomer units or even the existence of multiple reacting centers on the

molecules.

A very powerful tool that is commonly employed for the description of complex systems, com-
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posed of multiple constituting units, are population balances. Population Balance Modeling (PBM)

is typically employed for the description of the evolution of selected characteristics or properties

(also known as internal coordinates) of the entities of a population, under the action of different

mechanisms. Typical examples are systems of droplets or particles, dispersed in an heterogeneous

medium, where the coordinates of interest may be their size (i.e., expressed via their volume or

diameter) in a 1-dimensional formulation and, eventually, their concentration (i.e., in terms of a

specific substance), or their porosity (i.e., in the case of solid particles, such as catalyst particles),

in a 2-dimensional framework. The Population Balance Equation (PBE) describes the evolution of

these properties under the actions of various mechanisms, such as coagulation, breakage, growth

and nucleation [2, 3, 4].

Once the system of equations has been established, under a population balance perspective, a

number of different numerical approaches can be employed for their solution. The form and the

associated complexity of the resulting system of equations depends directly on the considered di-

mensionality of the problem (i.e., in terms of the number of accounted internal coordinates) as well

as on the considered mechanisms, governing the system. The above display also a dramatic effect

on the computational effort required for the numerical solution of the resulting system of Integro-

Differential Equations (IDEs), whose number typically rises to several hundreds or even thousands

of equations that need to be solved simultaneously at every point (or node) of the integration do-

main. As a result, although several very powerful deterministic techniques have been developed

and reported for solving the PBE [5, 6], their implementation is constrained by the considered

dimensionality of the problem.

On the other hand, MC provides a viable alternative to these approaches as its formulation is

completely different than that of the deterministic methods. In general, instead of discretizing the

considered coordinates in a number of elements and then establishing the complete system of IDEs

on each node of the discretization grid, MC considers a representation of the system in the form

of a finite sample of virtual entities. These entities are characterized in terms of the considered

internal coordinates and are allowed to interact with each other in a representation of the simulated
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mechanisms. Accordingly, the mathematical formulation of the model remains extremely simple,

irrespective of the number of considered coordinates. Of course, several issues of different nature

need to be addressed in this type of modeling framework as well, notably concerning the charac-

teristics of the sample and the sequence of the simulated events. Hence, many different types of

MC algorithms have been reported to deal with each of the above issues [7, 8, 9, 10, 11].

PBM is commonly employed in the modeling of polymer systems. Depending on the consid-

ered scale of the system, different modeling problems can be formulated. Accordingly, a typical

application domain concerns the evolution of the Particle Size Distribution (PSD) in dispersed

polymerization systems, such as emulsion and suspension polymerization processes [12, 13, 14,

15, 16, 17, 18]. However, by descending on a lower scale in the consideration of the system, it is

possible to formulate an equivalent PBM problem in a polymer reaction engineering perspective.

In this case, instead of tracking the evolution of the size of droplets or particles under the actions of

nucleation, growth, coalescence and breakage, it is possible to track the size of polymer chains that

exist within these droplets/particles, under the actions of initiation, propagation, termination and

scission, respectively. As a result, the Number Chain Length Distribution (NCLD) of the polymer

can be tracked throughout the duration of the polymerization, instead of the PSD [5].

As is the case of problems formulated within a one-dimensional PBM framework, where a

single internal coordinate is considered (i.e., the size of the particles or the polymer chains), a

great number of numerical techniques can be employed for the solution of the model equations,

including methods based on the calculation of the moments, advanced discretization deterministic

techniques (e.g., OCFE, discrete weighted Galerkin, Fixed Pivot, Moving Pivot, Moving Grid,

etc.), Radial Basis methods, and stochastic MC algorithms. Each one of these approaches can be

very efficient in this type of problems, although under some limitations in terms of their predictive

capabilities and associated computational effort [19, 20, 21, 22, 23, 24, 25, 26, 27].

However, in some cases, the nature of the system dictates the necessity to include more than

one internal coordinates in the modeling formulation. More specifically, when it comes to poly-

merization systems containing more than one types of monomer units, or resulting in non-linear
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polymers, or even containing multi-functional reacting units, there is a great wealth of informa-

tion that resorts in these additional properties (i.e., besides the chain length of the polymer) and

that can only be accessed by considering additional internal coordinates in the formulation of the

PBM. These coordinates will represent, for example, the copolymer composition or the number of

branches of the produced macromolecules in a copolymerization or a non-linear system, respec-

tively. Several numerical techniques can perform well in treating such two-dimensional modeling

formulations, although the computational burden of the class of advanced discretization techniques

increases significantly, with respect to the one-dimensional case, as a result of the geometrical in-

crease of the computational nodes of the formed two-dimensional discretization grid.

The interest in accessing the analytical information about these properties lies within the fact

that they are directly related to the so-called end-use properties (or functionalities) of the formed

polymers, such as their thermal, mechanical or rheological properties. For example, the volume

occupied by a linear polymer chain in a solvent or in melt, will not be the same as the one occupied

by another polymer chain of the same length but of highly-branched form, with direct implications

in their viscoelastic behavior. In the same way, the use of different types of comonomers, in view

of imparting specific mechanical characteristics to the formed copolymer, depends on the sequen-

tial arrangement of these comonomers (or blocks of them) on the formed macromolecules. As

such, even though two copolymers may present the same average value of copolymer composition,

defined in terms of the relative amounts of the two comonomers, their mechanical properties may

be completely different as a result of different arrangements of these comonomers along the chains

of the copolymer.

Although this two-dimensional modeling formulation can provide important additional in-

formation about the form of the produced polymer chains, in comparison to the simplest one-

dimensional case, in some systems, this information is still not sufficient to describe in detail their

important characteristics. For instance, in the example a branched polymer chain, it is not sufficient

to know the number of branches of each polymer to be able to predict with accuracy its rheological

behavior. In fact, the branching structure of two macromolecules, possessing the same number of
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branches, can be very different, depending on whether these branches are more or less of the same

size, or not, as well as on their relevant position, with respect to the backbone of the polymer. For

example, a star-shaped polymer and a comb-shaped one (cf. Figure 2.1), of the same overall size

and number of branches, will display different rheological behavior [28, 29, 30].

Comb-like moleculeCayley tree-like molecule

Figure 2.1: Different configurations of branched polymers.

To access this information, it is necessary to formulate a completely different modeling ap-

proach where, besides the overall size of the polymer chain and its total number of branches, the

exact size and position of every single branch is also monitored. Such a topological modeling for-

mulation can only be conceivable in the framework of a stochastic MC algorithm, coupled with a

detailed book-keeping algorithm for the characteristics of each polymer chain. The different mod-

eling approaches that are associated with the different levels of problem complexity are presented

in Figure 2.2.

On the basis of the above, the present section presents a series of developed stochastic MC mod-

eling approaches, employed in the framework of different case studies. The common objective of

these developments has been the prediction of the macromolecular properties, of different levels of

complexity, in terms of the conditions of the polymerization, towards the targeted conception and

synthesis of polymers with tailored properties and functionalities. Such modeling formulations fall

within an overall product design perspective, on the basis of the control of the structure-property

relationship.
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Figure 2.2: Qualitative correlation between the level of detail in the calculated macromolecular
properties and the respective complexity of the required modeling approach.

2.2 Stochastic models in polymer science

The first article that has been selected for this section, concerning the implementation of the

MC technique to polymerization systems, is in fact a review of several different case studies. It

allows, in this way, to present a synthesis of the most representative early-stage developments that

relate mainly to the period of my PhD dissertation and post-Doctoral work, both carried out in

Greece. Within this review, different applications are presented that cover both the particulate and

macromolecular modeling scales.
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More precisely, after a general overview of the MC method and a short introduction of its im-

plementation for the solution of the PBE in particulate systems, a specific application is presented

on the suspension polymerization of methylmethacrylate (MMA). At a second stage, the imple-

mentation of the MC method is demonstrated at a lower scale of the PBM formulation, for the

modeling of several macromolecular properties of different polymerization systems, on the basis

of their kinetic developments. Special emphasis is placed on two-dimensional modeling formu-

lations, where the required information extends in more dimensions than the simple case of the

exclusive consideration of the polymer chain length. In this respect, the calculation of the bivari-

ate molecular weight - copolymer composition (MW-CC) and the chain sequence-length (CSL)

distributions is presented for the styrene-methylmethacrylate (St-MMA) copolymerization system.

The final part of this publication is dedicated to the modeling of the industrial process of pro-

duction of low-density polyethylene (LDPE) in high-pressure tubular reactors. This process rep-

resents one of the two typical production processes of polyethylene via radical polymerization

(i.e., polyethylene is also produced industrially in low-pressure catalytic processes), displaying

an extended kinetic scheme that combines chain-branching and scission reactions. The overall

process runs in an non-isothermal mode, comprising a series of characteristic temperature peaks,

combined with side injections of the mixture of initiators along the tubular reactor, which reaches

several hundreds of meters in length. All the above synthesize a picture of a process that, although

has been used in industrial practice and has been extensively studied for over 50 years [31, 32, 33],

it remains quite challenging to model in view of predicting with accuracy the macromolecular

characteristics of the produced polyethylene chains.

The article presents the results of a series of modeling studies on the system that demonstrate

the capacity of the MC method to predict the evolution of not only the bivariate chain branching-

molecular weight (CB-MW) distributions but also of a series of topological characteristics of the

produced polymer chains. These latter were obtained by a novel topological MC modeling frame-

work that has been developed on the basis of this system and that has eventually lead to the con-

nection of the process conditions with the rheological properties of the polyethylene melt, through
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an integrated multi-scale stochastic modeling framework [34, 35]. The continuation of the last part

of this work, on the viscoelastic properties, has also been published in a subsequent article [30],

that is not presented here in detail.
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ABSTRACT: Monte Carlo (MC) is a term quite common in the research community but, quite surprisingly, it may possess a
different meaning among researchers in different areas. This paradox is derived from the potential of the method to serve as a
modeling tool of systems that belong to a very wide range of different areas in science, such as mathematics, biology, economics,
and physics. Thus, depending on the nature of the system under study and the type of the calculated properties, a different
variation of the MC method may be encountered. In the present work, an attempt is made to provide a short overview of some of
the most important MC techniques and their applications. Special emphasis is placed on problems related to the polymer science,
with a more persistent presentation of a specific class of MC methods that can be implemented to the different scales of a
polymerization process in order to predict the dynamic evolution of key properties of the polymer in terms of the varying process
conditions. The latest developments in this field have made it possible to relate the macroscopic characteristics of a process to the
end-use properties and functionalities of the produced polymeric products, via a detailed tracking of the evolution of the
microstructural characteristics of the polymer chains. The presentation of these MC techniques is accompanied by specific
illustrative examples from the literature.

1. INTRODUCTION

The real world consists of innumerous many-body systems and
subsystems of a vast range of length and time scales. Such
systems may constitute our surrounding natural environment,
the materials of everyday use, food or medicines, and even the
very human organism. In an effort to understand or predict the
properties and the behavior of such systems, it is necessary to
elucidate their structure and the interactions that take place
among their building units, either in a dynamic or an
equilibrium state. Computer simulations can serve this purpose
in terms of two principal simulation techniques, namely the
molecular dynamics (MD) and the Monte Carlo (MC).
Molecular dynamics simulations consist of the numerical,

step-by-step, solution of the classical equations of motion of a
set of interacting atoms.1 In this context, it is a deterministic
technique that is based on the principles of classical mechanics.2

On the other hand, the term Monte Carlo describes a collection
of probability-based methods with its name directly evoking
gambling (via the famous casino of the French city) where any
event is considered unpredictable, but the averages over many
events can be considered certain.3 In general, the Monte Carlo
method can be loosely defined as a technique for the solution
of models via the use of random numbers4 or as a numerical
method of solving mathematical problems by random
sampling.5

An extremely rich collection of books describing the different
principles and the various “versions” of MD and MC algorithms
is already available and such a description certainly exceeds the
subject of this work. An attempt to cover all the major recent
developments of the MC method is also far from the scope of

this paper. The present work will only be focused on the
application of the MC method to very specific problems related
to the polymer science and, in particular, to the fields of
polymer chemistry and polymer reaction engineering.
Accordingly, the following outline is followed: initially, and

for reasons of consistency, a very short introduction of the MD
and MC methods is presented, including their most important
variations and their common applications spectra, mainly in
relation to polymers. Specific attention is paid to some of the
latest MC developments, which are not covered by previous
review publications. In the second, main part, the interest is
focused on the problem of predicting a series of polymer
properties via the implementation of the MC method on
dynamically evolving polymerization systems. The major
contributions in the area are presented in terms of the different
length scales of the system on which the method may be
applied. Finally, a number of illustrative examples are presented
for each case concerning different polymerization processes of
industrial interest.

1.1. Origins and Applications of the Two Techniques.
The use of statistical methods to provide exact answers to
mathematical problems goes back many years, a characteristic
example being the estimation of the value of π by the notorious
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“Buffon’s needle problem” of the 18th century. Monte Carlo
methods where officially born in 1944 within an effort to
simulate the diffusion of neutrons in fissionable materials.6 A
few years later, in 1953, N. Metropolis, A. W. Rosenbluth, M.
N. Rosenbluth, A. H. Teller, and E. Teller7 presented the
Metropolis Rule for Monte Carlo, also known as the Metropolis
algorithm, which is considered as one of the greatest intellectual
achievements of the 20th century,8 with a great influence on the
development and practice of science and engineering.9 This
algorithm is an instance of a large class of sampling algorithms,
known as Markov chain Monte Carlo (MCMC) that have been
proven to be excellent tools in statistics, econometrics, physics,
and computing science.10 It also served as the basis of the
simulated annealing algorithm.11 A variation of the Metropolis
algorithm was later proposed by Barker12 while the most
notable generalization was introduced by Hastings13 and
studied further by Peskun.14 Another famous generalization,
also known as the hit-and-run algorithm, was proposed by
Smith15 and Schmeiser and Chen.16,17

In the years that followed, and as a result of the great
potential of the technique, MC has found application in
virtually every field of scientific research including biology,
chemistry, computer science, economics and finance, engineer-
ing, material science and physics, while modern MC methods
have been implemented to problems from numerical
quadrature, to random walks, polymer and crystal growth,
statistical physics, molecular simulation, bioinformatics, dynam-
ic system analysis, statistical hypothesis testing, and many
others.2,3,18

Molecular dynamics was first introduced as a method by
Alder and Wainwright,19,20 who studied the dynamics of an
assembly of hard spheres.21 Later, the group of Vineyard22

implemented the technique to simulate radiation damage in
crystalline Cu, which is reported as the first MD simulation of a
real material, while the technique was applied for the simulation
of a real liquid (argon) only four years later by Rahman.23 Since
then, MD simulations have become very powerful in treating
complex physical systems with important applications to
chemical physics, materials science, biochemistry, and bio-
physics.2

The obvious advantage of MD over MC is that it provides a
route to dynamical properties of the system: transport
coefficients, time-dependent responses to perturbations,
rheological properties, and spectra.1 On the other hand, MC
is preferable in cases where one is interested in the study of the
static properties of a system or in cases where detailed
dynamics cannot feasibly approach the fully equilibrated
behavior of a system, due to its long time behavior. As an
intermediate solution, hybrid Monte Carlo (HMC) techniques
have also been proposed that combine the advantages of both
MC and MD.24 For a more analytical description of MC and
MD, the reader is encouraged to consult the excellent
books2−5,25−27 and review articles1,8,21,28−32 that are available
in the literature.

2. MONTE CARLO APPLICATIONS IN POLYMER
SCIENCE

According to the above, a general assumption could be drawn
that virtually any property of a many-body systemno matter
how complexthat can be inferred via the description of a
series of states occurring in a stochastic manner and under
specific transition probabilities can be calculated by the
implementation of the MC method. Considering the plethora

of such systems and properties, the extremely powerful
potential of the MC method is easily understood and its
widespread penetration in all these different scientific fields is
clearly justified. Some illustrative applications of the method
include the predictions of a system’s compositional and
structural characteristics, thermodynamic properties, phase
diagrams and free energies, diffusion and relaxation behavior
and even the testing and modification of molecular-based
theories. More significantly, MC methods are implemented in
terms of a multiscale modeling framework as a tool to analyze
the dependence of macro- or mesoscopic properties of the
simulated systems on their molecular-level architecture and
interactions.8,33

Polymer science has particularly profited by the potential of
the MC method since the complexity of the chemical
architecture and geometrical structure of the polymer macro-
molecules and the huge variability of their physical properties
constitute their study a very difficult, if not impossible, task to
accomplish by the use of conventional theoretical methods.
Another great difficulty is imposed by the enormous spread of
length and time scales involved in the study of polymers, which
is mainly due to their macromolecular nature and may reach
several orders of magnitude.34

Hence, the MC method has been extensively used in
polymer science to study the structure and elastic response of
polymer networks, the forces acting between polymer brushes,
phase diagrams of polymer blends, etc.34 It has also been
employed for the study of the effect of the macromolecular
chain nonlinearities (i.e., chain branching) on the structural,
thermodynamic, conformational, and topological properties of
polymers. This specific area has attracted considerable interest
over the past two decades as it provides an insight to the
“structure−property relationship” problem, a problem of
profound and constantly increasing interest for the polymer
industry. In this area, MC offers an approach that overcomes
the difficulties of the commonly employed MD simulations,
associated with the long relaxation times of the polymer chain
segments. Such MC algorithms have been introduced since the
1980s35 and have significantly improved since, with a range of
different variations and novelties, mainly concerning the
possible “moves” of the algorithm. They have been extensively
applied for the simulation of linear chains of increasing size as
well as for the simulation of nonlinear polymers containing
either long- or short-chain branches and forming different types
of shape (i.e., H-shape, star, pom-pom, etc.).33,36−45

Another important class of MC algorithms with specific
application on dense polymer systems are the so-called lattice
models, which are used to construct the possible configurations
(e.g., of a polymer chain) on the specific coordinates of a lattice,
thus simplifying the problem. A significant number of such
algorithms has been based on the pioneering works of Verdier
and Stockmayer46 and Rosenbluth and Rosenbluth.47 The latter
is also known as the configurational bias MC (CBMC) method.
These algorithms were very rapidly explored and upgraded by
numerous researchers to deal with various problems of polymer
physics. Details on the origins and the evolution of these
methods can be found elsewhere.8,34,48

A MC method, based on the dynamic lattice liquid model
(DLL), was recently implemented by Polanowski and co-
workers49 to simulate the synthesis of star polymers and
subsequent gelation in ATRP living copolymerization. The
same model (DLL) was previously applied by the same group
to model the branching and gelation phenomena in
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copolymerization of mono- and bifunctional monomers using
ATRP, in bulk50 and in diluted systems.51 Hsu and Grassberger
demonstrated the performance of a modification of the CBMC,
known as the pruned-enriched Rosenbluth method (PERM),
when applied to a series of significant problems of polymer
physics.52 Their study involved, among others, polymers in
good solvents and at the Θ point, semistiff polymers, polymers
in confining geometries, stretched polymers, star, bottle brush
and randomly branched polymer models. The same group also
tested two well-established lattice models to study the relation
between the chemical architecture and the geometrical
structure of bottle brush polymers.53

In earlier works, Binder and Paul,54 provided an extensive
review of lattice MC algorithms for the calculation of static
equilibrium properties of polymers, placing the emphasis on the
relatively novel developments on the field, while a compre-
hensive review of stochastic lattice models implemented for the
description of the dynamics of linear polymers was also
provided by van Leeuwen and Drzewin ́ski.55
In similar indicative applications, MC has also been

employed for the modeling of the hierarchical structure and
phase behavior of polymer nanocomposites,56,57 for the
simulation of the glass transition of polymers,58 for the study
of the effects of the polydispersity of grafted polymers on
nanoparticle surfaces,59 for the investigation of the effect of the
length of blocks in a grafted monomer sequence on the shape,
size and structure of assembled nanoparticle clusters,60 for the
study of the structural and topological developments in step-
growth polymerization systems61 and for the simulation of the
performance of polymer solar cells for photovoltaic applica-
tions.62 Finally, stochastic-nature approaches have also been
reported for the rheological behavior of polymer melts63−65 and
for the scheduling and optimal control of polymerization
reactors.66

The majority of the studies mentioned above focus on the
prediction of some properties of a system of macromolecular
polymer chains of known characteristics (e.g., size, branching
characteristics, etc.). Another important field of research,
related rather to polymer chemistry than polymer physics, is
concerned with the prediction of certain properties of a
polymer product on the basis of its production procedure (i.e.,
the polymerization process) and the governing conditions.
Naturally, stochastic MC methods have become an invaluable
tool in this research area as well, especially in cases where the
complexity or the dimensionality of the treated problem
becomes a prohibitive factor for alternative, deterministic
approaches.
In the remainder of the present work, this field of research

will be highlighted via a presentation of the major contributions
and of the most commonly employed stochastic approaches.
This discussion will be subdivided according to the class of
properties under investigation since, in the different length
scales of a polymerization system (i.e., meso-, micro-, or
nanoscale), the most important properties of interest are
related to the number and size of the entities that are
characteristic of the scale under investigation. Such entities may
be the polymer particles in dispersed-phase polymerization or,
in a lower scale of the same system, the monomer units that
comprise the backbone and the branches of a single polymer
chain. Finally, the calculated properties may be either average
or distributed over one or more dimensions.
2.1. Particulate Processes−Prediction of the Particle

Size Distribution. Particulate or dispersed-phase systems are

very commonly encountered in various physicochemical
processes of significant industrial importance, such as
crystallization, combustion, polymerization and catalytic
chemical processes. These systems are generally characterized
by the particle size distribution (PSD), a property of paramount
importance that controls key aspects of the process and affects
the end-use properties of the product. PSDs are generally time-
variant with respect to the mean particle size as well as with
respect to their form (i.e., broadness or/and skewness,
unimodal or/and bimodal character, etc.), due to the influence
of different possible dynamic events or mechanisms. Such
acting mechanisms may include coagulation/aggregation,
breakage, growth, nucleation, deposition (settling), etc.
The most common approach for the calculation of the

dynamic evolution of the PSD, under the actions of such
events, is via the solution of the general population balance
equation (PBE) of the process.67 This approach is typically
referred to as population balance modeling (PBM) and has
initially appeared on diverse applications, including crystal-
lization,68 microbial cell population69 and fluidized bed
reactors.70,71 In the general case, the system is commonly
considered to be spatially homogeneous thus simplifying the
form of the (spatially averaged) PBE. On the other hand,
depending on the specific application, the PBE may be
expressed in terms of one or more internal coordinates (i.e.,
properties of the entities/particles such as size, porosity,
concentration, etc.) thus resulting in a mono- or multidimen-
sional PSD.
Following the original developments of Hulburt and Katz

and Ramkrishna, one can write a general form of a spatially
averaged macroscopic PBE as:72,73

∂
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where n(V,t) dV denotes the number of particles per unit
volume in the size range [V,V+dV], G(V) and S(V,t) are the
particle volume growth and nucleation rates, respectively and
the terms B(V) and D(V) represent the corresponding particle
“birth” and “death” rates due to aggregation (indexed agg) and
breakage (indexed br). These rates are expressed in terms of an
integral form containing the respective mechanism kernels.
Hence, key issues of the PBM are the mathematical expressions
of the kernels that describe the dynamics of the acting
mechanisms and, in turn, affect the final form of the partial
integro-differential PBE and, hence, its numerical (or, in
simplified cases, analytical) solution. Finally, in the multivariate
form of the PBE, the particle number density function, n(V,t),
and the respective rates are expressed in terms of one or more
additional internal properties (i.e., n(V,x,...,t)).
In principle, one can distinguish different classes of numerical

solution methods for the PBE. Under a very general
perspective, these methods can be broadly classified into
deterministic and stochastic or, more specifically, into the direct
discretization methods (DDM), the moment methods (MM)
and the Monte Carlo (MC) methods.74 Evidently different
classifications can also be proposed. Since the numerical
solution of the PBE often requires the discretization of both
time and, most importantly, the internal property domains,75

the class of DDMs employ traditional discretization techniques
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(e.g., finite elements, finite differences, etc.) directly for this
purpose. A number of very well-known and powerful
techniques belong in this category such as the sectional grid
methods,76 the finite elements methods77,78 and the fixed
pivot,79 moving pivot80 and moving grid81 techniques.
The methods of moments, on the other hand, simply track

the evolution of the PSD through a number of selected
moments of the distribution. The MMs are characterized by
minimum computational requirements and were the first to be
applied for the solution of the PBE.72 They can be further
classified according to the closure technique and the selection
of moments (e.g., generalized MMs, interpolative closure
methods, etc.). For the above methods (i.e., DDMs and
MMs), reviews and comparative studies are available in the
literature.74,82−88

The alternative class of solution of the PBE is the
probabilistic approach provided by the MC methods.89−92

The simplest and most commonly employed MC method for
PBM problems is the Direct Simulation Monte Carlo (DSMC)
method, which was initially employed for the treatment of
problems in gas dynamics.93 The discrete and stochastic nature
of the DSMC helps it adapt perfectly to the nature of the
treated problems and overcomes the inconveniency of directly
discretizing the solution domain.
During the application of the method, the simulated system

is represented by a smaller sample subsystem whose size is
crucial to the accuracy and efficiency of the simulation. This
assignment of a number of physical particles to a single
simulation particle, resulting from this sample selection, is an
indirect discretization of the solution domain that naturally
entrains an error. This error is inversely proportional to the
computational demands of the simulation and becomes
especially important in the most ‘infrequent’ areas of the
domain (i.e., related to the rarest particles that commonly
characterize the tail(s) of the PSD). This inherent disadvantage
of the method becomes less important with the constant
increase in computational power and is an acceptable weakness
in comparison to the significant advantages of the method,
mainly in terms of its simple and straightforward applicability to
multivariate/multidimensional problems.94−96

The use of a sample population during the simulation is the
source of another important issue on the application of the MC
method to problems that are dominated either by particle
formation (e.g., by nucleation or breakage) or by particle
elimination (e.g., by coalescence), thus resulting in the net
increase or decrease of the total size of the sample population
and the corresponding decrease in the simulation efficiency or
accuracy, respectively. To deal with this issue, it is necessary to
perform adjusting actions on the size of the sample population
in order to maintain it within a certain range. Hence, several
techniques have been proposed to this end, which can be
distinguished on the basis of whether these adjusting actions
occur in a stepwise manner or continuously, as is the case in the
constant volume MC (CVMC)97,98 and the constant number
MC,99−101 respectively. Other similar techniques have also
been proposed to deal with this issue.102−112

Another common classification of the MC techniques that
are implemented for the simulation of dynamic particulate
systems is based on the calculation of the time-step with respect
to the occurring events. Accordingly, the DSMC can be
distinguished into time-driven and event- driven. In time-driven
MC techniques,102,107 the time step is explicitly specified at
each step of the simulation and is followed by the occurrence of

all possible events that can take place within this time interval.
Evidently, the selection of this time step is directly related to
the time-scale of the events. On the other hand, in event-driven
MC techniques91,95,97,113−115 single events occur consecutively
in the simulation, each being followed by the calculation of the
time step that was required for its occurrence, on the basis of
the known event probabilities. A connection between event-
driven and time-driven techniques has been presented by
Rajamani et al.116 while comparative reviews for all the above
techniques are also available.98,117

Often, the above methods of numerical solution of the PBE
(i.e., both deterministic and stochastic) are evaluated in terms
of accuracy and efficiency through their implementation to
purely theoretical problems for which analytical solutions of the
PBE exist.118,119 In this case, theoretical models are used to
describe the kernels of the acting particle mechanisms (i.e.,
aggregation, breakage, growth, etc.) while the initial PSD is
arbitrary set to follow a statistical distribution (i.e., Gauss,
exponential, etc.). Accordingly, the performance of different
methods can be assessed for univariate or multivariate PBE
problems.86,99,102,120−127

As an example, in Figure 1, the dynamic evolution of the
univariate PSD is depicted under the action of Brownian-type

aggregation as calculated by the MC method and by the
Galerkin on finite elements method for different aggregation
times, τa (i.e., describing the extent of aggregation in the
process).125 In Figure 2, the corresponding bivariate PSD is
depicted for constant particle aggregation.126 Through these
examples, the aforementioned issue of poor sampling of the
edges of the PSD becomes evident, especially in the case of the
bivariate PSD.
The MC method, in its different variations, has been

extensively applied to a wide range of PSD problems and
applications including aerosols,107,113 aggregation/coalescence
systems,97,103,90,128 colloids and suspensions,129 crystalliza-
tion,94,130 microbial systems,131 liquid−liquid extraction,111

and soot particle formation.132−134

In more recent studies, Khalili et al.135 from the group of
Matsoukas implemented the constant-number MC to a system
that includes nucleation, coagulation, and surface deposition

Figure 1. Dynamic evolution of the PSD under Brownian particle
aggregation kernel, as calculated by the MC and Galerkin methods.
Reprinted with permission from ref 125. Copyright 2006 Elsevier.
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coupled to a chemical reaction, in order to account for the
multiple growth mechanisms. Irizarry136 proposed a hybrid
strategy for the stochastic simulation of systems in which the
acting mechanisms display a substantial difference in terms of
their rates (i.e., rates that are different by orders of magnitude).
The group of Zhao, in 2009, proposed a new event-driven
constant-volume (EDCV) MC algorithm for the description of
the time evolution of the PSD in dispersed systems under the
combined actions of several particle mechanisms and on the
basis of a differentially weighting procedure of the simulation
particles. Among the advantages of their proposed method are
the increased efficiency and precision, with respect to other MC
techniques,137 as well as the reduction of the statistical noise
produced in coagulation dominated processes.138 The same
group recently also proposed a novel MC method to simulate
the evolution of the PSD in spatially inhomogeneous systems,
by coupling the differentially weighted MC method with
Eulerian−Lagrangian hydrodynamic models.139

A selection of stochastic weighted particle methods for the
PBE under the actions of coagulation and growth was also
presented by Patterson140 while, in a similar approach, DeVille

et al.141 proposed the weighted flow algorithm (WFA) for
particle coagulation problems. Terrazas-Velarde introduced in
2009 the concept of positions (CoP) in a study of agglomerate
growth during fluidized bed spray agglomeration142 in which a
methodology is presented that includes continuous binder
addition and drying. The CoP was later extended by the same
group who also introduced a novel 3D structure algorithm for
the description of spatial particle structures during spray
fluidized bed agglomeration processes.143 It should be noted
that the idea of weighting particles in numerous variations has
been explored by other researchers as well,105−107,144−148

characteristic examples being the mass flow algorithm
(MFA)106 and the multi Monte Carlo (MMC) method.108−110

The evolution of the PSD is a subject of profound
importance for dispersed polymerization processes as well,
since many important properties of the produced polymer are
directly related to this phase of the production. Thus,
population balance modeling of polymerization reactors has
been the subject of many studies since the 1970s,149 with an
emphasis clearly placed on the modeling of emulsion processes,
mainly due to its industrial importance and increased
complexity.150−159 Reviews are available.82,160,161

Case studyMC Calculation of the PSD in Suspension
Polymerization. Despite the vast amount of studies on the
field, there is a surprising lack of MC approaches on the
modeling of the PSD in dispersed polymerization systems. An
exception is the publication of Saliakas and co-workers162 who
employed two different approaches, namely the fixed pivot
technique and an event-driven MC method, for the prediction
of the dynamic evolution of the droplet/particle size
distribution (DSD/PSD) in both nonreactive liquid−liquid
dispersions and the free-radical liquid(solid)−liquid suspension
polymerization of methyl methacrylate (MMA), in terms of a
comprehensive population balance model. The model
predictions were compared with experimental measurements
in the framework of a study of the effect of the various process
conditions (i.e., agitation speed, temperature, surfactant
concentration, and initial monomer volume fraction) on the
evolution of the size of the polymerizing droplets/particles. The
breakage and coalescence rate kernels of the dispersed
monomer droplets/particles were expressed via the use of
semiempirical and phenomenological expressions, in terms of
the type and concentration of suspending agent, quality of
agitation and evolution of the physical, thermodynamic, and
transport properties of the polymerization system.152 The
effects of the mixture viscosity on the kinetic rate constants
were also considered. As an example of this work, three
characteristic results are presented here.
In Figure 3, the effect of agitation speed (i.e., 220, 300, and

500 rpm) on the Sauter mean diameter, D32, is depicted for the
reactive free-radical polymerization case where the three
different phases of polymerization (i.e., in terms of the average
droplet/particle size) are presented; i.e., the initial phase of
significant droplet breakage leading to a decrease in the mean
size of the droplets, the second sticky phase where the viscosity
of the dispersed phase increases and particle coalescence
becomes the dominant mechanism (thus increasing the average
particle size) and the final equilibration phase. It is also shown
that an increase in the agitation speed results in an increase of
the droplet breakage rate thus overall decreasing the average
particle size.
In Figure 4, the effect of the surfactant concentration on the

Sauter mean diameter, D32, is illustrated. It is shown that, in

Figure 2. Bivariate PSDs under constant particle aggregation kernel
(τα = 1): (a) Monte Carlo and (b) analytical solution. Reprinted with
permission from ref 126. Copyright 2007 Elsevier.
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both nonreactive liquid−liquid (lower curves) and reactive
(upper curves) dispersions, higher stabilizer coverage results in
a reduction of the coalescence rate and a subsequent decrease
of the mean particle size. Finally, in Figure 5, an overview of the

calculated PSDs at different instances of the polymerization is
depicted in relation to the Sauter mean diameter, D32.

Figure 3. Effect of the agitation speed on the Sauter mean particle
diameter in suspension polymerization of MMA. Reprinted with
permission from ref 162. Copyright 2008 John Wiley and Sons.

Figure 4. Effect of the stabilizer concentration (PVA) on the Sauter mean droplet/particle diameter for both nonreactive (lower curves) and reactive
(upper curves) dispersions. Reprinted with permission from ref 162. Copyright 2008 John Wiley and Sons.

Figure 5. Model predictions and experimental measurements on the
Sauter mean diameter and the dynamic evolution of the PSD in
suspension polymerization of MMA. Reprinted with permission from
ref 162. Copyright 2008 John Wiley and Sons.
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2.2. Reactive SystemsPrediction of the Molecular
Properties. Within the same framework, the MC method can
be implemented on a lower scale (i.e., nanoscale) of a reactive
system to predict the influence of the different process
conditions (i.e., temperature, concentrations of the reactive
species, etc.) on the molecular properties and characteristics of
the final product. Such a study displays an evident interest for
the polymer science due to the complex macromolecular
character of the polymer chains that may possess a variety of
compositional, architectural, topological, and conformational
characteristics, which, in turn, influence significantly the end-
use properties and application domain of the produced
polymeric product.
A population balance approach can be implemented in this

case as well. Accordingly, the corresponding PBE is expressed
in terms of the number of polymer chains that are present in
the reactive system, using as internal coordinates the size of the
polymer chains (i.e., the degree of polymerization), the
comonomer content (i.e., in the case of a copolymerization
system), the number of branches, etc.82 As a result, most of the
numerical approaches that were mentioned in the previous
section can be properly adjusted for the solution of this
population balance problem as well. Among them, MC has
gradually become the method of choice for an increasing
number of researchers on the field.
The pioneering works of Gillespie163 and Tobita164 consist

the two principal approaches for the stochastic simulation of
the polymerization kinetics, on which the vast majority of
existing stochastic simulation studies in this specific area of
polymer science is based. Gillespie was the first to introduce an
exact method for the stochastic simulation of spatially
homogeneous chemical systems, also known as the stochastic
simulation algorithm (SSA), on the basis of the reaction
probability density function.163,165 It consists of an event-
driven MC method where the different events (i.e., the
chemical reactions) occur according to their instantaneous
reaction probabilities, while the duration of each time-step, Δt,
is calculated on the basis of the cumulative reaction rate of the
system:

∑Δ =
=

− −t R( ) ln(rn )
i

N

i
1

1 1
R

(2)

In the above expression, rn is a randomly generated number
from a uniform distribution in the range of [0, 1] and Ri
denotes the stochastic reaction rate of the chemical reaction “i”,
calculated in terms of the corresponding kinetic rate constant,
ki, and the total number of possible combinations of the
molecules involved in a reaction step, hi:

= =R k h i N; 1, 2, ...,i i i R (3)

NR being the total number of chemical reactions of the
system. Accordingly, the instantaneous reaction probability of
the chemical reaction i will be calculated by the following
expression:

∑=
=
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j
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j
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On the basis of this algorithm, Lu166 studied the kinetics of
polymerization systems that do not comply with the stationary
state assumption, in a work that has been a reference point for
later stochastic modeling studies of pulsed laser polymerization

(PLP) systems. A few years later, Gillespie proposed a variation
of the SSA, called the τ-leap method, which consists of an
approximate procedure that can, in certain cases, significantly
lower the computational demands of the simulation under
acceptable losses in accuracy.167

The SSA has been used by numerous researchers for the
simulation of various polymerization systems. Typical examples
include PLP,168,169 living free-radical polymerization,170 cross-
linking systems,171 microemulsion polymerization,172 and
hyperbranched copolymerization systems in the presence of
multifunctional initiators.173,174 In more recent studies, Cai175

extended Gillespie’s SSA to account for chemical reaction in
systems with delays, such as gene transcription and translation
in living cells and Salami-Kalajahi et al.176 studied the
polymerization of ethylene over Ziegler−Natta catalysts and
the molecular weight distribution (MWD) developments in
terms of the active catalyst sites.
On the basis of Gillespie’s formulation, the group of Soares

has also made significant contribution in the area. Notably,
Soares and Hamielec177 used a dynamic MC simulation
algorithm to validate an analytical solution of the description
of the chain length distribution developments of polyolefins,
produced by coordination catalysts at very short polymerization
times. The same group also published a series of studies for the
stochastic simulation of the polymerization kinetics and the
successful prediction of the structural characteristics of
polymers and copolymers produced in free-radical (FRP) or
atom transfer radical polymerization (ATRP) systems, with the
use of monofunctional or bifunctional initiators.178−181

Finally, Schutte and Wulkow presented a hybrid model, on
the basis of a combination of a variation of the SSA with the
Galerkin method, to exploit the advantages of both approaches
in the solution of higher-dimensional population balances in
polymerization systems.182 The proposed approach is a
pioneering work, in terms of actually integrating the two
methods in a unique model, but, although simplified, still entails
a high level of mathematical sophistication and complexity as
well as certain inevitable assumptions in its application.
A characteristic example of the potential of the SSA can be

illustrated via an application on the prediction of the bivariate
properties of copolymerization systems. An MC method, based
on the SSA, makes it possible to efficiently keep track of the
dynamic evolution of the bivariate molecular weight−
copolymer composition (MW−CC) characteristics of the
growing copolymer chains in a copolymerization system in
transient state. It can also directly track the chain sequence-
length (CSL) characteristics of the copolymers without making
use of expressions based on the kinetic rate constants and
subject to assumptions. In Figure 6, the bivariate MW−CC
distributions, as calculated by the MC method for the free-
radical copolymerization system of styrene−methylmethacry-
late (St−MMA)183 are depicted for two different values of the
initial comonomer content (i.e., 0.3 and 0.7) and a total
monomer conversion of 93%. In Figure 7, the dynamic
evolution of the MC calculated CSL distributions are depicted
for eight different cases (i.e., four for each monomer type). This
type of distributions can reveal very valuable information
regarding the evolution of the copolymer composition
characteristics in terms of the reactivity ratios and of the
instantaneous comonomer content of the reaction mixture.
In a completely different approach, Tobita proposed a

general method for the prediction of the macromolecular
characteristics of the polymer chains in a polymerization
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system, on the basis of the MC sampling and the use of
appropriate density functions.164 In fact, Tobita proposed a
technique that takes into account the history-dependent
structural characteristics of the macromolecular chains in a
reacting system (i.e., on the basis of the monomer conversion),
thus correcting this omission of the statistical model of Flory.184

Accordingly, the polymer macromolecules are constructed in a
stepwise manner, via the successive connection of linear
polymer chain segments, called primary polymer molecules,
whose structural characteristics are defined on the basis of
distributional expressions (e.g., the most probable distribution
for the chain length, the branching density distribution for the
branches, etc.). Hence, any property related to the structural
characteristics of the macromolecules can be directly inferred
by this powerful technique, given that the required distribution

functions can be accurately described for the system under
study.
The exploitation of this technique, initially by Tobita and

later by other researchers, has resulted in a massive production
of studies and publications covering different cases and
problems of polymer reaction engineering. These include the
primary studies of Tobita on the branching and cross-linking in
batch164,185,186 and continuous187 reactors, emulsion polymer-
ization188,189 and copolymerization,190 studies on the degrada-
tion of polymer chains due to random scission,191 cross-linked
network formation,192 and investigation of SEC (i.e., size
exclusion chromatography) elution curves.193−195 Later, Tobita
updated his proposed random sampling technique by coupling
it with the use of matrices and applying it to systems containing
branching, cross-linking, and scission phenomena.196−199

Another noteworthy extension was proposed by the same
author to account for the general case of controlled/living
radical polymerization systems in emulsified systems200 with
major applications on atom transfer radical polymerization
(ATRP)201 and reversible addition−fragmentation chain trans-
fer polymerization (RAFT)202,203 systems. Finally, in a most
recent publication, the same MC technique is extended to
account for simultaneous long-chain branching and scission
reactions in a CSTR.204

Naturally, a number of researchers have used the MC
technique proposed by Tobita in a number of studies of
relevant polymerization systems. Notably, the group of Iedema
has coupled this technique with the Galerkin method and the
graph theory to predict the branching architectures of polymer
chains produced in radical205 and catalyzed polymerization
systems.206 After an extended series of related publications the
same group recently presented a semianalytical approach on the
basis of the MC sampling technique, to model simultaneous
chain scission and branching, by assuming the separation of the
scission and the branching problem as well as by considering
known properties and identical branching and scission history

Figure 6. MC calculated bivariate (MW−CC) distribution at 93%
converson of the St−MMA free-radical copolymerization system.
Reprinted with permission from ref 183. Copyright 2008 Elsevier.

Figure 7. Evolution of the MC calculated (CSL) distributions of eight different comonomer sequences of the produced pSt−MMA copolymer.
Reprinted with permission from ref 183. Copyright 2008 Elsevier.
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for all primary polymer chain segments.207 A variation of this
MC technique was also recently proposed by the same author
for the study of the reactive processing of high-density
polyethylene (HDPE).208 Other researchers applied the MC
algorithm of Tobita on different polymer problems, most
notably emulsion systems209−211 and ATRP copolymerization
systems.212

Different MC approaches have also been proposed for the
modeling of polymerization systems, notably the works of
O’Driscoll and Manders on the simulation of PLP213,214 and
the studies that followed on their basis215 as well as the
combinatorial MC method of Platkowski and Reichert.216

Soares also proposed a MC technique to model the
fractionation process in crystallization analysis fractionation
(CRYSTAF) experiments.217,218 Finally, it should be men-
tioned that significant developments have also been reported
on the increase of the efficiency of the stochastic simulation of
reacting systems.219,220

Case StudyMC Calculation of the Molecular Properties
of LDPE. In a number of studies (e.g., the works of Iedema221

and Wulkow182), it is claimed that the calculation of the
architectural characteristics of the polymer chains (i.e., the
branching and connection point details), via the MC method,
becomes prohibitive in the case of large polymer chains, due to
the excessive number of required simulation chains that
significantly slows down the computer simulation to infeasible
levels. As a result, they resort to alternative solutions based on

the combination of the MC method with deterministic
approaches, commonly under several assumptions regarding
the distributed forms of the various chain length fragments of
the polymer chains. These approaches, although novel and, in
many cases, effective, virtually abolish one of the primary
advantages of the use of the MC method, i.e., its simplicity and
generality in application to complex multivariate problems. In
fact, the proposed methods are usually mathematically
complicated, tailored to a specific kinetic scheme and strongly
dependent on the adopted distributional and discretizational
assumptions.
It should also be kept in mind that the relative advantage of

such approaches (i.e., the increased computational efficiency) is
actually based on a defect of the MC method that is not
invariant but increasingly improving in parallel to the
continuous increase of the computational capacity of modern
computers. In fact, it has been shown, in a series of recent
publications, that the MC method can be implemented in a way
that will provide the complete architectural characteristics of
highly branched and extremely long polymer chains with high
accuracy and under absolutely tolerable computational times,
without making use of any kind of additional assumptions or
simplifications.183,222,223

Such a kinetic/topological MC algorithm was implemented
for the calculation of the complete molecular weight−branching
number−branching position−branching size distribution of
low-density polyethylene (LDPE) polymer chains produced in

Figure 8. Calculated (a) 2D joint (LCB-MW) distribution and (b) respective contour plots of LDPE at the reactor exit, using a sample population of
4.9 × 104 branched polymer chains. Reprinted with permission from ref 224. Copyright 2010 American Chemical Society.
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industrial high-pressure tubular reactors.224−226 These polymer
chains are known to be extremely branched and of high
molecular weight. Accordingly, for the successful prediction of
the analytical topological characteristics of a population of 67 ×
103 polymer chains of a maximum chain length of
approximately 113 × 103 monomer units and a maximum
branching degree (i.e., number of branches on a unique
polymer chain) that exceeded 2850 branches, a typical personal
computer (2.21 GHz dual-core AMD processor) required a
simulation time of 111 min. The exact same simulation, on a
slightly more powerful personal computer (2.4 GHz dual-CPU
quad-core Intel Xeon processor), presented a reduction in the
simulation time of the order of 40% (i.e., 67 min). Clearly, a
simulation time of this order for the prediction of the exact
topological characteristics of such a large sample of highly
branched polymer chains cannot be considered prohibitive for
any type of off-line simulation purposes, especially taking into
account that the test was performed on personal computers and
not on more powerful processing units (i.e., servers or clusters),
which are expected to further improve the simulation efficiency.
The proposed MC approach was based on the SSA of

Gillespie163 for the simulation of the kinetic developments of
the polymerization, coupled with a novel, simple and very
powerful algorithm for the simulation of the topological
developments in terms of the architecture of the polymer

chains. This novel topological algorithm was based on the very
simple principle of mimicking the topological changes
produced by the stochastically occurring chemical reactions of
randomly selected polymer chains, always in complete
conjunction with the polymerization kinetic scheme and
mechanism and without the prerequisite of any type of
distributional expressions. At the same time, the simulation
remains completely flexible and modular in terms of the
number and type of chemical reactions that participate in the
kinetic scheme as well as in terms of the level of detailed
molecular information that is provided by the model. Some
representative results of this work are presented next.
In Figure 8, the 2D long-chain branching-molecular weight

(LCB-MW) distribution of LDPE is depicted, as calculated at
the exit of an industrial reactor of length of 1040 m.224 This
type of distribution provides detailed information on the
number of long-chain branches of the polymer chains with
respect to their molecular weight. The contour plots of the
distribution, depicted right below it, provide an alternative
representation of this distribution that reveals very useful
information in terms of the size and the branching density of
the polymer chains.
In Figure 9, the respective bivariate branching order-branch

molecular weight (BO-BMW) distribution224 is depicted for
the same population of LDPE chains. This type of distribution

Figure 9. Calculated (a) bivariate (BO-BMW) distribution and (b) respective contour plots of LDPE at the reactor exit, using a sample population
of 4.9 × 104 branched polymer chains. Reprinted with permission from ref 224. Copyright 2010 American Chemical Society.
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provides complementary information with respect to the
“branching order levels” of the long- and short-chain branches
of the polymer chains, which are clearly distinguished on the
graph in terms of their different molecular weight.
The detailed topological information provided by this MC

approach, can be further exploited in terms of a simple
stochastic random walk algorithm to calculate additional
properties related to the spatial configurations of the polymer
chains (e.g., the radius of gyration, the hydrodynamic radius,
the branching factor g, etc.).224 As an example, in Figure 10, the

variation of the branching factor, g, is depicted for two different
LDPE grades, with respect to the polymer chain length and in
terms of the polymerization temperature (i.e., a difference in
the respective temperature pick of approximately 60 °C).226

The continuous curves represent an average of the MC
simulation discrete points. It is shown that an increase in the
temperature (red points and curve) results in an increase in the
LCB content of the polymer chains that results in a respective
decrease of the average branching factor, g.
2.3. Extension to RheologyPrediction of the

Viscoelastic Properties of Polymers. The topological
characteristics of branched polymer chains are directly related
to the rheological behavior of the produced polymer, with
significant implications on its processability and applicability.
Hence, the accurate prediction of these characteristics in terms
of the process conditions, as shown in the previous section,
becomes even more important, as it can be directly utilized in
an attempt to predict and control the rheology of highly
branched polymers.
In the open literature, a number of publications deal with the

mathematical modeling of the viscoelastic behavior of polymers
in terms of the polymer molecular weight227−229 or the
branched chain microstructure.230−234 Among them, the so-
called “branch-on-branch” model of Das and co-workers234 is
specifically suitable for the simulation of the rheological
behavior of randomly branched polymer chains, as is the case
of LDPE. Evidently, the main drawback of these studies is the
lack of information on the exact topological characteristics of

polymers produced in nontrivial, complex polymerization
processes.
In 2010, the viscosity−frequency curves of a series of three

industrial LDPE grades (see Figure 11) have been successfully

predicted by simply feeding the results of the aforementioned
kinetic/topological MC simulation algorithm224 on the
rheological model of Das234 and using the rheological model
parameters provided for the system in the open literature.225

An extension of this work is also under publication.235 As can
be seen in Figure 11, the predictions of the model where in
excellent agreement with the respective industrial data, for all
three studied temperatures.225

One year later, Read and his co-workers236 published a
similar approach for the prediction of the rheological behavior
of LDPE. A good agreement was presented between simulation
and experiment for the linear rheological response and
nonlinear transient viscosity growth curves in uniaxial extension
and shear. However, their MC model, which was based on the
technique of Tobita, did not account for the topological
developments of the polymer chains in terms of the actual
industrial process conditions. Instead, a fitting procedure was
followed in terms of the experimental MWD and branching
index, g, by considering a weighted sum of different batch
reactor simulations. In this respect, the predictive capabilities of
their model were directly dependent on an a-priori knowledge
of these polymer properties, a drawback that is completely
absent from the proposed combined approach presented
previously.225

3. CONCLUDING REMARKS
Almost 60 years have already passed since the invention and
initial applications of the Monte Carlo method, during which it
has undoubtedly evolved to an extremely powerful tool in the
hands of many researchers of very different fields. The solution
of important problems in mathematics, material science,
biology or economics is just a small evidence of the potential
of the MC method which is under continuous development and
expansion of its application span.
Polymer science has especially profited by this class of

stochastic techniques that is perfectly adaptable to the discrete

Figure 10. Variation of the average branching factor, g, with respect to
PE chain length, calculated at the reactor exit for two industrial grades,
using a sample population of 8.98 × 104 and 1.18 × 105 branched
polymer chains, respectively. Reprinted with permission from ref 226.
Copyright 2011 Elsevier.

Figure 11. Predicted and experimental (viscosity−frequency) curves
of LDPE produced in an industrial high-pressure tubular reactor
(curves: simulation, points: experimental). Reprinted with permission
from ref 225. Copyright 2010 John Wiley and Sons.
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and stochastic nature characterizing the majority of the treated
problems. The individual macromolecular nature of the
polymer molecules and the extreme spread of length and
time scales that may be encountered in a single polymer system,
often pose such modeling difficulties that would be impossible
to handle via nonstochastic approaches.
In the present work, an emphasis has been given in the

presentation of specific MC techniques that can be applied for
the successful modeling of a dynamically evolving polymer-
ization process in order to track the evolution of key particle-
size or molecular-size properties of the produced polymer in
terms of the process conditions and characteristics. When
applied to the molecular nanoscale, the MC method can be
used to accurately follow the topological developments that
occur on the microstructure of the growing polymer macro-
molecules, due to their participation in the chemical reactions
that constitute the polymerization kinetic scheme.
The latest developments in the area have made it possible to

establish a clear theoretical connection between the polymer
chain microstructure and the viscoelastic behavior of the
produced polymer, thus revealing new paths toward the design
and control of the end-use properties of polymeric products via
an optimal selection/regulation of the macroscopic production
process characteristics.
The MC method has played a catalytic role toward the

developments that are briefly described in this work (as well as
toward innumerous others) and, by following its evolution over
its relatively short lifetime, it is safe to assume that many new
breakthroughs are yet to be expected by the use of this
powerful technique.
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2.3 Coupling stochastic and deterministic techniques

The second article, reported in this work, concerns the development of a stochastic MC model

for an intensified modular reactor system, developed in the framework of a European project,

entitled Fast Flexible Future Factory (F3Factory). The referenced period is that of the early years

of my integration in the Laboratory of Reactions and Process Engineering (LRGP) in Nancy. This

application shows the transposition of the tools developed previously to a copolymerization system

of industrial interest. Several academic and industrial partners were involved in this project, while

this specific work included the collaboration between Solvay (ex Rhodia), LRGP, BASF and the

Technical University of Dortmund.

The objective of this work was to be able to produce high added-value copolymers, in industrial

scale, using intensified modular tubular reactors, equipped with static mixers. A major challenge

that was faced during the project concerned the control of the properties of the produced copolymer,

with respect to the reaction conditions. In fact, depending on the relative reactivity of the two

comonomers, as well as on the temperature and velocity profiles in the reactor, the properties of

the produced copolymer could vary significantly. The present study shows how the implementation

of the MC algorithm allows to demonstrate the existence of a drift in the copolymer composition

and the sequence length of the copolymer chains, under certain polymerization conditions, that

was not detectable by the sole monitoring of the relative average properties.

Another interesting aspect of this reported work, concerns the development of an integrated

simulator for the process, on the basis of the combination of a deterministic and a stochastic mod-

eling approach. In fact, instead of developing a standalone MC model for the process, a choice was

made to combine this latter with the well established method of moments (MoM). This provides

flexibility to the developed simulator, as the MC module can be implemented à la carte, only when

the need is presented for obtaining more detailed information on the macromolecular properties of

the copolymer. Inversely, in cases where a rapid prediction of the average molar mass properties

suffices, the simulator can run exclusively on the basis of the MoM, without activating the MC

module, thus saving computational effort and time.
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pharmaceuticals, cosmetics, inks, construction materials, 
adhesives, etc.). Among the most important key functionali-
ties of these polymers is their ability to increase the viscosity 
of solutions, form physical gels, and stabilize dispersions and 
emulsions. [ 1 ]  More specifi cally, water-soluble polymers and 
copolymers of acrylic acid (AA) are commonly used for the 
synthesis of super-absorbent materials, paints, membranes, 
fl occulants, solid detergents and dishwashing powders, 
cement additives, textile sizing agents, and many more. [ 2–4 ]  

 The polymerization of AA is commonly carried out 
in aqueous solutions with the elevated heat of reaction 
being the primary and most common drawback of the 
process in terms of process design and intensifi cation. As 
in most polymerization systems, the fi nal end-use prop-
erties of the produced polymers or copolymers, which 
dictate the application functionalities of the product, are 
greatly affected by the chemical composition and the 
molecular weight characteristics of the polymer. [ 5 ]  Hence, 
one current challenge is to design models that conveni-
ently describe the process parameters (heat exchange, 
hydrodynamics, pressure drop, etc.) and have the ability 
to accurately predict the infl uence of the various pro-
cess conditions on these macromolecular characteristics. 
Taking up this challenge is of paramount importance for 
the chemical industry. 

 A complete mathematical model of the free-radical copolymerization of acrylic acid in an 
aqueous solution, taking place in a pilot-scale tubular reactor equipped with static mixers, is 
presented. The developed kinetic/reactor model is numerically integrated in terms of a cou-
pled deterministic–stochastic numerical approach that combines the advantages of speed, effi -
ciency, and increased predictive capabilities. A series of experimental measurements on the 
monomer conversion and the molecular weight characteris-
tics of the produced copolymer, under a wide range of process 
conditions, are used for the identifi cation of the kinetic model 
parameters while a thorough analysis of the compositional 
characteristics of the produced copolymers is also carried out 
in terms of a series of bivariate distributed properties. 
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  1.     Introduction 

 Water soluble polymers and copolymers constitute an 
important part of the polymer industry products port-
folio as they are used in a broad range of applications (e.g., 
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 Despite the existence of numerous studies on the 
aqueous free-radical solution polymerization of AA, it 
remains a system that can certainly not be considered 
trivial since a great number of factors (i.e., most notably 
the solution pH, the degree of ionization of AA, and the 
monomer concentration) may infl uence dramatically 
the kinetics of polymerization. [ 2,6–12 ]  As a result, very 
few relative modeling studies have been presented in 
the literature. These studies were exclusively focused on 
the homopolymerization case and, at the same time, dis-
played signifi cant differences among them (i.e., consid-
eration of different kinetic schemes and polymerization 
rate expressions, etc.). [ 9,13 ]  In addition, these published 
models displayed limited predictive capabilities when 
it comes to distributed molecular properties of interest, 
such as the molecular weight distribution of the polymer 
chains. A notable exception is a recent publication of Wit-
tenberg et al., [ 14 ]  which presents a complete comprehen-
sive kinetic model of the aqueous polymerization system 
of AA. 

 In order to acquire more detailed information that can 
be associated with/translated into a series of distributed 
molecular properties of the produced macromolecules, it 
becomes imperative to use advanced numerical methods 
for the resolution of a mathematical model that will 
describe the evolution of the chain length and/or the 
compositional or the branching characteristics of the 
polymer along the polymerization. In fact, such proper-
ties become especially interesting in the case of copo-
lymerization or nonlinear systems. In this respect, the 
commonly employed approaches can be broadly classi-
fi ed into stochastic (i.e., Monte Carlo, MC) or determin-
istic, with the latter category containing a number of 
powerful techniques, such as the fi xed pivot technique, 
the Galerkin on fi nite elements, the orthogonal colloca-
tion on fi nite elements, etc. The implementation of these 
techniques for the simulation of polymerization systems 
has already been widely demonstrated in the relevant 
literature. [ 15–18 ]  Despite their undisputed capabilities, 
these methods commonly display increased complexity 
in terms of mathematical formulations, especially when 
applied to nonlinear or to copolymer systems, as well as 
dependence of their accuracy on the discretization of the 
chain length and/or copolymer composition domains. [ 19 ]  

 On the other hand, a very simple stochastic algorithm 
with increased predictive capabilities can be easily applied 
to any polymerization system, no matter how complex it 
may be (i.e., in terms of nonlinearity or of multiple types 
of monomers), on the principal cost of increased compu-
tational demands. [ 20,21 ]  Hence, the stochastic approach 
may be considered as the optimal choice in cases where 
the time required for a simulation is of less signifi cance 
(e.g., in off-line simulators designed to provide detailed 
information on the polymer chain characteristics). 

 A combination of the advantages of the determin-
istic and stochastic modeling approaches is possible on 
the basis of the development of either hybrid or cou-
pled models, containing elements of these two principal 
modeling techniques. A pioneering hybrid model, for the 
solution of higher-dimensional population balances in 
polymerization systems, was presented by Schütte and 
Wulkow. [ 22 ]  On the other hand, a coupled deterministic–
stochastic modeling approach (i.e., based on the indi-
vidual implementation of each of the two techniques to 
acquire different information of the same model) was 
proposed by the group of Kiparissides for the simulation 
of industrial high-pressure polymerization reactor [ 23 ]  and 
was subsequently adopted by other researchers on sim-
ilar problems. [ 24 ]  

 In the present work, a comprehensive detailed copoly-
merization model is presented for the simulation of the 
chemically initiated free-radical copolymerization of AA 
(henceforth denoted as M 1 ) with an industrial comon-
omer (henceforth denoted as M 2 ). The polymerization 
takes place in an aqueous solution, in a pilot-scale tubular 
reactor that is equipped with static mixers. In the frame-
work of the proposed mathematical model, the evolution 
of the concentrations of the “live” and “dead” copolymer 
chains is described by a set of coupled population balance 
equations, which are numerically solved in terms of a 
modular integrated deterministic/stochastic approach on 
the basis of the method of double moments (DMoM) and 
an MC stochastic kinetic algorithm. The DMoM provides 
a fast, reliable, and effi cient route for the calculation of 
the key indexes of the polymerization along the reactor, 
such as the evolution of monomer conversion and the 
average molecular properties of the polymer, while the 
MC method is optionally implemented to provide addi-
tional information on the chain length and compositional 
developments of the formed copolymer chains.  

  2.     Reactor Confi guration and Materials 

 The experimental setup was comprised of a tubular reactor 
of the Contiplant technology (Fluitec) containing static 
mixers of type CSE-X (Scheme  1 ). The reactor was divided 
in eight consecutive insulated sections of a length of 0.5 m 
each. The four initial sections (i.e., sections 1–4) had an 
internal diameter of 12 mm while sections 5–8 had an 
internal diameter of 21 mm. The length of each of the con-
necting elements was equal to 72 mm and their internal 
diameter was identical and equal to 8 mm. They were also 
equipped with static mixers of the same type (i.e., CSE-X). 
All parts were in 316L stainless-steel. The design of the 
static-mixers produced a near plug-fl ow behavior even at 
laminar conditions as well as improved mixing and heat 
transfer under a broad range of viscosity values. 
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  Flanges were placed at both ends of each section, along 
with monitoring instrumentation (i.e., temperature and 
pressure sensors), sampling-valves, and interconnectors. 
The standardization of the fl ange points greatly facili-
tated the fl exibility, scalability, and modularity of the 
setup. 

 Besides the temperature measurement at specifi c 
fl anges, a measurement of the temperature profi le 
along any of the reactor sections was possible via a 
movable axial temperature sensor. The overall reactor 
pressure drop was controlled by means of a back-pres-
sure regulator placed at the outlet of the reactor. Tem-
perature control was achieved by the use of a utility 
fl uid (i.e., therminol oil) fl owing within a tubular jacket 
along the main reactor sections (i.e., excluding the con-
necting parts). The jacket was comprised of four con-
secutive sections with individual inlet/outlet, all con-
nected to the main heat exchanger that provided a high 
fl ow rate of the utility fl uid (up to 10 L min −1 ). Liquid 
double-piston pumps coupled with Coriolis fl ow con-
trollers were used for feeding the two comonomer solu-
tions, which were preheated and mixed with the initi-
ator solution just before the reactor inlet. A “labview” 
environment was utilized for the control of the fl ow 
rates and for data acquisition, at a frequency of one 
measurement per 5 s. 

 AA (monomer grade) and sodium persulfate (reagent 
grade) were furnished by Aldrich. M 2  comonomer is a 
proprietary molecule of Solvay and was not available on 
the market. Both monomers and initiator were used in 
solutions after the necessary dilution and without any 
further purifi cation. Monomer conversion was deter-
mined in terms of  1 H NMR analysis performed in a 
Bruker 300 MHz spectrometer and using D 2 O as solvent. 
For the characterization of the copolymer molecular 
weight characteristics, aqueous size-exclusion chroma-
tography was used including refractive index (Merck) 
and light scattering (MALLS from Wyatt Technologies) 
detectors. The calibration was performed on the basis of 
known samples of the specifi c system, using the MALLS 
detector.  

  3.     Kinetic Mechanism 

 The following comprehensive kinetic mechanism was 
employed to describe the formation of copolymers in a 
chemically initiated free-radical copolymerization system, 
on the basis of the terminal copolymerization model.

 Initiator decomposition 

 I 2 PRk •d⎯ →⎯   (1) 
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  Chain initiation 
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  Termination by combination 
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(5)

 

  Termination by disproportionation 

 P P D Dn m
i

r q
j k

n m r q, , , ,
ijtd+ ⎯ →⎯ +   (6) 

   The above kinetic scheme includes the typical initia-
tion and propagation reactions, termination by combina-
tion and disproportionation as well as molecular weight 
control reactions via transfer to monomer.  I , PR • , and  M j  , 
( j  = 1, 2) denote the initiator, the primary radicals, and 
the two monomers, respectively, while  P i  n,m   and  D n,m   rep-
resent the “live” and “dead” copolymer chains. Finally, 
the subscripts “ n ” and “ m ” represent the corresponding 
degrees of polymerization for M 1  and M 2  monomers 
and the superscript “ i ” refers to the fi nal monomer unit 
(of either type M 1  or M 2 ) in a “live” copolymer chain. It 
should be noted that, contrary to evidences of different 
published studies, [ 9,25–27 ]  exhibiting the existence of 
backbiting reactions in the kinetic scheme of the polym-
erization of AA, leading to the formation of mid-chain 
radicals that propagate with different rate than the typ-
ical end-chain radicals and producing a signifi cant effect 
on the overall rate of polymerization and the polymer 
properties, such reactions were considered negligible in 
this study. The reason was that no experimental evidence 
was found for the present copolymerization system and 
the recipes that were tested to support the necessity 
of including such phenomena in the developed model. 
In addition, all the kinetic rate constants were consid-
ered constant throughout the polymerization (i.e., the 
effects of monomer content, monomer conversion, and 
ionization degree on the kinetic rate constants were not 
included in the present model) since it was found that 
the present system was modeled with suffi cient accuracy 
without including additional complexity. Besides, the 
solution pH was kept constant throughout the polym-
erization, equal to a value around 2.2, thus justifying 
the consideration of nonionized AA at all stages of the 
polymerization process.  

  4.     Model Developments 

  4.1.     Copolymerization Rate Functions 

 Based on the postulated kinetic mechanism, the cor-
responding net production rates for the “live,” rPi

n m, , and 
“dead,” rDn m, , copolymer chains can be derived via the 
combination of their respective production/consump-
tion rates in all the elementary reactions of the adopted 
kinetic scheme. [ 28 ]  

 Net formation rate of “live” copolymer chains ending in 
monomer “i” 
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  Net formation rate of “dead” copolymer chains 
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   δ  (n,m) is the Kronecker's delta function, given by
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     4.2.     The Method of Double Moments 

 As the system of molecular species balances, resulting 
from the implementation of Equations  ( 7–10)  , would be of 
prohibitively large order, the DMoM [ 29 ]  was implemented 
in order to reduce the system into a new, low order system 
of differential moment equations. According to the DMoM, 
the respective double moments of the “live” and “dead” 
copolymer chain populations are defi ned by the following 
expressions
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   By assigning to  k, l , values between 0 and 2, the leading 
moments of the chain length distribution are obtained. 
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The respective rate functions of the moments are obtained 
by the previously described “live” and “dead” copolymer 
rate functions, Equations  ( 7)–(10)  , after multiplication 
with the term  n k  m l   and summation over the variation 
range of  n  and  m.  

 Net formation rate of the moments of the “live” 
copoly mer chains 
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  Net formation rate of the moments of the “dead” 
copoly mer chains 
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     4.3.     Reactor Design Equations 

 The overall mathematical model of the polymerization 
reactor is comprised of a set of differential material and 
energy balances. This set of coupled ordinary differential 
equations (ODEs) was numerically integrated with respect 
to the reactor length in order to provide information on 
the evolution of the compositional and molecular weight 
developments of the copolymer along the reactor and under 
steady-state conditions. For the derivation of the model, the 
following assumptions were made: (i) the reaction medium 
is considered as a one-phase system, (ii) the heat produced 
by the polymerization is exclusively produced by the propa-
gation reactions, and (iii) the reaction medium fl ows within 
the different segments of the reactor under plug-fl ow con-
ditions. Note that the last assumption has been experimen-
tally verifi ed via residence time distribution measurements. 

 Accordingly, the generalized species balance of the 
model can be expressed as

 
F
z

A r M Id
d

; S : ; ; ;n m
i

n m i
S

c S , ,λ μ=
  

(15)
 

 where  F  S  and  r  S  denote the molar fl ow rate and rate 
function of the species S, respectively,  A  c  is the free 
cross-sectional area of the reactor tube, and  z  denotes the 
reactor length. The rate functions of the rest of the species 
(i.e., besides the moments of the chain length distribution 
of the copolymer chains (see Equations  ( 12)–(14)  ) are typi-
cally described by the following expressions. 

 Monomers 
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   The following energy balances describe the evolution 

of the temperature,  T , of the reaction medium as well 
as the evolution of the temperature of the medium that 
fl ows in the reactor jacket,  T J  .

 Reactor energy balance 
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  Jacket energy balance 

 

π ( )= −T
z

D U
p Q C

T Td
d

J i

J J pJ
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(20)

 
   In the above expressions,  p ,  p J  ,  C p  , and  C pJ   denote the 

density and the heat capacity of the reacting mixture and 
the jacket fl uid, respectively,  u  and  Q J   are the fl uid velocity 
and the volumetric fl ow rate inside the reactor and the 
jacket, respectively,  D  is the internal tube diameter, and  U  
is the overall heat transfer coeffi cient. For the calculation 
of  U , the following expression was implemented [ 30 ] 

 

( )= + +
U h

D D D
k

D
D h

1 1 ln /
2i

i o i

w

i

o o   
(21)

 
   Here  h i   and  h o   are the respective internal and external 
heat transfer coeffi cients, calculated in terms of the com-
monly employed expressions involving the Nusselt num-
bers of the two fl ows,  D o   is the external diameter of the 
reactor tube and  k w   denotes the thermal conductivity of 
the reactor metal wall (value reported in Table  1 ). It must 
be noted that, at the parts of the reactor that were not 
covered by the jacket (i.e., the connectors between the 
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sections),  h i   was not modeled by the incorporation of a 
specifi c environmental heat loss model but instead was 
considered constant (see Table  1 ). This approximation 
was implemented for reasons of simplicity of the overall 
model as well as on the basis of the expected minor effect 
of the produced temperature oscillations on the calcu-
lated polymer properties. The values of the physical and 
transport properties of the reaction mixture and the 
service fl uid as well as the values of the various heat-
transfer constants are presented in Table  1 . Note also that 
the above expression does not account for the possible 
effects of reactor fouling. This is due to the fact that the 
reactor was operated within a region of operating condi-
tions where no fouling was present in the reactor, defi ned 
in terms of a set of preliminary experiments (detailed 
results reported in an upcoming publication). All the 
experiments presented in this work were carried out 
within this region. 

  Finally, for the calculation of the monomer conver-
sion and the average copolymer properties, the following 
expressions were used.

 Monomer conversion 
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  Average molecular weights, M  n  , M  w 
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  Average molar copolymer composition in terms of M 1 , cc 

 
=

+
μ

μ μ

F
F F

cc 1 ,0
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 where MW  i   is the molecular weight of the monomer unit 
of type “ i .”  

  4.4.     The MC Module 

 The MC method has been widely implemented for the sim-
ulation of free-radical polymerization systems [ 19,21,22,31,32 ]  
due to its discrete stochastic nature that perfectly refl ects 
the nature of such processes. [ 33 ]  Besides, the constant 
increase of processing power in modern computer sys-
tems gradually depresses the disadvantages associated 
with the increased processing and memory demands of 
the method. 

 Among the various approaches that share common 
stochastic characteristics and, thus, typically fall under 
the general category of MC methods, the approach of 
Gillespie [ 20 ]  has been proven to be very effi cient in the 
stochastic simulation of homogeneous polymerization 
systems. His proposed formulation, also known as the 
“stochastic kinetic algorithm,” provides a simple base 
for tracking the time evolution of a homogeneous multi-
component reacting system on the basis of the stochastic 
chemical reactions rates,  R j  , defi ned as

 R k X j N; 1,2,...,j j R
c= =   (26) 

 where  k j   is the kinetic rate constant of the “ j th” reaction 
and  X  c  is the total number of possible combinations of the 
molecules involved in a reaction step. The basic princi-
ples, governing the proposed stochastic formulation, have 
been thoroughly described in a previous publication. [ 21 ]  

 On the basis of this event-driven stochastic approach, 
the copolymerization process was dynamically simu-
lated through a series of variable-duration time steps, 
providing detailed information on the evolution of all 
the key molecular properties of the individual copolymer 
chains of the reacting mixture (i.e., the exact number 
and the sequential arrangements of the two comonomer 
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  Table 1.    Physical and transport properties and constants of the reacting mixture and the service fl uid. 

Property Value Units

Service fl uid a)  density 974.0 kg m −3 

Service fl uid a)  viscosity 7.77 × 10 −3 Pa s

Service fl uid a)  heat capacity 1740.0 J kg  −1  K −1 

Service fl uid a)  thermal conductivity 1.152 × 10 −1 W m −1  K −1 

Reacting mixture heat capacity 3.0 × 10 3 J kg  −1  K −1 

Reacting mixture thermal conductivity 0.50 W m −1  K −1 

Metal wall thermal conductivity 18.0 W m −1  K −1 

External (air + insulation) thermal 
conductivity b,c) 

20.0 W m −1  K −1 

    a) Therminol oil;  b) Used only for the connecting elements of the reactor;  c) From ref.  [ 30 ] .   
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units within each copolymer chain). Apparently, once 
these chain characteristics are known, it is relatively 
trivial to infer any average or distributed polymer prop-
erty of interest (e.g., average molecular weights, mole-
cular weight distribution, copolymer composition distri-
bution, etc.). 

 From the above it becomes evident that a signifi cant 
amount of information must be stored during the MC 
simulation, thus creating the need for an effi cient book-
keeping of this information. For this reason, a number 
of vectors and arrays are created by the program and 
utilized in different ways. The main arrays of the 
system,  P  ( i, j  = 1:3) and  D  ( i, j  = 1:2), are used to store the 
number of monomer units of comonomer 1 or 2 (i.e., for 
 j  = 1 or 2, respectively), with a terminal monomer unit 
of type 1 or 2 (i.e., for  j  = 3), of the respective  i th “live” or 
“dead” polymer chain. Accordingly, two additional vec-
tors,  L  n1  and  L  n2 , serve as “pools” of the “live” polymer 
chains of the respective type of ending monomer unit 
(i.e., either 1 or 2), containing pointers to the actual 
position of each polymer chain in the overall array of 
the “live” chains,  L  n . These vectors are required in order 
to avoid the redundancy that would be produced by the 
selection/rejection procedure that would be otherwise 
(i.e., if a unique pool of “live” chains were used) neces-
sary for the selection of “live” polymer chains of a pre-
specifi ed terminal unit type. Finally, a number of scalar 
variables indicate the instantaneous size of all the 
above vectors and arrays as well as the instantaneous 
size of the population of the rest of the reacting species 
(i.e., the monomers, M 1  and M 2 , the initiator,  I , as well 
as possible solvents, chain-transfer agents, etc.). 

 Among the different properties acquired by the imple-
mentation of the MC module exist all the polymer molec-
ular properties also provided by the DMoM (i.e.,  M  n  and 
 M  w , cc) as well as a series of distributed molecular prop-
erties of interest, such as the overall weight chain length 
distribution (WCLD), the bivariate weight chain length 
distribution (2D-WCLD), and the molecular weight–
copolymer composition distribution (MW-CCD). All these 
properties were calculated by the MC module using the 
following expressions.
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  Total molar fraction of monomer M 1  in the copolymer 
chains (cc) 
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 where  n i  

j
   denotes the total number of monomer units of 

type “ j ” ( j  = 1, 2) for the “ i th” “dead” copolymer chain and  μ  00  
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 Figure 1.    Schematic description of the connection between the DMoM and MC simulation algorithms.
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is the total number of “dead” polymer chains in the sample 
population. For the reconstruction of the distributed 
molecular properties, the respective property domains (i.e., 
the chain length or the copolymer composition domains) 
must be discretized into a number of elements (i.e.,  N e,N   

and  N e,c   for the chain length and copolymer composition 
domains, respectively), denoted by ( ) = +u i Ni ; 1, 2, .., 1N e N,  
and ( ) = +u j j N; 1, 2, .., 1c e c, . Accordingly, the respective nor-
malized distributions were calculated by the following 
expressions.

Macromol. React. Eng. 2016,  10,  389−405

 Figure 2.    Schematic description of the MC algorithm.

  Table 2.    Kinetic rate constants of the model. The kinetic rate constants considering M 2  are not disclosed due to confi dentiality reasons. The 
kinetic rate constants considering M 1  that do not appear in this table (i.e.,  k  fm11 ,  k  fm21 ,  k  td11 , and  k  td21 ) are set equal to 0. 

Reaction Pre-exponential factor,  k  0 Activation energy,  E Units

Initiator decomposition,  k  d 3.3 × 10 11 105.0 s −1 /kJ mol −1 

Propagation,  k  p11 3.96 × 10 7 15.4 L mol −1  s −1 /kJ mol −1 

Termination by Comb.,  k  tc11 1.0 × 10 11 15.1 L mol −1  s −1 /kJ mol −1 

 r  12  r  21 

Reactivity ratio a) 0.42 0.28 –

Initiator effi ciency,  f 0.55 –

    a) Identifi ed experimentally by the Laboratory of Polymer Engineering for High Technologies (LIPHT), Strasbourg, France.   
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 Weight chain length distribution (WCLD) 
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  Normalized bivariate weight chain length distribution 
(2D-WCLD) 
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  Normalized weight chain length–copolymer composi-
tion distribution (MW-CCD) 
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 where  μ  10  and  μ  01  denote the (one-zero) and (zero-one) 
moments of the bivariate distribution, respectively. These 
moments represent the total numbers of M 1  and M 2  mon-
omer units in the “dead” polymer chains, respectively. 
Finally, cc  j   denotes the molar fraction of monomer M 1  in 
the  j th “dead” polymer chain. 

 Since the MC approach that is implemented in this 
work follows the evolution of the polymerization in 
terms of the molecular developments of each “live” or 
“dead” polymer chain existing in the sample popula-
tion, it was also straightforward to acquire information 
on the sequence length distribution (SLD) of the formed 
copolymer chains (i.e., the length of the sequences of 
consecutive monomer units of comonomer 1 or 2 in 

the copoly mer macromolecules). One, relatively simple 
approach to acquire this information is by keeping record 
of two additional characteristics of each growing mac-
romolecule (i.e., besides the total number of monomer 
units of each comonomer and the identity of the fi nal 
monomer unit of the chain) corresponding to the current 
sequence length of M 1  and M 2  in the respective chain (by 
defi nition one of these two values will always be equal 
to 0). As soon as the growing chain under considera-
tion undergoes a chemical reaction that terminates this 
sequence, the total achieved sequence length is recorded 
for the respective type of comonomer. Such a reaction 
might be: (i) a propagation reaction of type  P i  n,m   +  M j  , 
with  i ≠ j , or any termination reaction, including transfer 
to monomer. Note that in the case of termination by com-
bination of type  P i  n,m   +  P i  r,q  , the overall sequence length of 
type “ i ” will be equal to the summation of the respec-
tive lengths of the two participating chains. Since this 
tracking takes place from the moment of the creation 
(i.e., initiation) of a “live” polymer chain to the moment 
of its deactivation (i.e., by one of the mentioned chemical 
reactions) and throughout its growth (i.e., by the propa-
gation chemical reactions), the sequence-length char-
acteristics of the complete population are monitored. 
Hence, at any point during the polymerization, the total 
number of sequences (or segments) of different size and 
type, which form the entire length of all the “live” and 
“dead” chains of the mixture, is known. The cumulative 
sequence length distribution, SLD c , can then be defi ned 
as the number of these sequences divided by the total 
(current) size of the polymer chains

 

∑( ) ( )
=

+
=I j

I j
m m

ISLD ,
segments of type and size

; 1,2c
10 01   

(33)
 

      5.     Structure of the Simulator 

 In the present approach, an integrated modular simulation 
approach was implemented in order to take full advantage 

Macromol. React. Eng. 2016,  10,  389−405

  Table 3.    Outline of the experimental conditions of the cases presented in this work. The solution pH was kept constant around the value 
of 2.2. 

Experiment ID A1 A2 A3 B1 B2

Solid content a) 0.215 0.215 0.215 0.215 0.215

Initial initiator molar ratio b) 1.64 × 10 −2 3.28 × 10 −3 1.64 × 10 −3 1.64 × 10 −2 3.28 × 10 −3 

Oil temperature, [°C] 70 70 70 80 80

Inlet temperature c) , [°C] 60 60 60 70 70

Total fl ow rate d) , [kg h −1 ] 2 2 2 2 2

    a) Solid content (SC) is defi ned as the initial weight fraction of both comonomers in the solution (w/w);  b) Defi ned in terms of the total ini-
tial molar concentration of both comonomers;  c) Denotes the temperature of preheating of the initial solutions of the comonomers and 
the initiator;  d) Considered constant due to the low value of SC.   
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of the different capabilities of the two methods (i.e., the 
DMoM and the MC). More precisely, the integration of 
the ODEs of the reactor/kinetic model with respect to the 
reactor length results in the pseudo-dynamic profi les of 
(i) the reactor and jacket temperatures, (ii) the concentration 
of all the reactor species (i.e., monomers, initiator, and 

leading moments of the chain-length 
distribution of the copolymer), as well 
as of (iii) all the average properties of 
the copolymer (i.e., average molecular 
weights and composition) and con-
version indexes (i.e., partial conver-
sion in terms of each comonomer and 
total monomer conversion), calcu-
lated in terms of the leading moments 
with the use of Equations  ( 22)–(29)  . 
The simulation can terminate at this 
point or it may be completed by the acti-
vation of the MC module. 

 The MC module can be utilized “at-
will” to provide additional informa-
tion on the molecular characteristics of 
the produced copolymer chains, most 
notably, the different chain length and/
or copolymer composition distributed 
properties (Equations  ( 30)–(33)  ). To this 
end, a dynamic kinetic MC simulation 
was run for a homogeneous differential 
volume (i.e., considered as a “slice” of 
the reactor volume), on the basis of the 
different profi les provided by the prec-
edent DMoM simulation. This approach 
has been previously successfully applied 
to a high-pressure industrial low den-
sity polyethylene tubular reactor. [ 23 ]  
It should be emphasized at this point 
that the plug-fl ow assumption has been 
experimentally verifi ed for the range of 
interest of operational conditions of the 
process. 

 More specifi cally, the kinetic MC 
module was run as a partially stan-
dalone simulation, starting from the 
same initial conditions as the DMoM 
simulation and making use of the 
profi les of the reactor temperature 
and fl uid velocity with respect to the 
reactor length, issued by the previous 
reactor simulation. The MC simulation 
ran dynamically providing the time 
evolution of the polymer average and 
distributed properties of interest and 
conversion indexes. By making use 
of the fl uid velocity,  u , (as provided 

by the DMoM) at each instant of the MC simulation, it 
was possible to establish the connection between the 
process time elapsed within the MC simulation and the 
current point of the total reactor length, thus converting 
the dynamic character of the MC simulation to pseudo-
dynamic. Via this procedure, the temperature profi le 
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 Figure 3.    a) Evolution of the reactor temperature along the reactor length. Inset: Evo-
lution of the reactor temperature in section 1; b) evolution of the external tempera-
ture along the reactor length (points: experimental measurements; curves: model 
predictions).
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was accurately followed by the kinetic MC simulation. 
A schematic description of the connection of the kinetic 
MC algorithm with the reactor, as applied in the pre-
sent study, is depicted in Figure  1  while in Figure  2 , an 
overall algorithm of the MC module is presented. 

   The developed integrated modular approach combines 
the speed and accuracy of the DMoM with the detailed 
molecular information provided by the MC kinetic module 
in a single, very powerful, and fl exible simulator. Since 
the MC method is signifi cantly more CPU-demanding 
(i.e., requires higher simulation times), this module was 
optionally utilized each time additional polymer proper-
ties were of interest, while the DMoM simulation suffi ced 
for a rapid acquisition of all the typical simulation results 
of interest (e.g., conversion and temperature profi les, 
average copolymer properties, etc.). It is characteristic 
that, while a DMoM simulation required a simulation 
time in the order of fi ve to ten seconds (5–10 s), the MC 
module demanded an additional simulation time of one 
to twenty minutes (1–20 min), depending on the selection 

of the sample size (additional information on the selec-
tion of the initial sample size is provided elsewhere [ 21 ] ). 
Typical initial MC sample sizes in the present work con-
sisted of 10 8 –10 12  monomer molecules and 10 6 –10 10  ini-
tiator molecules. All simulations were carried out on a 
2.4 GHz dual-CPU (Intel Xeon E5620) PC unit. The totality 
of the program was written in Fortran 90. 

 It should be noted at this point that the required CPU 
times, even for the more demanding MC module, are by 
no means prohibitive (i.e., contrary to the common belief 
of previous years), even for industrial use of the simulator 
in terms of an advanced process monitoring and control 
system that would operate on the basis of the molecular 
properties of the produced (co)polymer. If such an appli-
cation was to be envisaged, the execution time could 
be even more decreased, at the cost of a minor decrease 
in accuracy, acceptable for such applications, by fur-
ther decreasing the size of the simulation sample. This 
is an important development, mainly attributed to the 
impressive evolution of modern CPU systems (i.e., even of 
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 Figure 4.    Evolution of the monomer conversion along the reactor length (points: experimental measurements; curves: model predictions).
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personal computers) that can greatly facilitate and moti-
vate a more widespread industrial applicability of com-
prehensive mechanistic models.  

  6.     Results and Discussion 

 A series of experimental measurements under different 
conditions, in terms of the initial initiator fl ow rate and 
reactor temperature, were utilized to regulate the kinetic 
rate constants of the model. Note that the kinetic rate 
constants of the initiator decomposition as well as those 
of the propagation and termination reactions between 
AA species were based on the most recent literature data 
for AA homopolymerization. [ 25,34–36 ]  The unknown values 
of the kinetic parameters of the model were fi tted on the 
basis of the available experimental measurements. The 
propagation rate constants were fi tted in terms of the 
monomer conversion measurements while the rest of the 
kinetic rate constants (i.e., the transfer and termination 

rate constants) were fi tted on the basis of the molar 
mass measurements (i.e.,  M  n ,  M  w , and MWD). The fi nal 
values of the parameters of the model are presented in 
Table  2 . Since all the experiments were carried out under 
low percentage of solid content (see Table  3 ), the kinetic 
rate constants were considered to be chain length inde-
pendent. Nevertheless, if necessary, such an effect could 
be very easily incorporated into the proposed model. The 
recipes and the conditions of the experiments presented 
in this study are shown in Table  3 . The comonomer molar 
composition of the reactor feed for all the experiments 
was equal to 0.665. 

   In Figure  3 a,b, the temperature curves corresponding to 
experiments A1 and B1 are presented. More specifi cally, 
in Figure  3 a, the evolution of the reactor temperature is 
depicted along the reactor length for the two experiments. 
The curves correspond to the model predictions while 
the discrete points correspond to experimental measure-
ments carried out in the fi rst section of the reactor via the 
use of the movable thermocouple (see Section 2—“Reactor 
Confi guration and Materials”). This part of the curves is 
more clearly depicted in the enlarged inset of this fi gure. 
A series of characteristic fl uctuations of the reactor tem-
perature, over a range of ≈2–3 °C, are easily observed in 
this fi gure and are attributed to the connecting parts 
(i.e., between the reactor sections) that are not covered 
by the reactor jacket and are, thus, exposed to a much 
lower external temperature (i.e., the environmental tem-
perature). This is also demonstrated in Figure  3 b, where 
the evolution of the external temperature of the reactor 
is depicted along the reactor length. Finally, a large fl uc-
tuation that is observed around the middle of the reactor 
length is the result of both the connector element and the 
increase of the internal reactor diameter. 

  In Figure  4 a–d, the experimental measurements (i.e., 
points) of the conversion of both monomers are com-
pared to the respective model predictions (i.e., curves) at 
different positions along the reactor, for experiments A1, 
A2, B1, and B2, respectively. Accordingly, in Figure  5 a,b, 
the theoretically predicted evolution of the number and 
weight average molecular weights along the reactor is 
presented and compared to the respective experimental 
measurements at the reactor exit, for experiments A3 
and B2, respectively. It can be seen that, despite some 
minor deviations, the proposed model is capable of 
describing with good accuracy the evolution of the poly-
merization under different conditions. It must be noted 
at this point that the DMoM and the MC predictions of 
all the average molecular properties of the produced 
copolymer are virtually identical, hence there is no need 
for a specifi c distinction with regard to the above pre-
sented results (i.e., Figures  4  and  5 ). 

   By making use of the MC module, it is possible to cal-
culate the full WCLD developments of the copolymer at 
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any point in the reactor. In Figure  6 a–d, the molecular 
weight distribution of the fi nal copolymer, as deter-
mined by size-exclusion chromatography (see Section 
2—“Reactor Confi guration and Materials”) at the exit of 
the reactor, is compared to the respective theoretical pre-
dictions by the MC module, for experiments A1, A2, A3, 
and B1, respectively. This comparison verifi es the validity 
of the model and clearly demonstrates the advantages in 
the use of this extra MC module. 

  The predictive capabilities of the MC module are not 
limited to the prediction of the WCLD but can be further 
exploited for the calculation of additional distributed 
properties of interest that cannot be provided by the 
DMoM. An example is the calculation of the bivariate 
molecular weight–copolymer composition distribution 
(MW-CCD) of the copolymer. Figure  7  depicts the MW-CCD 
as calculated by the MC module at the exit of the reactor, 
using the experimental conditions of experiment A1, 

with three different values of the initial comonomer 
feed molar composition (i.e., ( )+F F F/M

0
M
0

M
0

1 1 2 equal to 
0.350, 0.554, and 0.750). According to the reactivity ratios 
of the system (see Table  2 ), the azeotropic feed compo-
sition of the system is equal to 0.554. [ 37 ]  This is also 
verifi ed in Figure  8 , where the evolution of the molar 
copolymer compositions along the reactor is shown for 
the same experimental conditions. Accordingly, one can 
observe in Figure  7  that the MW-CCD corresponding to 
the azeotropic feed composition is a very narrow dis-
tribution, in terms of the CC domain, especially at the 
high-MW domain. On the other hand, the distribution 
of the copolymer produced with the initial comonomer 
feed molar composition equal to 0.35 is extremely broad, 
which is a result of the constant decrease of the average 
copolymer composition during the polymerization (see 
Figure  8 ), accompanied by the constant creation of new 
copolymer chains of lower MW and CC at the same time. 

104 105 106 107

0.0

0.2

0.4

0.6

0.8

1.0

1.2 Exp. A1

 Exp
 Simulation

dW
M
/d

lo
gM

MW
105 106 107

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4 Exp. A2

 Exp
 Simulation

dW
M
/d

lo
gM

MW

105 106 107

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4 Exp. A3

 Exp
 Simulation

dW
M
/d

lo
gM

MW
104 105 106 107

0.0

0.2

0.4

0.6

0.8

1.0

1.2 Exp. B1

 Exp
 Simulation

dW
M
/d

lo
gM

MW

 Figure 6.    Comparison of the theoretical predictions (curves) with the experimentally measured molecular weight distribution of the copol-
ymer at the exit of the reactor.
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Finally, the distribution corresponding to the initial 
comonomer feed molar composition of 0.75 displays 
an unconventional form as it seems to be comprised of 
two interconnected, individual distributions: one rela-
tively broad, in terms of the CC domain, at the high-MW 
domain and another one extremely narrow close to a 
molar composition equal to 1, located at the low-MW 
domain. Although it would be expected that the form of 
this distribution would be similar (but reverse) to that of 
the second distribution (i.e., the one located at the low 
cc domain), this is not the case. It seems that the domi-
nant factor determining the form of this distribution is 

the early depletion of the reacting mixture from M 2  (i.e., 
conversion of M 2  reaches 100% at a length of 3 m), which 
results in the formation of a quasi-individual population 
of homopolymer chains of M 1 , of low MW, and of cc = 1. 
Hence, although the overall average copolymer compo-
sition of the fi nal product is equal to 0.75, the distribu-
tion of the copolymer chains in terms of the copolymer 
composition is extremely irregular, which is expected to 
greatly infl uence the fi nal properties of the product and 
which would not be easily detected without the imple-
mentation of the MC module. 

   The same phenomenon can be observed in Figure  9 , 
where the 2D projection of the bivariate weight chain 
length distribution (2D-WCLD) is depicted, as calculated 
by the MC module, under the same experimental condi-
tions (i.e., experiment A1, comonomer feed molar compo-
sition equal to 0.75) and at four different positions along 
the reactor length (i.e., at 0.5, 1.5, 2.5 m, and at the reactor 
end). It can be seen that, as the polymerization pro-
gresses, the copolymer chains constantly increase their 
content in M 1  monomer units, especially the chains that 
remain relatively short (i.e., in the low CL domain of M 2 ), a 
phenomenon that is in complete agreement with the pre-
vious results. 

  In order to acquire a general picture of the evolution of 
the compositional characteristics of the polymer chains 
along the reactor, it is also possible to calculate via the 
MC module the bivariate distribution corresponding to 
the evolution of the instantaneous copolymer composi-
tion distribution with respect to the overall monomer 
conversion. Such a distribution is depicted in Figure  10  
for the same experimental conditions used in Figure  7 . As 
expected, the general form of these bivariate distributions 
is similar to that shown in Figure  8 . The instantaneous 
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 Figure 8.    Evolution of the average copolymer composition of the 
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 Figure 7.    MC calculated MW-CCD at the exit of the reactor for three different values of the initial comonomer feed molar composition 
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copolymer composition distribution produced at dif-
ferent instances in the reactor seems to remain relatively 
constant in terms of polydispersity (i.e., broadness) and 
simply drifts with respect to its median value. In com-
plete accordance with the previous results, the distribu-
tion corresponding to the initial comonomer feed molar 
composition of 0.75 displays a more dramatic drift which, 
close to an overall conversion of 1, reaches a composition 
of pure M 1 . 

  Finally, in Figure  11 a,b, the MC calculated evolution of 
the cumulative sequence length distributions (SLD c ) of 

both comonomers is depicted along the reactor length, for 
size up to eight consecutive units and for a feed molar com-
position of 0.75. Note that the SLD c  represents the number 
fraction (i.e., in terms of  m  1 ) of the segments of consecutive 
monomer units that are bound by monomer units of dif-
ferent type and/or by a chain end. As expected (according 
to the above observations), the SLDs of monomer 1 and of a 
larger size (i.e., the ones corresponding to seven and eight 
consecutive monomer units, marked with open symbol) 
display a gradual increase while the shorter ones continu-
ously decrease. At the same time, the SLDs of comonomer 

 Figure 9.    2D projection of the bivariate weight chain length distribution, as calculated by the MC module at four different positions in the 
reactor (upper left: 0.5 m; upper right: 1.5 m; lower left: 2.5 m; and lower right: 4.5 m), for an initial comonomer feed molar composition of 
0.750.

 Figure 10.    Evolution of the instantaneous copolymer composition distribution with respect to the overall monomer conversion, as calcu-
lated by the MC module for an initial comonomer feed molar composition of 0.750.
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2 are all decreasing, irrespective of their size. Note also 
the relative difference in the values of these properties 
that extends several orders of magnitude (note the differ-
ence in scales between the right and left axes). The situa-
tion is reversed in Figure  12 a,b, where the respective plots 
are drawn for the feed molar composition of 0.35. In this 
case, always in complete agreement with the previous 
results, the long M 1  sequences decrease while the long M 2  
sequences increase, as a result of the continuous incorpora-
tion of less M 1  monomer units in the copolymer chains due 
to the gradual decrease of the copolymer composition. 

     7.     Concluding Remarks 

 In the present work, a complete mathematical model of the 
free-radical copolymerization of AA in an aqueous solution 
was presented for a pilot-scale tubular reactor, equipped 
with static mixers. On the basis of the proposed model, 
an integrated, modular simulator was also developed in 
terms of the implementation of two different numerical 

approaches, namely, the DMoM and the MC method, in 
order to combine the advantages of speed, effi ciency, and 
increased predictive capabilities. The parameters of the 
proposed model were fi xed through a direct comparison of 
its predictions with available experimental measurements 
on the monomer conversion, the average molecular proper-
ties, and the molecular weight distribution of the produced 
copolymer, under different conditions. At a second stage, 
the effect of the initial comonomer molar ratio on the com-
positional characteristics of the copolymer chains was also 
investigated under varying comonomer feed ratios and via 
the implementation of the MC module. 

 This study has provided clear evidence of the neces-
sity to develop effi cient tools, capable of describing the 
infl uence of the process conditions on the macromo-
lecular and compositional characteristics of the produced 
polymer macromolecules, within the context of process 
intensifi cation and of acquiring deeper knowledge as 
well as control over the fi nal properties of the synthe-
sized polymers.  

 Figure 12.    Evolution of the SLDc( i,j ), for  j  = 1,2,7,8, as calculated 
by the MC module, for a feed molar composition of 0.35; a)  i  = 1, 
b)   i   = 2.
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 Figure 11.    Evolution of the SLDc( i,j ), for  j  = 1,2,7,8, as calculated 
by the MC module, for a feed molar composition of 0.75; a)  i  = 1, 
b)  i  = 2.
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2.4 On the modeling of multi-functional biopolymers

The third and final article of this section reports a modeling framework for the system of poly-

condensation of sugars. More specifically, the same two methods, namely the MoM and the MC

method, were employed in this work to describe the kinetic developments of the reactive system

of saccharides. It is a system of high interest to the industrial sectors of food and health products.

The hydrolysis of cellulosic biomass for the derivation of oligosaccharides as intermediates for the

synthesis of various platform chemicals has made the subject of numerous studies for many years.

However, the inverse route of polycondensation of the oligosaccharides for the controlled synthe-

sis of polysaccharides of high degree of polymerization (DP) in anhydrous conditions has received

much less attention, especially in terms of the kinetic modeling of the system. The reported work,

presents a modeling framework that is based on a classical polymerization paradigm, capable of

describing the evolution of the system up to the formation of saccharides of high DP.

The implementation of the MoM on this system displays some interesting characteristics, as

different key-indexes of the reacting system can be directly represented by some of the moments of

the different populations. The formulation of the rate functions of the moments is also of interest,

as the kinetic scheme of the system includes some reactions that are not commonly encountered

in classical polymerization systems. However, through the analysis of the characteristics of the

method and its respective equations, as derived for this system, it is demonstrated that its applica-

tion is not suitable due to its severe limitations in terms of its predictive capacity and its inherent

closure problem. Accordingly, the kinetic MC formulation is selected as the only viable approach

(i.e., between the two) for the modeling of the system. The results of the model are validated

through a comparison with available experimental data, under four different values of the reaction

temperature.

An important characteristic of this work, that makes it different from the previously presented

ones, lies within the fact that glucose, which acts as the monomer unit of the formed polysac-

charides, is multifunctional. In fact, the molecule of D-glucose possesses a total of five hydroxyl

groups, attached to the carbon atoms forming its cyclic form, at the positions 1, 2, 3, 4 and 6 (i.e.,
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relative to the anomeric carbon atom that acts as a stereocenter for this molecule). The glycosidic

bonds that are formed by the polycondensation reaction between two glucose units, involve the

carbon atom at position 1 (i.e., the anomeric carbon atom) and a hydroxyl group that is attached

at any of the aforementioned five positions of the second glucose unit. Adding to this the fact

that the formed bonds may assume different stereoisomeric positions (i.e., α or β), as well as that

intramolecular bonds can also be formed within the same glucose unit, it becomes evident that the

modeling of the system is not as trivial as that of a typical polymerization system.

The developed MC algorithm tracks simultaneously the DP of the sugar molecules, their num-

ber and type of hydroxyl groups, as well as their eventual bonds with anhydrosugars or other types

of molecules that are present in the system. It is the capacity of the MC method to follow all these

properties (or coordinates, in a PBM perspective), without the necessity to resort to complicated

mathematical forms or to heavy and unstable numerical solutions, that makes it a more suitable

choice for the modeling of the system, over eventual deterministic alternatives. Finally, as will be

described later, in the concluding chapter of this report (Chapter 5), the MC method provides also

the possibility for an eventual extension towards a more complete topological description of the

system.
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Abstract: The kinetics of the hydrolysis and polycondensation reactions of saccharides have made
the subject of numerous studies, due to their importance in several industrial sectors. The present
work, presents a novel kinetic modeling framework that is specifically well-suited to reacting systems
under strict moisture control that favor the polycondensation reactions towards the formation of high-
degree polysaccharides. The proposed model is based on an extended and generalized kinetic scheme,
including also the presence of polyols, and is formulated using two different numerical approaches,
namely a deterministic one in terms of the method of moments and a stochastic kinetic Monte Carlo
approach. Accordingly, the most significant advantages and drawbacks of each technique are clearly
demonstrated and the most fitted one (i.e., the Monte Carlo method) is implemented for the modeling
of the system under different conditions, for which experimental data were available. Through these
comparisons it is shown that the model can successfully follow the evolution of the reactions up to
the formation of polysaccharides of very high degrees of polymerization.

Keywords: saccharides; hydrolysis; reversion reactions; polycondensation; kinetic modeling; Monte
Carlo; method of moments; population balances; glucose

1. Introduction

Saccharides are biomolecules of great importance to our society, displaying significant
market potential for several industrial sectors, such as cosmetics, pharmaceutics and food-
related products. Saccharides of low degree of polymerization (DP), such as C5 and C6
monosaccharides, are typically obtained via the hydrolysis of starch or lignocellulosic
biomass. These may be subsequently converted to glucose syrup, maltodextrin, polyols,
organic acids, biofuels or other platform chemicals, such as fructose, sorbitol, citric acid,
furfural, 5–(hydroxymethyl) furfural (HMF), formic acid and levulinic acid [1–6]. The
hydrolysis of starch or lignocellulosic biomass can be carried out in acidic conditions or
via the use of enzymes, with each route presenting different advantages and drawbacks
in terms of the selectivity and the productivity of the process [7,8]. More precisely, in the
presence of acid catalysts, several side-reactions may occur, in parallel to the hydrolysis
of the sugars, such as decomposition and polymerization reactions. The polymerization
reactions, which are also known as reversion reactions, are considered undesirable as they
consume the monosaccharides to form disaccharides or low-DP oligosaccharides. However,
under strict control of the humidity levels of the reaction medium, the polymerization of
monosaccharides can be utilized for the synthesis of natural-origin products, presenting a
direct interest to the food, nutrition and health industrial sectors.

The polycondensation of sugars under controlled temperature and humidity, in order
to achieve sugars of high degree of polymerization, has been a subject of research interest
since the early 50’s and the pioneering works of [9,10] and later [11]. A clear industrial
interest has also been expressed very early for the synthesis of the so-called polyglucoses
(or polydextroses), via the anhydrous melt polymerization of glucose and sorbitol in the
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presence of acid catalysts [12,13]. These reports have clearly shown the importance of
several factors on the productivity and the quality indexes of the produced polysaccharides.
More precisely, they have demonstrated that the type and concentration of the acid catalyst
displays a direct effect on the presence of degradation side-reactions while the effective
elimination of the water produced during the polycondensation reactions is crucial to
achieve high degrees of polymerization by limiting the rate of hydrolysis [10]. Since
then, several studies have been carried out in an attempt to better understand these
reactions, either in view of suppressing them from the hydrolysis system as undesirable
side effects, either in the framework of better controlling the characteristics of the produced
polysaccharides within an optimized biorefinery viewpoint [14–17].

Mathematical modeling is a tool that has been traditionally implemented to describe
the evolution of reactive systems and, in this sense, contribute to the understanding of the
underlying phenomena (i.e., in the case of phenomenological models) and/or provide a
predictive capability on key indexes of interest, in terms of the process conditions. Given the
complexity characterizing the reactive system of biomass hydrolysis, several studies have
proposed different reaction schemes in an attempt to encompass the various reaction routes
leading to the observed variety of produced saccharides. One of the first kinetic models to
be published for the hydrolysis of cellulose under dilute acidic conditions was that of [18],
already in 1945. Since then, many new studies have been reported that modify the proposed
kinetic scheme either to extend its application to a wider range of conditions or to focus on
specific reaction routes and products (e.g., the decomposition reactions) [8,19–24]. However,
in most of these studies, the polymerization reactions are commonly considered again as
side reactions resulting only in oligosaccharides, on the basis of oversimplified kinetic
schemes. For example, ref. [22] studied the reaction kinetics of glucose in mildly acidic
aqueous solutions, under different temperatures and glucose concentrations. In that study,
the different disaccharides (i.e., in terms of the type of glycosidic bond), as well as various
anhydrosugars that were formed in the system, were clearly identified and considered as
individual species in a kinetic model that was proposed for the relevant glucose conversion.
However, such a model can only be applied to systems containing solely monosaccharides
and disaccharides, since the identification of all possible types of sugar molecules of
higher DP would require the consideration of a prohibitively large amount of species and
equations. Ref. [23] proposed a comprehensive kinetic model for the decomposition of
glucose in acidic solutions, taking into account the concentration of protons in the medium,
but the considered species were limited to glucose and its dehydration products. A similar
model was proposed by [24], starting from sucrose and including the consideration of
different conversion reaction paths, but without taking into account possible formation
routes of higher saccharides. Finally, ref. [8] proposed a more detailed kinetic model, within
a population balance perspective, including formation and decomposition reactions of
glucose and cellulose oligomers, under varying acid concentrations and temperatures.
Their work took into account several scission reactions of cellulose to form lower-DP
saccharides and glucose, as well as glucose degradation mechanisms. Although this model
was not limited to monosaccharides and disaccharides, the considered oligomers were
limited, in terms of their degree of polymerization, to a maximum value of six.

In the present work, a novel mathematical modeling framework is proposed for the
polycondensation of sugars in the presence of polyols (polyalcohols), under controlled
concentration of water to promote the formation of high-DP saccharides. The proposed
model is based on a general kinetic scheme that is formulated in terms of a classical
polymerization system, taking into account the chain length of the various species that
participate in the reactions. The rate functions of the different saccharides are expressed
within a population balance perspective, thus allowing the consideration of the formation
of polysaccharides without limitation in the maximum considered DP. Two different
numerical approaches are presented, namely a deterministic one, on the basis of the
method of moments, and a stochastic Monte Carlo algorithm. Through the derivation
of the model equations, the limitations and the advantages of these two approaches are
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clearly demonstrated for this system, and the most suitable one is implemented for the
prediction of the evolution of the polymerization under different reaction conditions, for
which experimental data were available.

2. Polymerization Mechanism and Rate Functions
2.1. General Kinetic Scheme

The kinetic modeling developments, presented in this work, were based on the fol-
lowing generalized kinetic scheme for the description of the different chemical reactions
taking place in the system:

• Intermolecular bond formation/hydrolysis reactions

– Addition of a reducing saccharide (bonds: 1-2, 1-3, 1-4 or 1-6):

Pn + Pm
kA1←−→
kA1r

Pn+m + H2O (1)

– Addition of a reducing saccharide (bond: 1-1):

Pn + Pm
kA2←−→
kA2r

Dn+m + H2O (2)

– Addition of a non-reducing saccharide (bonds: 1-2, 1-3, 1-4 or 1-6):

Pn + Dm
kA3←−→
kA3r

Dn+m + H2O (3)

Pn + DmX
kA3←−→
kA3r

Dn+mX + H2O (4)

– Addition of a polyol:

Pn + PO
kA4←−→
kA4r

DnPO + H2O (5)

– Addition of 1-6-anhydrosugars (bonds: 1-2, 1-3 or 1-4):

Pn + AG
kA5←−→
kA5r

Dn AG + H2O (6)

– Addition of HMF (bond: 1-4):

Pn + HMF
kA6←−→
kA6r

DnHMF + H2O (7)

• Internal Ring-Closure Reactions

– Formation of 1-6-anhydrosugars:

Pn
kD1←−→
kD1r

{
AG + H2O for n = 1
Dn−1 AG + H2O for n ≥ 2

(8)

– Formation of HMF:

P1
kD2−−→ HMF + 3H2O (9)

• Degradation Reactions

– Formation of Humins:

P1
kD3−−→ H + 3H2O (10)

HMF
kD4−−→ H (11)
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In the above kinetic scheme, the reducing saccharides, possessing a free anomeric
hydroxyl group, are denoted as Pn, n designating their respective degree of polymer-
ization in terms of their number of constituting glucose units. The notation used for
non-reducing saccharides of DP n is Dn or DnX, the latter denoting the sugar molecules
possessing a non-glucose end-group, X (i.e., X : PO, AG or HMF). Other species par-
ticipating in the reactions of the postulated kinetic scheme are 1-6-anhydrosugars (e.g.,
1,6-anhydro-β-D-glucopyranose and 1,6-anhydro-β-D-glucofuranose), denoted as AG, and
5-hydroxymethylfurfural, denoted as HMF. The present work also considers the presence of
polyols in the reacting mixture, which may react with a reducing sugar via their numerous
pending hydroxyl groups. They are denoted as PO. Finally, the different products of the
degradation reactions (10) and (11), also referred to as Humin-like substancies or Humins
in the relevant literature [25], are denoted here as H.

The chemical reactions of the postulated kinetic scheme have been grouped into
three main categories. The first category includes the chemical reactions that lead to
the formation of intermolecular bonds, via the addition of a hydroxyl group of a sugar
molecule or polyol to the carbocation at the C1 carbon atom of a reducing saccharide
(Equations (1)–(7)). These reactions are reversible by the respective hydrolysis reactions.
To add flexibility to the model, the free hydroxyl groups of anhydrosugars have also
been considered susceptible to participate in these reactions (Equations (6) and (7)). More
precisely, the reactions between two reducing saccharides have been considered to result
in the formation of another reducing saccharide, as shown in Equation (1), only in the
case of the formation of a bond in positions 1-2, 1-3, 1-4 or 1-6. An example of such a
reaction for the formation of a 1-6 bond is depicted in Scheme 1. If the glycosidic bond
between two reducing saccharides is formed in position 1-1, then the resulting saccharide
is a non-reducing one as it no longer possesses a free anomeric hydroxyl group, as shown
in Equation (2) and in Scheme 2.

On the other hand, the formation of a glycosidic bond between a reducing and a
non-reducing saccharide, will always result in the formation of a non-reducing saccharide,
irrespective of the position of the bond (the formation of a 1-1 bond is not possible in this
case). This is illustrated in Equations (3) and (4), as well as in Scheme 3.
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O

OH

OR

RO

OR
R: H or Dn

RO
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HO
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+
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O
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O
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Scheme 1. Schematic representation of Reaction (1). The anomeric hydroxyl groups are marked in
red and the formed linkages in blue.
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Scheme 2. Schematic representation of Reaction (2). The anomeric hydroxyl groups are marked in
red and the formed linkages in blue.
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Scheme 3. Schematic representation of Reactions (3) and (4). The anomeric hydroxyl groups are
marked in red and the formed linkages in blue.

Note that, a non-reducing saccharide can also be formed, besides the aforementioned
mechanisms, by the reaction of a reducing saccharide with a polyol (Equation (5)) or
with another anhydrosugar (Equations (6) and (7)). Accordingly, the second category of
reactions contains the spontaneous formation of these anhydrosugars, via the creation
of intramolecular linkages, as shown in Equations (8) and (9). In the present modeling
work, it has been considered that these reactions may take place both on single glucose
molecules (i.e., Equations (8) for n = 1 and (9)), as well as on the chain-end glucose units
of higher-DP saccharides (i.e., Equation (8) for n ≥ 2). An example of Reaction (8) is
illustrated in Scheme 4. Finally, the last category includes the degradation reactions that
lead to the formation of Humins.
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Pn DnAG

Scheme 4. Schematic representation of Reaction (8). The anomeric hydroxyl groups are marked in
red and the formed linkages in blue.
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Attention should be paid to the fact that the form of reaction (4) reduces to that of
reactions (5)–(7), for m = 0 and for X : PO, AG or HMF, respectively. However, the kinetic
mechanisms described by these reactions is not the same. In fact, reaction (4) describes the
formation/hydrolysis of the glycosidic bonds between the glucose units of the participating
saccharides (i.e., between the units 1 to n of a saccharide of type DnX), as shown in
Scheme 3, while reactions (5)–(7) concern exclusively the bonds between the penultimate
glucose unit and the end-group of type X, that are not covered by reaction (4) (i.e., the bond
between the nth glucose unit and X, of a saccharide of type DnX).

Note that, the above kinetic scheme contains only lumped reactions, without detailing
the elementary mechanisms, as is the commonly adopted strategy in the relevant literature.
Note also that, despite the multifunctional character of the glucose units that leads to the
formation of branched saccharides, the fact that not all possible combinations of hydroxyl
groups can lead to the formation of glycosidic bonds (i.e., since the participation of the
carbocation at the C1 carbon atom of a reducing saccharide is required), as well as the
significant extent of hydrolysis in the reaction medium, makes the formation of irreversible
crosslinked networks unlikely.

2.2. Structural Characteristics of the Sugar Molecules

The development of the model equations describing the evolution of the concentration
and the properties of the different sugar molecules necessitates the consideration of the
individual structural characteristics of each species, such as their number of hydroxyl
groups and bonds, with respect to their DP. In the present work, the hydroxyl groups of
the saccharides are distinguished into two types, namely the anomeric and the susceptible
hydroxyl groups. The first type refers to the hydroxyl groups that are attached to the
anomeric carbon atom located at position 1 of reducing saccharides and are denoted in the
model equations as OH1. The second type describes the rest of the hydroxyl groups that
are susceptible to create a bond with an anomeric carbon, without considering eventual
steric limitations. These are denoted as OHs. Note that, the number of anomeric and
susceptible hydroxyl groups, found on a single individual sugar molecule, depends on the
latter’s type, DP and end-unit. Accordingly, each sugar molecule possesses a number of
OHs that is proportional to its DP and to its end-group, but may only posses one (or none)
anomeric hydroxyl group, irrespective of its DP. For example, a saccharide ending in a
polyol group is a non-reducing saccharide that contains only susceptible hydroxyl groups.
Furthermore, the total number of these groups is higher than the respective number of
susceptible hydroxyl groups of a reducing saccharide, of the same DP, due to the presence
of the polyol group on the chain-end of the former. These differences must be reflected in
the respective rate functions of the different types of sugar molecules. Table 1, shows the
structural characteristics of the different types of saccharides, in terms of the total number
of hydroxyl groups and bonds (per molecule) found on each type of molecule.

Table 1. Structural characteristics of the different species.

Type of Sugar OH1 OHs Bonds between Bonds between Internal Ring

Molecule Glucose
Units

Glucose Units
and X Closure Bonds

(Equations (1)–(4)) (Equations (5)–(7))
(Equations (8)

and (9))

Pn 1 3 + 1 n− 1 0 0
Dn 0 3 + 2 n− 1 0 0

DnPO 0 3 + p n− 1 1 0
Pn AG 0 3 + 3 n− 1 1 1

Pn HMF 0 3 + 1 n− 1 1 3

In Table 1, p denotes the number of hydroxyl groups of the free polyol units, PO.
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2.3. Rate Functions

On the basis of the postulated kinetic scheme for the system (Equations (1)–(11)), it is
possible to derive the rate functions describing the net rates of production of the different
sugar molecules that are present in the reacting system. Concerning the macromolecular
sugars, these expressions are defined in terms of the respective chain-length of each
molecule (i.e., in terms of its number of glucose units). Accordingly, the rate function of the
reducing sugar molecules of size n, Pn takes the following form:

rPn = −kA1

(
[Pn] ·

∞

∑
m=1

[OHPm
s ] + [OHPn

s ] ·
∞

∑
m=1

[Pm]

)
− kA1r · [BPn ] · [H2O]

+ 2kA1r · [H2O] ·
∞

∑
m=n+1

[Pm] + kA1 ·
n−1

∑
m=1

[OHPm
s ] · [Pn−m]− 2kA2 · [Pn] ·

∞

∑
m=1

[Pm]

+ kA3r · [H2O] ·
∞

∑
m=n+1

([Dm] + [DmX]) + kA2r · [H2O] ·
∞

∑
m=n+1

[Dm]

− kA3 · [Pn] ·
∞

∑
m=1

([OHDm
s ] + [OHDmX

s ])− kD1 · [Pn] + kD1r · [H2O] · [Dn−1 AG]

−
(

kA4 · [OHPO
s ] + kA5 · [OHAG

s ] + kA6 · [OHHMF
s ]

)
· [Pn]

+ (kA4r · [DnPO] + kA5r · [Dn AG] + kA6r · [Dn HMF]) · [H2O]

+ (kD1r · [H2O] · [AG]− (kD2 + kD3) · [Pn]) · δ(n− 1)

(12)

The rate, rPn , is expressed in units of molar concentration over time (i.e.,
mol L−1 min−1), while the molar concentrations of the different species (i.e., in mol L−1)
are denoted with the use of brackets [ ]. Finally, BPn designates the number of bonds of the
reducing saccharides of DP equal to n and δ(n− 1) is the Kroenecker’s delta, given by:

δ(n− i) =

{
1 for n = i
0 for n 6= i

(13)

The rate functions for the rest of the polysaccharides can be defined accordingly, in
terms of their respective DP. Besides the macromolecular species, the system contains also
different types of monosaccharides, polyol molecules and water. The evolution of the
quantities of these species is described by similar rate functions, always defined on the
basis of the postulated kinetic scheme. Accordingly, the net rate of formation of free polyol
molecules in the reacting mixture is described by the following expression:

Polyol molecules, PO

rPO = −kA4 · [OHPO
s ] ·

∞

∑
n=1

Pn + kA4r · [H2O] · [DnPO] (14)

The analytical expressions of the rate functions of the rest of the macromolecular and
non-macromolecular species are given in Appendix A (Equations (A1)–(A9)).

2.4. Reactor Design Equations

Once the rate functions of the species are defined, it is possible to derive the design
equations for a batch reactor, in the form of a system of ordinary differential equations
(ODEs):

1
V

d(V · [MSn])

dt
= rMSn ; n = 1, 2, ... (15)
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1
V

d(V · [S])
dt

= rS (16)

In the above expressions, [MSn] and [S] denote respectively the molar concentration
of the different macromolecular and non-macromolecular species of interest, appearing in
the established rate functions, n being the DP of the former. V is the volume of the reacting
mixture, which also varies according to:

dV
dt

=
Kw · A · (xW − x∗W)

dW
(17)

where dW denotes the molar density of water, KW is the water evaporation constant
and A is the evaporation surface. xW and x∗W denote the respective instantaneous and
equilibrium molar fractions of water in the reactor. For the calculation of x∗W , an activity
coefficient thermodynamic model was employed, whose coefficients have been adjusted
by the company ROQUETTE on the basis of the experimental data.

3. Model Developments
3.1. Method of Moments

The formulation of the rate functions in terms of the DP of the different molecules
results in a system of coupled material balances that need to be solved simultaneously.
Since the number of equations of the system is dictated by the maximum considered DP of
each type of sugar molecule, one needs to presuppose its value and constrain the solution
to this assumption. Several techniques have been proposed for the numerical solution of
such systems, in view of calculating key properties of the produced polymers, such as the
average molecular weights or the complete distributions. A relevant detailed discussion of
such approaches can be found elsewhere [26,27]. Among them, one of the most commonly
employed approaches to reduce the size of the system is the method of moments [28]. It is
a widely-used technique, especially in the modeling studies of polymerization systems,
that is based on the statistical representation of the average molecular properties of the
macromolecular species in terms of the leading moments of their number-chain-length
distribution. Accordingly, the moment of order k, for the reducing sugar molecules, Pn, can
be defined as:

λk =
∞

∑
n=1

nkPn (18)

The moments for the other types of sugar molecules can be defined accordingly. On the
basis of the above definition of the moments, the rate functions of the different saccharides
can be readily transformed to express the rate functions of their respective moments.
All these expressions are presented in detail in Appendix A (Equations (A10)–(A20)).
Accordingly, the reactor design equations, describing the evolution of the quantities of the
different macromolecular species in a batch reactor (Equation (15)), are also transformed to
describe the evolution of the respective leading moments of these species, thus significantly
reducing the size of the system of ODEs:

1
V

d(V · [MMSk])

dt
= rMMSk ; k = 0, 1, 2 (19)

where [MMSk] denotes the moment of the macromolecular species, S, of order k. The
implementation of the method of moments provides the advantage that certain moments
can be directly related to specific magnitudes and properties of the system. As such,
the zeroth moment of the reducing sugars, λ0, corresponds directly to the number of
anomeric hydroxyl groups that are present, at any moment, in the reacting mixture. This
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provides a useful indication of the capacity of the system to continue reacting towards
higher DP. Similarly, the total amount of glucose units, that are present on the different
sugar molecules, can be calculated by Equation (20). Since this quantity remains constant
throughout the process, it can also be used to validate the correct implementation of the
moment rate functions of the model (i.e., by verifying its value throughout the duration of
the simulation):

[G] = λ1 + φ0 + ω0 + µ1 + [AG] + [HMF] (20)

where the moments λk, φk and ωk correspond respectively to the macromolecular species
Pn, Dn AG and DnHMF (see Appendix A) and µ1 is the 1st order moment of all the non-
reducing sugar molecules (i.e., in general: µk = ξk + ψk + φk + ωk).

The calculation of the average molecular weights of the sugars, at any given moment
in the system, is straightforward from their respective moments, according to the following
expressions:

Mn =
λ1 + µ1

λ0 + µ0
· (MG −MH2O) ; Mw =

λ2 + µ2

λ1 + µ1
· (MG −MH2O) (21)

in the above expressions, MG and MH2O denote the molecular weights of a glucose molecule
and a water molecule, respectively. Note that the above calculation of the average molecular
weights is only approximate as it does not take into account the type of end-unit of each
molecule.

Despite its aforementioned advantages, the method of moments presents a significant
drawback. As can be seen in the postulated moment rate functions of the macromolecular
saccharides (Equations (A10)–(A14)), some terms of the expressions create a dependency of
a moment of order k on a moment of order k+ 1 (i.e., the so-called moment-closure problem).
To overcome this problem and close the mass balances of the system, several closure
techniques have been reported in the literature for different polymerization systems [29,30].
However, as these closure techniques depend on the form of the chain-length distribution
of the produced macromolecular species, they are not directly transferable to different
systems, as is the case of sugars. Indeed, the multimodal character of the chain-length
distributions of the polysaccharides does not allow a direct implementation of the reported
techniques. At the same time, other closure techniques that do not depend on the form of
the chain-length distribution and take advantage of the quantitative difference between
moments of different species, as is the technique proposed by [31], are also not applicable
to this system, due to the absence of such quantitative difference between the sugar species.

To overcome this problem for this system, different solutions could be envisaged. The
first one would be to couple the system of ODEs of the model (Equations (16), (17) and
(19)) with Equation (20) in order to estimate, within each step of the integration, the values
of the terms related to the closure problem. However, this approach is computationally
complex and prone to numerical instabilities. A different approach would be to adopt
simplifying assumptions that would allow the consideration of a simpler kinetic scheme,
thus eliminating these terms from the model equations altogether.

3.2. The Kinetic Monte Carlo Algorithm

An alternative to the implementation of any deterministic approach, such as the
method of moments, for the modeling of reactive systems, is to implement a stochastic
modeling approach. Monte Carlo (MC) techniques provide this alternative via the use of
random sampling (i.e., in terms of a pseudo-random number generator) and their fields
of application include problems varying from numerical quadrature to statistical physics
and finance [32–35]. In the modeling of polymerization reaction kinetics, two principal MC
techniques have found the most widespread application, namely the Stochastic Simulation
Algorithm (SSA) of [36] and the approach of [37], on the basis of primary polymer molecules.
In general, MC is particularly suitable for the description of dynamically-evolving multi-
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body systems that are characterized by stochastic state transitions and a relative complexity
in the definition of the constituting elements of the system. These characteristics are typical
of batch polymerization systems where the formed polymer displays structural complexity,
such as non-linearity, multi-functionality, etc. In this respect, the polycondensation of
sugars presents an excellent system for such a stochastic modeling approach.

Following the original developments of the SSA of [36], the reactive system, that
is considered spatially homogeneous, is represented by a finite sample of molecules of
all the participating species. These are subsequently subject to a series of stochastically
occurring interaction steps, according to a set of dynamically varying instantaneous prob-
abilities. These interaction steps represent the different reactions of the system’s kinetic
scheme, while their occurrence probabilities reflect their respective rates, depending on
the kinetic constants and on the instantaneous molecular quantities of the different species
in the simulation sample. The general expressions dictating the application of the SSA
on polymerization systems, concerning the stochastic selection of the reaction event to be
simulated in a given time step, as well as the calculation of the corresponding time-step
duration, have been extensively presented in other studies [38,39] and, as such, are omitted
from the present work. On the other hand, the details concerning the implementation of
the MC algorithm to this specific system are presented in the following paragraphs.

The implementation of the MC formulation to the present system is based on the
straightforward application of the above basic principles of the SSA. In this respect, a
series of different species, indexes and properties are monitored throughout the temporal
evolution of the reacting system. These species include the different types of reducing and
non-reducing sugar molecules, as defined in the postulated kinetic scheme, water molecules
and polyol molecules. All these constitute the reacting units of the simulated sample, whose
quantity and properties are monitored by the developed kinetic MC algorithm, throughout
the polymerization. More precisely, among the properties that are monitored, are the chain
length of the different sugar molecules, in terms of their constituting number of glucose
units, their exact number of glycosidic bonds, as well as their number of hydroxyl groups,
both anomeric and susceptible ones.

The monitoring of the above quantities serves for the calculation of the instantaneous
values of the reaction probabilities, as well as for the continuous tracking of the key
properties of interest of the produced saccharides. Accordingly, at any given instant
during the reaction, it is possible to infer detailed information about the molar mass of
any molecule that is present in the system, via the tracking of their chain length and type
(i.e., end-unit). It is also possible to follow the capacity of the system to continue creating
new glycosidic bonds, via the evolution of the hydroxyl groups, as well as its hydrolysis
rates, via the tracking of the formed bonds and the quantity of water molecules. The
analytical expressions of the instantaneous rates of the different chemical reactions of the
kinetic scheme, as transformed on the basis of the previously established rate functions
(see Section 2.3), are presented in Table 2.
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Table 2. Reaction rates for the kinetic MC algorithm.

Reaction Type Rate of Bond Formation Hydrolysis Rate
min−1 min−1

Pn + Pm
kA1←−→
kA1r

Pn+m + H2O kA1 ·OH1 ·OHP
s · f kA1r ·W · BP · f

Pn + Pm
kA2←−→
kA2r

Dn+m + H2O kA2 ·OH1 · (OH1 − 1) · f kA2r ·W · D · f

Pn + Dm
kA3←−→
kA3r

Dn+m + H2O kA3 ·OH1 ·OHD
s · f kA3r ·W · BD · f

Pn + DmX
kA3←−→
kA3r

Dn+mX + H2O kA3 ·OH1 ·OHDX
s · f kA3r ·W · BDX · f

Pn + PO kA4←−→
kA4r

DnPO + H2O kA4 ·OH1 ·OHPO
s · f kA4r ·W · DPO · f

Pn + AG
kA5←−→
kA5r

Dn AG + H2O kA5 ·OH1 ·OHAG
s · f kA5r ·W · DAG · f

Pn + HMF
kA6←−→
kA6r

Dn HMF + H2O kA6 ·OH1 ·OHHMF
s · f kA6r ·W · DHMF · f

Pn(/P1)
kD1←−→
kD1r

Dn−1 AG(/AG) + H2O kD1 ·OH1 kD1r ·W · DAG · f

P1
kD2−−→ HMF + 3H2O kD2 · P1 -

P1
kD3−−→ H + 3H2O kD3 · P1 -

HMF kD4−−→ H kD4 · HMF -

f = 1/(V · NA) [38].

In the expressions appearing in Table 2, OHS
s is the total number of susceptible

hydroxyl groups of the molecules of type S, in the simulation sample, and BS represents
the respective total glycosidic bonds between the glucose units of the molecules of type
S. Finally, W denotes the number of water molecules in the sample. These quantities are
calculated on the basis of the information that is tracked, in the MC algorithm, for every
single molecule of the simulation sample, as well as on the basis of the instantaneous water
evaporation rate (see Equation (17)).

A significant advantage of the MC formulation, over commonly employed deter-
ministic approaches (i.e., such as the previously presented moments formulation), is that
the different characteristics of the various species are tracked in detail, for every single
saccharide, thus avoiding the necessity to use approximate expressions or simplifications
to calculate the properties of interest. This becomes evident, for example, in the calculation
of the average molecular weights that are directly inferred by their definition expressions:

Mn =
∑NMM

i=1 MMi

NMM
; Mw =

∑NMM
i=1 MM2

i

∑NMM
i=1 MMi

(22)

where MMi is the exact molecular weight of molecule ‘i’, and NMM is the total number of
molecules taken into account for the calculation of the corresponding property, including
reducing and non-reducing saccharides with different chain-end groups. For example, the
molecular weight of two polysaccharides, each composed of n glucose units, the first one
being a reducing polysaccharide and the second one being a non-reducing polysaccharide
ending in a polyol unit, will be respectively:

MMPn
i = n ·MG − (n− 1) ·MH2O

MMDnPO
i = n · (MG −MH2O) + MPO

(23)

In the above expressions, MG, MH2O and MPO denote the molecular weights of a
glucose molecule, a water molecule and a polyol molecule, respectively. Note that, contrary
to radical polymerization systems, the calculation of the molar mass of the different species,
present in this system, by a typical expression of the type: MMi = ∑ n · Dn ·Mmu, would
not be exact, due to the existence of different types of end-group and different amounts
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of hydroxyl groups on the sugar molecules as well as due to the relatively low degrees of
polymerization of this system, in comparison to a classical radical polymerization system.
Hence, any expression of the average molecular weights, based on such an approach
(i.e., that is unavoidable in the case of the commonly employed deterministic modeling
techniques), can only be approximate. This problem does not exist in the case of the MC
formulation where the detailed chain length and structure of the participating molecules
are available throughout the course of the reaction.

The kinetic MC algorithm also provides the ability to track the evolution of the
complete molecular weight distribution (MWD) developments of the macromolecular
species, in contrast to the moments formulation. For the reconstruction of the complete
MWD by the MC algorithm, the molar mass domain of the different saccharides must
initially be discretized in a number of discretization bins, βi. In the present work, the
following discretization rule is adopted:

βi = Mmin · 2(i−1)/q ; i = 1, .., Ne (24)

where Mmin denotes the minimum considered value of the molar mass and q is a dis-
cretization parameter. The total number of discretization bins, Ne, can be calculated as a
function of the length of the considered molecular weight domain, [Mmin, Mmax], and of
the parameter, q, according to the expression:

Ne = Int
(

1 + q · ln (Mmax/Mmin)

ln 2

)
+ 1 (25)

where ‘Int’ denotes the integer part of the corresponding value. In the present work, the
considered molecular weight domain extended from Mmin = 100 g mol−1 to
Mmax = 2 · 104 g mol−1 and the value of the parameter q was set to 3.2. Finally, another
advantage of this approach is that there is no requirement for a closure technique.

3.3. Tracking the Structural Characteristics of the Sugar Molecules

Both the method of moments and the MC method rely on the calculation and tracking
of the structural characteristics of the different saccharides, as presented previously in
Section 2.2. This becomes evident by the form of the respective moment rate functions
(Equations (A10)–(A14)) and instantaneous rates (Table 2) of the two methods. According to
the description of these characteristics, per type of molecule, given previously in Table 1, it is
possible to derive generic expressions for the calculation of the number of hydroxyl groups
and glycosidic bonds for each saccharide within each modeling approach. Accordingly,
although the number of anomeric hydroxyl groups is explicitly defined for every type
of saccharide (i.e., equal to 1 only for the reducing saccharides and 0 for all the rest), the
number of susceptible hydroxyl groups needs to be defined in terms of the DP of each
type of sugar. In the present modeling work, this has been achieved by the use of the
following expression:

OHXn
s = aX · n + bX (26)

where OHXn
s denotes the number of susceptible hydroxyl groups per molecule of type Xn,

n being its respective DP, and aX and bX being its characteristic coefficients. The values
of these coefficients are given in Table 3. Note that, the implementation of this generic
expression provides flexibility to this modeling framework and facilitates its eventual
implementation to similar systems containing other forms of saccharides (e.g., sucrose,
fructose, etc.). However, it should be emphasized that these coefficients do not constitute
additional tunable parameters of the model as their values are explicitly defined by the
structures of the corresponding saccharides, without them being subject to any form of
adjustment or tuning.
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Table 3. Values of the coefficients a and b, used for the calculation of the susceptible hydroxyl groups
of each type of sugar molecule.

Type of Sugar Molecule a b

Pn 3 1
Dn 3 2

DnPO 3 p
Pn AG 3 3

Pn HMF 3 1

According to the above, the calculation of the total concentration of susceptible hy-
droxyl groups of the molecules of type Xn, as encountered in the moment rate functions
(Equations (A10)–(A14)), will be directly calculated by:

[OHXn
s ] = (aX · n + bX) · [Xn] (27)

In the same way, the total quantity of the same susceptible hydroxyl groups, required
for the calculation of the MC instantaneous rates (Table 2), will be calculated as:

OHXn
s =

∞

∑
n=1

(aX · n + bX) · Xn (28)

Note that, for the respective calculation for the non-macromolecular species, such as
AG, PO and HMF, it suffices to set n = 0 in the above expressions.

3.4. Kinetic Rate Constants

The rate constants of the different reactions of the adopted kinetic scheme, representing
the principal parameters of the proposed model, need typically to be determined on the
basis of available experimental data. These 17 parameters in total (i.e., kA1-kA6, kA1r-
kA6r, kD1-kD4 and kD1r) can be classified into two main categories, i.e., the parameters
of the polycondensation reactions, leading to the formation of a bond with the parallel
release of water, and those of the hydrolysis reactions, leading to the scission of the
formed bonds. Within each of the above two categories, one could further distinguish the
internal ring-closure reactions and the degradation reactions from the rest of the reactions
that take place between two different saccharides. These categories have already been
identified in the presentation of the postulated kinetic scheme, in Equations (1)–(11). This
significantly reduces the considered lumped reaction events and their corresponding kinetic
rate constants, provided that a global rate constant is considered for each category.

The determination of all 17 parameters would certainly add flexibility to the model
and, eventually, a higher prediction accuracy since more degrees of freedom would be
available for fitting the experimental data. On the other hand, the consideration of a
reduced set of rate constants, on the basis of the aforementioned lumped reaction events
(or categories), seems to be more realistic from a chemical viewpoint. For example, it
would be natural to assume that the rate constants of the reactions (1) and (3) should
not be significantly different, for the same type of bond. Note that, the consideration of
individual formation and/or hydrolysis rates of the different types of bonds (i.e., 1-1, 1-2,
1-3, 1-4 1-6, in position α or β), in terms of steric hindrance effects, would be absolutely
relevant and supported by reported data [15,17,20,22]. However, this distinction is not
possible in the proposed modeling framework, under the method of moments or the kinetic
MC formulation, as the types of bonds are not monitored during the reactions. Such a
consideration would only be possible within a topological MC modeling approach, which
would provide the possibility to record and follow the structural characteristics of the
saccharides in more detail, as has been shown in other polymerization systems [40].

In the present work, the assumption that the reduced set of five rate constants is
sufficient to describe the evolution of the system has been adopted and tested on the basis
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of the available experimental data. Accordingly, the considered rate parameters have
been reduced to: kA(= kAi, i = 1 : 6), kAr(= kAri, i = 1 : 6), kD1, kD1r and kD2. Finally,
considering the degradation reactions (10) and (11), their respective kinetic rate constants
have been considered unidentifiable. This is due to the fact that the average molar mass of
the degradation products (Humins) has been considered equal to that of HMF [25], as well
to the fact that the available experimental data did not contain any information allowing
us to quantify them individually.

The parametric identification procedure of the above five rate constants was carried
out manually, given their low number and the stochastic nature of the MC algorithm,
starting from reported values of similar reacting systems [22]. This procedure was repeated
for each reaction temperature for which experimental data were available (i.e., at 160 °C,
170 °C, 180 °C and 190 °C). Finally, the values of the pre-exponential constants and of the
activation energies of Arrhenius-type expressions were determined via linear regression.
These values are reported in Table 4, along with the expression allowing the calculation of
the water evaporation rate (Equation (17)).

Table 4. Model parameters.

Parameter Value Units

kA 2.77 · 106 · exp(−79, 800/R/T) L mol−1 min−1

kD1 1.17 · 104 · exp(−63, 900/R/T) min−1

kD2 0.423 · exp(−17, 900/R/T) min−1

kAr 5.79 · 108 · exp(−83, 100/R/T) L mol−1 min−1

kD1r 0.514 · exp(−43, 400/R/T) L mol−1 min−1

kW · A 0.435 · exp(−15, 300/R/T) mol min−1

R = 8.3141 J mol−1 K−1.

Note that, all available experimental data were obtained using a constant concentration
of the same acid catalyst (cf. Section 5). In this respect, it would be meaningless to include
a term, in the kinetic rate expressions, accounting for the catalyst concentration, since the
determination of its value would be without statistical significance. A comparison with
the relevant literature [22], shows that the obtained parameter values are comparative to
the reported ones. For example, the values of kD1, kD2 and kAr are in the same order of
magnitude with the respective reported values while the value of kA is about one order of
magnitude lower. However, this comparison can only be used to provide a general idea
of the positioning of the estimated values with respect to reported ones, since the kinetic
scheme that is adopted in this work is not directly comparable with any other reported
work. It should also be noted that, due to the absence of corroborating experimental
observations of diffusion-controlled phenomena [41,42], both in this study and in the
relevant literature, no such effects have been considered in the developed model. In any
case, should the need appear to include such phenomena, this would be straightforward,
considering the form of the developed model.

4. Experimental

A series of polymerization experiments was carried out by the company ROQUETTE,
under different experimental conditions, and the generated data were used for the cal-
ibration and the validation of the developed mathematical model. These experiments
were carried out in a vacuum-tight thermo-microbalance analyzer, NETZSCH TG 209
F1, under four different reaction temperatures in the range of 160 °C to 190 °C. The pres-
sure during the reactions was kept constant at 2 · 104 Pa in order to control the humidity
level of the reaction medium, thus favoring the polycondensation reactions over their
hydrolysis counterparts. The initial medium composition, in all tested temperatures, was
composed of 90.1 wt% of maltose disaccharide (1,4-O-α-D-glucopyranosyl-D-glucose),
9.0 wt% of the polyol maltitol (4-O-α-D-glucopyranosyl-D-glucitol) and 0.9 wt% of citric



Processes 2021, 9, 745 15 of 26

acid (2-hydroxypropane-1,2,3-tricarboxylic acid), which served as catalyst. The overall
initial mass, for all the experiments, was approximately 0.05 g.

For each reaction temperature, several polymerization experiments were carried out
with different duration in order to monitor the evolution of the conversion and molar
mass indexes. In this respect, after the end of each polymerization, the reaction medium
was analyzed by size exclusion chromatography (SEC), in a column equipped with a
refractive index detector, while its calibration was carried out on the basis of pullulans
and maltooligosaccharides of known molar mass. All the tested conditions, in terms of the
reaction temperature and pressure, as well as in terms of the initial syrup composition, are
completely relevant to the industrial production practice.

5. Model Results and Discussion

Due to the aforementioned limitations of the method of moments, mainly related
to the moment closure problem, it was considered that the most fitted approach for the
modeling of this system was that of the kinetic Monte Carlo algorithm, as described in
Section 3.2. Accordingly, the model predictions presented in this section were generated
solely via the implementation of this method. Following the experimental conditions (see
Section 4), the initial sample of the MC simulations was composed of polyol molecules
and disaccharides. A typical size of this sample, for the simulations presented here, was
equivalent to 3 · 105 glucose units (i.e., distributed on the initially formed disaccharides)
and 1.5 · 104 polyol molecules. This sample size, that was determined via the procedure
described in [38], was sufficient for the generation of all the results presented in this section
on the basis of a single simulation run. Finally, the program was developed in Matlab
and the corresponding simulation time was of the order of 1 min, on a 3.6 GHz personal
computer, without any code parallelization.

Figure 1 shows the comparison of the predictions of the model on the temporal
evolution of the number- and weight-average molecular weights of the produced sugars
with the respective experimental data, for the reactions carried out at 160 °C. The kinetic
MC algorithm is capable of simulating the overall behavior of the mixture with very good
accuracy, except the final experimental measurements that are slightly under-predicted.
Note, that a single reduced set of values for the kinetic rate constants was used during the
simulation of the system under the different reaction conditions (cf. Section 3.4).

The same comparison for the rest of the tested reaction temperatures, namely for the
experiments run at 170 °C, 180 °C and 190 °C, is shown in Figure 2. The observed increase
of both average molecular weight indexes, with increasing temperature, was mainly due to
the decrease of the rates of hydrolysis induced by the decreased humidity of the reacting
mixture. The MC algorithm displays again a very good capacity in simulating the evolution
of the system under different temperatures but presents the same under-prediction, with
respect to the final experimental measurements. However, the fact that the duration of
the polymerization reactions varied with the reaction temperature, reduces the probability
of this fact being an indication of a subsequent increase of the experimental molecular
weights that was not captured by the model predictions and strengthens the possibility
that this deviation is simply part of the typically expected error between experimental
data and modeling predictions (i.e., including experimental error and model uncertainties).
Note that, the curves corresponding to the predictions of the model are not entirely smooth,
which is characteristic of the results of the stochastic nature of the MC algorithm [39]. Note
also that the number-average molecular weight of the produced polysaccharides, after
80 min of reaction at 190 °C, reached a value close to 1200 g mol−1, which corresponds to
an average DP of more than seven glucose units.
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Figure 1. Comparison between model predictions (solid curves) and experimental data (filled dots)
on the temporal evolution of the (top) number-average molecular weight, and (bottom) weight-
average molecular weight of the produced polysaccharides, for the polymerization carried out at
160 °C.

Figure 2. Comparisonbetween model predictions (curves) and experimental data (points) on the
temporal evolution of the (top) number-average molecular weight, and (bottom) weight-average
molecular weight of the produced polysaccharides (170 °C: black solid curves and filled dots, 180 °C:
red dashed curves and filled squares, 190 °C: blue dash-dot curves and filled diamonds).

As discussed in Section 3.2, the proposed kinetic MC modeling framework allows for
the monitoring of individual indexes and characteristics of interest of the sugars participat-
ing in the reaction. For example, Figure 3 shows the temporal evolution of the conversion
of the disaccharide molecules, as well as that of the hydroxyl groups of all saccharides.
More specifically, the conversion of the anomeric and susceptible hydroxyl groups are de-
picted separately in red and blue curves, respectively. This figure shows that the anomeric
hydroxyl groups were consumed more rapidly than the susceptible ones, which can be
explained by the fact that the vast majority of chemical reactions of the postulated kinetic
scheme describes the consumption of equal amounts of susceptible and anomeric hydroxyl
groups for the formation of a glycosidic intermolecular or intramolecular bond. Since the
initial amount of susceptible hydroxyl groups was roughly four times higher than that
of anomeric ones, it is normal that, in relative terms (i.e., in terms of a conversion ratio),
the anomeric hydroxyl groups were consumed more rapidly along the polycondensation
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reactions. The only exceptions to the above rule are the reaction of creation of 1-1 glyco-
sidic bonds (reaction (2)), which results to the consumption of two anomeric hydroxyl
groups, and the reaction of spontaneous HMF creation (reaction (9)), which consumes
three susceptible hydroxyl groups and only one anomeric group. However, their relevant
extent was not significant enough to change the overall trend, observed in Figure 3. The
same figure also shows that the disaccharides, which represented 90.1 wt% of the initial
mixture, were rapidly consumed until an equilibrium was reached at around 95% of their
conversion. Their consumption may lead to the formation of either monosaccharides or
polysaccharides, via hydrolysis or polycondensation reactions, respectively.

To further investigate these two potential routes, the evolution of the quantities of
DP1, DP3 and DP4 sugars is depicted in Figure 4. From these curves, it becomes evident
that, during the initial stages of the reaction, both the hydrolysis and the polycondensation
of maltose proceeded in parallel. However, their respective rates were different. In fact, the
formation of glucose, during these initial stages of the reaction at 160 °C, by the hydrolysis
of maltose, prevailed that of the polycondensation of maltose to DP3 and DP4 sugars, which
is also consistent with the rate constant values given in Table 4. However, as the quantity of
formed glucose increased, so did their respective rate of polymerization, thus leading to a
peak of the DP1 quantity curve, after approximately 45 min of reaction, and to a subsequent
decrease during the rest of the polymerization. It is also seen that the quantity of formed
sugars of DP4 increased with a higher rate than that of DP3 saccharides, probably due to the
fact that, notably during the initial stages of the reaction, the molecules of maltose formed
glycosidic bonds primarily among them (i.e., given their vast majority in the mixture),
thus leading to the direct formation of DP4 sugars without forming the intermediate DP3
molecules. At the same time, the quantity of saccharides of DP3 displayed a delayed
increase, with respect to that of the DP4 sugars, as the formation of a minimum quantity of
glucose is a prerequisite for their synthesis via the reaction between DP1 and DP2 sugars.

Figure 3. Temporal evolution of the conversion of the disaccharides (black solid curve), anomeric
hydroxyl groups (red dashed curve) and hydroxyl groups susceptible to create a bond with the C1
carbocation (blue dash-dot curve), during the reaction carried out at 160 °C.

After the initial peak and the subsequent stage of quantity decrease, the slopes of
all curves reveal that the system gradually reached equilibrium at different rates and
after a varying reaction duration for the different types of sugar molecules. The overall
evolution of the curves is consistent with the respective evolution of the DP2 and OH1
curves, presented in Figure 3. Accordingly, the fact that the rate of conversion of the
anomeric hydroxyl groups was slower than that of the disaccharides, right from the start
of the reaction, is probably due to the fact that, in parallel to their consumption, there was
a significant rate of formation of OH1, via the hydrolysis of maltose.
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Figure 4. Temporal evolution of the quantities of the monosaccharides (black solid curve), saccharides
of DP3 (red dashed curve) and saccharides of DP4 (blue dash-dot curve), during the reaction carried
out at 160 °C.

The implementation of the MC method, in contrast to the method of moments, pro-
vides the additional advantage of tracking the analytical chain-length and structural char-
acteristics of the sugar molecules participating in the reacting mixture. In this respect, it
is possible to infer directly the MWD of the complete population of saccharides, at any
given moment of the reaction. As example, Figure 5 depicts the MWD of the saccharides,
at two different instances of the reaction at 160 °C, namely at the very beginning (i.e., after
10 min) and close to the end (i.e., after 1 h) of the reaction, for which experimental data
were available. Both curves show clearly that the model possesses the capacity to follow
the overall evolution of the MWD, mainly in terms of the relevant position of the different
peaks. However, some peaks of the experimental spectra are over-predicted, especially at
the very early stages of the reaction. This disagreement is more pronounced on the second
peak of the spectrum, corresponding to the saccharides of DP2. At the same time, it is
important to note that the MC method reconstructed the MWD on the basis of the molar
mass of the different sugar molecules, which are, by the nature of the system, distinct
discrete values. This is clearly visible in the form the MWD of the MC method that displays
individual peaks, especially in the low-DP region of the figures where the discretization
bins were narrow enough to contain individual saccharides (see Section 3.2). The peak
values, calculated by the MC method, are marked by the filled blue circles on the graphs,
while the connecting dashed-line curves correspond to a shape-preserving piecewise cubic
interpolation between consecutive peaks. On the other hand, the experimental GPC curves
display the typical continuous form that may also be subject to the commonly encountered
resolution artifacts [43,44]. In any case, the overall areas covered by both experimental and
MC spectra were consistent with each other.
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Figure 5. Comparison between the experimental GPC curves and the respective model predictions
of the MWD of the sugars that are present in the reacting mixture at 160 °C, after (left): 10 min and
(right) 1 h of reaction.

Finally, Figure 6 shows the comparison between the model predictions and the GPC
experimental data of the MWD of the sugars obtained at the end of the reaction, at all
four reaction temperatures. It is seen that, in all four cases, the peaks of the distributions
corresponding to the low-DP sugars are significantly decreased, with respect to the begin-
ning of the reaction, in parallel to the respective increase of the peaks at the higher-DP
region. At the same time, these peaks are less distinct from one another and present a rather
continuous multimodal character. This is mainly attributed to the fact that, as the value of
the molar mass increases, the relative distance between the adjacent peaks of individual
polysaccharides decreases, an effect that is more pronounced by the logarithmic scale of
the horizontal axis. In terms of the MC predicted spectra, this effect is also reflected in
the discretization rule of the molar mass domain (see Section 3.2). At the same time, the
observed increase in the surface occupied by the higher-DP saccharides, with the reaction
temperature, is also consistent with the effect observed in Figure 2.

Note that, the peaks observed mainly at temperatures above 170 °C, which are posi-
tioned at a value of log(M) around 3.6–3.8, correspond to polysaccharides of a DP in the
range of 30–40 glucose units. In fact, at this temperature, although the vast majority of the
polysaccharides (i.e., around 87% according to the MC model) displayed a DP < 10 glucose
units, which is consistent with the evolution of the average molecular weights shown in
Figure 2, there existed also a significant amount of polysaccharides with much higher DP,
reaching at values even above 40 glucose units. These polysaccharides would be impossible
to simulate via a modeling approach similar to those presented in the introduction of this
work, which further supports and demonstrates the interest and the predictive capacity of
the proposed modeling framework.
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Figure 6. Comparison between the experimental GPC curves (black open circles) and the respective
MC model predictions (blue dashed curves) of the MWD of the sugars, at the end of the reaction, at
(top left): 160 °C, (top right) 170 °C, (bottom left): 180 °C and (bottom right) 190 °C.

6. Conclusions

In the present work, a novel kinetic modeling framework was proposed for the system
of polycondensation of sugars, in the presence of polyols and under strict control of
the humidity of the mixture, in order to limit the hydrolysis reactions. The developed
model was based on an extended and generalized kinetic scheme, which was established
following a classical polymerization paradigm in order to allow for the consideration of the
synthesis of polysaccharides of high degrees of polymerization. Accordingly, the different
species were identified in terms of the number of their constituting glucose units, as well
as in terms of other structural characteristics, such as their number of hydroxyl groups,
either in anomeric position or any other position, and the existence of intramolecular
bonds. For the formulation of the mathematical model equations, two different approaches
were implemented, namely a deterministic one in terms of the method of moments and a
stochastic kinetic Monte Carlo approach.

Through the derivation of the equations of the method of moments, it became evident
that it does not consist of a viable modeling approach for this system, mainly due to its
limitation with respect to the well-known moment closure problem, that appears in several
terms, as well as due to its incapacity to predict the complete molecular weight distribution
developments. However, in a more general consideration, the benefits of the method in
terms of the direct relation of several properties and indexes of interest of the system with
different moments were clearly presented. Via the present work, the implementation of
this technique to several terms appearing in the rate functions of the polysaccharides,
that are not commonly encountered in classical radical polymerization systems, was also
demonstrated.

The predictions of the kinetic MC algorithm were compared against a series of exper-
imental data, generated at four different reaction temperatures in the range of 160 °C to
190 °C. These comparisons demonstrated the capacity of the proposed model to predict,
with very good accuracy, the evolution of the average molecular weights and the complete
molecular weight distributions of the produced saccharides, even though a reduced set
of only five kinetic rate constants was adopted. In addition to the comparisons with the
experimental data, the model was employed to generate the evolution of several indexes
of the polymerization, in an attempt to better illustrate the course of the reactions and the
dominant reaction routes along the duration of the experiments.
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Appendix A. Model Equations

Appendix A.1. Rate Functions of the Macromolecular Species

The net formation rates of all the macromolecular species that participate in the
different chemical reactions can be established, on the basis of the postulated general
kinetic scheme (Equations (1)–(11)), as follows:

• Non-Reducing sugar molecules of size n, Dn

rDn = +kA2

n−1

∑
m=1

[Pm] · [Pn−m]− kA2r · [H2O] · [Dn]

− kA3 · [OHDn
s ] ·

∞

∑
m=1

[Pm] + kA3

n−1

∑
m=1

[OHDm
s ] · [Pn−m]

−
(

kA3r · [BDn ]−
∞

∑
m=n+1

[Dm]

)
· [H2O]

(A1)

• Non-Reducing sugar molecules of size n, containing a polyol unit, DnPO

rDnPO = +kA4 · [OHPO
s ] · [Pn]− kA4r · [H2O] · [DnPO]

+ kA3 ·
(

n−1

∑
m=1

[OHDmPO
s ] · [Pn−m]− [OHDnPO

s ] ·
∞

∑
m=1

[Pm]

)

+ kA3r · [H2O] ·
(

∞

∑
m=n+1

[DmPO]− [BDnPO]

)
(A2)
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• Non-Reducing sugar molecules of size n, containing a 1-6-anhydrosugar Dn AG

rDn AG = +kA5 · [OHAG
s ] · [Pn]− kA5r · [H2O] · [Dn AG]

+ kD1 · [Pn+1]− kD1r · [H2O] · [Dn AG]

+ kA3 ·
(

n−1

∑
m=1

[OHDm AG
s ] · [Pn−m]− [OHDn AG

s ] ·
∞

∑
m=1

[Pm]

)

+ kA3r · [H2O] ·
(

∞

∑
m=n+1

[Dm AG]− [BDn AG]

)
(A3)

• Non-Reducing sugar molecules of size n, containing an HMF molecule Dn HMF

rDn HMF = +kA6 · [OHHMF
s ] · [Pn]− kA6r · [H2O] · [DnHMF]

+ kA3 ·
(

n−1

∑
m=1

[OHDm HMF
s ] · [Pn−m]− [OHDn HMF

s ] ·
∞

∑
m=1

[Pm]

)

+ kA3r · [H2O] ·
(

∞

∑
m=n+1

[Dm HMF]− [BDn HMF]

)
(A4)

Finally, the rate function corresponding to the glucose molecules, P1, that appear in
some of the above expressions, can be directly obtained by the respective rate function of
the reducing sugar molecules (Equation (12)):

rP1 = rPn · δ(n− 1) (A5)

Appendix A.2. Rate Functions of the Non-Macromolecular Species

The net formation rates of the non-macromolecular species are established similarly,
on the basis of the postulated kinetic scheme (Equations (1)–(11)):

1-6-anhydrosugar molecules, AG

rAG = −(3 · kA5 ·
∞

∑
n=1

Pn + kD1r · [H2O]) · [AG] + kD1 · [P1]

+ kA5r · [H2O] ·
∞

∑
n=1

Dn AG
(A6)

HMF molecules, HMF

rHMF = −(kA6 ·
∞

∑
n=1

Pn + kD4) · [HMF] + kD2 · [P1]+

kA6r · [H2O] ·
∞

∑
n=1

DnHMF
(A7)

Humins, H

rH = kD3 ·
∞

∑
n=1

Pn + kD4 · [HMF] (A8)
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Water molecules, H2O

rH2O = kA1 ·
∞

∑
n=1

Pn ·
∞

∑
m=1

[OHPm
s ]− kA1r · [H2O] ·

∞

∑
n=1

[BPn ]

+ kA2 · [OHP
1 ]

2 + kA3 ·
∞

∑
n=1

Pn ·
∞

∑
m=1

(
[OHDm

s ] + [OHDmX
s ]

)

− kA2r · [H2O] ·
∞

∑
n=1

[Dn]− kA3r · [H2O] ·
∞

∑
n=1

(
[BDn ] + [BDnX]

)

+ (kA4 · [OHPO
s ] + kA5 · [OHAG

s ] + kA6 · [OHHMF
s ]) ·

∞

∑
n=1

Pn

− (kA4r ·
∞

∑
n=1

[DnPO] + kA5r ·
∞

∑
n=1

[Dn AG] + kA6r ·
∞

∑
n=1

[Dn HMF]) · [H2O]

+ 3 · (kD2 + kD3) · [P1] + kD1 ·
∞

∑
n=1

[Pn]− kD1r · [H2O] ·
(

∞

∑
n=1

[Dn AG] + [AG]

)

(A9)

Appendix A.3. Moment Rate Functions

In accordance to the definition given in Equation (18), the moments λk, ψk, ξk,
φk and ωk have been defined for the macromolecular species Pn, DnPO, Dn, Dn AG
and Dn HMF, respectively. Next, on the basis of the previously defined rate functions
(Equations (A1)–(A4)), the following rate functions can be established for the leading
moments of the number-chain-length distributions of the above macromolecular species:

rλk = −kA1(λk · (aP · λ1 + bP · λ0) + λ0 · (aP · λk+1 + bP · λk))

+ kA1r · [H2O]

(
−(λk+1 − λk) + 2 ·

k

∑
m=0

((
k
m

)
Bm

k−m + 1
· (λk−m+1 − λ0)

))

+ kA1 ·
(

aP ·
k

∑
m=0

(
k
m

)
λm+1 · λk−m + bP ·

k

∑
m=0
·
(

k
m

)
λm · λk−m

)

− kA3 · λk · (aD · ξ1 + aDAG · φ1 + aDPO · ψ1 + aDHMF ·ω1

+ bD · ξ0 + bDAG · φ0 + bDPO · ψ0 + bDHMF ·ω0)− 2 · kA2 · λk · λ0

+ kA3r · [H2O] ·
k

∑
m=0

((
k
m

)
Bm

k−m + 1
· (µk−m+1 − µ0)

)

+ kA2r · [H2O] ·
k

∑
m=0

((
k
m

)
Bm

k−m + 1
· ξk−m

)

− (kA4 · p · [PO] + kA5 · 3 · [AG] + kA6 · [HMF]) · λk

+ (kA4r · ψk + kA5r · φk + kA6r ·ωk) · [H2O]

− (kD2 + kD3) · [P1]− kD1 · λk + kD1r · [H2O] ·
k

∑
i=0

(
k
i

)
φi

+ kD1r · [H2O] · [DAG]

(A10)
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• Moments of the non-reducing sugar molecules of size n, ξk

rξk
= +kA2

k

∑
m=0

((
k
m

)
λk−m · λm

)
− kA2r · [H2O] · ξk

+ kA3

(
aD ·

k

∑
m=0

(
k
m

)
ξm+1 · λk−m + bD ·

(
k
m

)
ξm · λk−m

)

− kA3 · λ0 · (aD · ξk+1 + bD · ξk)

− kA3r · [H2O] · (ξk+1 − ξk) + kA3r · [H2O] ·
k

∑
m=0

((
k
m

)
Bm

k−m + 1
· (ξk−m+1 − ξ0)

)

(A11)

• Moments of the non-reducing sugar molecules of size n, containing a polyol unit, ψk

rψk = +kA4 · p · [PO] · λk − kA4r · [H2O] · ψk

+ kA3 ·
(

aDPO ·
k

∑
m=0

(
k
m

)
ψm+1 · λk−m + bDPO ·

(
k
m

)
ψm · λk−m

)

− kA3 · (λ0 · (aDPO · ψk+1 + bDPO · ψk))

+ kA3r · [H2O] ·
(

k

∑
m=0

((
k
m

)
Bm

k−m + 1
· (ψk−m+1 − ψ0)

)
− (ψk+1 − ψk)

)
(A12)

• Moments of the non-reducing sugar molecules of size n, containing a 1-6-anhydrosugar,
φk

rφk = +kA5 · 3 · [AG] · λk − kA5r · [H2O] · φk

+ kD1 ·
k

∑
i=0

((
k
i

)
· (−1)k−i · (λi − [P1])

)
− kD1r · [H2O] · φk

+ kA3 ·
(

aDAG ·
k

∑
m=0

(
k
m

)
φm+1 · λk−m + bDAG ·

k

∑
m=0

(
k
m

)
φm · λk−m

)

− kA3 · (λ0 · (aDAG · φk+1 + bDAG · φk))

+ kA3r · [H2O] ·
(

k

∑
m=0

((
k
m

)
Bm

k−m + 1
· (φk−m+1 − φ0)

)
− (φk+1 − φk)

)

(A13)

• Moments of the non-reducing sugar molecules of size n, containing an HMF molecule,
ωk

rωk = +kA6 · [HMF] · λk − kA6r · [H2O] ·ωk

+ kA3 ·
(

aDHMF ·
k

∑
m=0

(
k
m

)
ωm+1 · λk−m + bDHMF ·

k

∑
m=0

(
k
m

)
ωm · λk−m

)

− kA3 · (λ0 · (aDHMF ·ωk+1 + bDHMF ·ωk))

+ kA3r · [H2O] ·
(

k

∑
m=0

((
k
m

)
Bm

k−m + 1
· (ωk−m+1 −ω0)

)
− (ωk+1 −ωk)

)
(A14)

In the above expressions, the Bernoulli numbers are defined as:

Bj =

[
1, −1

2
,

1
6

, 0, ...
]

; j = 0, 1, 2, 3... (A15)

According to the definition of the moments of the different species, the rate functions
of the non-macromolecular species (Equations (A6)–(A9)) can be readily transformed, to
eliminate the infinite summation terms.
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Polyol molecules, PO

rPO = −kA4 · p · [PO] · λ0 + kA4r · [H2O] · ψ0 (A16)

1-6-anhydrosugar molecules, AG

rAG = −(3 · kA5 · λ0 + kD1r · [H2O]) · [AG] + kD1 · [P1] + kA5r · [H2O] · φ0 (A17)

HMF molecules, HMF

rHMF = −(kA6 · λ0 + kD4) · [HMF] + kD2 · [P1] + kA6r · [H2O] ·ω0 (A18)

Humins, H

rH = kD3 · λ0 + kD4 · [HMF] (A19)

Water molecules, H2O

rH2O = kA1 · λ0 · (3 · λ1 + λ0))− kA1r · [H2O](λ1 − λ0))

+ kA3 · λ0 · (aD · ξ1 + aDAG · φ1 + aDPO · ψ1 + aDHMF ·ω1

+ bD · ξ0 + bDAG · φ0 + bDPO · ψ0 + bDHMF ·ω0) + kA2 · λ2
0

− kA2r · [H2O] · ξ0 − kA3r · [H2O] · (µ1 − µ0)

+ (kA4 · p · [PO] + kA5 · 3 · [AG] + kA6 · [HMF]) · λ0

− (kA4r · ψ0 + kA5r · φ0 + kA6r ·ω0) · [H2O]

+ 3 · (kD2 + kD3) · [P1] + kD1 · λ0 − kD1r · [H2O] · φ0 + [AG])

(A20)
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3. A Trade-Off Between Knowledge and Data

Not to unlearn what you have learned is the most necessary kind of learning...

Antisthenes

3.1 Application of an Artificial Neural Network to a physicochemical process

Over the last several years, a significant shift is observed in the business model and manufac-

turing paradigm of an ever-increasing number of companies, developing their activities in various

sectors. This shift is primarily based on a more efficient collection, transfer and exploitation of

information, taking advantage of the parallel exponential growth of the relevant technologies on

data acquisition, storage and transfer. This fourth industrial revolution, as is one of the terms most

commonly used to describe this new modus operandi, is thus using the connectivity of objects

(i.e., the so-called Internet Of Things, IOT) as means to harvest more information, faster - even in

real-time - and in a more reliable way in order to extract the knowledge that is contained therewith.

This procedure contains several steps, namely those of data collection, of their statistical visual-

ization (descriptive analysis), of the identification of patterns within these data (predictive analysis)

and, finally, of the decision making (prescriptive analysis). Many fields of scientific research have

naturally spawn off these steps, focusing on the development of specific techniques and methods

that can best meet the needs and the objectives of each of the above analyses. The fields of statis-

tics, data science and mathematical modeling are principally concerned by these developments. As

such, and in specific association primarily to the step of predictive analysis, data-driven modeling

techniques have found an excellent field of growth and application.
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As described previously, in the General Introduction (Chapter 1) of this report, data-driven

modeling methods are focused on creating links between data, without them being able to assign

the forms of these links, or even their very existence, to specific laws or phenomena that would

allow their rationalization. In other words, these methods will adapt their responses according to

what they have ‘seen’ in the data, without providing additional information on how or why. For

example, given a set of values for the measured concentration of a reactant and the respective

reaction rate, a data-driven model will describe that there is a power-law relationship between the

two. However, the notions of the kinetic rate constant or reaction order will be ‘hidden’ within the

parameters of the model. This is a typical example of a very simple modeling problem that can be

formulated under numerous approaches.

The simplest approach, that is widely used in engineering, is the commonly employed linear

regression, where the parameters, a and b, of an expression of the type y = a x+b are identified on

the basis of the available data using analytical or iterative approaches. In the previous example, x

and y would refer to the logarithms of the reactant concentration and the reaction rate, respectively.

Should the problem be extended to include data of additional properties (also known as features),

such as the concentration of another reactant for example, a similar approach can be implemented

in the form of a multivariate linear regression problem (also known as multilinear regression).

This is the typical case of any experimental design strategy where the response(s) of the developed

model are calculated by polynomial expressions, containing linear, quadratic and/or interaction

terms between the considered features (or factors).

These modeling approaches are trivial in problems with a relatively limited number of features

and/or when a minimum knowledge about the effects of these features on the response(s) (i.e.,

about the form of the sought response surface(e)) exist. However, in cases where the feature

space becomes very high, or in cases where the commonly adopted forms of the mathematical

expressions of the model fail to describe the observed effects, more advanced data-driven methods

are required. Machine learning (ML) techniques provide this alternative through a plethora of tools

and methods that can be proven extremely powerful, even in describing very complex response
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surfaces. These tools can be implemented not only to problems where the values of both features

and responses are available (i.e., supervised ML - see Chapter 5 of this report), but also to problems

where only the values of the features are known.

One of the most powerful and most widespread techniques of this family is that of artificial neu-

ral networks (ANN). ANNs can create a mathematical expression for describing the relationship

between the input(s) and output(s) of a given system that will be complicated enough to describe

the corresponding response surface, no matter how complex. The fact that the form of this expres-

sion does not have to be imposed a priori, but is constructed by the algorithm during a ‘learning

phase’, provides significant flexibility to this method in terms of its spectrum of applications.

In the following article, the development of a data-driven modeling framework, in terms of two

consecutive ANNs, is presented for the modeling of a photocatalytic process for the degradation

of a water contaminant. The main interest of this work relies in the deployment of a data-driven

technique to describe a process for which the available knowledge and resources, at the time of

the study, were not sufficient to allow for the development of a knowledge-based mathematical

model. In addition, it is demonstrated how the implementation of an integrated two-step modeling

approach, in terms of two distinct stages of the process, allowed the direct connection of the con-

ditions of the first to the outcome of the second. These stages are respectively the synthesis of the

photocatalyst and the photodegradation process. Despite the fact that they are completely detached

and independent in practice, an underlying connection exists between them as the characteristics

of the photocatalyst, which are determined in the first step of the process, will display an effect on

its final photodegradation performance, as measured in the second step of the process. At the final

part of the study, the developed model was also coupled with an evolutionary optimization algo-

rithm for the identification of the optimal photocatalyst synthesis and photodegradation conditions

that would result in a maximum degradation of the contaminant.
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Artificial neural network (ANN) modeling was applied to study the photocatalytic degrada-

tion  of bisphenol-A. The operating conditions of the Ag/ZnO photocatalyst synthesis and its

performance were simultaneously modeled and subsequently optimized to target the high-

est  efficiency in terms of the degradation reaction rate. Two ANN models were developed

to  simulate the stages of the photocatalyst synthesis and photodegradation performance,

respectively. A direct dependence between the two networks was also established, thus

making it possible to directly relate the degradation rate of the contaminant, not only to

the  photodegradation conditions, but also to the photocatalyst synthesis conditions. In this

respect, an optimization study was carried out, by means of an evolutionary algorithm,

in  order to identify the optimal synthesis and photodegradation conditions that would

result in the degradation of a maximal amount of the contaminant. Through this integrated

approach it was demonstrated that neural network models can be proven valuable tools

in  the evaluation, simulation and, ultimately, the optimization of different stages of com-

plex photocatalytic processes towards the maximization of the efficiency of the synthesized

photocatalyst.

©  2017 Institution of Chemical Engineers. Published by Elsevier B.V. All rights reserved.

1.  Introduction

Endocrine-disrupting compounds (EDCs) is a class of chemical sub-

stances that pollute water and other environmental resources. They

are responsible for adverse developmental, reproductive, neurological

and immune side-effects on both humans and wildlife as they inter-

fere with the organism’s endocrine system. Bisphenol-A (BPA) is an

∗ Corresponding author.
E-mail address: dimitrios.meimaroglou@univ-lorraine.fr (D. Meimaroglou).

1 Present address: Department of Materials and Environmental Chemistry, Arrhenius Laboratory, Stockholm University, SE-106 91
Stockholm, Sweden.

EDC that was used initially (i.e., in the 1930’s) as an estrogenic drug

for birth control and later as a monomer in the synthesis of polycar-

bonate as well as an additive in the synthesis of polyvinylchloride,

polyesters, epoxy resins, lacquer coatings, etc. It is these latter appli-

cations that have facilitated the extensive, worldwide spread of this

contaminant, presently detected in various aqueous media including

fresh and marine surface waters and groundwater (Flint et al., 2012;

Klečka et al., 2009).

https://doi.org/10.1016/j.cherd.2017.10.012
0263-8762/© 2017 Institution of Chemical Engineers. Published by Elsevier B.V. All rights reserved.
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Among the several studies on the removal of EDCs and phar-

maceuticals from drinking water, sunlight-induced photocatalytic

degradation is an attractive approach that has gained significant atten-

tion over the last years (Bohdziewicz et al., 2016; Esplugas et al., 2007;

Fernández et al., 2014; Sin et al., 2012; Sornalingam et al., 2016; Tijani

et al., 2013). Yet, despite the undisputed advantages of the process, such

as its clean – non-chemical nature and its relatively low cost, heteroge-

neous photocatalysis is a complex process whose efficiency is related

to a number of factors associated with the catalyst properties (e.g., crys-

tal structure, morphology, surface area, defect sites, polarity, active

surface sites and reactive charges life-time) and the photocatalytic

reaction conditions (e.g., pH, contaminant concentration, catalyst dose,

light intensity). Hence, the control of the photocatalytic performance

of UV/Metal Oxide systems is not a trivial problem since it requires

an optimal combination of the above mentioned material and pro-

cess characteristics and conditions. In this respect, the development

of an accurate robust mathematical model of the process becomes of

profound importance to the study and implementation of this decon-

tamination technique.

Traditional modeling approaches of such systems are based on

kinetic models that simulate the contaminant degradation curves on

the basis of a commonly adopted first-order kinetics equation (Amani-

Ghadim and Seyed Dorraji, 2015; Rosenfeldt and Linden, 2004; Wang

et al., 2009). On the other hand, alternative modeling methodologies

(e.g., empirical models or response surface methodologies) (Asl et al.,

2012; Babaei et al., 2011; Kiattisaksiri et al., 2015; Lee and Hamid, 2015;

Merabet et al., 2016) are constantly gaining ground in the area, mainly

due to the complex nature of the photodegradation processes and the

lack of thorough understanding of all the mechanisms involved, which

inhibits the development of generalized powerful mechanistic models.

Among these alternatives, artificial neural network models display an

evergrowing presence in the most recent relevant studies.

Artificial neural networks are powerful tools that can be imple-

mented on a set of raw experimental data to establish non-linear

mathematical relations between the input/output of the process. They

belong to the general class of ‘data-driven models’ (DDM), which

attempt to create connections between the input variables and the

responses of a system, without requiring any prior knowledge on the

underlying physical phenomena (Solomatine et al., 2009). Other advan-

tages of this class of models are their ability to extract and recognize

patterns in data, as well as their rather quick and simple development

and implementation to completely different processes.

Under the condition of existence of a sufficient number of experi-

mental data, ANN models can be proven quite efficient and accurate,

both in correlating the existing data as well as in predicting the sys-

tem behavior (within the limits of the explored experimental space),

while they can also be easily customized to different systems. They are

commonly developed with the aid of specifically designed software or

software package toolboxes (e.g., the ANN toolbox of Matlab
®

), which

are simple to use and quite flexible in terms of the customization of

the model structure and characteristics (Sivanandam et al., 2006).

A review of the implementation of ANN on heterogeneous pho-

tocatalytic water and wastewater treatment processes was published

by Khataee and Kasiri (2010). The accuracy of ANN models was also

assessed in a recent study by Amani-Ghadim and Seyed Dorraji (2015),

who compared three different model types, namely a kinetic model, an

empirical model and an ANN model on the photodegradation of Acid

blue 9 using UV/ZnO. In this study, the authors investigated the effect

of different factors (i.e., contaminant initial concentration, ZnO con-

tent, light intensity, pH and time) on the photodegradation efficiency

and concluded that ANN modeling allows an accurate description of

the photocatalytic process without the necessity to resort to complex

mathematical descriptions of the kinetics.

Traditionally, ANN models have been applied to photocatalytic

degradation processes in order to study the effect of a variety of reaction

conditions on the photocatalytic performance by means of percentage

of degradation or removal efficiency. It is only recently that the apparent

reaction rate constant of a first-order photocatalytic degradation curve

was considered as the simulated response of the developed ANN model

(Behnajady and Eskandarloo, 2015; Delnavaz, 2015). The characteristics

of a series of similar recent studies are summarized in Table 1.

As can be seen, ANN models can be used to assess the effect of

numerous important factors of the process, such as light intensity,

organic/inorganic ions concentration and oxygen dose, which influence

the photocatalytic performance but are rarely considered in kinetic

models. For instance, Vaez et al. (2015) studied the effect of anions natu-

rally present in wastewater (i.e., sulfate SO4
2−, chloride Cl−, bicarbonate

HCO3
− and carbonate CO3

2−) and peroxide, on the photodegradation

of Acid Red 73 on UV/TiO2 nanoparticles immobilized on sackcloth

fiber. In another noteworthy example, Tanasa et al. (2013) successfully

studied the effect of both photocatalyst properties (i.e., crystallite size,

surface area and absorption edge) and reaction conditions (i.e., dye ini-

tial concentration, time and catalyst dose) on the color removal of Eosin

Y in UV/ZnO/SnO2 systems.

In the present work, a novel modeling framework is proposed for

the study of a photocatalytic degradation process of a water contami-

nant. In this respect, the two major stages of the photocatalytic process,

namely the photocatalyst synthesis and the contaminant degradation

experiments, are decoupled in order to separately assess the effects of

the factors affecting these two process stages on the overall photocat-

alytic efficiency of the synthesized photocatalyst. Two artificial neural

networks are developed for the modeling of these two stages, linked

together by the fact that the output of the ANN model on the photocat-

alyst synthesis is, at the same time, an input for the ANN model on the

photodegradation experiments. In a subsequent optimization analysis,

the two models are separately optimized in the inverse order (i.e., start-

ing from the model on the photodegradation tests), thus connecting the

photodegradation efficiency (i.e., related to the objective function of the

first optimization study on the second ANN model) with the photocata-

lyst synthesis conditions (i.e., optimal decision variables of the second

optimization study on the first ANN model).

The system under study concerns the use of silver-modified ZnO

particles (Ag/ZnO) as effective catalysts for the photodegradation of BPA

in water. ZnO, charged with silver nanoparticles (AgNPs), is a promi-

nent photocatalyst that has been employed in several contaminant

photodegradation studies due to its decreased charge-carriers recombi-

nation rate, increased photostability and efficiency (Georgekutty et al.,

2008; Wang et al., 2011; Xie et al., 2010). The detailed characteristics of

the experimental system have been extensively presented in a recent

publication (Jasso-Salcedo et al., 2016) and will not be the subject of

the present work. To the best of the authors’ knowledge, this is the

first time that a two-stage, de-coupled ANN modelling framework is

proposed for the study and, subsequently, the optimization of the pho-

tocatalytic degradation of an endocrine disrupting contaminant. The

proposed approach allows for the evaluation of the effects of the fac-

tors of the two principal stages of the photodegradation process (i.e., the

catalyst synthesis and the degradation experiments) on the final pho-

todegradation efficiency, by distinguishing these two stages without

completely isolating them from the overall process.

2.  Methodology

2.1.  Data  collection

2.1.1.  Preparation  of  Ag/ZnO
The Ag/ZnO photocatalyst was prepared by photodeposition
(PD) and impregnation (IMP) methods (Jasso-Salcedo et al.,
2014). For both methods, a suspension containing ZnO and
stabilized silver nanoparticles (AgNPs) was adjusted at desired
initial pH values using 0.1N HCl and/or 0.5 N NaOH. The sus-
pension was stirred under UV irradiation or in darkness, for
PD and IMP methods, respectively. Then the sample was sub-
mitted to centrifugation/re-dispersion cycles in distilled water
and ethanol solutions several times to remove the free AgNPs
(i.e., not attached to the ZnO surface). The actual weight per-
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Table 1 – Neural network modeling studies of the photocatalytic performance on the degradation of water contaminants.

Photocatalyst Model
contaminant

ANN topology
(In:Hid:Out)

Data
number

Input/factors Output/response References

ZnO Acid Blue 9 5:9:1 152 AB9, pH, ZnO,
UV intensity

Degradation
efficiency (%)

Amani-Ghadim
and Seyed
Dorraji (2015)

ZnO/Montmorillonite
K10

Disperse Red 54
(DR54)

5:10:1 N/A DR54,
ZnO/MMT, time

Decolorization
efficiency (%)

Kiransan et al.
(2015)

ZnO/Montmorillonite
K10

Basic yellow 28
(BY28)

3:14:1 N/A BY28,
ZnO/MMT
dosage, UV
radiation time

Decolorization
efficiency (%)

Kıransan et al.
(2015)

TiO2 Acid Red 27 4:8:1 56 TiO2, AR27, pH,
UV intensity

Reaction rate
constant (Kap)

Behnajady and
Eskandarloo
(2015)

TiO2-lLight
expanded clay
aggregates

Phenol 5:6:4:2 325 Reaction time,
Phenol, pH,
TiO2, UV
intensity

Photocatalytic
reactor efficiency
(%) and kinetic
constant (Kapp)

Delnavaz (2015)

TiO2/sackcloth
fibre

Acid Red 73 5: 15:1 300 pH, time,
anion, H2O2,
AR73
concentration

Photocatalytic
efficiency (%)

Vaez et al. (2015)

SnO2/Fe3O4 Phenol red 4:20:30:20:1 30 SnO2/Fe3O4,
phenol red,
stirring
intensity, UV
intensity

Dye removal (%) Sargolzaei et al.
(2015)

TiO2/ZrO2 Carbamazepine
(CBZ)

4:5:1 130 TiO2/ZrO2, pH,
reaction time,
CBZ

CBZ removal (%) Das et al. (2014)

TiO2 Chromium
(Cr(VI))

4:4:1 558 Cr(VI), pH, TiO2,
irradiation time

Photocatalytic
reduction Cr(VI)
(%)

Sabonian and
Behnajady (2014)

TiO2 N,N-Diethyl-m-
toluamide
(DEET)

3:13:1 17 TiO2, DEET, UV
intensity

Photocatalytic
oxidation (%)

Antonopoulou
and
Konstantinou
(2013)

TiO2 Total phenolic
compounds (TPh)

3:12:1 17 TiO2, TPh, UV
intensity

Photocatalytic
oxidation of TPh
(%)

Antonopoulou
et al. (2012)

TiO2 17�-
Ethynylestradiol
(EE2)

5:13:1 222 Reaction time,
TiO2, EE2,
water dissolved
organic carbon,
water
conductivity

EE2 conversion
(%)

Frontistis et al.
(2012)

TiO2 4-Nitrophenol
(4-NP)

4:14:1 147 Nano TiO2,
time, UV
intensity, 4-NP

Removal (%) Ghanbary et al.
(2012)

TiO2 Reactive black 5
(RB5)

4:10:1 N/A pH, TiO2 dose,
RB5, time

Photocatalytic
efficiency (%)

Dutta et al. (2010)

centage of AgNPs that were finally attached to the ZnO surface
was calculated by the following expression:

WAg% = WAg

WAg + WZn
× 100 (1)

where the quantities of Ag and Zn were obtained from
elemental quantification using inductively coupled plasma
spectrometry (ICP-OES, 730-ES, Varian Inc.) at 328 nm and
213.9 nm,  respectively. Before the analysis, the samples were
submitted to acid digestion (69% Nitric acid), diluted with DI
H2O and filtered (0.45 �m).

2.1.2.  Photocatalysis  experiments
An aqueous solution of BPA and photocatalyst was mechan-
ically stirred for 10 min  in darkness and then irradiated at
different wavelengths, namely at 254, 302 or 365 nm using a
UV lamp (3UV-38, UVP Inc.) and at 450 nm using a fluorescent
lamp (F8T5/CW, Hampton Bay). The experiments were carried
out in a dark box, with the lamp placed at a distance of 8 cm
above the sample, at room temperature and without external
oxygen supply (Jasso-Salcedo et al., 2014). Samples were then
collected at regular time intervals and centrifuged at 3000 rpm
for 10 min  to recover the photocatalyst powder. The liquid
samples were filtered (0.45 �m)  before liquid chromatography
(HPLC 1200 Series, Agilent Technologies) analysis.

The apparent kinetic rate constant of the BPA degradation
was obtained as follows: the experimental data (i.e, BPA con-
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centration vs time plots) were initially approximated by an
exponential decay function, as shown in Eq. (2):

CN = a exp (bt) ;  b < 0 (2)

where CN denotes the normalized BPA concentration (C/C0). A
least squares regression provided the values of a and b for each
experiment. In order to associate the BPA degradation curves
with a rate constant, the differential form of Eq. (2) was then
transformed into a typical rate function of order n:

r =
(

−dCN
dt

)
= kapp × Cn

N
(3)

In the above equation, kapp and n are the apparent kinetic
rate constant and the order of the reaction, respectively and r
denotes the rate of the reaction. The values of kapp and n can
be estimated by substituting Eq. (2) into Eq. (3):
{

n = 1

kapp = −b
The first order rate of the BPA degradation was also con-

firmed by plotting ln(r) vs ln(CN) and estimating the regression
parameters of the produced straight line, according to the lin-
earized form of Eq. (3):

ln (r) = ln (kapp) + n ln (CN) (4)

Note that the value of the correlation coefficient, R, of this
linear regression is given for each experiment in Table 5, along
with the values of the experimental measurements.

2.2.  Artificial  neural  network  modeling

A neural network is a cluster of processing nodes (i.e., neurons)
arranged in several layers and interconnected in a variety of
topologies, following the paradigm of the functionality of the
human brain. The successful development and implementa-
tion of an ANN model relies onto three principal conditions,
each one with its own significance for the accuracy and effi-
ciency of the developed model:

• Correct identification of the input and output variables of
the system, also called factors and responses, respectively.

The selection of the principal factors (i.e., the ones with
the greatest effect on the targeted response) from all
possible candidates is a procedure that requires a mini-
mum knowledge of the actual process. Its importance lies
in the fact that the number and nature of the selected
factors will affect, on the one hand, the number of required
experimental data (i.e., the more  factors considered, the
greater the number of data required for an accurate model
development), and on the other hand, will define whether
important effects on the measured response have been
omitted. In the case where prior knowledge on the pro-
cess is completely absent, a small number of exploratory
experiments can be carried out.

• Definition of the experimental space and execution of a
set of experiments for the acquisition of data. Given that
the main factors of the process have been correctly
identified and under the assumption that there exists a cor-
relation between these factors and the targeted response of
the system, an ANN model can identify this correlation on
the basis of a set of experimental data. Evidently, the ability
of the ANN to successfully correlate the input(s) (i.e., fac-
tors) and output(s) (i.e., response(s)) is directly proportional
to the number of available data. On the other hand, the
number of experiments that can be carried out is always
subject to feasibility constraints (e.g., time and/or cost lim-
itations, etc.) that may dictate the studied process. Hence,
the implementation of an experimental design strategy
can become invaluable during this second stage of the
model development procedure. The Design of Experiments
(DoE) approach enables to obtain a maximum amount of
information from a given predefined experimental effort.
Typical DoE strategies include full- or fractional-factorial
designs, central composite designs, Box–Behnken designs,
Plackett– Burman (PB) designs, D-optimal and E-optimal
designs, etc. (Ferreira et al., 2007; Georgakis, 2013; Heiligers,
1994; Witek-Krowiak et al., 2014).

• Identification of the topology of the ANN: the structure of
the network, in terms of the number and size of the hidden
layers, as well as its characteristics (i.e., training algorithm,
type of transfer functions, etc.), display a significant effect
on the accuracy of the model. To identify these parameters,
most studies follow a trial and error procedure where dif-
ferent topologies of the ANN are tested until satisfactory

Scheme 1 – Description of the input/output characteristics and connecting points of the two ANN models.
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Scheme 2 – Methodology used on the evolutionary algorithm—ANN coupled optimization approach on this study.

accuracy has been achieved. Note that the random initial-
ization of the values of the network parameters (e.g., the
neuron’s weights) as well as of the data separation (c.f. next
paragraph) must be taken into account during this proce-
dure.

Once the experimental data have been acquired and the
factors/responses and architecture of the ANN model have
been defined, the development of the model proceeds via a
series of subsequent training (i.e., parametric identification)
steps. In general, the accuracy of such models is assessed in
terms of different statistical magnitudes, such as the Mean
Square Error, MSE, or the correlation coefficient, R, calculated
on the basis of the comparison of the model responses and the
respective experimental targets. These latter are divided into
three distinct subsets that serve for the training, validation
and testing of the network, respectively. The training data set
is used for the identification of the model parameters while

the test data set is used to assess the accuracy of the model
on a set of data different than the ones used for the training
and validation processes. The validation data set is used to
avoid overfitting phenomena by monitoring the error (i.e., on
this data set) throughout the training process. This error nor-
mally decreases along with the training set error. An increase
on the validation error for a number of sequential epochs (i.e.,
training passes of the network) is an indication of overfitting
that triggers the stopping of the training process, returning the
network (i.e., the values of weights and biases) corresponding
to the minimum value of the validation error. In the present
work, the number of sequential epochs of increasing valida-
tion error before stopping the training of the network was set
to seven.

Among the various types of existing ANNs, the most com-
monly encountered in physicochemical process modeling is
the feed-forward (i.e., the responses of each layer are used
as inputs of the next layer) back-propagation (i.e., the mea-

Fig. 1 – MSE  for all data, validation and test datasets as function of neurons in the hidden layer on the network topology for
the developed ANN1 model (photodeposition method).
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Fig. 2 – Regression plots of the experimental data (all data and test data sets) versus model predicted values for the
developed neural network models ANN1-PD (top) and ANN1-IMP (bottom).

sured error at the output layer is back transferred to re-adjust
the model parameter values) network, while the sigmoidal
(e.g., logarithmic sigmoidal or tangent hyperbolic sigmoidal)
and linear transfer functions are widely applied on the hid-
den and output layers, respectively (Cheng and Titterington,
1994; Haykin, 1994; Meireles et al., 2003; Sivanandam et al.,
2006). Additional details on the principles and the characteris-
tics of neural networks can be found in the relevant literature
(Cheng and Titterington, 1994; Haykin, 1994; Meireles et al.,
2003; Sivanandam et al., 2006).

Photocatalytic processes are greatly influenced by both cat-
alyst properties and reaction conditions. These effects are
traditionally studied separately (see Table 1), probably due to
the complexity of assessing them simultaneously in a single
study. An exception to this rule is the work of Tanasa et al.
(2013), who studied the system of Eosin Y dye photocatalytic
degradation using ZnO/SnO2, taking into account the effects
of crystallite size, surface area, absorption edge, catalyst dose
and total organic carbon values in their model that was devel-
oped on the basis of a set of 547 experimental data. In addition,
another commonly adopted practice is the consideration of
the irradiation time as a factor in the modeling of the percent-
age of contaminant degradation (i.e., response). Given that the
percentage of contaminant degradation will normally increase
with the reaction time, this approach finally leads to a rather
obvious correlation that, in turn, may come in the cost of miss-
ing other important effects of different factors.

In the present work, a model development is presented
that does not comply with the above commonly adopted
approaches. In order to combine the effects of both impor-
tant stages of the photocatalytic process, namely the catalyst
synthesis and the photodegradation experiments, a two-stage
decoupled ANN model is developed where the response of the
first network becomes a factor for the second network. Thus,
in the first stage of the model, the effects of three operat-
ing conditions of the synthesis of Ag/ZnO (i.e., nominal silver
concentration, pH and reaction time, which were identified
in Jasso-Salcedo et al. (2014) as the most significant param-
eters of the process) on the actual amount of Ag attached
on the surface of ZnO of the synthesized photocatalyst were
assessed in terms of an initial neural network, henceforth
called ANN1. In the second stage of this modelling framework,
the effect of the actual amount of Ag attached on the surface
of ZnO, pH of the medium, initial contaminant concentration
and wavelength of light on the photodegradation performance
of the photocatalyst were assessed in terms of a second neural
network, ANN2. A direct dependence between the two  net-
works was established by directly introducing the response of
ANN1 as a factor of ANN2. The photodegradation performance
(i.e., the response of ANN2) was evaluated in terms of an
apparent kinetic rate constant, kapp, of the degradation reac-
tion of BPA. This way, the photocatalyst synthesis conditions
were directly associated to its final photodegradation perfor-
mance, taking simultaneously into account the effects of the
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Fig. 3 – Regression plots of the experimental data (all data and test data sets) versus model predicted values for the
developed neural network models ANN2-PD (top) and ANN2-IMP (bottom).

Table 2 – Experimental range of the Ag/ZnO
photocatalyst synthesis conditions.

Input variables Photodeposition Impregnation

Nominal amount AgNPs (% w/w) 0.1–1 0.1–5
Initial pH 7–11 7–11
Time (h) 0.5–1 2–5

Table 3 – Experimental range of the photodegradation
test conditions.

Input variables

Initial pH 2.8–10.5
Actual amount AgNPs (%w/w) 0–1.2
Bisphenol-A (mg/L) 10–40
Wavelength (nm) 254, 302, 365 and 450

photodegradation conditions. Note that, since the evaluation
of the performance of the photocatalyst was based on the
rate of degradation of the contaminant, there was no need
to consider the irradiation time among the factors of the
photodegradation process, which was kept constant for all
experiments and equal to 120 min.

The experimental ranges of all factors of the two  sub-
models (i.e., ANN1 and ANN2) are given in Tables 2 and 3,
respectively. Note that for the modification experiments of
ZnO, a central composite design was employed. The photo-

catalyst concentration used for the degradation tests was set
to 1 g/L. A general schematic of the proposed modeling frame-
work is shown in Scheme 1.

2.2.1.  Neural  network  structure
A multi-layer feedforward network with Levenberg–Marquardt
learning algorithm was used in this study. The experimental
data corresponding to each model were randomly divided into
training, validation and testing subsets (50%, 25% and 25%
of data, respectively). All data were normalized in the range
[−1:1] prior to their introduction into the models.

The topology of the network models, denoted as
(In:Hid:Out), corresponds to the numbers of neurons in the
input, hidden and output layers, respectively. Several config-
urations of the network were tested to determine the best
number of neurons in the hidden layer(s), based on the val-
ues of the MSE of the data sets. The MSE value between the
ANN model predictions and the experimental data is typically
calculated by the expression:

MSE  =
∑N

j=1

(
ymod
j

− y
exp
j

)2

N
(5)

where the exponents ‘mod’ and ‘exp’ denote the outputs of
the model (i.e., the responses) and the experiment (i.e., the tar-
gets), respectively and N is the total number of experimental
data. Note that, in the present work, log-sigmoidal and lin-
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Fig. 4 – Effect of pH and actual silver content (% w/w) on the apparent degradation rate constant under different conditions
of BPA content and UV wavelength, as simulated by the ANN2-PD model.

ear transfer functions were used for hidden and output layers,
respectively. The Neural Network Toolbox of the commercial
software package MATLAB 8.3.0.532 (academic license) was
used for the development of the models.

2.3.  Optimization  study

An ultimate purpose of process models, especially data-driven
models, is their implementation in an optimization study in
order to identify the combination of the different process con-

ditions that will result to the desired properties/performance
of the product/process under study. Among the plethora of
different mathematical methods and techniques that have
been developed for the treatment of optimization problems,
evolutionary algorithms constitute a powerful approach with
specific advantages and disadvantages.

In general, an evolutionary algorithm (EA) is based on the
principle of the continuous improvement of a criterion (i.e.,
the optimization criterion) of the individuals of a population.
The initial population is composed of a large set of randomly
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Table 4 – Experimental conditions for the synthesis of Ag/ZnO photocatalyst and actual amount of Ag attached to the
ZnO surface as measured experimentally and predicted theoretically by the ANN1 models.

Nominal
Ag %w/w

pH  Reaction
time (min)

Attached Ag
%w/w
(experimental)

Attached Ag
%w/w (ANN1

model)

Nominal
Ag %w/w

pH  Reaction
time (min)

Attached Ag
%w/w
(experimental)

Attached Ag
%w/w (ANN1

model)

Photodeposition method Impregnation method
0.3573 7 30 0.320 0.327 0.1072 7 60 0.100 0.116
0.3573 7 60 0.342 0.348 0.1072 7 120 0.106 0.121
0.1073 7 30 0.082 0.084 0.1072 7 300 0.094 0.094
0.1073 7 60 0.107 0.102 1.0623 7 60 1.179 1.179
1.0623 7 30 0.991 0.920 1.0623 7 120 1.203 1.203
1.0623 7 60 1.093 1.099 1.0623 7 300 0.820 0.807
0.3573 9 30 0.358 0.356 5.095 7 60 0.521 0.522
0.3573 9 60 0.375 0.378 5.095 7 120 0.585 0.773
0.1073 9 30 0.062 0.062 5.095 7 300 0.668 0.671
0.1073 9 60 0.074 0.075 0.1072 9 60 0.099 0.093
1.0623 9 30 1.170 1.104 0.1072 9 120 0.110 0.110
1.0623 9 60 1.132 1.130 0.1072 9 300 0.096 0.100
0.3573 11 30 0.454 0.451 1.0623 9 60 0.970 1.012
0.3573 11 60 0.426 0.397 1.0623 9 120 1.192 1.188
0.1073 11 30 0.091 0.092 1.0623 9 300 1.194 1.193
0.1073 11 60 0.116 0.121 5.095 9 60 0.423 1.044
1.0623 11 30 1.183 1.182 5.095 9 120 0.494 0.336
1.0623 11 60 1.147 1.137 5.095 9 300 0.571 0.580
0.3573 7 45 0.320 0.325 0.1072 11 60 0.116 0.105
0.1073 9 45 0.074 0.071 0.1072 11 120 0.121 0.121
1.0623 9 45 1.132 1.132 0.1072 11 300 0.116 0.120
0.3573 9 45 0.362 0.365 1.0623 11 60 0.239 0.239
0.1073 7 45 0.096 0.096 1.0623 11 120 0.366 0.561
0.1073 11 45 0.103 0.102 1.0623 11 300 1.108 1.101
1.0623 7 45 1.050 1.054 5.095 11 60 0.374 0.375
1.0623 11 45 1.162 1.161 5.095 11 120 0.389 1.144
0.3573 9 45 0.371 0.365 5.095 11 300 0.498 0.503
0.3573 9 45 0.368 0.365 1.0623 9 120 1.169 1.188
0.3573 9 45 0.385 0.365 1.0623 9 120 1.223 1.188
0.3573 9 45 0.357 0.365 1.0623 9 120 1.023 1.188
0.3573 9 45 0.362 0.365 1.0623 9 120 1.179 1.188

1.0623 9 120 1.167 1.188

selected individuals (e.g. experimental conditions), which are
characterized by a measured property or model response (e.g.,
the degradation efficiency corresponding to each of these
experiments). The population is classified from the best indi-
vidual to the worst, according to its corresponding value of
the criterion and depending on whether the problem is a
minimization or a maximization one, and is subsequently sub-
jected to a series of cycles of improvement of this criterion.
The best individuals are combined to generate new ones that
might perform better, while the worst individuals are removed
from the population after each cycle and the procedure contin-
ues until the population has “evolved” to such a point where
the desired convergence to an optimal has been achieved.
Detailed information on the theoretical basis of EAs for mono-
and multi-objective optimization, applied on physicochemical
processes, can be found in the relevant literature (Camargo
et al., 2011; Fonteix et al., 1995; Viennet et al., 1996; Xi et al.,
2013). EAs have also been successfully implemented in the
optimization study of the degradation of phenol by a combined
photocatalysis/electro-Fenton system (Khataee et al., 2014).

In the present work, an optimization study, on the basis
of an EA, was also carried out in order to identify the opti-
mal  catalyst synthesis and photodegradation conditions that
would result to the highest photodegradation rate of BPA.
In accordance to the two-stage structure of the model, the
optimization was also carried out in two consecutive steps,
following an inverse direction. In this respect, an initial opti-
mization problem was solved on the basis of ANN2 in order to

identify the different photodegradation conditions that would
result to a maximum degradation rate of BPA. Among these
conditions, the pH, BPA concentration and light wavelength
can be directly set to their optimized values, according to the
results of this first optimization study. On the other hand,
the actual silver content of the photocatalyst depends on the
conditions of the photocatalyst synthesis process. Hence, a
second optimization problem was subsequently solved, via
the implementation of an EA on the basis of ANN1, in order
to identify the photocatalyst synthesis conditions that would
result in the optimal amount of attached AgNPs on the ZnO
surface , as defined by the output of the first optimization
run. Thus, both important stages of the overall process (i.e.,
the synthesis of the photocatalyst and its subsequent use in
the photodegradation experiments) were taken into account
and their optimal conditions were identified in view of a
maximal photodegradation rate of BPA. The overall optimiza-
tion approach is schematically depicted in Scheme 2.

3.  Results  and  discussion

The development of the two ANN sub-models was based on
a total of 63 experiments for ANN1 and 27 experiments for
ANN2, divided into the two methods of the photocatalyst syn-
thesis (i.e., PD and IMP methods) as shown in Tables 4 and 5.
On the basis of these experimental data, the identification of
the optimal network topologies initially took place and sub-
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Table 5 – Experimental conditions of bisphenol-A degradation and apparent kinetic rate constant kapp used on the ANN2
model.

pH Actual amount
Ag (%w/w)

BPA
(mg/L)

Wavelength
(nm)

Ra Reaction
order n

kapp

experimental
kapp predicted
(ANN2 models)

bPure ZnO photocatalyst ANN2-PD ANN2-IMP
10.5 0 10 302 0.973 0.887 4.53E − 03 4.53E − 03 5.74E − 03
10.5 0 10 450 0.988 0.999 6.23E − 04 2.27E − 04 6.23E − 04
7.5 0 10 254 0.992 1.161 2.55E − 03 2.79E − 03 2.55E − 03
2.81 0 10 254 0.999 1.019 3.83E − 03 3.78E − 03 4.59E − 03
4.27 0 10 254 0.999 0.999 3.89E − 03 3.78E − 03 3.89E − 03
9.38 0 10 254 0.986 1.001 4.97E − 03 4.92E − 03 4.97E − 03
10.5 0 10 254 0.999 1.022 7.55E − 03 7.44E − 03 7.87E − 03
7.25 0 20 254 0.999 1.031 1.75E − 03 1.73E − 03 1.75E − 03
8.53 0 20 302 0.990 1.013 1.10E − 03 1.21E − 03 1.67E − 03
8.53 0 20 365 0.999 0.992 2.31E − 03 2.41E − 03 2.31E − 03

Photodeposition method ANN2-PD
10.5 1.093 10 254 0.999 1.018 1.02E − 02 1.01E − 02
10.5 1.093 10 302 0.999 1.006 1.86E − 02 1.52E − 02
10.5 1.093 10 365 0.990 1.002 1.54E − 02 1.41E − 02
10.5 1.093 20 254 0.999 1.022 4.97E − 03 5.33E − 03
7.51 1.093 40 254 0.982 0.970 1.73E − 03 1.24E − 03
10.5 1.147 10 254 0.999 1.024 1.21E − 02 1.11E − 02
10.5 1.147 10 302 0.999 1.011 1.85E − 02 1.61E − 02
10.5 1.147 10 365 0.999 1.008 1.02E − 02 1.01E − 02
10.5 1.147 10 450 0.999 1.046 1.86E − 02 1.52E − 02
7.2 1.147 40 254 0.999 0.956 1.54E − 02 1.41E − 02

Impregnation method ANN2-IMP
10.5 1.203 10 254 0.999 1.007 8.28E − 03 9.25E − 03
10.5 1.203 10 302 0.999 0.995 9.37E − 03 9.37E − 03
10.5 1.203 10 365 0.999 0.993 1.10E − 02 9.02E − 03
10.5 0.366 10 254 0.999 1.006 8.42E − 03 8.36E − 03
10.5 0.366 10 302 0.999 0.992 1.22E − 02 1.22E − 02
10.5 0.366 10 365 0.999 1.006 1.37E − 02 1.17E − 02
10.5 0.366 10 450 0.999 1.009 1.28E − 03 1.28E − 03

a Correlation coefficient of the linear regression of the experimental data, as explained in Section 2.1.
b Common experiments, used for the development of both PD and IMP ANN2 models.

sequently the ANN models were tested and validated before
their implementation into the optimization study.

3.1.  Selection  of  optimal  network  topology

The selection of the network topology was based on a typ-
ical trial and error approach where the number of neurons
of the hidden layer(s) was varied in the range 1–20 (i.e., for
a single hidden layer) and 1:1–10:10 (i.e., for two hidden lay-
ers) and the accuracy of the developed model was assessed
in terms of the MSE values between the model predictions
and the experimental data. An example of the results obtained
by this procedure is shown in Fig. 1 for the ANN1 model and
the PD method. In this Figure, the ten best (i.e., corresponding
to the lowest MSE  values) network configurations are shown
in a MSE-increasing order. Note that the errors correspond-
ing to all data, validation and testing data sets are shown in
order to verify the consistency of the model performance vis-
à-vis the different data sets. Each network topology was run
50 times (i.e., 50 different ANNs with the same topology were
developed and evaluated) and the average value of MSE  was
used for comparison, in order to avoid random correlation
effects.

The numerical data corresponding to Fig. 1, as well as the
data corresponding to the other three models (i.e., ANN1-IMP,
ANN2-PD and ANN2-IMP) are given in Table S.1 of Supple-
mentary material. The network topologies that were retained
according to this procedure are shown in Table 6.

Table 6 – Network topology of the developed models.

Photodeposition—PD Impregnation—IMP

ANN1 3:8:10:1 4:9:8:1
ANN2 3:10:10:1 4:8:10:1

3.2.  Evaluation  of  the  ANN  models

Neural network models are typically assessed, in terms of their
accuracy in simulating the experimental data, by plotting the
model response with respect to the experimental measure-
ments. A comparison of the points of such plots with the
diagonal (i.e., the linear curve corresponding to y = x) reveals
the accuracy of the developed model. Figs. 2 and 3 depict such
plots for the ANN1 and ANN2 models, respectively. In these
plots, the all data and test data sets are shown in order to
reveal the accuracy of the model with respect to all available
data, including the training data for which a higher accuracy
is expected, as well as with respect only to the test data,
which represent a subset of the available data that has not
been used during the model training process. The value of
the correlation coefficient, R, of the linear regression of the
data is also shown on the plots. It can be seen that the ANN1

model exhibits higher accuracy than the ANN2 model, which
seems to under-predict the experimental values at the high-
values domain of kapp but, in general, remains quite accurate
as well. This can be partially attributed to the smaller size of
available experimental data for the second model. The val-
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Fig. 5 – Effect of pH and actual silver content (% w/w) on the apparent degradation rate constant under different conditions
of BPA content and UV wavelength, as simulated by the ANN2-IMP model.

Table 7 – Results of the first optimization step on the maximization of kapp.

Optimal photodegradation conditions for the photodeposition method (kapp,max = 0.0383 min−1)

Actual amount Ag, %w/w pH (initial value) BPA concentration, mg/L Wavelength, nm

1.10 6.7 10.8 330

Optimal photodegradation conditions for the impregnation method (kapp,max = 0.0167 min−1)

Actual amount Ag, %w/w pH (initial value) BPA concentration, mg/L Wavelength, nm

0.78 10.1 10.2 358

ues of the experimental data used for the development of the
models and the respective model predictions are also given
in Tables 4 and 5. Note that, for the training of the models of
the photodegradation experiments, ANN2, the target values of
the experimental apparent rate constant were transformed to
their log values, in order to avoid a variation over several orders
of magnitude. Nevertheless, in all graphical and numerical
results presented in this paper, the original non-transformed
values are shown for reasons of simplicity.

3.3.  Analysis  of  the  model  results

Once the ANN models have been successfully developed and
validated, they can be directly implemented, using input val-
ues that do not necessarily correspond to the experimentally
tested conditions, in order to assess the effect of the differ-
ent conditions of each sub-process (i.e., the catalyst synthesis
and the degradation tests) to the respective response of inter-

est (i.e., the actual amount of attached Ag on the photocatalyst
and the apparent degradation rate constant, respectively). In
this respect, Fig. 4a–f shows the effect of pH and actual silver
content on the degradation rate of BPA, under different condi-
tions of BPA amount and light wavelength, as produced by the
ANN2-PD model. An initial observation is that the response
surfaces are highly irregular, not displaying a clear increas-
ing or decreasing effect. It should be noted at this point that
the presented curves can only serve to acquire a general idea
about the different trends that the model might display with
respect to the variation of certain inputs. They cannot be used
to identify specific points or values with accuracy since the
viewpoint angle and the graphical interpolation used for their
creation may lead to errors.

Concerning the effect of pH, it can be seen that, as pH
increases the values of kapp initially increase, reaching a max-
imum within the range of pH values 6–9, and then decrease.
This effect is particularly obvious in Fig. 4d–f. The pH is an
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Fig. 6 – Effect of pH and reaction time on the functionalization degree (i.e., the ratio of actual to nominal amount of Ag)
under different values of nominal Ag amount as simulated by the ANN1-PD (a, b) and ANN1-IMP (d, c) models.

important factor in photocatalysis since it affects the surface
charges of both the photocatalyst and the contaminant as
follows. In the vicinity above neutral pHPZC = 8.3 (i.e., value
of neutral surface charges for ZnO), hydroxyl-compounds of
zinc such as ZnOH+, Zn(OH)2, and Zn(OH)3− are formed in
the solution and they interact with the undissociated BPA
(HO–C15H14–OH) toward its oxidation. Below this value, an
increase in the hydroxyl ion (−OH) concentration and, subse-
quently, to the hydroxyl radical (•OH) concentration leads to
the oxidation of BPA. Comparable results have been reported
on the degradation efficiency of BPA by pure ZnO by Rahman
et al. (2005), who reported 80% degradation efficiency of
100 mg/L of BPA in the pH range of 2–8.5, and a significant
decrease to 60% at pH 11. Also, Clament Sagaya Selvam et al.
(2013) reported the complete degradation of 200 mg/L of BPA at
pH 8 and a subsequent decrease of the degradation efficiency
at pH values above 9.

On the other hand, the effects of BPA concentration and
UV wavelength are not so evident. Nevertheless, the initial
contaminant concentration seems to display an inversely pro-
portional effect on the values of kapp, since they seem to be
decreasing at higher BPA concentrations. This effect can be
partially explained by an absorbance of the UV light (at 255
and 277 nm)  by BPA molecules. This way, the activation of the
photocatalyst surface is reduced thus producing a screening
effect of the BPA molecules towards the UV light penetration.

A similar effect for all factors can be observed for the
impregnation model, ANN2-IMP, as well. Four representative
surfaces are shown in Fig. 5a–d, under different conditions of
BPA content and light wavelength. As can be seen, the value
of kapp displays once more  a maximum around the middle of
the pH and BPA concentration domains and decreases with
increasing BPA concentration.

Concerning the first model, ANN1, a similar analysis can
be made on the effects of the catalyst synthesis conditions
on the overall functionalization degree, FD, defined as the
ratio of the actual amount of silver on the catalyst particles
over the nominal amount of silver used during the catalyst
synthesis. In Fig. 6a and b, two surface plots, similar to the
ones previously depicted for ANN2, are shown corresponding
to the photodeposition method and to two  different values
of nominal amount of silver. The corresponding plots for the
impregnation method are depicted in Fig. 6c and d. As can be
seen, there is no significant variation of FD with respect to pH
and time when the photodeposition method is implemented.
On the other hand, the reaction time seems to have an over-
all positive effect on the FD values and to display a maximum
around 150 min, when the impregnation method is used.

The effect of pH seems to vary with the time of reaction and
the nominal AG amount, especially for the photodeposition
method. At the same time, an excess nominal amount of silver
does not seem to display a positive effect on the functionaliza-
tion degree when the impregnation method is implemented,
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Fig. 7 – Presentation of the 50 optimal conditions in terms of the actual amount of Ag and pH (a, c) and the UV wavelength
and the BPA amount (b, d), as predicted by the EA optimization on the basis of the ANN2-PD model after 1, 5 and 10
generations (a, b) as well as after 16, 39 and 56 generations (c, d).

Table 8 – Results of the 2nd optimization step on the
synthesis of a photocatalyst with a desired content of
AgNPs.

Optimal photocatalyst synthesis conditions for the
photodeposition method (actual Ag %w/w = 1.10)

Nominal amount Ag, %w/w pH Time, min

1.00 9.5 48

Optimal photocatalyst synthesis conditions for the
impregnation method (actual Ag %w/w = 0.78)

Nominal amount Ag, %w/w pH Time, min

0.69 8.5 214

which is particularly obvious in Fig. 6d. It should be noted at
this point that the experimental values of FD that are higher
than 1 are due to experimental sampling and titration errors,
as explained in Jasso-Salcedo et al. (2014). As a consequence
it is normal that the developed neural network model, which
was trained on the basis of these experimental values, pro-
vides responses that result in values of FD higher than 1.

3.4.  Optimization  step  1—apparent  kinetic  rate
constant,  kapp

Given the nature of the photodegradation process and the def-
inition of the output of the process on the basis of the apparent

kinetic rate constant of a first-order degradation reaction, it
becomes evident that the desired value of this constant is the
maximal possible value it could attain, as this will lead to a
faster degradation of a maximum amount of BPA. Hence, the
first step of the optimization study, on the basis of ANN2, was
the solution of a maximization problem in terms of the con-
ditions of the photodegradation process, namely the actual
amount of attached AgNPs, the pH, the BPA concentration and
the light wavelength. The deployment of an EA for the solution
of this problem for both methods of photocatalyst synthesis
resulted in the sets of optimal conditions shown in Table 7.
Note that, for the EA algorithm, the following parameters were
used: the size of the population was set to 1000 individuals,
the survival rate was set to 70% and the mutation rate to 10%.
The program was entirely written and run on MATLAB (ver-
sion 8.3.0.532; academic license) while the convergence of the
algorithm was tested in terms of a tolerance in the relative
difference between the best and worst criterion values of each
generation, set in the order of 1%.The CPU time required for
every optimization run was in the order of 30 s on a 2 × 2.4 GHz
Intel

®
Xeon

®
Workstation.

In order to follow the evolution of the optimization and
to verify its convergence around one (or more)  optimal(s),
one can plot the positions of a number of ‘best’ (i.e., top
ranked) individuals, corresponding to an equal number of
optimal conditions, along different generations of the opti-
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Fig. 8 – Presentation of the 50 optimal conditions in terms of the actual amount of Ag and pH (a, c) and the UV wavelength
and the BPA amount (b, d), as predicted by the EA optimization on the basis of the ANN2-IMP model after 1, 5 and 10
generations (a, b) as well as after 20, 47 and 68 generations (c, d).

mization procedure. In Fig. 7a–d, a set of 50 optimal conditions
is depicted, as calculated by the EA optimization of the ANN2-
PD model.

Since there are four different factors for this model, two
plots are produced for each generation, one corresponding to
the optimal values of the actual amount of silver and pH and
another corresponding to the optimal values of the UV wave-
length and the initial BPA amount. The same figures have been
plotted for three different generations at the early stages of the
optimization (i.e., generations 1, 2 and 10, cf. Fig. 7a and b) as
well as for three generations at the middle and final stages of
the optimization (i.e., generations 16, 39 and 56, cf. Fig. 7c and
d). This illustration reveals the convergence of the optimiza-
tion around a unique set of optimal conditions (cf. Table 7). In
this specific case, the convergence was achieved after 56 iter-
ations, according to the convergence criterion defined earlier
in this Section. Note that the predicted optimal value of kapp

is significantly increased with respect to the experimentally
measured values.

Fig. 8a–d presents the corresponding plots of the same opti-
mization problem but for the impregnation method (i.e., on the
basis of ANN2-IMP). In this case, several local maxima seem
to exist so the optimization does not converge around one
single set of optimal conditions. The conditions reported in
Table 7 are the ones that lead to the maximum attaint value
of the apparent rate constant and correspond to the set of

points located on the right in Fig. 8c and on the top left in
Fig. 8d. In any case, this method seems to lead to significantly
lower optimal values of the rate constant, in comparison to
the photodeposition method.

3.5.  Optimization  step  2—actual  amount  of  silver  in
the ZnO  photocatalyst

On the basis of the optimal amount of AgNPs defined by the
previous optimization step, a second optimization run was
carried out in order to define the conditions that would result
in the synthesis of a photocatalyst with this optimal amount
of silver nanoparticles. So, in this case, the goal was to mini-
mize the objective function defined by the absolute difference
between the model response (i.e., the actual Ag amount) and
the desired Ag amount, as this was defined in the previous
optimization step. This second step of the optimization study
was based on ANN1 and the results of the EA that was deployed
for the solution of this problem are shown in Table 8. In both
cases, the error between the desired and attained value was
inferior to 0.01%, significantly lower than the associated exper-
imental error of the measurements.

The respective 2D plots of the evolution of the 50 optimal
conditions in terms of the model factors are presented in Figs.
9 a–d and 10 a–d, for the photodeposition and the impregna-
tion methods respectively. Note that, as the number of factors
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Fig. 9 – Presentation of the 50 optimal conditions in terms of the nominal amount of Ag and pH (a, c) and the reaction time
and pH (b, d), as predicted by the EA optimization on the basis of the ANN1-PD model after 1, 5 and 10 generations (a, b) as
well as after 48, 114 and 163 generations (c, d).

is limited to three in this case, both couples that are used in
the plots contain pH as one of the factors.

The results of these optimization runs are quite similar to
the first optimization runs as, once again, the impregnation
method seems to provide several alternatives as local min-
ima, especially in terms of the value of the pH, as becomes
evident in Fig. 10a and c. The photodeposition method, on the
other hand, has a clear minimum of the objective function that
is identified by the EA algorithm already somewhere between
the 10th and 48th iteration, despite the fact that the algorithm
requires more  than 160 iterations to meet the convergence
criterion. Finally, a paradox is observed in both optimization
results since the optimal nominal amount of Ag is lower than
the desired actual amount of Ag. Once again, this is due to the
fact that the models have been trained with experimental data
containing such discrepancies, which are caused by the exper-
imental error associated with the experimental protocol and
the analytical method (Jasso-Salcedo et al., 2014). This should
not be interpreted as an error associated with the modeling
framework or the optimization approach.

4.  Conclusions

In the present work, a modeling framework on the basis of
artificial neural networks was presented for the simulation of
the effects of two important stages of a photocatalytic pro-

cess, namely the catalyst synthesis and the photodegradation
experiments, on the final photodegradation performance of
the synthesized photocatalyst. In this respect, a two-stage
ANN model was developed, connected by means of introduc-
ing the response of the first model as a factor to the second
model. The developed models were subsequently introduced
in an optimization study, carried out with the aid of an evolu-
tionary algorithm and comprised also of two  steps. Through
this integrated approach, it has been possible to study simul-
taneously the effects of a series of important conditions
associated with two totally distinct stages of the process and
to connect the initial photocatalyst synthesis conditions with
its final photodegradation performance.

By means of the developed models, the effects of pH,
nominal amount of silver nanoparticles introduced in the sus-
pension and reaction time were assessed in terms of their
effects on the actual amount of silver nanoparticles that are
finally retained on the ZnO surface. At the same time, this
amount of attached silver along with the pH, the light wave-
length and the initial contaminant amount present in the
photodegradation experiments were studied in terms of their
effect on the photodegradation performance of the synthe-
sized photocatalyst. This performance was associated with an
apparent rate constant, thus eliminating the time from the
factors of the photodegradation tests.
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Fig. 10 – Presentation of the 50 optimal conditions in terms of the nominal amount of Ag and pH (a, c) and the reaction time
and pH (b, d), as predicted by the EA optimization on the basis of the ANN1-IMP model after 1, 5 and 10 generations (a, b) as
well as after 26, 60 and 87 generations (c, d).

The decoupling of these two processes that was proposed
in this study allowed a better understanding of the nature of
the indisputable indirect bond that exists between them. In
this respect, it has been shown that an intermediate quality
criterion of the photocatalyst, namely the actual amount of
silver attached to the ZnO surface that, in turn, can only be
controlled by the photocatalyst synthesis conditions, displays
a direct effect on its photodegradation performance. Finally,
by investigating two  different methods of the photocatalyst
synthesis, namely a photodeposition and an impregnation
method, the study has also demonstrated that it can display
an important effect on the final photodegradation efficiency
of the photocatalyst.
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4. Polymer Recycling

The greatest threat to our planet is the belief that someone else will save it...

R. Swan

4.1 The role of modeling towards the development of sustainable polymer processes

The two previous chapters were primarily focused on the methodological approach of the dif-

ferent applications, in terms of the implemented modeling technique (or combination of tech-

niques). In this sense, the principal advantages and drawbacks of the different modeling approaches

were illustrated through a series of studies. In this section, the focus is placed on the nature and

the characteristics of the applications. In fact, a single application is presented here, which is part

of a long-lasting study that is still under development, concerning the polymerization of styrene in

the presence of used tire particles 1.

The main objective of this study is to respond to a major environmental problem of modern

society, related to the over-accumulation of used tires of light and/or heavy vehicles, through the

synthesis of materials with interesting mechanical properties. The idea is based on creating an

analog of the commercial thermoplastic high-impact polystyrene (HIPS), by substituting the dis-

persed rubber phase within the matrix of polystyrene (PS) with particles of used tire rubber (also

known as Ground Tire Rubber, GTR). To this end, GTR, which is commercially obtained directly

in the form of micrometric powder, free of the fabric and metallic parts of automotive tires, needs

to be dispersed in the matrix of PS during the synthesis of this latter. This can be achieved via in

situ polymerization of styrene in the presence of these particles, in view of promoting the direct
1At the time of the final publication of this HDR report, the presented manuscript was still under review by the

journal "Chemical Engineering Science"

101



grafting of PS on GTR (i.e., the creation of covalent bonds between the growing PS chains and the

particles of GTR).

The main factors controlling the final properties of the produced polymer are the PSD of the

GTR particles and the relative ratio of grafting reactions over the respective homopolymerization

reactions of styrene that inevitably take place in the reacting mixture, around the particles and

in parallel to the grafting reactions. The level to which the PSD can be controlled is somewhat

limited, due to relevant technological constraints of the available grinding techniques. As a result,

the average particle size of GTR is in the order of several hundreds micrometers.

Regarding the kinetic developments, the situation becomes even more complex since, in con-

trast to the pure polybutadiene rubber that is used in the production of HIPS, the particles of GTR

are composed of a mixture of different elastomers (i.e., commonly between three to five elastomers

at different proportions) and additives that are typically included in the composition of the tires to

infer to them better traction, higher resistance and increased longevity. In addition, this composi-

tion will vary depending on the source and the type of the tires.

As expected, the different elastomers of the GTR particles will not display the same affinity

towards the radicals that are present during the polymerization of styrene, which may affect the

course of the grafting reactions. In addition, some of the additives, as is the case of carbon black,

a typical reinforcing filler that is commonly introduced in rubber formulations, possess chemical

groups susceptible to react with other species that participate in the polymerization (i.e., styrene or

the initiator agent), thus inducing an accelerating, retarding or even inhibiting effect on the course

of the polymerization.

This system has made the subject of several studies in LRGP, that have been primarily carried

out within the framework of two consecutive PhD dissertations [36, 37]. It is worth noting at this

point, that the above described grafting polymerization system is only the first stage of a series

of subsequent thermomechanical modification steps of the polymer obtained from the reactor, in

order to produce a final product with enhanced mechanical properties. The rest of the process

being limited, in terms of eventual communication actions, due to a pending patent submission,
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the reported studies concern solely the grafting polymerization stage.

Accordingly, an experimental study has been carried out using differential scanning calorime-

try, in an attempt to shed more light to the kinetic developments taking place in the mixture, under

different GTR loading, initiator content and reaction temperatures [38]. This study has clearly

shown that, depending on the type of initiator agent that is used to initiate the polymerization, the

relative extent of grafting reactions, as well as that of side-reactions with the participation of carbon

black, may vary significantly. As a continuation to this experimental study, a phenomenological

modeling framework was recently developed to describe the observed phenomena. This modeling

study, that is presented in this section, is based on a styrene homopolymerization kinetic model,

that is used as initial validation point and reference for the extension to the grafting reactions. The

developed kinetic model is initially compared against reported experimental data, derived from

various sources, to verify its validity on the styrene polymerization system in the absence of GTR.

At a second stage, a series of additional chemical reactions are introduced in the proposed kinetic

scheme to describe the observed behavior of the system in the presence of GTR. For the tuning and

validation of this part of the model, the experimental data that were generated in the framework of

the aforementioned DSC study [38] are used.

The proposed modeling framework for this extremely complex reactive system is novel and

succeeds in describing with good accuracy the evolution of the monomer conversion under differ-

ent reaction conditions, in terms of the GTR content, the initiator concentration and the reaction

temperature. However, the available data were not sufficient to allow for a more profound study,

notably concerning the behavior of the system under a wider range of GTR compositions, as well

concerning the molecular weight developments of the produced polymer. Accordingly, another

study is currently underway, within the framework of a project funded by the Carnot Institute (cf.

Chapter 5 and Appenddix ??), that will allow the substantial enrichment of the experimental data.

This project will also include the development of a complementary data-driven model, that will be

combined with the existing phenomenological one in view of extending the predictive capacity of

the new hybrid model in terms of the properties of the produced polymer.
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Abstract

A novel modeling framework is presented for the peroxide-initiated radical

polymerization of styrene, in the presence of ground-tire rubber particles.

The model takes into account the previously observed effects of the rubber

particles, and their highly-reactive additives, on the course of the polymeriza-

tion. To this end, a generalized kinetic mechanism is proposed, on the basis

of a typical styrene homopolymerization scheme, including also a series of

additional chemical reactions that are implemented to describe the deviation

of the system from the respective homopolymerization case when ground-tire

rubber is present in the mixture. This deviation is mainly manifested through

an accelerated peroxide decomposition and significant retardation and inhi-

bition of the reaction and displays a non-linear dependence on the contents

of rubber particles and initiator. The proposed model succeeds in predicting

this behavior under different reaction conditions, while its generality makes it
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suitable for implementation in other similar grafting polymerization systems.

Keywords: styrene, radical polymerization, ground-tire rubber, kinetic

model, method of moments, peroxide

1. Introduction

Automobile tires constitute an irreplaceable product of modern every-

day life and an example of continuous scientific research and advancements

in terms of its durability and performance. At the same time, they also

constitute a significant source of pollution since an important part of end-

of-life tires (i.e., tires that can no longer be used on automobiles, even after

retreading) end-up in land fills or are burnt for energy recovery. Hence, an

increasing scientific interest is nowadays directed towards the exploitation of

eventual solutions to this ecological problem [1, 2, 3]. This need is further

amplified by the increasing global demand in reducing, reusing and recycling

plastic waste, since a significant proportion of tires is composed of a mixture

of elastomers (i.e., rubber) [4].

In this respect, a promising solution consists in mechanically grinding

the rubber part of tires, after removal of tissue and metallic parts, to form

a powder of micrometric particles that can be subsequently used as raw

material for new products and applications. For example, this powder, which

is commercially called Ground Tire Rubber, GTR, is often used to modify

the mechanical properties of new polymeric materials. For instance, it can be

employed as a filler of otherwise brittle polymers, such as polystyrene (PS)

[5], to improve their stress cracking resistance and their impact strength

[1, 6, 7].
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The addition of pure rubber particles of nanometric size to the matrix

of PS, a brittle thermoplastic commodity polymer of a very wide range of

applications, is a well-established commercial process that imparts significant

strength to the final polymeric product, commercially known as high-impact

polystyrene (HIPS) [4, 5, 8]. Accordingly, an idea that has been followed

by several research studies focuses on replacing the fresh rubber with GTR

particles in an attempt to achieve a similar improvement in the mechanical

properties of polystyrene [9, 10, 11]. This idea is even more interesting as

it promotes, at the same time, the recycling of used tires within a general

sustainability perspective.

However, a simple mixing of the two materials (i.e., of pure PS and GTR)

does not result in the expected outcome as the two phases display low adhe-

sion towards one another. Hence, the produced blend is highly heterogeneous,

with respect to the dispersion of the GTR particles within the PS matrix,

thus severely limiting the improvement of its stress cracking resistance. Sev-

eral solutions have been proposed to overcome this low adhesion by targeting

its main sources, including compatibilization techniques and surface modifi-

cation treatments of GTR. Among them, a particularly interesting strategy

is to render the two phases compatible by grafting the polymer directly onto

the surface of the GTR particles via in-situ radical polymerization [1, 12, 11].

When particulate fillers are present in radical polymerization systems,

they may often interact with other reactive species that are present in the

mixture, thus affecting the kinetic developments and the overall course of

the polymerization. The degree to which these effects may be more or less

pronounced depends mainly on the filler’s physicochemical characteristics as
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well as on the nature of the system. As a result, the polymerization may be

mildly or significantly accelerated or retarded, in terms of the evolution of the

monomer conversion and/or the chain length characteristics, by the presence

of a filler that displays strong interactions with other reactive components of

the system (e.g., the monomer(s) or the initiator agent(s)) [4, 13, 14].

GTR has been shown to display such effects when present in radical poly-

merization systems. For example, when added to acrylate polymerization

systems, such as methyl methacrylate (MMA), glycidyl methacrylate (GMA)

and hydroxy ethyl methacrylate (HEMA), initiated using benzoyl-peroxide

(BPO), an acceleration of the course of the polymerization was observed

[13]. At the same time, the presence of GTR in the radical polymerization of

styrene displayed an overall inhibition effect, when BPO was used as initiator,

but when an azo-initiator, such as azobis(isobutyronitrile) (AIBN), was used

instead of BPO, its impact was merely observed [11, 15]. Previous studies

[13, 16, 17, 18, 19, 20, 21, 22] have pointed out that important interactions

may take place between peroxide initiators and active groups that exist on

the surface of carbon black (see Scheme 1), the most widespread reinforcing

agent of rubber tires. However, these interactions may be of different nature

and extent in different reactive systems. In this respect, the way in which

GTR may affect the course of the polymerization, displaying an overall ac-

celerating or inhibiting effect on different polymerization systems, has been

attributed [13, 23] to the e-value of the monomers, which is characteristic of

their polarity and reactivity, as defined in the original work of Alfrey and

Price [24].

In an attempt to elucidate these effects, differential scanning calorimetry
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Scheme 1: Aromatic layer plane of carbon black with different functional

groups [25].

(DSC) has been used, in the framework of a previous work, to study the

bulk radical polymerization of styrene in the presence of different amounts

of GTR [23]. The results of that study confirmed that the presence of GTR

displays a significant inhibition effect on the course of the peroxide-initiated

polymerization. They also revealed that these effects were more pronounced

at GTR content of around 30% wt and that a further increase of its content

did not necessarily aggravate the observed inhibition effects, thus suggesting

the interplay of ”coverage” or ”masking” phenomena of the carbon black

surface active groups. Finally, the findings of that study, including the cal-

culation of the apparent activation energy of the polymerization under the

different tested conditions, were also in line with a previously reported ef-

fect of accelerated decomposition of peroxide initiators, also induced by the
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presence of carbon black [13, 16].

Following up on that experimental study, this work presents a comprehen-

sive modeling framework for the radical bulk polymerization of styrene that

is consistent with the observed evolution of the system, both in the absence

and in the presence of GTR. The proposed model is based on an extended ki-

netic scheme that includes the typical chemical reactions that are commonly

encountered in styrene homopolymerization studies, as well as chemical reac-

tions that have been introduced to simulate the effects observed when GTR

is added to the system. For the calibration and the validation of the model,

a series of experimental data have been collected from different literature

studies, initially corresponding only to the case of pure styrene homopoly-

merization. These data were then enriched with additional experimental data

produced in the framework of this study, including DSC measurements [23]

and bench-scale solution polymerization runs [26], both in the presence and

in the absence of GTR.

The mathematical modeling of the radical polymerization of styrene has

been extensively studied and several modeling frameworks have been pro-

posed. The reported works of the group of Hamielec [27, 28, 29, 30], as well

as the work of Mayo [31], were certainly pioneering in the domain and have

set the grounds for later modeling developments. In the following years, the

diffusion-controlled phenomena, governing the termination, propagation and

initiation reactions, were also extensively analyzed and different models were

proposed to describe them [32, 33, 34]. Among the relatively more recent

studies, one can distinguish the works published by Penlidis [35, 36], Ko-

toulas et al. [37] and, more recently, Woloszyn [38, 39], since they present
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accurate models combining thermal and chemical initiation mechanisms and

diffusion phenomena, explore the cases of multifunctional initiators and focus

on parametric identification problems.

Several studies are also reported for the modeling of styrene radical poly-

merization i0ncluding grafting mechanisms. A very early study, published

by Manaresi et al. [40], presented a kinetic mechanism that included grafting

reactions of styrene on pure 1,4-polybutadiene and a corresponding kinetic

model. A series of relevant studies has also been published by Cameron

and coworkers, extending over a long period of time and including different

systems in terms of rubber polymers (e.g., polybutadiene and polyisoprene)

and monomers (e.g., styrene and methyl-methacrylate) [12, 41, 42]. Simi-

larly, Huang and Sundberg [43, 44, 45, 46] published a series of studies on

the grafting mechanisms of different monomers (i.e., styrene, methyl acry-

late and methyl methacrylate) on polybutadiene, in the presence of various

initiators and on the basis of a detailed kinetic mechanism, including ho-

mopolymerization and grafting reactions. Meira and coworkers also presented

detailed kinetic models on the production process of high-impact polystyrene

(HIPS) [47, 8]. More recent modeling studies can also be found in the rele-

vant literature, with slight modifications in terms of the reacting components

and/or the process [48, 49, 50]. In certain cases, inhibition reactions were

also included in the proposed kinetic mechanisms to account for the effect

of impurities, or other additives, that could be present in the mixture and

could lead to the termination of growing radicals [8]. However, to the best

of the authors’ knowledge, the presence of used tire rubber particles in the

styrene radical polymerization system has not yet been addressed by any
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modeling study. Note that, as mentioned above, GTR is a mixture of differ-

ent rubbers and additives whose exact composition and structure are often

unknown. This is a major difference with respect to the aforementionned

works on well-identified elastomers. The present work is the first attempt

to propose a complete kinetic modeling framework of this system, capable

of describing the evolution of the polymerization both in the absence (i.e.,

homopolymerization case) and in the presence of used tire particles as well

as the effects of the contents of the GTR and additives on the course of the

polymerization.

2. Experimental

2.1. DSC experiments

All DSC measurements were carried out in a Q2000 calorimeter of TA

Instruments, using hermetic aluminum pans, specifically adapted for volatile

products. Two consecutive isothermal scans were performed with an inter-

mediate cooling step down to 50 °C. All the reagents used, namely, styrene

monomer (with a purity ≥ 99.5% and stabilized with ∼ 0.005% of 4-tert-

butylcatechol) and BPO (75%, remainder water), were purchased from Sigma-

Aldrich and used without further purification. Commercial GTR, in the form

of powder, was obtained from DeltaGom France and was used without pu-

rification. The relevant details about the sample preparation process, the

scanning and recording details, as well as the exploitation of the recorded

data, can be found elsewhere [23].
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2.2. Bench-scale polymerization experiments

Isothermal solution homopolymerization of styrene, in toluene, was car-

ried out in an agitated batch reactor of total volume capacity of 1 liter [26].

Styrene was purified, prior to the polymerization, by filtration in an alu-

minum oxide (Al2O3) column. The initial mass of toluene in the system was

equal to that of styrene in all experiments. Polymerizations were performed

at 80 °C and 90 °C. BPO was previously dissolved in the solvent and the

mixture was introduced in the reactor and purged with nitrogen atmosphere

during 20 minutes under permanent agitation. Subsequently, the monomer

was added and the medium was heated to the reaction temperature at 2 °C

/min. The total reaction time was 4 to 6 h, under permanent stirring at

300 rpm. The degree of monomer conversion was measured by gravimetry

and the number- and weight-average molecular weights were determined by

size exclusion chromatography (SEC), using a refractive index Obtilab REX

(RI) detector and a multi-angle light scattering MALS WYATT mini dawn

TREOS detector, in combination with three separation columns PLgel with

pore sizes of 100 Å, 1000 Å and 105 Å. Measurements were carried out at a

flow rate of 1 mL/min in THF at 40 °C, at a concentration of about 6 to 8

mg/mL.

3. Polymerization kinetic mechanism

The following kinetic scheme was employed to account for all possible

reactions taking place in the system, both in the absence and in the presence

of GTR:

• Chemical initiation
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– Thermal decomposition of initiator:

I
kd,f1−−−→ 2PR (1)

– Decomposition of initiator induced by carbon black:

I + CB
kdCB ,f2−−−−→ PRl (2)

– Free radical initiation:

M + PR
kI−→ R1 (3)

– Formation of grafted primary radicals:

G+ PR
kIG−−→ GPR (4)

– Grafted radical initiation:

M +GPR
kpG−−→ GR1 (5)

– Initiation of reduced-activity free radicals:

M + PRl
α·kI−−→ P1 (6)

– Initiation of reduced-activity grafted radicals:

G+ PRl
α·kIG−−−→ GP1 (7)

• Thermal initiation

– Diels-Alder dimerization of styrene:

2M
k1←→
k−1

AH (8)
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– Initiation from Diels-Alder adduct (AH):

AH +M
k2−→ AR +MR (9)

– Initiation from 1-phenyltetralyl radical (AR):

AR +M
kA−→ R3 (10)

– Initiation from styryl radical (MR):

MR +M
kB−→ R2 (11)

– Trimerization reaction of Diels-Alder adduct:

AH +M
kC−→ D3 (12)

• Propagation:

– of free radicals:

M +Rn
kp−→ Rn+1 (13)

– of grafted radicals:

M +GRn

kpG−−→ GRn+1 (14)

– of reduced-activity free radicals:

M + Pn
α·kp−−→ Pn+1 (15)

– of reduced-activity grafted radicals:

M +GPn
α·kpG−−−→ GPn+1 (16)
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• Transfer:

– to monomer from free radicals:

M +Rn

kfm−−→ Dn +R1 (17)

– to adduct from free radicals:

AH +Rn

kfAH−−−→ Dn + AR (18)

– to monomer from grafted radicals:

M +GRn

kfmG−−−→ GDn +R1 (19)

– to adduct from grafted radicals:

AH +GRn

kfAHG−−−−→ GDn + AR (20)

– to GTR from free radicals:

G+Rn

kfG−−→ Dn +GPR (21)

– to primary-radicals from free radicals

Rn + PR
ktPR−−−→ Dn (22)

– to primary-radicals from grafted radicals

GRn + PR
ktPRG−−−→ GDn (23)

• Scission (induced by primary-radicals):
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– of free polymer

PR +Dn
ks−→ Rm +Dn−m (24)

– of grafted polymer

PR +GDn
ksG−−→ Rm +GDn−m (25)

• Termination:

– by combination of free radicals

Rn +Rm
ktc−→ Dn+m (26)

– by disproportionation of free radicals

Rn +Rm
ktd−→ Dn +Dm (27)

– by combination between free and grafted radicals

Rn +GRm
ktcG−−→ GDn+m (28)

– by disproportionation between free and grafted radicals

Rn +GRm
ktdG−−→ Dn +GDm (29)

– between free and reduced-activity radicals

Rn + Pm
α·ktc/td−−−−→ Dn+m/Dn +Dm (30)

– between grafted and reduced-activity radicals

GRn + Pm
α·ktcG/tdG−−−−−−→ GDn+m/GDn +Dm (31)
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– between free and reduced-activity grafted radicals

Rn +GPm
α·ktcG/tdG−−−−−−→ GDn+m/Dn +GDm (32)

– between reduced-activity radicals

Pn + Pm
α2·ktc/td−−−−−→ Dn+m/Dn +Dm (33)

• Radical deactivation by carbon black:

– of primary-radicals

PR/GPR + CB
kdea−−→ DPR (34)

– of MR radicals

MR + CB
kdea−−→ D1 (35)

– of AR radicals

AR + CB
kdea−−→ D2 (36)

– of free radicals

CB +Rn
kdea−−→ Dn (37)

– of grafted radicals

CB +GRn
kdeaG−−−→ GDn (38)

– of reduced-activity free radicals

CB + Pn
α·kdea−−−→ Dn (39)

– of reduced-activity grafted radicals

CB +GPn
α·kdeaG−−−−→ GDn (40)

14



All symbols are described in the Nomenclature (section 7). The postu-

lated kinetic scheme contains all the chemical reactions that are commonly

encountered in studies of the radical polymerization of styrene, including

both chemical and thermal initiation mechanisms (i.e., reactions (1), (3), (8)-

(12)), propagation, transfer and termination reactions (i.e., reactions (13),

(17)-(18), (22), and (26)-(27)), as well as scission reactions by primary rad-

icals (i.e., reaction (24)), as reported in some studies [38, 39]. Note that, a

much simpler thermal initiation mechanism has been proposed by Hui and

Hamielec [29], employing a single kinetic chemical reaction. Although this

mechanism is attractive and has been adopted by several subsequent stud-

ies, it limits the flexibility of the model in terms of its possibility to track

the intermediate species, such as the Diels-Alder adduct, which may partici-

pate in other reactions (e.g., transfer reactions). Thus, the complete thermal

initiation mechanism, reported in Kotoulas et al. [37] and in other similar

modeling studies [38, 39], has been adopted in this work.

In addition to the above, a series of additional chemical reactions are

included in this general kinetic scheme to simulate the kinetic developments

taking place in the system in the presence of GTR. These have been employed

in accordance to the effects observed previously and reported in the litera-

ture [13, 23]. More specifically, these effects can be broadly classified into

two general categories. The first one includes the grafting reactions, describ-

ing the formation of radicals on the surface of the GTR particles and their

subsequent participation in the polymerization reactions (i.e., reactions (4)-

(5), (7), (14), (16), (19)-(21), (23), (25), (28)-(29), (31)-(32), (34), (38) and

(40)). The second category includes the reactions of catalyzed decomposi-

tion of the initiator (i.e., reaction (2)) and radical deactivation (i.e, reactions
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(34)-(40)), both induced by the presence of carbon black in the formulation

of GTR. The observed retardation effect, also attributed to the presence of

carbon black [13, 17, 16], has been included in the kinetic scheme by the fact

that the carbon black-induced initiation leads to the formation of radicals of

reduced activity with respect to the radicals formed by the classical chemical

and thermal initiation mechanisms. These are denoted as PRl, Pn and GPn,

for the primary-radicals, the free radicals and the grafted ones, respectively.

Accordingly, the overall inhibition/retardation effect of carbon black is taken

into account by considering that its presence will either lead to complete or par-

tial deactivation of primary radicals. In this sense, the consideration of additional

chemical reactions for the deactivation of reduced-activity primary radicals has

been considered redundant in terms of its effect on the overall course of the poly-

merization and has not been included in the kinetic scheme. Note that, the two

aforementioned general categories, grafting and catalyzed initiator decomposition,

are not independent of one another as some reactions of the proposed kinetic

scheme belong to both of them (e.g., reactions (7) and (31)).

From the above, it becomes obvious that the postulated kinetic scheme dis-

plays a general form, allowing the incorporation of different effects and observed

phenomena. In the case of the absence of GTR, the kinetic scheme reduces to

the typical homopolymerization case. This is taken into account in the proposed

model by setting the quantity of GTR equal to zero, without the necessity to

modify any other parameter or equation of the model. A global set of kinetic rate

constants has been identified and employed for the simulation of all tested cases

and conditions, either in the presence of GTR or for the pure homopolymeriza-

tion system. Two different peroxide initiators have been tested, namely dicumyl

peroxide (DCP) and BPO. DCP has been implemented in order to compare the

results of the model with reported homopolymerization data [37]. On the other

16



hand, BPO has been shown to display more interesting behavior in terms of its

interactions with carbon black and, as such, has been extensively tested by the

present model.

To avoid the multiplication of the parameters of the model, the reduced activity

of the carbon black-initiated radicals has been taken into account by a correcting

coefficient, α. Accordingly, the kinetic rate constant of a chemical reaction con-

taining reduced-activity radicals has been considered equal to the rate constant of

the respective reaction of normal-activity radicals, multiplied by α. In the case of

reactions between reduced-activity radicals, the respective rate constant has been

multiplied by α2. Details about the parameters of the model are given later in

section 4.5. Note also that some of the postulated chemical reactions have been

denoted in a condensed form to avoid redundant repetitions. This is, for example,

the case with the termination reactions including grafted and/or reduced-activity

radicals, where the combination and disproportionation reactions have been con-

densed in a single chemical reaction (i.e., Eqs. (30)-(32)).

4. Model developments

On the basis of the postulated general kinetic scheme (i.e., reactions (1)-(40)),

the net rates of production of the different species that are present in the reacting

mixture can be established. They are divided into the rates of the macromolecular

and the non-macromolecular species. The first category includes the free, grafted

and reduced-activity radicals as well as the free and grafted polymer chains, while

the second category includes all the remaining species, such as initiator agents,

styrene, GTR, carbon black, primary radicals, AH adduct and AR and MR radi-

cals. Note that, in this study, GTR has been considered as a non-macromolecular

species, despite its macromolecular nature. In fact, in the framework of the present

kinetic model, GTR participates in the kinetic developments by its chemical groups
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that are exposed to the rest of the reacting species and are prone to react. As such,

it is not the macromolecular character of the different elastomers, that are present

in the formulation of GTR, that constitutes an element of interest for the model,

but rather the quantity of these groups. This quantity is denoted in the model

equations by G and details on its calculation are given later in the text (see Eq.(65)

in section 4.4).

Finally, it should be noted that the present approach is based on the assump-

tions of i) chain-length independent rate constants for all the reactions and ii)

homogeneous reacting mixture. In fact, the majority of previous modeling studies

of the system of rubber-grafting polymerization have treated the system as homo-

geneous, with some exceptions where a heterogeneous approach was implemented

mainly to describe the phase-inversion stage of the formation of HIPS [8, 49]. The

consideration of mass transfer and diffusion phenomena within the structure of

GTR is expected to provide a more realistic representation of the system, notably

at high GTR loading, as well as a more plausible concentration profile of the differ-

ent species at the grafting sites. However, this would further complicate the model

and increase its number of parameters. It would also necessitate accurate relevant

measurements that, for the moment, are not reported for this system. In this re-

spect and considering the nature of the systems and the conditions studied in this

work, the aforementioned diffusional limitations, beyond the point to which the

difference in the kinetic rate constants between grafting and homopolymerization

reactions can capture, have been considered negligible.

4.1. Rate functions of the macromolecular species

In this section, the development of the net rate of production of only one

macromolecular species is presented, namely that of the free radicals of size ‘n’,

Rn, while the rest of the rate functions are presented in detail in Appendix A:
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rRn =

(
kI · [PR] · [M ] + kfm · [M ] ·

∞∑

k=1

[Rk]

)
· δ(n− 1)

+ kA · [AR] · [M ] · δ(n− 3) + kB · [MR] · [M ] · δ(n− 2)

+ kp · [M ] · ([Rn−1]− [Rn])− (kfm · [M ] + kfAH · [AH]) · [Rn]

+ ks · [PR] ·
∞∑

k=n+1

[Dk]− (ktc + ktd) · [Rn] ·
∞∑

k=1

[Rk]

− ktPR · [PR] · [Rn] +

(
kfmG · [M ] ·

∞∑

k=1

[GRk]

)
· δ(n− 1)

− kfG · [G] · [Rn] + ksG · [PR] ·
∞∑

k=n+1

[GDk]

− (ktcG + ktdG) · [Rn] ·
∞∑

k=1

[GRk]− kdea · [CB] · [Rn]

− α · [Rn] ·
(

(ktc + ktd) ·
∞∑

k=1

[Pk] + (ktcG + ktdG) ·
∞∑

k=1

[GPk]

)

(41)

In the above equation, the rate of production of Rn, rRn is expressed in units

of molar concentration over time (i.e., mol.l−1.min−1), while the molar concentra-

tions of the different species (i.e., in mol.l−1) are denoted with the use of brackets

[ ]. Also, δ(n− 1) is the Kroenecker’s delta, given by:

δ(n− i) =





1 for n = i

0 for n 6= i

(42)

4.2. Method of Moments

Since the rate functions of the macromolecular species (Eq.(41) and Eqs.(A.1)-

(A.5)) are described with respect to their chain length, the resulting system of

differential equations (see Eqs.(62)-(63)) will be of size equal to the considered
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maximum chain-length. In this respect, one of the most commonly employed

techniques to reduce the size of the system and the associated computational effort

is the method of moments [51]. It is a widely-used technique that is based on the

statistical representation of the average molecular properties of the macromolecular

species in terms of the leading moments of their number-chain-length distribution.

Accordingly, one can define the moment of order k, for the free radicals, Rn, as:

λk =

∞∑

n=1

nkRn (43)

The moments for the rest of the macromolecular species can be defined ac-

cordingly. Following the above definition, the rate function of the free radicals

(Eq.(41)) can be readily transformed to express the rate function of their leading

moments:

rλk = kI · [PR] · [M ] + kfm · [M ] · λ0

+ 3k · kA · [AR] · [M ] + 2k · kB · [MR] · [M ]

+ kp · [M ] ·
(

k∑

r=0

(
k

r

)
λr − λk

)
− (kfm · [M ] + kfAH · [AH]) · λk

+ ks · [PR] · T1 − (ktc + ktd) · λk · λ0 − ktPR · [PR] · λk

+ kfmG · [M ] · ν0 − kfG · [G] · λk + ksG · [PR] · T1G − (ktcG + ktdG) · λk · ν0

− kdea · [CB] · λk − α · λk · ((ktc + ktd) · θ0 + (ktcG + ktdG) · ω0)

(44)

In the above expression,
(
k
r

)
denotes the binomial coefficients and T1 and T1G
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are given by:

T1 =
k∑

m=0

Bm
k −m+ 1

(µk−m+1 − µ0) ; T1G =
k∑

m=0

Bm
k −m+ 1

(ξk−m+1 − ξ0)

(45)

with the Bernoulli numbers defined as:

B =

[
1, −1

2
,

1

6
, 0, ...

]
(46)

The notation of the different moment species is defined in the Nomencla-

ture section and the corresponding rate functions are detailed in Appendix A

(Eqs.(A.6)-(A.10)).

4.3. Rate functions of the non-macromolecular species

The net production rates of the non-macromolecular species of interest can be

defined on the basis of their participation in the different chemical reactions of the

postulated general kinetic scheme (Eqs.(1)-(40)):

• Styrene monomer, M

rM = − (kI · [PR] + (kp + kfM ) · λ0) · [M ]

− ((k2 + kC) · [AH] + kA · [AR] + kB · [MR]) · [M ]

− (kpG · ([GPR] + ν0) + kfmG · ν0) · [M ]

− 2 · k1 · [M ]2 + 2 · k−1 · [AH]− α · kI · [PRl] · [M ]

− α · (kp · θ0 + kpG · ω0) · [M ]

(47)

• Ground Tire Rubber, G

rG = − (kIG · ([PR] + α · [PRl]) + kfG · λ0) · [G] (48)
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• Carbon Black, CB

rCB = − (kdCB · [I] + kdea · (λ0 + α · θ0) + kdeaG · (ν0 + α · ω0)) · [CB]

− kdea · ([PR] + [GPR] + [AR] + [MR]) · [CB]

(49)

• Initiator, I

rI = − (kd + kdCB · [CB]) · [I] (50)

• Diels-Alder adduct, AH

rAH = k1 · [M ]2 − (k−1 + (k2 + kC) · [M ]) · [AH]

− (kfAH · λ0 + kfAHG · ν0) · [AH]
(51)

• Styryl radicals, MR

rMR = k2 · [AH] · [M ]− kB · [M ] · [MR]− kdea · [MR] · [CB] (52)

• 1-Phenyl tetraryl radicals, AR

rMR = ki · [AH] · [M ]− kA · [M ] · [AR]

+ (kfA · λ0 + kfAG · ν0) · [AH]− kdea · [AR] · [CB]
(53)

• Primary radicals, PR

rPR = 2 · f1 · kd · [I]− kI · [M ] · [PR]

− kIG · [G] · [PR]− (ks · µ0 + ksG · ξ0) · [PR]

− (ktPR · λ0 + ktPRG · ν0 + kdea · [CB]) · [PR]

(54)

• Grafted primary radicals, GPR

rGPR = kIG · [G] · [PR]− kpG · [M ] · [GPR] + kfG · [G] · λ0

− kdea · [CB] · [GPR]
(55)
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• Reduced-activity primary radicals, PRl

rPRl = f2 · kdCB · [CB] · [I]− α · (kI · [M ] + kIG · [G]) · [PRl] (56)

• Deactivated primary radicals, DPR

rDPR = kdea · [CB] · ([PR] + [GPR]) (57)

It should be noted that the deactivated primary radicals, DPR, do not par-

ticipate in any other reaction and, thus, the rate function of their concentration

(Eq.(57)) serves only in the overall mass balance check. For the calculation of the

evolution of the concentration of the different primary radical species (i.e., PR,

GPR and PRl), as well as for the Diels-Alder adduct, AH, the quasi-steady-state

assumption (Q.S.S.A.) has been employed, leading to the following expressions:

• Diels-Alder adduct, AH

[AH] =
k1 · [M ]2

k−1 + (ki + kC) · [M ] + kfAH · λ0 + kfAHG · ν0
(58)

• Primary radicals, PR

[PR] =
2 · f1 · kd · [I]

kI · [M ] + kIG · [G] + ks · µ0 + ksG · ξ0 + ktPR · λ0 + ktPRG · ν0 + kdea · [CB]

(59)

• Grafted primary radicals, GPR

[GPR] =
kIG · [G] · [PR] + kfG · [G] · λ0

kpG · [M ] + kdea · [CB]
(60)

• Reduced-activity primary radicals, PRl

[PRl] =
f2 · kdCB · [CB] · [I]

α · (kI · [M ] + kIG · [G])
(61)
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4.4. Reactor design equations

The reactor design equations, for a batch polymerization system, can be di-

rectly derived for all the species of interest (i.e., non-macromolecular species and

leading moments of the macromolecular species), on the basis of the established

rate functions. In this respect, the resulting system of ordinary differential equa-

tions (ODEs) will be of the form:

dnS
dt

= rS · V (62)

where S denotes the different species of interest and V is the volume of the reacting

mixture, which also varies according to:

dV

dt
= rM ·

(
1

dM
− 1

dP

)
·M0 · V (63)

where M0 is the molecular weight of styrene and dM and dP are the respec-

tive densities of styrene and polystyrene in g.mol−1, calculated by the following

expressions [37]:

dm = 9.236 · 10−1 − 0.887 · T (°C) ; dp = 1.085− 0.605 · T (°C) (64)

The above system of ODEs is completed by the algebraic equations for the

calculation of the concentrations of AH, PR, GPR and PRl (Eqs.(58)-(61)). For

the determination of the initial concentration of G, corresponding to the available

reaction sites on the accessible internal and external surface of the GTR particles,

the following approach has been adopted: the composition of GTR, in terms of

the type and weight fraction of elastomers, as provided by the supplier, has been

considered in order to calculate a theoretical estimation of the molar quantity of

double bonds. This quantity has also been found to coincide with the experimental

24



Scheme 2: Chemical structure of (a)cis-Polysioprene, (b)Styrene-Butadiene

Rubber, (c)cis-1,4-Polybutadiene, (d)trans-1,4-Polybutadiene, (c)Vinyl-1,2-

polybutadiene.

determination of the concentration of double bonds of the elastomer chains of GTR,

which was carried out according to the standard test method for iodine value of

drying oils and fatty acids (ASTM D-1959). Both experimental and theoretical

values were found to be of the order of 3.5 · 10−3 mol of double bonds per gram of

GTR. The composition of GTR is shown in Table 1 while the chemical structures

of the most commonly encountered elastomers in GTR are given in Scheme 2. The

calculated value of double bonds was multiplied by an efficiency factor in the model

(i.e., parameter fGTR) to transform it to available reaction sites, prone to react.

Finally, to account for the exposure and coverage of these possible reaction sites

on GTR, the initial concentration of G was calculated according to the following

expression:
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[G]0 =

(
GRat
GRatc

)6

1 +
(
GRat
GRatc

)6 · [MDB] · fGTR ; GRat =
WGTR

WGTR +WSt
(65)

In the above expression, Grat and Gratc denote the actual mass fraction of

GTR in the mixture and a critical value of this mass fraction, respectively. MDB

is the calculated molar concentration of double bonds of GTR according to the

procedure described previously.

According to the relative literature, there exist two principal mechanisms for

the grafting reactions, namely the addition of radicals to the unsaturated double

bonds of the elastomers of GTR and the mechanism of hydrogen abstraction by

the radicals [4, 11, 12, 41, 52, 42]. The extent to which grafting by any of these

two mechanisms will take place is primarily dictated by the type of radicals and

elastomers as well as by the position of the double bonds (i.e., as pendant side-

chain groups or within the main backbone of the elastomer, see also Scheme 2).

The same factors affect also the competition between homopolymerization and

grafting reactions. In this respect, and given that GTR is composed of a mixture

of different elastomers, as shown in Table 1, the calculation, in the model, of the

quantity of sites of GTR that are prone to participate in grafting reactions has

been based on the above simplified and generalized approach. Thus, the initial

calculation of the amount of double bonds of GTR allows the consideration of

the actual composition and characteristics of GTR, while the implementation of

the parameter fGTR provides a degree of liberty and includes the aforementioned

variations. In addition, the first term of Eq.(65) was introduced to account for the

coverage and masking effects that have been observed for different GTR contents

[23]. In fact, the sigmoidal curve, resulting from the application of Eq.(65), allows

for the consideration of a critical GTR concentration, beyond which the observed
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Table 1: Formulation of GTR.

Elastomer Weigh fraction

Styrene-butadiene rubber 0.4

Polyisoprene 0.3

Polybutadiene 0.2

Butadiene-acrylonitrile rubber 0.05

Isobutylene-isoprene rubber 0.05

effects are gradually attenuated. The previous experimental study of Florez et al.

[23] has shown that this critical concentration should be below 50% of GTR and

the parametric estimation of the model proposed in this work has resulted in a

value equal to 0.43 for this parameter, as shown in Table 2, which is in accordance

with the previous findings. Finally, the initial concentration of carbon black, in

the model, was considered equal to a fixed percentage of [G]0, set to 30% in this

study.

4.5. Kinetic rate constants

The values of the model parameters were estimated in a two-step process, on

the basis of reported values (when available). More specifically, in the first step,

the kinetic rate constants of the reactions corresponding only to the pure ho-

mopolymerization case (i.e., in the absence of GTR) were estimated on the basis

of the available homopolymerization data. Among them, the values of kd,DCP ,

kd,BPO, k−1, k1/k−1, k2 and ktc were taken directly from the relevant literature

[37, 53], as shown in Table 2. The values of kp, kC , kfAH and kfm, were tuned

via the implementation of the Nedler-Mead optimization algorithm of Lagarias

et al. [54], from the optimization toolbox of Matlab, using all the available ho-

mopolymerization data, presented in this work (see Figures 1-4). This concerned
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both pre-exponential factors and activation energies, simultaneously. The values

of these parameters were then kept constant throughout the rest of the estimation

process. In addition to the parameters defined in Table 2, the commonly adopted

assumption of kA = kB = kI = kp has been adopted.

The second step of the estimation process concerned only the model parame-

ters of the reactions related to the presence of GTR in the system. However, given

the fact that, in the framework of this work, the only relevant available data con-

cerned the temporal evolution of monomer conversion, the proposed kinetic model

has been reduced accordingly. In this respect, only the chemical reactions of the

proposed general kinetic scheme that are directly associated with the evolution of

monomer conversion, in the presence of GTR, were considered in the parametric

estimation process (see Table 2). The kinetic rate constants of the rest of the

reactions involving GTR and carbon-black were set to zero. In fact, it would be

meaningless to attempt to estimate at this point the complete set of rate constants

solely on the basis of monomer conversion measurements. A new study has been

launched aiming to acquire additional experimental data on molar mass and graft-

ing efficiency indexes, which will allow the estimation of all the kinetic constants

of the model. Until then, and in the absence of relevant data in the literature, the

present work aims to demonstrate that the proposed unified modeling framework

is capable of predicting the behavior of the system, as observed through the cur-

rently available data, both in the absence and in the presence of GTR. In addition,

it presents a general kinetic scheme that can be implemented for the modeling of

other polymerization systems in the presence of GTR.

Accordingly, the parameters presented in Table 2, besides the previously esti-

mated ones on the basis of the homopolymerization data, were estimated via the

Nedler-Mead algorithm using the DSC data of Florez et al. [23]. More particularly,

an initial set of values was estimated on the basis of the DSC data at 90°C and
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then another one at 120°C. From the values of the parameters obtained for the

two above temperatures, the pre-exponential factor and the activation energy of

kdCB, as well as the linear correlation parameters (i.e., with respect to tempera-

ture) of kpG/kp and kIG/kp were determined via linear regression. On the other

hand, the values of ktcG/ktc, kdea/kp and kdeaG/kdea were kept fixed, as they did

not display significant variation with temperature. Finally, all the parameters,

related to the copolymerization system, were fine-tuned to their final values in an

ultimate optimization step using all available DSC data (i.e., at 85°C, 90°C and

120°C). Note that, the implementation of ratio-coefficients of the rate constants of

reactions involving GTR over their homopolymerization counterparts was made in

an attempt to constrain the number of parameters of the model.

The final set of estimated parameter values, as presented in Table 2, has been

kept constant and unchanged for all the simulations presented in this work, both

in the absence and in the presence of GTR. However, the efficiency factor of the

initiator decomposition (Eq.(1)), f1, was set to a higher value for the simulations

of the DSC data, in order to compensate the expected differences between the ex-

perimental systems in terms of the level of impurities and homogeneity (see Table

2). Finally, some rate constants of reactions related to the pure homopolymer-

ization case (e.g., termination by disproportionation, Eq.(27), transfer to primary

radicals, Eq.(22), as well as scission reactions, Eq.(24), which are expected to have

an impact only when the polymerization is kept to relatively high temperatures for

long periods of time [39]), were also set to zero, in accordance with reported studies

and/or with the generated data. The same was done for their copolymerization

counterparts. These parameters are not reported in Table 2.

The proposed model also takes into account the diffusion controlled phenomena

affecting the reactions of termination, propagation and initiation, also known as

the gel-, glass- and cage-effects, respectively. To this end, the model originally
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proposed by Marten and Hamielec [32] was employed. The equations of this model

are omitted here but can be found in the original study, as well in more recent

studies that have adopted it [39], while the values of its parameters are given in

Table 2. Note that, the model of Marten and Hamielec [32] was adopted in its

complete form, including all the above diffusion-controlled phenomena, for the sake

of completeness and generality in the applicability of the presented kinetic model.
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Table 2: Model parameters

Parameter Value Units Reference

kd,DCP 5.500 · 1017 · exp(−36650/R/T ) min−1 [37]

kd,BPO 2.289 · 1014 · exp(−27233/R/T ) min−1 [53]

kp 1.149 · 109 · exp(−7513/R/T ) l.mol−1.min−1 This work

k−1 6.840 · 103 · exp(−13533/R/T ) min−1 [37]

k1/k−1 6.400 · 104 · exp(−12907/R/T ) l.mol−1 [37]

k2 9.800 · 107 · exp(−23883/R/T ) l.mol−1.min−1 [37]

kC 2.360 · 106 · exp(−21346/R/T ) l.mol−1.min−1 This work

kfm 1.032 · 107 · exp(−10545/R/T ) l.mol−1.min−1 This work

kfAH 7.360 · 107 · exp(−30800/R/T ) l.mol−1.min−1 This work

ktc 7.530 · 1010 · exp(−1677/R/T ) l.mol−1.min−1 [37]

kdCB 2.147 · 10−1 · exp(−1478.7/R/T ) l.mol−1.min−1 This work

log(kpG/kp) 5.34 · 10−2 · T (°C)− 5.1574 - This work

log(kIG/kp) 7.52 · 10−2 · T (°C)− 7.1353 - This work

ktcG/ktc 9.823 - This work

kdea/kp 0.310 - This work

kdeaG/kdea 3.770 - This work

α 3.70 · 10−6 - This work

f1 0.65 (0.83 for DSC data) - This work

f2 0.40 - This work

fGTR 0.53 - This work

GRatc 0.43 - This work

am; ap 1.4 · 10−3; 4.8 · 10−4 K−1; K−1 [39], this work

δ;σ 3.8 · 10−9; 3.7 · 10−9 m;m This work

jc; δc 175; 5.0 · 10−4 −; l.g−1 [39], this work

Acr;Ecr/R 9.0; 1960 g1/2.mol−1/2;K This work

Acrm;Ecrm 0.231; 1670 −; cal.mol−1 [39], this work

A;B;C/B;n 0.4315; 0.7; 0.9; 2.5 −;−;−;− This work

R = 1.9872 cal.mol−1.K−1
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5. Model results and discussion

The model has been initially validated against reported data for the pure

styrene hopolymerization system, in the absence of GTR. Different data sources

and polymerization conditions have been tested to assure its generality and ro-

bustness. Monomer conversion and average molecular weight predictions have

been compared to their respective experimental data, either as specific point pre-

dictions or as complete temporal evolution profiles, depending on the availability

of the data. In all presented cases, the predictions of the model are plotted as

curves and the experimental data as discrete points.

In this respect, Figure 1 compares the experimental data for the temporal

evolution of monomer conversion and average molecular weights, reported in Vil-

lalobos et al. [53], with the respective predictions of the model. It is seen that the

model succeeds in following with great accuracy the evolution of all three experi-

mental data sets. Note that the same set of data has also been used previously as

reference for the validity of other reported models [39].
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Figure 1: Comparison between model predictions and reported experimental data [53];

upper Figure: time evolution of monomer conversion; lower Figure: time evolution of

number-average (left y axis, filled circles and solid curve) and weight-average (right y axis,

filled diamonds and dashed curve) molecular weights. (T = 90 °C; BPO 0.01 mol.l−1;

f1 = 0.65).

Similarly, another set of data that can be used as a reference point, is the one

presented in the work of Kotoulas et al. [37], as it covers a wide range of tempera-

tures and, thus, incorporates the significance of the thermal initiation mechanism.

The comparison of these data, for four different reaction temperatures (i.e., from

120 °C to 150°C), with the respective predictions of the model developed in this

work, are shown in Figure 2. As can be seen, the model succeeds in following with

high accuracy all the monomer conversion time-histories as well as the molecu-

lar weights at the highest temperatures, but under-predicts the average molecular

weights at high monomer conversions, notably for temperatures ≤ 130 °C. The

observed disagreement may be related to the incapacity of the employed gel-effect

model to accurately describe the related phenomena, as also evidenced by the
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fact that this disagreement is principally located in the conversion range where

diffusion-controlled phenomena become very important, marked by the character-

istic s-shape of the curves at these temperatures. In fact, in the original work

of Kotoulas et al. [37], a more comprehensive model has been employed for the

description of the diffusion-controlled phenomena [33], instead of the one selected

here [32]. In any case, the selected gel-effect model was considered to be sufficient

to describe the observed behavior of the rest of the tested data.

Figure 2: Comparison between model predictions and reported experimental data for

different reaction temperatures [37]; left Figure: time evolution of monomer conversion;

upper right Figure: evolution of number-average molecular weight with respect to the

monomer conversion; lower right Figure: evolution of weight-average molecular weight

with respect to the monomer conversion. (Filled circles and solid curves: T= 120 °C; filled

diamonds and dashed curves: T= 130 °C; stars and dash/point curves: T= 140 °C; filled

squares and point curves: T= 150 °C; DCP 4000 ppm; f1 = 0.65).

The model has also been tested on solution polymerization experiments, car-

ried out in a bench-scale reactor, as described in Section 2.2. These experiments
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were realized within the framework of a study that was focused on the final average

molecular weight of the produced polystyrene [26]. As such, not enough interme-

diate data were recorded to allow the tracking of the complete temporal evolution

of the course of the polymerization. Nonetheless, the comparison with the model

predictions, depicted in Figure 3, provides evidence that the model remains coher-

ent in this solution polymerization case as well, under two different polymerization

temperatures.

Figure 3: Comparison between model predictions and experimental data of a solution

polymerization system [26]; left Figure: time evolution of monomer conversion; upper

right Figure: time evolution of number-average molecular weight; lower right Figure: time

evolution of weight-average molecular weight. (Filled circles and solid curves: T= 80 °C;

filled diamonds and dashed curves: T= 90 °C; BPO 0.8 %wt; f1 = 0.65).

The last set of data of pure styrene homopolymerization, on which the model

has been tested, is the DSC data set that has been produced and reported in the

framework of our previous study [23]. This comparison is shown in Figure 4, where

the conversion-time histories are plotted for three different reaction temperatures,
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namely at 85 °C, 90 °C and 120 °C. In all three cases, the model succeeds in

tracking both the initial stages of the reaction as well as the onset of the gel- and

glass-effect stages that are clearly distinct on the curves of the two lowest reaction

temperatures (i.e., marked by the characteristic S-shape of the curves).

Figure 4: Comparison between model predictions and experimental DSC data of the

homopolymerization system [23]. (filled circles and solid curves: T= 85 °C; filled squares

and dot/dashed curves: T= 90 °C; filled diamonds and dashed curves: T= 120 °C; BPO/St

4.6 %wt).

Subsequently, the model has been calibrated and tested over a range of DSC

data, all produced in the framework of the previously reported experimental DSC

study of Florez et al. [23], in the presence of GTR. The first comparison, shown

in Figure 5, concerns the evolution of monomer conversion under different GTR

contents and for a given ratio of BPO initiator to styrene. The case of a pure

homopolymerization, under the same initiator content, is also included to demon-

strate the effect of GTR content on the course of the polymerization. All cases

are isothermal at 90 °C. The observed effects of accelerated reaction during the
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first stage of the polymerization, which is particularly evident in the case of 30%

GTR content, and the overall inhibition, in terms of the final monomer conver-

sion, that is proportional to the content of GTR, are both well-captured by the

model and coherent to the experimental data. This is due to the inclusion, in the

adopted general kinetic scheme, of the reactions of accelerated decomposition of

BPO for the production of radicals of reduced activity (Eq.(2)) and the reactions

of deactivation of the radicals (Eqs.(34)-(40)), induced by carbon black [23].

Figure 5: Effect of the GTR content on the evolution of monomer conversion, during the

isothermal BPO-initiated polymerization of styrene in the presence of GTR particles [26].

(Filled circles and solid curves: pure homopolymerization; filled squares and dot/dashed

curves: 30% GTR; filled diamonds and dashed curves: 50% GTR; T= 90 °C; BPO/St 4.6

%wt).

In Figure 6, the evolution of styrene conversion is plotted for two different ini-

tiator contents at a given GTR content of 50%. The respective homopolymer case

is also shown on the same plot, to emphasize the difference between the effect of

GTR content and that of initiator content on the course of the polymerization. In
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fact, it is seen that, even a very significant increase of the BPO content, from 4.6%

to 9.6%, with respect to the mass of styrene, has a minor positive impact on the

evolution and final value of monomer conversion, in comparison to the inhibition

induced by the presence of GTR in the mixture. In all cases, the proposed model

predicts these effects with very good accuracy.

Figure 6: Effect of the initiator content on the evolution of monomer conversion, during

the isothermal BPO-initiated polymerization of styrene in the presence of GTR particles

[26]. (Filled circles and solid curves: BPO/St 4.6 %wt with 0% GTR; filled squares and

dot/dashed curves: BPO/St 4.6 %wt with 50% GTR; filled diamonds and dashed curves:

BPO/St 9.4 %wt for 50% GTR; T= 90 °C).

In an attempt to clarify the observed inhibition, the developed model was

employed to generate the evolution of additional indicators with time, under the

same conditions. Accordingly, the temporal trajectories of monomer conversion,

BPO quantity, total radical concentration and ratio of reduced-activity primary

radical generation by the decomposition of BPO are shown in Figures (7) and

(8). More precisely, Figure (7) shows, on the left, the evolution of monomer
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conversion for the three copolymer cases of GTR and BPO contents that have

been presented previously in Figures (6) and (5), but for longer simulation times

than the experimental ones. On the right, the respective evolution of the initiator

content is presented for the same cases. From these plots, it becomes evident that,

at high GTR content of 50%, the monomer conversion becomes quickly limited by

the rapid consumption of the peroxide initiator, while at a lower GTR content of

30%, the consumption of BPO is significantly slower allowing the system to reach

higher values of monomer conversion, which is limited asymptotically at ∼60%,

after 800 minutes of reaction.

Figure 7: Evolution of monomer conversion (left Figure) and BPO content (right Figure)

with reaction time, for different initial content of GTR and BPO. (Solid curves: BPO/St

4.6 %wt with 30% GTR; dashed curves: BPO/St 4.6 %wt with 50% GTR; dotted curves:

BPO/St 9.4 %wt for 50% GTR; T= 90 °C).

Figure (8), shows, on the left, the temporal variation of the total radical quan-

tity (i.e., λ0 + ν0 + θ0 + ω0) for the same cases. The observed peaks, which

are typical of radical polymerization systems, are completely consistent with the
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monomer conversion trajectories, since the two cases corresponding to the higher

GTR content display more pronounced peaks, that are narrower and are posi-

tioned earlier than the 30% GTR case. At the same time, between the two cases

of 50% GTR content, the one with the higher initial BPO content displays a taller

and broader peak, thus explaining the achievement of higher monomer conversion

than the respective case of equal GTR content but lower BPO initial concentration.

This is due to the fact that, in the case of 9.4% BPO content, the polymerization

takes place at a higher rate, as evidenced by the height of the respective peak,

and for longer reaction time, as evidenced by the larger width of the same peak,

as well as by the respective BPO consumption curve (see right Fig.(7)). Finally,

the right Figure (8) plots the evolution of the fraction of the reduced-activity pri-

mary radicals over the total amount of radicals produced by the decomposition of

BPO (see Eqs.(34) and (35)). It is seen that, in both cases of 50% GTR content,

the production of reduced-activity primary radicals is favored over the production

of normal primary-radicals (i.e., the ratio is constantly higher than 0.5), which

is consistent with the observed inhibition. At the same time, the higher BPO

content slightly favors the normal-activity radicals, which is again pertinent with

the higher monomer conversion achieved. On the other hand, in the 30% GTR

content case, the reactions proceed with a very low percentage of reduced-activity

radicals, due to the low GTR content, thus leading to higher polymerization rate

and monomer conversion.
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Figure 8: left Figure: Evolution of the total quantity of radicals in the system with reaction

time, for different initial contents of GTR and BPO; right Figure: Temporal evolution of

the fraction of reduced-activity primary radicals, produced by the decomposition of BPO,

for different initial contents of GTR and BPO. (Solid curves: BPO/St 4.6 %wt with 30%

GTR; dashed curves: BPO/St 4.6 %wt with 50% GTR; dotted curves: BPO/St 9.4 %wt

for 50% GTR; T= 90 °C).

To further investigate the effect of GTR content on the evolution of the poly-

merization, a series of simulations were carried out for varying GTR content, at

conditions different than the realized DSC experiments. Figure 9 shows the effect

of the initial GTR content on the final values (i.e., after 120 min of reaction) of

four different quantities, namely the monomer conversion, number average molec-

ular weight, Mn, of the free and the grafted polymer and grafting efficiency. The

overall trend of the final monomer conversion is pertinent to the previous observa-

tions since it gradually decreases with increasing initial GTR content, as shown in

the top Figure. The same behavior is observed for Mn of the free polymer, which

seems to gradually decrease in parallel to the monomer conversion, as one would
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expect. At the same time, the grafting efficiency, defined as the ratio of the mass

of grafted polymer over the total mass of polymer formed in the system, displays

an inverse effect of gradual increase along with the increase of the initial GTR con-

tent, as shown in the bottom Figure. However, the final number average molecular

weight of the formed grafted polymer seems to be unaffected by the initial GTR

content, keeping a relatively constant value close to the respective value of the free

polymer, as shown by the ratio of the final Mn of the grafted polymer over that of

the free polymer, plotted on the right y-axis of the middle Figure. All these effects

show that, as the initial amount of GTR increases, GTR-participating reactions

are clearly favored in the system, leading to increased inhibition that lowers the

monomer conversion and the free polymer molecular weight. At the same time, the

grafting reactions are favored thus leading to the formation of more active sites on

the particles of GTR and to a higher grafting efficiency. Nonetheless, although the

ratio of the grafted polymer radicals over the free ones increases proportionally to

the initial GTR content, their rate of polymerization remains comparable in this

temperature, as a result of the respective propagation and termination rates. In

this sense, free and grafted polymer chains will grow to reach comparative average

chain lengths in this temperature, even though their relative population might

vary significantly with the initial GTR content. Note that the conditions of the

simulations presented in this figure have been selected in order to have a maximum

coverage of the monomer conversion and grafting efficiency domains.
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Figure 9: top Figure: Effect of the initial GTR content on final monomer conversion;

middle Figure: effect of the initial GTR content on the final number average molecular

weight of the free polymer (left y axis) and on the ratio of the final number average

molecular weight of the grafted polymer over that of the free polymer (right y axis) ;

bottom Figure: effect of the initial GTR content on the final grafting efficiency. (BPO/St

8 %wt; T= 110 °C; reaction time = 120 min).
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Figure 10: top Figure: Effect of the reaction temperature on the final monomer conversion;

middle Figure: effect of the reaction temperature on the final number average molecular

weight of the free polymer (left y axis) and on the ratio of the final number average

molecular weight of the grafted polymer over that of the free polymer (right y axis); bottom

Figure: effect of the reaction temperature on the final grafting efficiency . (BPO/St 5 %wt

for 50% GTR; reaction time = 120 min).

In Figure 10, the variation of the same quantities is plotted with respect to

the reaction temperature, for constant GTR and BPO contents (i.e., BPO/St

= 5 %wt and 50% GTR). In this case, a different behavior is observed as the

final (i.e., after 120 min of reaction) monomer conversion and Mn initially remain

relatively constant, for temperatures lower than 100-110 °C, and then display a

rather rapid increase (for monomer conversion) and decrease (for Mn), respectively.

At the same time, the ratio of the final Mn of the grafted polymer over that of

the free polymer displays a behavior similar to the one of monomer conversion,

while the final grafting efficiency increases rapidly and reaches a value close to
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100%, already at a temperature of about 120 °C. In fact, at lower temperatures,

the mild increase of the rate of radical production with temperature seems to be

counterbalanced by the parallel increase of the rates of radical termination and

deactivation, thus limiting the monomer conversion and molecular weight at a

constant level. However, as the temperature rises to values higher than 100-110

°C, the rate of creation of new radicals, both by the very rapid decomposition

of the initiator and the thermal initiation mechanism, increases exponentially.

Monomer propagation rates also increase. At the same time, the increase in the

radical deactivation rate becomes limited by the saturation of the active sites of

carbon black, thus allowing the system to reach high monomer conversion rates

very rapidly, before complete consumption of the initiator. The increased number

of radicals also contributes to the decrease of Mn. On the other hand, as the

rate of propagation of the grafted radicals becomes significantly more important

than the relative propagation rate of the free polymer (cf. Table 2), the respective

average molecular weight constantly increases and so does the grafting efficiency

as well. As a result, at very high temperatures and for the given GTR and BPO

contents, the polymerization seems to take place principally on the grafted chains

instead of the free radicals.

Figures 9 and 10 provide insights about the trends of the plotted magnitudes

that are useful mainly within the perspective of a qualitative analysis. Note, how-

ever, that, as mentioned previously in section 4.5, the parametric estimation of

the constants related to the grafting mechanisms, affecting the values of molecular

weights and grafting efficiency in a copolymerization system, has been carried out

solely on the basis of monomer conversion data (i.e., the only available data). As

such, the actual values predicted by the model for the molecular weights, in the

presence of GTR, should be considered with caution. In fact, the experimental

measurement of the molecular weight of the free polymer and of the grafting effi-
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ciency, requires an initial step of separation of the free polymer (and the remaining

monomer) from the grafted polymer and the GTR particles. This step is typically

carried out via solvent extraction. Then, the molecular weight can be determined

by size exclusion chromatography while grafting efficiency can be calculated by

gravimetric analysis [11, 26]. In this work, given that all copolymerization ex-

periments were carried out at milligram scale during the DSC experiments, such

analyses were not carried out. On the other hand, the molar mass of the grafted

polymer cannot be experimentally measured by the above procedure, since the

remaining mixture of GTR and grafted polymer is insoluble. In this respect, a

kinetic model that can accurately predict the evolution of the polymerization un-

der varying conditions, becomes of even greater importance in the analysis and

understanding of such systems.

Finally, the predictions of the model have been tested against experimental

DSC data for different reaction temperatures, as shown in Figure 11. More specif-

ically, the evolution of monomer conversion under varying GTR and BPO contents

is compared to the model predictions for two additional temperatures (i.e., besides

the temperature considered in Figures 4-6, equal to 90°C), namely at 85°C and

120°C. The comparison further validates the capacity of the proposed model to

capture the behavior of the system, in the presence of GTR, under different con-

ditions and up to relatively high temperatures.
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Figure 11: Evolution of monomer conversion, during the isothermal BPO-initiated poly-

merization of styrene in the presence of GTR particles, under different temperatures [23].

Upper Figure: T = 85 °C; lower Figure: T = 120 °C. (Filled circles and solid curves:

BPO/St 4.6 %wt with 50% GTR; filled squares and dot/dashed curves: BPO/St 4.6 %wt

with 30% GTR; filled diamonds and dashed curves: BPO/St 9.4 %wt with 50% GTR).

6. Conclusions

The radical polymerization of styrene in the presence of ground-tire rubber

particles is a system that displays significant deviation from the respective pure

styrene homopolymerization case, when a peroxide initiator is used. This devia-

tion has been attributed to various factors, notably associated with the presence

of highly-reacting additives in the formulation of GTR, such as carbon black, and

with its three-dimensional network structure [23]. In this respect, a unified math-

ematical modeling framework, capable of predicting the behavior of the system

both in the absence and in the presence of GTR and under different conditions

in terms of GTR content, initiator content and reaction temperature, would be
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extremely valuable to the relative research in this field.

The modeling framework proposed in this work attempted to respond to this

exact need. In this sense, a general and comprehensive kinetic scheme was proposed

to describe all the kinetic developments taking place in the system, on the basis

of previously established models on styrene polymerization. A series of additional

chemical reactions were included to account for the accelerated decomposition of

peroxide radicals as well as for the grafting and the deactivation (partial and total)

of the chain radicals. The diffusion-controlled phenomena were also incorporated

in the model.

The proposed model was capable of describing the available polymerization

data with high accuracy and of capturing the effects of the GTR and initiator

content under different polymerization temperatures. Additional simulation runs

were implemented to further illustrate the predicted effects of the different reaction

conditions on the monomer conversion, molecular weight and grafting efficiency de-

velopments. The generality of the kinetic scheme of the proposed framework allows

further development and validation in the light of new data for the polymerization

system under study, and makes it suitable for implementation in other similar

systems employing different monomers and/or initiators.
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Nomenclature

Greek Characters

α Reduced-mobility multiplicative coefficient

αm Monomer thermal expansion coefficient (K−1)

αp Polystyrene thermal expansion coefficient (K−1)

δ Average chain root mean square end-to-end distance (m)

δc Segmental diffusion parameter for styrene (l.g−1)

λk Moment of the number-chain-length distribution of the free radicals, of

order k (mol.l−1)

µk Moment of the number-chain-length distribution of the free polymers, of

order k (mol.l−1)

νk Moment of the number-chain-length distribution of the grafted radicals, of

order k (mol.l−1)

ωk Moment of the number-chain-length distribution of the reduced-activity

grafted radicals, of order k (mol.l−1)

σ Lennard Jones diameter (m)

θk Moment of the number-chain-length distribution of the reduced-activity

free radicals, of order k (mol.l−1)

ξk Moment of the number-chain-length distribution of the grafted polymers,

of order k (mol.l−1)

Symbols
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A Adjustable parameter for the onset of the 2nd stage of gel-effect

AH Diels-Alder adduct

AR 1-Phenyltetraryl radical

B Adjustable parameter for the onset of the 3rd stage of gel-effect

C Adjustable parameter for the onset of the 4th stage of gel-effect

CB Carbon black

Dn Polymer of chain length ‘n’

DPR Deactivated primary-radical

f1 Efficiency factor of chemical initiation

f2 Efficiency factor of CB-induced initiation

fGTR Efficiency factor of the GTR double bonds

GDn Grafted polymer of chain length ‘n’

GPn Reduced-activity grafted radical of chain length ‘n’

GPR Grafted primary-radical

GRn Grafted radical of chain length ‘n’

GRatc Critical value of mass fraction of GTR in the reacting mixture

I Initiator agent

jc Average number of monomer units between chain entaglements (m

k kinetic rate constant (units: mol; l; min)
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M Monomer, styrene

M0 Molecular mass of styrene (g.mol−1)

MDB Initial molar concentration of double bonds of GTR (mol.l−1)

MR Styryl radical

nS Molar quantity of species S (mol)

Pn Reduced-activity free radical of chain length ‘n’

PR Free primary radical

PRl Reduced-activity primary-radical

Rn Free radical of chain length ‘n’

rX Net formation rate of species X (mol.min−1.l−1)

V Volume of the reacting mixture (l)

GRat Mass fraction of GTR in the reacting mixture

Subscripts of the kinetic constants

−1 Diels-Alder dimerization inverse reaction

1 Diels-Alder dimerization forward reaction

2 Thermal initiation reaction from AH

A Thermal initiation reaction from AR

B Thermal initiation reaction from MR

C Trimerization reaction
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d Initiator decomposition reaction

dCB CB-induced decomposition reaction

dea Radical deactivation reaction

fx Transfer reaction to species ‘x’

I Initiation reaction

p Propagation reaction

S Scission reaction

tc Termination by combination reaction

td Termination by dispropportionation reaction

tPR Transfer reaction to primary-radicals

xG Grafting reaction analogous to the respective free radical mechanism ‘x’
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Appendix A. Model Equations

Appendix A.1. Rate functions of the macromolecular species

The net formation rates of all the macromolecular species that participate in

the different chemical reactions can be established, on the basis of the postulated

general kinetic scheme (Eqs.(1)-(40)), as follows:

• Free polymer, Dn

rDn = kC · [AH] · [M ] · δ(n− 3) + (kfm · [M ] + kfAH · [AH]) · [Rn]

+ ks · [PR] ·
( ∞∑

k=n+1

[Dk]− (n− 1) · [Dn]

)
+ ktPR · [PR] · [Rn]

+
1

2
ktc ·

n−1∑

k=1

[Rk] · [Rn−k] + ktd · [Rn] ·
∞∑

k=1

[Rk] + kfG · [G] · [Rn]

+ ktdG · [Rn] ·
∞∑

k=1

[GRk] + kdea · [CB] · ([Rn] + α · [Pn])

+ α ·
(

1

2
ktc ·

(
α ·

n−1∑

k=1

[Pk] · [Pn−k] + 2 ·
n−1∑

k=1

[Rk] · [Pn−k]
))

+ α · ktd ·
(
α · [Pn] ·

∞∑

k=1

[Pk] + [Rn] ·
∞∑

k=1

[Pk] + [Pn] ·
∞∑

k=1

[Rk]

)

+ α · ktdG ·
(

([Rn] + α · [Pn]) ·
∞∑

k=1

[GPk] + [Pn] ·
∞∑

k=1

[GRk]

)

+ kdea · [CB] · ([MR] · δ(n− 1) + [AR] · δ(n− 2))

(A.1)
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• Grafted radicals, GRn

rGRn = (kpG · [GPR] · [M ]) · δ(n− 1) + kpG · [M ] · ([GRn−1]− [GRn])

− (kfmG · [M ] + kfAHG · [AH]) · [GRn]

− (ktcG + ktdG) · [GRn] ·
( ∞∑

k=1

[Rk] + α ·
∞∑

k=1

[Pk]

)

− ktPRG · [PR] · [GRn]− kdeaG · [CB] · [GRn]

(A.2)

• Grafted polymer, GDn

rGDn = (kfmG · [M ] + kfAHG · [AH]) · [GRn]

+ ktcG ·
n−1∑

k=1

[Rk] · [GRn−k] + ktdG · [GRn] ·
∞∑

k=1

[Rk]

+ ktPRG · [PR] · [GRn] + kdeaG · [CB] · ([GRn] + α · [GPn])

+ α · ktcG ·
(
n−1∑

k=1

[GRk] · [Pn−k] +

n−1∑

k=1

[Rk] · [GPn−k] + α ·
n−1∑

k=1

[Pk] · [GPn−k]
)

+ α · ktdG ·
(
α · [GPn] ·

∞∑

k=1

[Pk] + [GPn] ·
∞∑

k=1

[Rk] + [GRn] ·
∞∑

k=1

[Pk]

)

(A.3)

• Reduced-activity free radicals, Pn

rPn = (α · kI · [M ] · [PRl]) · δ(n− 1)

+ α · kp · [M ] · ([Pn−1]− [Pn])− α2 · (ktc + ktd) · [Pn] ·
∞∑

k=1

[Pk]

− α ·
(

(ktc + ktd) ·
∞∑

k=1

[Rk] + (ktcG + ktdG) ·
( ∞∑

k=1

[GRk] + α ·
∞∑

k=1

[GPk]

))
· [Pn]

− α · kdea · [Pn] · [CB]

(A.4)
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• Reduced-activity grafted radicals, GPn

rGPn = (α · kIG · [G] · [PRl]) · δ(n− 1) + α · kpG · [M ] · ([GPn−1]− [GPn])

− α ·
(

(ktcG + ktdG) ·
( ∞∑

k=1

[Rk] + α ·
∞∑

k=1

[Pk]

))
· [GPn]− α · kdeaG · [GPn] · [CB]

(A.5)

Note that the rate function for the free radicals has already been presented in

section 4 (Eq.(41)).

Appendix A.2. Moment rate functions

In accordance to the definition given in Eq.(43), the moments µk, νk, ξk, θk and

ωk have been defined for the macromolecular species Dn, GRn, GDn, Pn and GPn,

respectively. Next, on the basis of the previously defined rate functions (Eqs.(A.1)-

(A.5)) and according to the procedure followed previously for Rn (Eq.(44)), the

following rate functions can be established for the leading moments of the number-

chain-length distributions of the above macromolecular species:

• Moments of the free polymer, µk

rµk = 3k · kC · [AH] · [M ] + (kfm · [M ] + kfAH · [AH]) · λk

+ ks · [PR] · (T1 − (µk+1 − µk)) + ktPR · [PR] · λk

+
1

2
ktc ·

k∑

r=0

(
k

r

)
λr · λk−r + ktd · λk · λ0

+ kfG · [G] · λk + ktdG · λk · ν0 + kdea · [CB] · (λk + α · θk)

+ α ·
(

1

2
ktc ·

(
α ·

k∑

r=0

(
k

r

)
θr · θk−r + 2 ·

k∑

r=0

(
k

r

)
λr · θk−r

))

+ α · ktd · (α · θk · θ0 + λk · θ0 + θk · λ0) + α · ktdG · ((λk + α · θk) · ω0 + θk · ν0)

+ kdea · [CB] · ([MR] + 2 · [AR])

(A.6)

63



• Moments of the grafted radicals, νk

rνk = kpG · [GPR] · [M ] + kpG · [M ] ·
(

k∑

r=0

(
k

r

)
νr − νk

)
− ktPRG · [PR] · νk

− (kfmG · [M ] + kfAHG · [AH]) · νk − (ktcG + ktdG) · νk · (λ0 + α · θ0)

− kdeaG · [CB] · νk
(A.7)

• Moments of the grafted polymer, ξk

rξk = (kfmG · [M ] + kfAHG · [AH]) · νk + ktdG · νk · λ0

+ ktcG ·
k∑

r=0

(
k

r

)
λr · νk−r + ktPRG · [PR] · νk

+ kdeaG · [CB] · (νk + α · ωk) + α · ktdG · (αωk · θ0 + ωk · λ0 + νk · θ0)

+ α · ktcG ·
(

k∑

r=0

(
k

r

)
νr · θk−r +

k∑

r=0

(
k

r

)
λr · ωk−r + α ·

k∑

r=0

(
k

r

)
θr · ωk−r

)

(A.8)

• Moments of the reduced-activity free radicals, θk

rθk = α · [M ] ·
(
kI · [PRl] + kp ·

(
k∑

r=0

(
k

r

)
θr − θk

))

− α · ((ktc + ktd) · (α · θ0 + λ0) + (ktcG + ktdG) · (ν0 + α · ω0)) · θk

− α · kdea · θk · [CB]

(A.9)

• Moments of the reduced-activity grafted radicals, ωk

rωk
= α ·

(
kIG · [G] · [PRl] + kpG · [M ] ·

(
k∑

r=0

(
k

r

)
ωr − ωk

))

− α · ωk · ((ktcG + ktdG) · (λ0 + α · θ0))− α · kdeaG · ωk · [CB]

(A.10)
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The definitions of the terms T1 and T1G are given in Eq.(45). Note that, some

terms of the above rate functions create a dependency of a moment of order k on

a moment of order k+1 (i.e., the so-called moment-closure problem). To overcome

this problem and close the mass balances of the system, the following closure

technique has been adopted in this study, on the basis of an assumed log-normal

distribution [55]:

Φ3 = Φ0 ·
(

Φ2

Φ1

)3

(A.11)

where Φk denotes the moment of order k of any of the macromolecular species

of the system. The above expression provided satisfactory mass balance closure

(i.e., ≥ 99.9%) for all the tested systems and conditions.

Appendix A.3. Calculation of properties

The implementation of the method of moments provides a straightforward

calculation of many average properties of interest of the various macromolecular

species of the system. In this respect, the number- and weight-average molecular

weights of the free polymer, Dn, will be directly calculated by:

Mn =
µ1
µ0
·M0 ; Mw =

µ2
µ1
·M0 (A.12)

Accordingly, the respective properties of any of the macromolecular species,

that are present in the reacting mixture, can be calculated at any instant of the

polymerization.
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5. Concluding Remarks and Future Perspectives

Time will eventually provide all the answers, without even needing to ask...

Euripides

5.1 General conclusions

The work presented in this report concerned the development of mathematical models for

physicochemical systems, and more specifically, for problems related to the field of polymers.

A major emphasis has been placed on applications in the domain of polymer reaction engineer-

ing, where the goal is to predict the properties of the produced (co)polymers as a function of the

synthesis conditions and recipe. These properties of interest may refer to different scales of the

system (i.e., polymeric particles or the macromolecular chains) and to various levels of detailed

information, ranging from simple average properties to complex multivariate distributions or even

to the detailed topological architectures of the (co)polymer chains.

Even in the case where the domain of application is strictly and explicitly defined, a plethora of

different modeling techniques and approaches are presented as eventual candidates, each one with

its own strengths and weaknesses. This fact can produce confusion or frustration, leading eventu-

ally to a selection that is either random or based on the researcher’s previous experience. As such,

it is less likely that the most-fitting modeling strategy will be employed, in terms of its efficiency

or even its capacity to produce the desired level of information. In the worst case scenario, a poor

selection and implementation of the modeling approach can even result in misleading or erroneous

conclusions.
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This work was directly confronted with this dilemma, through the demonstration of a series of

case studies. Through the articulation of the different sections, an attempt was made to demon-

strate the capabilities and the drawbacks of different classes of modeling approaches, as well as to

illustrate some characteristic applications of interest in the domain of polymer science. Accord-

ingly, a very large part of the report has been devoted to modeling applications on the basis of a

stochastic MC algorithm. Through the different case studies that were presented, it was shown

how this method is specifically suitable to problems dealing with high dimensionality, in terms of

monitoring different properties of interest within a population of entities.

More specifically, the development of MC algorithms for the modeling of the detailed molec-

ular and/or topological properties of highly branched polymers, copolymers and multi-functional

biopolymers was presented via three different case studies. In addition, a comparison with an al-

ternative deterministic modeling approach, the method of moments, which finds widespread appli-

cability in numerous modeling studies of polymer systems, was used to demonstrate two extreme

scenarios. The first one concerned an application, namely that of the copolymerization system

of acrylic acid, where this alternative was proven more efficient in cases where the detailed dis-

tributed properties of the produced copolymer were not of immediate interest, as for example in

the case of a routine simulation of the process to check the average molecular weight profiles. This

application showed clearly that the implementation of sophisticated algorithms is not necessarily

required or justified in all cases. The other scenario that was demonstrated through the other two

case studies concerned the cases where such alternatives are proven less adequate or even insuffi-

cient to respond to specific objectives of the modeling study. These objectives may be related to

the sought level of detail in the responses of the model, as was the case of the modeling of the

topology of LDPE, or simply to the characteristics of the system that render the model equations

of the moments very difficult - if not impossible - to solve, as was the case in the modeling of the

polycondensation of sugars.

At a second stage, the dilemma between knowledge-based and data-driven approaches was

addressed through the presentation of a case study on a process of photodegradation of water
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contaminants, for which the level of available knowledge and resources was not sufficient to al-

low the adoption of a knowledge-based modeling strategy. In this sense, the development of two

consecutive interconnected artificial neural networks allowed the association of the conditions pre-

vailing during the process of the synthesis of the photocatalyst with its final photodegradation

performance, despite the fact that these two processes are completely dissociated in experimental

practice. This case study displayed a characteristic example of an application in which the decisive

factors in the selection of the most adapted modeling strategy were the complexity of the process

in combination with the desired objective of the study, under the constraints related to the lack of

the capacity to describe in detail the prevailing phenomena of the process.

Besides addressing the subject of selection of the most suitable modeling strategy for different

problem formulations, another issue addressed in this report, through the presented applications,

was that of the nature and the characteristics of the systems under study. The presented mod-

eling strategies have been tested, throughout these years, onto several systems, such as different

polymerization systems for the production of synthetic (co)polymers, biodegradable polymers and

biopolymers (cf. Appendix ??). The case studies presented here were selected as the most rep-

resentative ones, mainly in terms of the associated modeling complexity, that allowed a clearer

demonstration of the capacity and the advantages of the adopted modeling strategies. At the same

time, the respective application domains displayed increased industrial and/or environmental inter-

est.

5.2 Perspectives for future developments

The envisaged perspectives of this work can be considered as natural extensions of the principal

directions that were adopted in the presentation of this report, and of the main issues that were

addressed herein. In this sense, the development of stochastic MC algorithms for the modeling of

complex systems, characterized by high dimensionality, is an action that will be further pursued

and developed for different systems.

In fact, the previous relative applications have clearly shown how this technique can provide

an efficient tool for the modeling of structurally complex systems to a level of detail that is, for the
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moment, unreachable by alternative deterministic techniques. The pioneering work on the predic-

tion of the topological characteristics of LDPE has set a new standard for the description of similar

systems, thus paving the way for a whole new spectrum of applications and allowing the ultimate

bridging between synthesis conditions and end-use functionalities of the produced polymers. An

example of such an application concerns the ring-opening polymerization of polylactic acid (PLA),

where the structure of the synthesized polymer can be tailored on the basis of the functionality of

the molecule that is used as co-initiator. An initial kinetic MC application to the system has already

been developed [39] and will be further extended to include multifunctional co-initiator systems.

Another example of such an application, which is currently underway, concerns the extension

of the modeling framework of the polycondensation of sugars, presented in the last section of

Chapter 2, towards a topological formulation. The work presented in the aforementioned article

showed how a kinetic MC algorithm could overcome the limitations imposed by classical mod-

eling approaches of the system, where the maximum considered DP of the polysaccharides was

significantly limited (i.e., DP<=6). However, as mentioned in the article, this kinetic MC frame-

work does not allow the consideration of individual bond formation rates, depending on the relative

position of the hydroxyl group (i.e., positions 1, 2, 3, 4 or 6) reacting with the carbocation at the

C1 carbon atom of the reducing saccharide. This effect can present limitations when simulating

saccharide syrups of variable initial compositions. A kinetic-topological MC modeling approach

can overcome such limitations, since the exact structural information of every glucose unit of the

different saccharides will be monitored in detail. Other examples where a topological stochas-

tic modeling approach could present major advantages, in comparison to the existing modeling

approaches, concern the systems of enzymatic hydrolysis of biomass or other similar saccharide

molecules as well as biological systems containing bacterial cultures, proteins, etc.

In parallel to the above developments, a second axe that will be pursued concerns the imple-

mentation of advanced data-driven techniques, belonging to the family of machine learning meth-

ods, in the general framework of artificial intelligence (AI) applications. Some of these techniques,

such as artificial neural networks, are certainly not new in the field of chemical engineering as their
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implementation to similar problems dates back to the late 80’s, with the first applications concern-

ing mainly the domains of process control and fault diagnosis [40, 41]. However, the numerous

recent developments, both in terms of the characteristics and functionalities of these techniques, as

well as in terms of the accessible computer power, have brought about a new wave of applications

with significantly improved efficiency and predictive accuracy [42]. At the same time, the panel of

machine learning methods has become very large and, in contrary to other fields of research, such

as computer science, robotics, and signal processing, their exploitation in the field of chemical

engineering remains rather limited.

Besides the typical regression problems, as the one presented in Section 3.1, machine learning

methods can be very efficiently applied on problems of classification and clustering. In a classifi-

cation problem, the objective is to classify the list of responses (also known as labels) into different

classes, in contrast to regression problems where a specific value is attributed to each response of

the model. On the other hand, in clustering, one tries to group the inputs into different clusters,

without even having any prior knowledge or access to the number or size of these clusters. Typical

examples of these two categories, in chemical engineering, are problems related to dimensionality

reduction (clustering), quality control (classification) and process monitoring and fault diagnosis

(both) [42].

In general, machine learning techniques are broadly classified into four major categories,

namely the supervised learning, non-supervised learning, semi-supervised learning, and reinforce-

ment learning methods, depending mainly on the structure of the data set with respect to the avail-

ability of measured responses (or labeled data). In other words, in supervised learning, the algo-

rithm is given a set of complete examples (e.g., historical data), including input and their respective

labels, and it then tries to predict the labels of new input on the basis of the patterns identified

within the given examples. Regression and classification problems fall within this category. In

unsupervised learning, the algorithm is not given the ‘right answer‘ and it needs to explore the

data in order to find some structure that makes sense. This category includes mainly clustering

techniques. Semisupervised learning techniques are an intermediate of the above two extremes,
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in the sense that the data set contains both labeled and unlabeled data, the former being often

significantly fewer than the latter. Finally, reinforcement learning techniques are mostly related

to decision-making problems, via a learning procedure that is based on trial and error, and find

widespread applicability in the domain of automation.

Besides their undeniable power and capacities, it should be noted that these techniques suffer

also from several limitations, especially associated with the availability and quality of data as

well as their transparency and lack of understanding. In fact, the choice of a representative data

set of "good" quality and "sufficient" quantity is crucial to the performance and the reliability of

the developed model. In certain areas of science, such as computer vision and natural language

processing, data is often abundant, publicly available and simple to acquire [43, 44]. As such,

these areas have greatly benefited of significant AI-related research over the last decades. On the

contrary, in chemical engineering, data is more expensive to generate and rarely publicly shared

due to confidentiality and competitiveness reasons. In addition, the uncertainty related to some

types of generated data can be extremely variable, thus creating additional drawbacks in their

utilization.

To overcome these limitations, machine learning methods that are specifically adapted to limited-

data problems, such as kernel methods, low-variance models with feature reduction capabilities,

multi-process modeling and transfer learning have been developed [45, 46, 47, 48]. Furthermore,

the implementation of business analysis and improvement statistical tools, such as Six Sigma meth-

ods, which can help identifying and eliminating causes of mistakes or defects in a process by an-

alyzing its elements of critical importance, can greatly improve the anticipated data quality when

applied "upstream" of a data-driven modeling implementation. In parallel, data sharing within the

scientific community, which is intensively promoted over the last years by numerous funding orga-

nizations and research institutions, is expected to reduce the aforementioned availability limitation

[49].

Machine learning techniques have also become the source of skepticism with a part of the sci-

entific community still being reluctant to their acceptance and adoption. This is mainly driven by
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the lack of credibility of these techniques, commonly expressed in terms of their interpretability,

explainability, transparency, accountability, bias and privacy [50, 51]. The first three characteristics

are typically related to the "black-box" nature of these methods, not allowing a direct rationaliza-

tion and traceability of the reasons that lead the developed models to behave the way they do in

their predictions, artificial neural networks being the most typical examples. In this respect, several

tools and techniques, specifically dedicated to the task of decoding and rationalizing these methods,

are gaining continuous attention of the research community in an attempt to ensure the consistency

of their outcomes and increase the confidence on their implementation. Examples of such tools are

the wiring of more transparent models directly into the connections of a neural network, in order to

increase the external control over its procedures, or the perturbation of the inputs of a network and

a parallel monitoring and analysis of the subsequent deviation of its responses, in order to identify

and understand its activation flow [52]. At the same time, a greater contribution from expertise and

knowledge-driven approaches (e.g., in hybrid models), as well as the implementation of posterior

consistency checks, can also greatly contribute in the increase of the interpretability and the control

of the way these tools work.

On the other hand, the issues of bias, privacy and accountability are rather related to the data-

driven character of these techniques. The recent worldwide-known scandal of the implementation

of AI methods, in combination with large data sets of personal information, for the manipulation

of the behavior of human target groups is a typical example of the negative side of the use of these

powerful techniques and a flagrant sign of the need for a more specific framework regarding their

practice and accountability. In this sense, an increased awareness and related education could also

greatly contribute to avoiding misuse of these tools.

A PhD dissertation has been recently launched, in October 2020, on the study of the applica-

tion of machine learning methods for the modeling of physicochemical systems (cf. Table ?? in

Appendix ??). In the framework of this work, specific emphasis will be placed on product design

problems, including polymer-related problems as the ones presented in this report. The objective

of this PhD will be to further develop and enrich the relevant knowledge and understanding of
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these techniques, with the largest possible coverage of their spectrum. At the same time, similar

interrogations of adaptability and fitness of these techniques to different types of problems will

guide this study. In this sense, several applications are already envisaged, including the system of

the radical polymerization of styrene in the presence of GTR, as presented in Section 4.1, as well

as an application related to working fluids for power and refrigeration applications, in combination

with a computer-aided molecular design approach and in collaboration with two other research

groups of LRGP.

From an application viewpoint, the above perspectives for future developments will retain a

constant reference point to industrial and societal challenges. The research community has shifted

towards a more sustainable and circular production paradigm, where any development must meet

high standards of energetic and/or material consumption efficiency and life-cycle analysis. Along

these developments, the domain of polymers has become an epicenter of advancements as the

plastics and micro-plastics pollution problems have rightfully emerged as high-priority societal

challenges. In this respect, the undertaken study on the recycling of used tires, presented in Section

4.1 will be further pursued. In parallel, the aforementioned applications on the systems of PLA,

biomass hydrolysis, polycondensation of sugars and working fluids are some of the projects that

are already in progress and that will be further developed, all of them presenting specific energetic,

health and/or environmental characteristics of interest.

Summarizing, the objectives for future developments will be to continue addressing the issue

of selection of a suitable modeling strategy according, each time, to the specific characteristics

of the problem under study. In this sense, the developed modeling tools and the associated ex-

perience will be further exploited in more demanding applications (e.g., topological MC) and, in

parallel, a widening towards new modeling techniques (e.g., machine learning) will be steadily and

intensively pursued. All these, through different applications that respond to the modern industrial

production paradigm and to the sustainability challenges of our times.
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