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Résumé

La demande de développement de systèmes dynamiques sûrs et fiables est devenue de plus
en plus importante ces dernières années. Les processus de contrôle/commande deviennent
de plus en plus complexes et sophistiqués, en conséquence, les questions de disponibilité,
de fiabilité, de sécurité de fonctionnement et de protection de l’environnement sont d’une
importance majeure. La synthèse de loi de commande tolérante aux défauts/défaillances est
devenue un sujet d’études important aussi bien sur les aspects théoriques que pratiques.

En raison de la complexité accrue et du nombre croissant de composants, les systèmes
multi-agents ont vu leur essor d’un point de vue méthodologique. Ces systèmes sont
particulièrement sensibles défauts/défaillances, se produisant avec une probabilité plus élevée
et entraînant une dégradation des performances ou une panne de tous les agents.

Ce mémoire de thèse présente la conception de méthodes tolérantes aux fautes dévolues
aux systèmes multi-agents ou également dénommée résilience de systèmes multi-agents. Au
cœur de ce travail, le problème du suivi du leader est considéré dans le but que tous les agents
suivent la trajectoire d’un unique agent en dépit des défauts/défaillances occurrent au sein
des autres agents.

Les principales contributions de cette thèse se concentrent sur les stratégies de
contrôle/commande en présence de différentes entrées inconnues externes considérées
comme des défauts et/ou des perturbations :

1) La conception d’un mécanisme déclenché par un événement pour résoudre le problème
de contrôle/commande du suivi du leader en réduisant l’échange d’informations entre
les agents et le taux de mise à jour du contrôle;

2) La conception d’une commande tolérante aux pannes basée sur des actionneurs virtuels
dans des systèmes multi-agents soumis à des défauts d’actionneurs;

3) La conception d’un contrôle/commande de formation déclenché par événement pour les
systèmes multi-agents avec des défauts de communication;

4) La conception d’une commande leader-suiveur robuste à des perturbations bornées dans
les systèmes multi-agents.

La performance et l’efficacité des stratégies développées dans ce mémoire sont présentées à
l’aide d’exemples numériques mais également d’une mise en œuvre d’ une flotte expérimentale
de véhicules aériens sans pilote (drônes).

Mots-clés: Contrôle tolérant aux pannes, leader-suiveur, défauts de communication, consensus
de délimitation quadratique, actionneurs virtuels, contrôle de formation, véhicules aériens sans
pilote.
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Abstract

Increasing demand for safe and reliable dynamic systems has been becoming an
important subject. Modern control systems are becoming more complex and sophisticated,
in consequence, the issues of availability, cost efficiency, reliability, operating safety, and
environmental protection are of major importance. Fault-tolerant control has become an
important subject in modern control theory and practice.

Due to the higher complexity and the increasing number of components, multi-agent
systems are particularly sensitive to faults, which can happen with a higher probability and
result in performance degradation or breakdown of all the agents.

This thesis presents the design of different fault-tolerant methods based on multi-agent
system theoretical framework. The leader-following problem is considered with the aim that
all agents follow the trajectory of a leader agent in spite of faults.

The main contributions of this thesis are focused on control strategies for different external
unknown inputs considered as faults and/or disturbances:

1) The design of an event-triggered mechanism to solve the leader-following control
problem reducing the exchange of information between agents and the control update
rate;

2) The design of a fault-tolerant control based on virtual actuators in multi-agent systems
subject to actuators faults;

3) The design of an event-triggered formation control for multi-agent systems with
communication faults;

4) The design of a quadratic boundedness leader-following control in multi-agent systems
subject to bounded disturbances.

The performance and effectiveness of the proposed strategies are shown through numerical
examples and implementation in an experimental fleet of unmanned aerial vehicles.

Keywords: Fault-tolerant control, leader-following consensus, communication faults,
quadratic boundedness consensus, virtual actuators, formation control, UAVs.
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Chapter 1

General introduction

1.1 Introduction

Multi-agent systems have been of interest due to their potential in accomplishing missions
that a single agent cannot perform [1]. Several applications have been developed using
multi-agent system approaches including, among others, sensor networks [2], electric power
systems [3], robotics [4], vehicle formation [5], and spacecraft flying [6]. Research works have
increased the focus on the consensus problem of multi-agent systems considering different
dynamics such as: single integrators [7], double integrators [8], high-order integrators [9],
linear time invariant [10], or nonlinear dynamics [11]. The objective of synchronization in
cooperative multi-agent systems, which is known as consensus, is often to reach a common
value in relation to the states of the agents.

First-order and second-order multi-agent systems are used to illustrate mobile multi-agent
systems in the context of rendezvous [12], formation control [13], or flocking [14] which are the
three main tasks to tackle in cooperative applications. These types of multi-agent systems can
exemplify the behavior of autonomous mobile robots [4], unmanned aerial vehicles (UAVs)
[5], autonomous underwater vehicles [15], among others, in an Euclidean space. Rendezvous
in mobile multi-agent systems is a typical example of coordination which consists of designing
distributed controllers driving all the agents towards a common point in the space [12].
Formation control consists to reach desired shapes [16]. Flocking approach refers to the
animal movement behavior in a group of agents without collisions inspired mainly by animal
movement such as bird flocks, insect swarms, or school fish [17]. This cooperative tasks in
mobile multi-agent systems can be achieved by using consensus algorithms.

Modern control systems are becoming more complex with control algorithms more
sophisticated, therefore, cost efficiency, reliability, operating safety, and environmental
protection have become of major importance. The consequences of faults might be extremely
serious in terms of human mortality, environmental impact, and economic loss [18]. There is
a need for on-line supervision, fault diagnosis, and its respective fault tolerant to increase the
reliability of safety-critical systems [18]. The need to develop more autonomous and intelligent
safety systems motives to study the problem of automated fault diagnosis and accommodation
[19]. A fault can be defined as an unexpected change of system function although it may
not represent physical failure or breakdown. A fault-tolerant control system is designed to
maintain some portion of its control integrity in the case of a specified set of possible faults

1



Chapter 1. General introduction

or large changes in the system operating conditions [20]. This can be done if the control
system has built-in an element of automatic reconfiguration, once a fault has been detected
and isolated [18].

Due to the higher complexity and the increasing number of components, multi-agent
systems are particularly sensible to faults, which can happen with a higher probability and
result in performance degradation or breakdown of all the agents [21]. Not only do faults
faults affect the performance of the consensus in real applications but also disturbances,
uncertainties, or unknown inputs. Rejection of these is one of the objectives in controller
design [22]. Multi-agent systems are also subject to these type of undesired inputs which
disturb the performance of the consensus [23].

On the other hand, as a result of the rapid development of computer technologies, discrete-time
systems are becoming increasingly important due to embedded microprocessors. The system
computes every sampling time the control law in the classical time-driven control. In many
cases, the time-triggered approaches make changes in the control law provoking unnecessary
energy consumption. In this spirit, event-based control approaches have been of interest in
order to handle these disadvantages [24]. The controller is not executed unless it is required
in event-based control [25]. Event-triggered approaches have been employed in multi-agent
systems in order to reduce the broadcasting in the communication and the update control rate
[26]–[28]. Consequently, the energy consumption in each agent is reduced, and the bandwidth
limitation is well managed. However, event-triggered control strategies and fault-tolerant
control for multi-agent systems under actuator, sensor, or communication faults have been
recently explored.

The present thesis addresses the problem of multi-agent systems subject to communication and
actuator faults. Then, fault-tolerant control strategies and robust control based on linear matrix
inequalities conditions (LMIs) and the Lyapunov stability analysis are designed. The main
contributions of this thesis are: 1) the design of an event-triggered leader-following control in
multi-agent systems in order to reduce the information exchange and the control update rate;
2) the design of distributed virtual actuators subject to actuator faults; 3) the design of an time-
and event-triggered formation control in a fleet of UAVs under communication faults; and
4) the design of a passive fault-tolerant control based on quadratic boundedness consensus
considering bounded faults. In this light, the following objectives of this thesis are listed.

1.1.1 Objectives and scientific contributions

The main objective of this research is to develop fault-tolerant methods for multi-agent
systems under communication/actuator faults. Unlike the classical fault-tolerant problem,
there is no centralized controller handling global information. The agents have only local
knowledge of its states and information of their neighboring agents’ states. The following
research objectives will be achieved:

• Development of an event-triggered control strategy for multi-agent systems subject to
communication faults.

• Development of a fault-tolerant control strategy for multi-agent systems under
multiplicative/additive actuator faults.
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The scientific contributions of this thesis are listed by Chapter as follows:

Chapter 3: This chapter presents the following problems separated in two parts: the
first problem is to reduce the information exchange between agents and the control update rate
using an event-triggered mechanism; the second problem is to design an effective fault-tolerant
control for multi-agent systems under actuator faults. The main contributions are the design
of an event-triggered mechanism for leader-following multi-agent systems and the design of
distributed virtual actuators for multi-agent systems subject to actuator faults. These results
have been presented in the following publications:

• J. A. Vazquez Trejo, D. Rotondo, M. Adam Medina, and D. Theilliol, “Observer-based
Event-triggered Model Reference Control for Multi-agent Systems,” 2020 International
Conference on Unmanned Aircraft Systems (ICUAS), Athens, Greece, June 2020, pp.
421-428.

• J. A. Vazquez Trejo, D. Rotondo, M. Adam Medina, and D. Theilliol, “Observer-based
fault-tolerant leader-following control for multi-agent systems,” 2021 European Control
Conference (ECC), 2021, Accepted.

Chapter 4: This chapter addresses the design of a time- and event-triggered formation control
for multi-agent systems under communication faults which are modeled as smooth-varying
delays dependent on the distance between agents. The main contributions are the design of
two controllers. One of the control strategy synthesizes a robust control gain which guarantees
stability of the synchronization error in spite of faults in the information exchange. The second
control strategy extends the first mentioned strategy adding an event-triggered mechanism
based on the closed-loop system in order to reduce the information exchange and the control
update rate. Both strategies have been implemented in an experimental platform of a fleet of
UAVs. These results have been presented in the following publications:

• J.A. Vazquez Trejo, D. Theilliol , M. Adam Medina, C.D. García Beltrán, and M. Witczak
(2021) Leader-Following Formation Control for Networked Multi-agent Systems Under
Communication Faults/Failures. In: Korbicz J., Patan K., Luzar M. (eds) Advances in
Diagnostics of Processes and Systems. Studies in Systems, Decision and Control, vol 313.
Springer, Cham.

• J. A. Vazquez Trejo, A. Guenard, M. Adam Medina, J.-C. Ponsart, L. Ciarletta, D. Rotondo,
and D. Theilliol, “Event-triggered Leader-following Formation Control for Multi-agent
Systems Under Communication Faults: Application to a Fleet of Unmanned Aerial
Vehicles,” Journal of Systems Engineering and Electronics, Accepted.

Chapter 5: The problem under consideration in this chapter is to reach a quadratic
boundedness leader-following consensus when the agents are affected by external
disturbances/faults. The main contribution lies in developing a quadratic boundedness
leader-following consensus protocol for multi-agent systems subject to exogenous bounded
disturbances/faults. This result has been presented in the following publication:

• J. A. Vazquez Trejo, D. Rotondo, D. Theilliol, and M. Adam Medina, “Observer-based
quadratic boundedness leader-following control for multi-agent systems”. International
Journal of Control, submitted.
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1.1.2 Extra scientific contributions

A work that has not been reported in any chapter of this document is the design of a
robust observer-based leader-following consensus control for a class of nonlinear multi-agent
systems. The problem under consideration is to design and synthesize an effective controller
such that the synchronization and estimated errors are stable for multi-agent systems which
have an additive nonlinearity dependent on the neighboring and local states of the agents.
The main contributions are the design of a robust leader-following control for nonlinear
multi-agent systems and linear matrix inequality (LMI)-based sufficient conditions to compute
the controller and observer gains. This result has been presented in the following publication:

• J. A. Vazquez Trejo, D. Rotondo, M. Adam Medina, and D. Theilliol, “Robust
observer-based leader-following consensus for a class of nonlinear multi-agent systems:
application to UAV formation control,” 2021 International Conference on Unmanned
Aircraft Systems (ICUAS), Athens, Greece, 2021, accepted.

1.1.3 Experimental results

Experimental results have also been carried out in this thesis at the Crativ’lab in Loria
(https://creativlab.loria.fr/en/). The algorithms presented in Chapter 4 have been
tested on a fleet of unmanned aerial vehicles (UAVs) subject to communication faults. The
implementations results can be found in the following video https://youtu.be/Lo_kuGY9Wq4.

1.2 Outline of the document

In order to understand how to read the thesis document, Fig. 1.1 shows a flowchart about
the order that must be followed to understand each chapter. The thesis document is organized
as follows. Chapter 2 introduces a state-of-the-art in multi-agent systems, a basic graph
theory, tasks of mobile multi-agent systems, and different problems found in the literature.
Chapter 3 presents the design of an event-triggered and a fault-tolerant leader-following
control for multi-agent systems. Chapter 4 addresses the design of a time- and event-triggered
formation control for multi-agent systems under communication faults. Chapter 5 develops
a quadratic boundedness leader-following consensus protocol for multi-agent systems subject
to exogenous bounded disturbances/faults. Finally, the main conclusions of this thesis and
perspectives are drawn.
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1.2. Outline of the document

Fig. 1.1: Scheme of the outline of this thesis.
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Chapter 2

State-of-the-art of multi-agent systems
structure and control design

———————————————————————————–

2.1 Introduction

This chapter introduces multi-agent systems, a basic graph theory, tasks of mobile
multi-agent systems, and different approaches found in the literature of main problems in
multi-agent systems. A definition of multi-agent systems is given in order to understand the
parts that make them up. It is worth mentioning that only homogeneous multi-agent systems
are considered in this thesis. Due to the characteristic of exchanging information through a
communication topology, basic concepts of graph theory are presented in order to model the
interaction between the agents. As a result of the communication topology, certain Laplacian
matrix properties are analyzed. Multi-agent systems can be classified as mobile or non-mobile
systems. In both type of systems, the control objective is to achieve a common value, however,
in non-mobile systems is not possible to imagine the behavior of the synchronization. For
this reason, tasks of mobile multi-agent systems using consensus algorithm are given. Finally,
a state-of-the-art of different control approaches in multi-agent systems subject to unknown
inputs such as nonlinearities or disturbances, communication, actuators, sensors, or parameter
faults, with and without leader agent, is considered.

2.2 Multi-agent systems

Multi-agent systems are composed by individual dynamic systems that can communicate
each other through networks. An individual agent has actuators, sensors, and a computer
for relating to its own environment. Each agent has a communication protocol which allows
the exchange of information with neighboring agents [1]. The exchange of information
between agents through networks is the main characteristic of multi-agent systems [29].
Fig. 2.1 represents a scheme of multi-agent systems sharing their information through a
communication topology. Nevertheless, bandwidth limitations, delays, or packet losses are
challenges in real engineering applications [30].
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Fig. 2.1: Example of a multi-agent scheme.

Multi-agent systems have been inspired by the behavior of certain animals such as flocks of
birds, swarms of insects, or school of fishes. The first reported computer simulations of these
animal’s behaviors are presented in [17] and [31] moving particles in two dimensional space
(see Fig. 2.2). In nature, collective motions allow the group to achieve a common objective. The
benefits of motion include defense from predators or forage for food. For example, motions of
groups of lions, wolves, and jackals, allow a more efficient pursuit of prey [32].

(a) Birds flying in V (b) Flock of birds

Fig. 2.2: Motions of groups of animals in nature.

For achieving a desired coordination objective between agents, centralized and distributed
architectures have been adopted to design appropriated controllers [1]. The centralized
architectures assumes that at least a central hub collects information and send control signals
to all the agents. In the distributed architectures, each agent exchanges information with its
neighbors for computing the control law (see Fig. 2.3) [33]. In the centralized architectures, at
least one controller is used to coordinate all the agents. In the distributed architectures, there is
a flow of information through communication topologies which allows using more controllers.
“Shared information is a necessary condition for cooperation” [33].
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2.2. Multi-agent systems

(a) Centralized architecture (b) Distributed architecture

Fig. 2.3: Different architectures in multi-agent systems.

In order to model the communication relationship between agents in distributed
architectures, the graph theory is taken. A graph is a representation of a group of nodes, where
each node is the graphical representation of an agent, and some of them are connected. A graph
G is an ordered pair (V , E) consisting of a non-empty finite node set V and a set E ⊂ V × V of
links. A link is an ordered pair of two nodes. A directed link (i, j) is an incoming link to node j
and an outgoing link node i. It is said that node i is a neighbor of node j if the link (i, j) exists
in the graph G. Ni = {j : (i, j) ∈ E} denotes the set of neighbors of node i [34]. Each node
represents each agent, and each link denotes the flow of information between agents (see Fig.
2.4). After this explanation each node will be called an agent.

Fig. 2.4: Example of a directed graph.

There are several types of network topologies depending on the way the agents are relating
to each other. Fig. 2.5 shows different examples of communication topologies. A directed
link is denoted by a line with a directional arrow while an undirected link is denoted by a
bidirectional arrow.
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(a) Undirected connected graph (b) Balanced and strongly connected graph

(c) Strongly connected graph (d) Weakly connected graph

Fig. 2.5: Different types of communication topologies [1].

An undirected tree is an undirected graph (see Fig. 2.5(a)) where all the agents can be
connected by the way of a single undirected path. A directed graph is strongly connected (see
Fig. 2.5(b,c)) if there is a directed path from every agent to every other agent. A directed graph
is complete if there is an link from every agent to every other agent. A directed tree is defined
as spanning when it connects all the agents in the graph. A graph contains a directed spanning
tree if a subset of the links forms a directed spanning tree which is equivalent saying that the
graph has at least one agent with directed paths to all other agents. If there is a spanning tree
in a undirected graph then it is equivalent to being connected. However, in directed graphs,
the existence of a directed spanning tree is a weaker condition (see Fig. 2.5(d)) than being
strongly connected. A strongly connected graph contains at least one directed spanning tree [1].

The adjacency matrix A =
[
aij
]
∈ RN×N associated with the graph G is defined such

that aii = 0, aij > 0 if and only if (i, j) ∈ E and aij = 0 otherwise. The Laplacian matrix
L =

[
Lij
]
∈ RN×N of the graph G is defined as Lii = ∑j 6=i aij and Lij = −aij, i 6= j. For example

from Fig. 2.5 let us compute the corresponding Laplacian matrices as follows
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La =


2 −1 0 −1 0
−1 2 0 −1 0
−1 0 3 −1 −1
0 −1 −1 2 0
0 0 −1 0 1

 , Lb =


1 0 −1 0 0
−1 1 0 0 0
0 0 2 −1 −1
0 −1 0 1 0
0 0 −1 0 1

 ,

Lc =


2 0 −1 −1 0
−1 1 0 0 0
0 0 2 −1 −1
0 −1 0 1 0
0 0 −1 0 1

 , Ld =


2 −1 0 −1 0
−1 2 0 −1 0
−1 0 2 −1 0
0 −1 −1 2 0
0 0 −1 0 1

 .

Topologies allow to model the information flow between the agents in order to solve
synchronization problems. A spanning tree topology is a weak topology which considers a
agent root Ld. If there is a spanning tree in the graph, the Laplacian matrix is semi-definite
positive with one eigenvalue zero. A strongly connected topology have a directed path from
every agent to every other agent (Lb and Lc). An undirected topology is a particular case
where the communication is bidirectional (La). The Laplacian matrix of a undirected graph,
besides having the properties of a spanning tree graph, is symmetric. Undirected and strongly
connected topologies give a strong relationship between the agents.

In the literature, research activities can be found where all agents follow a common leader.
Then, the aforementioned graphs are modified to consider the leader in the communication
topology. Within the topology where a leader is considered, one or more follower agents
receive the information of the leader’s states. This leader does not receive information from
any of the followers, so to guarantee the convergence of all the followers to the leader (called
leader-following consensus), the leader must be considered as a root in the communication
topology. Because of this, spanning tree topologies must ensure that even a leader is considered
the topology is hold if not the consensus cannot be reached as Fig. 2.6(b) shows due to the
leader is not a root in the topology. In strongly connected and undirected graphs, the followers
can follow the leader because there is a spanning tree if and only if there is a directed path from
one agent to another one as Fig. 2.6(a) shows due to the leader can transmit its information in
any of the agents.

(a) Example of strongly connected graph with a
leader where the consensus can be achieved.

(b) Example of weakly connected graph with a
leader where the consensus cannot be achieved
because the leader is not a root.

Fig. 2.6: Different types of communication topologies with a leader.
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Within the possible multi-agent classifications, mobile or non-mobile, homogeneous or
heterogeneous, are the most studied in the literature. Mobile agents are those systems that
move in a space of two or three dimensions. Non-mobile agents are those systems that only
synchronize their states in a common value. The term homogeneous means that the dynamics
of all agents are assumed identical for all of them. The term heterogeneous indicates that
the dynamics of all agents are assumed differently [35]. In the following section, some tasks
in homogeneous mobile multi-agent systems are presented which perform the objective of
rendezvous, formation control, and flocking with and without a leader.

2.2.1 Cooperative control tasks in homogeneous mobile multi-agent systems

In many cooperative control applications, it is almost impossible to visualize the
performance of the agents due to the nature of the system. The objective of synchronization
of cooperative multi-agent systems is often to reach a common value in relation to the states
of the agents. As described above, an agent is a dynamic system able to communicate its
states with other agents. Most of the multi-agent systems are smart grids [3], drones [5], and
sensor networks [2], among others. Then, multi-agent systems can be classified as mobile or
non-mobile. This is why first-order or second-order multi-agent systems are used to illustrate
mobile multi-agent systems in the context of rendezvous, formation control, or flocking which
are the three main tasks to tackle in cooperative applications. These types of multi-agent
systems can exemplify the behavior of autonomous mobile robots, unmanned aerial vehicles
(UAVs), autonomous underwater vehicles, among others, in an Euclidean space. In the
following subsections, a brief of each approach is addressed.

a) Rendezvous

Rendezvous in mobile multi-agent systems is a typical example of coordination which
consists of designing distributed controllers driving all the agents towards a common point
in the space [12]. In [36], an event-triggered rendezvous problem of multi-agent systems
with limited communication range the is studied. In [37], a multi-agent Q-learning based
on rendezvous problem of cognitive radios quickly finding each other is addressed to
establish communication in a multi-channel dynamic spectrum access environment. In [38],
a finite-time rendezvous control is investigated for first order multi-agent systems with
preserving topology connectivity and constrained energy. In [7], a distributed leader-following
rendezvous with connectivity preservation for a linear multi-agent system where the leader
system is a linear autonomous system and the follower system is a multiple single-integrator
system is developed. In [39], discrete-time model predictive control algorithms to achieve
stable consensus or rendezvous are addressed for distributed double-integrator multi-agent
systems with directed switching topologies and input constraints. In Fig. 2.7, a pair of satellites
is illustrated making a spacial rendezvous.
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Fig. 2.7: Spacial rendezvous.

The objective of the agents is to achieve a common point in the space, unlike formation
control, where it is necessary to achieve a desired formation.

b) Formation control

Formation control in multi-agent systems consists to reach desired shapes [16]. This
approach has been inspired by the behavior of some animals as seen in Fig. 2.8 which consists
of moving from one place to another using a defined formation[40].

Fig. 2.8: Birds flying in formation.

Formation control is categorized with the existing results based on position, displacement, and
distance according to types of sensed and controlled variables. Table 2.1 presents the different
types to solve the formation control. Based on position, agents sense their own positions with
respect to a global coordinate system [41], [42]. They manage their own positions to achieve
the desired formation described by the desired positions with respect to the global coordinate
system. Based on displacement, agents control displacements of their neighboring agents to
achieve the desired formation specified by the desired displacements with respect to a global
coordinate system under the assumption that each agent is able to sense relative positions of
its neighboring agents with respect to the global coordinate system. Based on distance, the
agent distances are controlled to achieve the desired formation given by the desired distances.
Individual agents sense relative positions of their neighboring agents with respect to their local
position [13].
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Table 2.1: Distinctions of formation control based on position, displacement, and distance [13].

Position Displacement Distance

Sensed variables Agent positions Relative neighboring
agent positions

Relative neighboring
agent positions

Controlled variables Agent positions Relative neighboring
agent positions

Inter-agent distances

Coordinate systems Global Local Local
Interaction topology Usually not required Connectedness or

existence of a spanning
tree

Rigidity or persistence

In [43], formation control and obstacle-collision-avoidance problem using distributed
model predictive control is used for each agent to track its reference trajectory is presented
of two multi-unmanned aerial systems. In [44], a tracking control with switching formation
in nonomniscient constrained space for multi-agent systems is presented. In [45], an optimal
formation control for multi-agents systems with external disturbances is considered.

On the other hand, consensus algorithms have been widely used in formation control
such as in [46]–[49], which consider a topological communication between the agents to
define a control law. In [46], a leader-follower consensus formation control is proposed
in five wheeled mobile robots. In [47], the cooperation problem in a group of vehicles
performing a shared task using inter-vehicle communication to coordinate their actions is
considered. In [48], extensions of a consensus algorithm are introduced for systems modeled
by second-order dynamics to solve formation control problems by appropriately choosing
information states. In [49], a distributed observer-based consensus control for multi-agent
systems with a time-invariant communication topology consisting of general linear agent
dynamics is addressed. In [50], a rigid formation control problem with switching topology is
studied. Works [16], [40]–[42] have studied that consensus algorithms can be extended to solve
the formation control problem for mobile multi-agent systems by correctly satisfying Ahi = 0,
∀i = 1, 2 . . . , N, where A is the system dynamics’ matrix, hi is the desired configuration of the
final formation for agent i.

Formation control achieves a rigid desired formation, unlike flocking, which is more
flexible in the final formation.

c) Flocking

Inspired mainly by animal movement such as bird flocks, insect swarms, or school fish;
flocking approach refers to the movement animal behavior in a group of agents without
collisions (see Fig. 2.9). Reynolds in 1987 [17] defined three heuristic rules to simulate the
flocking behavior for first time in a computer which consist of the following 3 main elements:

Separation: avoiding collisions between agents.
Alignment: seeking a common agent velocity.
Cohesion: staying close between agents.
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Fig. 2.9: Starling flock.

Based on the basic rules proposed by Reynolds, several related works have been generated.
The paper reported in [31] focuses mainly on the alignment of particles by averaging the
direction of their velocities. Together with Vicseck, [51]–[53] make up the first groups
working in flocking. In [51], a basic theory of flocking is presented. A mathematical model
of collective motion for the flocking behavior is studied in [52]. A discrete model of the
motion of particles is investigated in [53]. In [54], a biologically-inspired intelligent controller
based on a computational model of emotional learning in mammal’s brain is employed for
flocking control of multi-agent systems. In [55], a flocking control of a group of mobile
agents having leader-follower configuration is presented with an artificial potential function
to design the distributed control law of the agents. In [56], [57], a model predictive flocking
control scheme for the Cucker-Smale multi-agent model with and without input constraints
are developed. In [58], a class of generalized flocking algorithms based on the Olfati-Saber’s
results for self-driving multi-agent networks. In [59], a second-order multi-agent system with
communication network determined by a metric rule based on a random interaction range
is studied to determine a bound on the probability that the agents asymptotically agree on
a common velocity. In [14], a theoretical framework for design and analysis of distributed
flocking algorithms is presented. A flocking implementation in a fleet of UAVs is presented in
[60].

Rendezvous, formation control, and flocking can be solved using consensus algorithms
or not. Then, the consensus algorithms are used to exemplify the performance of the proposed
control strategies in formation control.

2.3 Control approaches in multi-agent systems

The control objective in multi-agent systems are consensus and leader-following consensus.
In both control objectives, the agents must achieve a common value in relation to their
states. However, consensus is an agreement in relation to the states of the other agents and
in leader-following consensus, the agents must follow the trajectories of a leader agent. In
the following subsections, the main approaches of consensus and leader-following consensus
for multi-agent systems focused on control strategies for different external unknown inputs
considered as faults and/or disturbances are presented.
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2.3.1 Consensus and leader-following consensus

Consensus is an important problem in the context of multi-agent systems where all
the agents reach an agreement in relation to the states of the other agents [61]. A consensus
algorithm or consensus protocol is an interaction rule that specifies the exchange of information
between an agent and its neighbors on the network [62]. Pioneering works on the consensus
for distributed making and parallel computing can be found in [63], [64]. The interest in
consensus control is mainly stimulated by [62] and [65].

The multi-agent systems are said to achieve consensus if limt→∞
∥∥xi(t)− xj(t)

∥∥ = 0,
∀i ≤ j = 1, 2, . . . , N, where xi(t) and xj(t) are the states of all the agents, and N is the total
number of agents [66]. Several research works have focused on the consensus problem such
that distributed optimal with completely unknown dynamics [67], distributed quantized
H∞ consensus under switching weighted undirected or balanced directed topologies [68], or
discrete- and continuous-time multi-agent systems with distance-dependent communication
networks [69], just to mention some works.

On the other hand, leader-following consensus is a particular case obtained when all the
trajectories of the agents must converge to the trajectory of a physical or virtual leader [70].
In the last decades, the leader-following consensus problem has been studied extensively
considering time delays [71], switching topologies [72], [73], irregular discrete sampling
times [74], additive and multiplicative noises [75], measurement noises [76], particle swarm
optimization [77], multiple uncertain Euler-Lagrange systems [78], nonlinear multi-agent
systems [79]–[81], high-order multi-agent systems [82], , and event-triggered mechanisms [27],
[83], [84], among others. The leader-following control problem is solved if the multi-agent
system satisfies limt→∞ ‖xi(t)− xr(t)‖ = 0, ∀i = 1, 2, . . . , N, where xr(t) is the leader’s states.
In the last decades, the leader-following consensus has been employed in fleets of UAVs
when the control objective of the collective group is to follow the trajectories and velocities
described by a physical or virtual agent such as reported in [27], [77] considering second-order
multi-agent systems, or multi-UAV-systems [43], [85].

The most studied problems in the context of multi-agent systems are consensus and
leader-following consensus [61], [86]. Consensus and leader-following consensus can
be compared with the regulation and tracking problem in conventional single systems.
Consensus is to reach an agreement between agents in relation to the states of the other agents
as regulation in a single system without reference. Leader-following consensus is to follow a
leader agent which can be seen as tracking a reference. The leader-following consensus allows
to synchronize a team of agents through a virtual/physical leader agent. For the reason,
leader-following consensus is taken in order to manipulate the multi-agent system through a
leader.

Nevertheless, it is well known that in real implementations there are several challenges
to consider, such as faults in actuators, sensors, parameters or in communication; disturbances,
parameter uncertainties, or measurement noise, which affect the performance of the consensus.
These challenges in homogeneous multi-agent systems are presented in the following
subsections.
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2.3.2 Robust multi-agent systems with disturbances and nonlinearities

The performance of the consensus is often affected by external disturbances [23]. In this
sense, H∞ optimization problem has been studied for high-order multi-agent systems with
Lipschitz nonlinearities and switching topologies [87], Lipschitz nonlinear multi-agent systems
with uncertain dynamics[88], event-based strategy in second-order multi-agent systems [89],
discrete-time nonlinear multi-agent systems with missing measurements [90], delays and
parameter uncertainties [91]. Another control technique used for multi-agent systems
with external disturbances is adaptive control. Disturbance rejection in multi-agent with
actuator failures is investigated in [92]; disturbance-compensation based on learning control
is proposed in [93]; nonlinear multi-agent systems with state constraints are investigated in
[94], including deterministic disturbances [95], or bounded external disturbances [96], among
others. Generally, those strategies can be divided into adaptive or H∞ optimization problem.
An alternative found in the control theory to solve the exogenous disturbances problem is
the quadratic boundedness in systems with bounded disturbances. It is said that a system is
quadratically bounded if all its solutions are bounded and this behavior can be guaranteed
with a quadratic Lyapunov function [97]. Quadratic boundedness approaches have been used
in fault estimation [98], optimal estimation of unmanned aerial vehicles [99], or feedback
stabilization of Takagi-Sugeno systems [100] to compensate bounded external disturbances.
Nevertheless, the quadratic boundedness consensus has not been found in the literature in
order to solve such problem in multi-agent systems. The quadratic boundedness consensus
can be applied to design a robust controller and observer in multi-agent systems affected by
bounded disturbances so that both the synchronization and the estimation error are ultimately
inside an invariant ellipsoid.

Another problem is examined when this input is nonlinear. A centralized and a decentralized
event-triggered leader-following consensus for a class of switched nonlinear multi-agent
are investigated in [83]. The distributed leader-following consensus problem for a class of
first-order and second-order Lipschitz nonlinear multi-agent systems with unknown control
directions and unknown bounded external disturbances is addressed in [80]. The distributed
event-triggered consensus problem for a class of nonlinear multi-agent systems subject to
actuator saturation considering an uncertain nonlinear function is presented in [81]. A
sampled-data leader-following consensus of nonlinear multi-agent systems with random
switching network topologies and communication delay is studied in [73]. In [83] and [80],
heterogeneous nonlinear multi-agent systems have been contemplated where, in [83], the
nonlinearity is different for each agent and [80] considers only different values in the agents’
parameters. [81] and [73] present high-order nonlinear homogeneous multi-agent systems
with a linear and an additive nonlinear part. However, in [73], [80], [81], [83], the additive
nonlinearity is Lipschitz and only dependent on the local states of each agent. Until now, a
nonlinearity dependent on states of neighboring agents has not been considered.

An alternative for reducing the exchange of information between agents and the update
control rate is the event-triggered control. In the following subsection, works in the context of
event-triggered control for multi-agent systems are presented.
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2.3.3 Event-triggered control

As a result of the rapid development of computer technologies, discrete-time systems are
becoming increasingly important due to embedded microprocessors. It is well known that
discrete-time systems only sample signals at discrete-time. One crucial issue is how to select
an appropriate sample time. The system computes every sampling time the control law in
the classical time-driven control. In many cases, the time-triggered approaches make changes
in the control law provoking unnecessary energy consumption. In this spirit, event-based
control approaches have been of interest in order to handle these disadvantages [24]. In
event-based control, the controller is not executed unless it is required [25]. Fig. 2.10 shows
the main components of an event-based control loop which consists of a plant, the controller
(continuous-time or discrete time), and an event generator. The communication links are only
used after the occurrence of an event at time tk and the current output y(tk) (or state x(tk)) is
transmitted to the controller. The controller determines the new input uk, which is conditioned
by the control input generator to determine the continuous input u(t) in the time interval
[tk, tk+1) until the next event occurs at time tk+1 [101].

Fig. 2.10: Event-based control loop [101].

The event generator determines the time instants tk, k ∈ Z+, at which the next
communication between the event generator, the controller, and the control input generator
is applied, and the information that is communicated from the sensor to the controller.
The control input generator establishes the signal u(t) for the time interval t ∈ [tk, tk+1) in
dependence on the information obtained at time tk.

A critical issue to be avoided in event-triggered control is Zeno behavior. Zeno behavior
makes to the occurrence of an infinite number of discrete transitions (events) within a finite
time interval. Hence, Zeno behavior is extremely undesired in event-triggered control [102],
since it causes invalidation of theoretical analysis due to the nonexistence of solutions after
some finite instant, and generates to an excessive waste of communication and computational
resources [103].

Event-based control is a control methodology often used for reducing the communication
load of a digital network. An overview of event-triggered consensus in multi-agent systems
has been presented in [104]. Fixed-time event-triggered consensus problems are studied in
[105], [106]. In [107], a dynamic event-triggered leader-following control under a directed
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communication topology is designed. The broadcasting between each agent is reduced and is
not considered continuous in time. The event-triggered tracking control problem of non-linear
second-order multi-agent systems is investigated in [108] using the distributed sliding-mode
control approach to decrease the controller sampling and save the network communication.
In [109], a distributed robust event-triggered tracking methodology for synchronization
of multiple uncertain under-actuated surface vessels under limited communication range
is proposed. In [110], the event-triggered leader-follower consensus control problem for
linear continuous-time multi-agent systems is investigated. A consensus protocol and an
event-triggered communication strategy based on a closed-loop estimator are designed
and applied to the problem of vehicle platooning. In [111], a secondary voltage control
with distributed event-triggered sliding mode control for DC microgrid is presented which
synchronizes the voltage magnitude of each follower. In [112], the synchronization of
multiple memristive neural networks under cyber-physical attacks through distributed
event-triggered control is investigated. A Lyapunov function and M-matrix properties
are used to get the criteria for synchronization under cyber-attacks. An event-triggered
formation tracking problem of nonholonomic mobile robots is studied in [113] introducing
a super-twisting sliding mode differentiator. An event-triggered leader-following consensus
for general linear fractional-order multi-agent systems subject to input delays is investigated
in [114]. A mean square leader-following consensus for stochastic multi-agent systems using
a distributed event-triggered mechanism with time-varying delay is addressed in [115].
An adaptive leader-following consensus using a centralized event-triggered function for a
class of heterogeneous first-order multi-agent systems is studied in [116]. A reduced-order
observer-based consensus for multi-agent systems with time delay an event-triggered
strategy is investigated in [117]. An event-triggered containment control for first-order
and second-order multi-agent systems with constant delays is presented in [118]. The
importance of event-triggered control lies in providing an effective means to avoid continuous
communication when the limited resources are considered (embedded processors or restricted
bandwidth) [107], [108].

Event-triggered approaches have been employed in multi-agent systems in order to reduce
the broadcasting in the communication and the update control rate [26]–[28]. Consequently,
the energy consumption in each agent is reduced, and the bandwidth limitation is well
managed. It should be noticed that event-triggered control strategies and fault-tolerant control
for multi-agent systems under actuator, sensor, or communication faults have been recently
explored. The next subsection is totally focused on fault-tolerant control for multi-agent
systems.

2.3.4 Fault-tolerant control

An increasing demand for safe and reliable dynamic systems has been becoming an
important subject. Modern control systems are becoming more complex and sophisticated,
in consequence, the issues of availability, cost efficiency, reliability, operating safety, and
environmental protection are major importance. The consequences of faults can be extremely
serious in terms of human mortality, environmental impact, and economic loss. Therefore,
there is a growing need for on-line control. A fault can be defined as an unexpected change
of system function although it may not represent physical failure or breakdown. In order
to avoid production deterioration or machine damage faults must be found to stop the
propagation [20]. A fault-tolerant control system is designed to maintain some portion of
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its control integrity in the case of a specified set of possible faults or large changes in the
system operating conditions. This can be done if the control system has built-in an element
of automatic reconfiguration, once a fault has been detected and isolated [18]. Fault-tolerant
control has becoming an important subject in modern control theory and practice. A
fault-tolerant control may not offer an optimal performance in a strict sense for normal
system operation, but generally the fault-tolerant control can mitigate effects of faulty system
component without completely compromising the mission or putting the users at risks. It is
important to emphasize that when a fault occurs in a system, either in sensors or actuators,
the characteristics of the entire system can submit to significant changes, i.e., degradation [119].

In fault-tolerant control systems, one of the important issues is to maintain the system
performance close to the desirable one and to preserve stability conditions after occurrence
of a fault [120]. Fault-tolerant control systems can be classified into two types: passive and
active. Passive controllers are fixed and designed to be robust against faults, and they are very
restrictive because all the expected faults cannot be known a priori [119]. Active controllers
react actively to the faults by reconfiguring the controller so that the stability and an acceptable
performance of the system can be ensured [120]. These controllers consist of adjusting the
controllers on-line according to the fault magnitude in order to retain the closed-loop system
performance [119].

Disturbances and model uncertainties change the plant behavior like faults. From the
fault-tolerant control point of view, when faults are represented as additional external signals
they are called additive faults. When the faults are modeled as parameter deviations they
are called multiplicative faults because the system parameter depending on the fault size are
multiplied with the malfunction. At the beginning, disturbances and model uncertainties have
similar effects on the system. In contrast, faults are unknown elements which must be detected
and removed. Disturbances and model uncertainties are known and they are handled by
appropriate filtering or robust control design [20].

The faults can be classified as plant faults which change the dynamical properties of the
system, sensor faults where the measuring devices of the system have errors, and actuator
faults which influence the plant controller by interruptions or modifications (see Fig. 2.11).

Fig. 2.11: Distinction between actuator faults, plant faults, and sensor faults.

Due to the higher complexity and the increasing number of components, multi-agent
systems are particularly sensible to faults, which can happen with a higher probability
and result in performance degradation or breakdown of all the agents [21]. Fault-tolerant
control of multi-agent systems has attracted the researchers’ interest in recent years. A
synchronization resilience with unknown faults on communication links is addressed in
[21]; the unknown faults are considered deterministic bounded functions. A back-stepping
fault-tolerant sliding-mode control is designed for second-order nonlinear multi-agent systems
subject to actuator faults and time-varying weighted topologies in [121]. An adaptive H∞
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control is proposed for linear time-invariant multi-agent systems subject to actuator faults,
saturation, and L2 disturbance in [122]. A mitigation approach of cyber-physical attacks on
sensors and actuators of discrete-time multi-agent systems is proposed in [123]. An output
feedback fault-tolerant control scheme for heterogeneous multi-agent systems subject to loss
of effectiveness, time-varying additive actuator faults, and external disturbance is investigated
in [35]. A nonlinear and discontinuous adaptive observer-based event-triggered fault-tolerant
control of multi-agent systems is investigated in [124]. An adaptive fault-tolerant control for
multi-agent systems with deception attacks and actuator faults is studied in [125] where false
data is injected in the communication channels as deception attacks. In [126], an adaptive
consensus tracking for a class of high-order nonlinear time-varying multi-agent systems with
output constraints, actuator faults, and external disturbance is studied. In [127], a distributed
fault-tolerant tracking control based on adaptive neural networks is designed for a multi-agent
systems under uncertain dynamics, unknown dead zones, and actuator failures. In [112],
the synchronization of multiple memristive neural networks under cyber-physical attacks
through distributed event-triggered control is investigated; Lyapunov analysis and M-matrix
properties are used to get the criteria for synchronization under cyber-attacks. Several fault
accommodation control schemes for a class of multi-agent systems are presented; a passive and
active fault accommodation control schemes are presented based on an actuator fault detection
in [128]. A resilient state feedback based leader-following tracking strategy is proposed for
multi-agent systems under faults on sensors and actuators using an adaptive compensation
and an H∞ control in [129]. An adaptive fault-tolerant consensus control based on neural
networks for nonlinear multi-agent systems with actuator faults is investigated in [130].
A distributed resilient control method for the consensus problem under denial-of-service
attacks and communication delays is proposed in [131]. A fuzzy fault-tolerant control of
a class of nonlinear multi-agent systems with actuator/sensor faults under directed and
switching topology is addressed in [132]. A compensation based on fuzzy logic approach for
actuator/sensor faults and unknown nonlinearities in a class of discrete time-delay systems
under cyber-attacks is developed in [133]. Secure control problem of unknown cyber-physical
systems with sparse actuator denial-of-service and deception attacks is investigated in [134]. A
active fault-tolerant control in a second-order multi-agent systems is developed under partial
loss of effectiveness actuator faults in [135]. A robust observer-based consensus reliable control
for linear parameter-varying multi-agent systems against actuator faults is addressed using
H∞ in [136]. An adaptive observer-based fault-tolerant distributed containment control of
multi-agent systems with actuator bias faults is studied in [137]. A fault-tolerant time-varying
formation control problems for second-order multi-agent systems with directed topologies in
[9], [138]; both bias and loss of effectiveness fault modes are considered. A robust adaptive
fault tolerant protocol is presented to solve the flocking approach with uncertainties and
actuator faults in [139]. A discrete fault-tolerant control based on H∞ is presented with
simultaneous faults in [140]. An adaptive fault tolerant cooperative control is presented
in [141] considering unknown inputs. An adaptive fault-tolerant control problem for a
class of multi-agent systems with matched unknown nonlinear functions and actuator bias
faults is addressed in [142]. An adaptive fault-tolerant control based on neural network for
nonlinear multi-agent systems with actuator faults is presented in [143]. A fully distributed
adaptive fault-tolerant consensus protocol is proposed for leader-follower multi-agent systems
with actuator loss of effectiveness and addictive faults in [144]. A fault-tolerant control in
multi-agent systems subject to actuator faults is addressed based on an online estimator
recursive least square and model predictive control in [145]. A fault-tolerant cooperative
control problem of agent groups in the context of multi-agent flocking tasks with second order
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linear dynamics is studied in [146]. An adaptive control based on fuzzy logic is presented in
[147] using sliding mode observers with actuator faults under disturbances and uncertainties
in the model of high-order multi-agent systems. A fault-tolerant leader-following control is
presented in [148] with variant faults in the actuators. An adaptive fault-tolerant consensus in
multi-agent system with an unknown function considered as actuator fault is investigated in
[149]. A consensus tracking problem in multi-agent systems with both outage and partial loss
of effectiveness types of actuator faults is investigated in [150]. A fault-tolerant control for a
class of nonlinear multi-agent systems with variable communication topology is presented in
[151].

Table 2.2 presents a classification of the papers previously described. The type of faults,
cyber-attacks, the control strategy used, and the multi-agent system dynamics are analyzed. It
is important to underline that the great majority of those research works study actuator fault
problems using adaptive control strategies in linear-time invariant (LTI) systems.
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Table 2.2: Classification of the state-of-the-art in fault-tolerant control for multi-agent systems.

Reference Actuator Sensor faults Communication
faults Cyber-attacks Control strategy Dynamic

[21] × Adaptive LTI

[121] × Back stepping
sliding-mode

Second-order
stochastic
nonlinear

[122] × Adaptive/H∞ LTI

[123] Sensors and
actuators H∞ Discrete-time

[35] × Adaptive/Virtual
actuators

LTI
heterogeneous

[124] × Adaptive
event-triggered LTI

[125] × Deception
attacks Adaptive LTI

[126] × Adaptive Nonlinear
time-varying

[127] × Adaptive neural
networks Second-order

[112] Cyber-attacks M-matrix

Multiple
memristive
neural
networks

[128] × Accommodation LTI
[129] × × Adaptive/H∞ LTI

[130] × Adaptive neural
networks Nonlinear

[131] ×
Denial of
service
attacks

Distributed
controller

Switching
LTI

[132] × × Fuzzy logic Nonlinear
[133] × × Cyber-attacks Fuzzy logic Discrete-time

[134] Actuator
attacks LQ LTI

[135] × Active FTC Second-order
[136] × H∞ LPV
[137] × Adaptive LTI

[9], [138] × Formation
control LTI

[139] × Adaptive Second-order
[140] × × H∞ LTI

[142] × Adaptive Class of
nonlinear

[143] × Adaptive neural
networks Nonlinear

[144] × Adaptive LTI
[145] × MPC LTI
[146] × Flocking Second-order

[147] × Adaptive fuzzy
logic High-order

[149] × Adaptive LTI

[150] × Virtual
actuators LTI

The following section yields an analysis and conclusion of the main areas of opportunity
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for research work considering faults in multi-agent systems.

2.4 Conclusions

In the last decades, the most studied problems in the context of multi-agent systems
are consensus and leader-following consensus [61], [86]. The difference between consensus
and leader-following consensus can be compared as regulation and tracking. Regulation
(consensus) consists to stabilize a system in an equilibrium point. Tracking (leader-following
consensus) lies to follow a desired trajectory. As previously mentioned, the leader-following
consensus allows to synchronize a team of agents through a virtual/physical leader agent. For
this reason, leader-following consensus is taken in order to manipulate the multi-agent system
through a leader.

A critical problem for cooperative control is to determine algorithms so that the multi-agent
system can reach the consensus in the presence of imperfect sensors, communication dropout,
spare communication topologies, and noisy communication links [33]. The consensus
performance can be affected due to bandwidth limitations [152], packet losses [153], external
disturbances [45], unknown inputs [154], sensor [129], actuator [121], or communication faults
[21], as well as cyber-attacks [133]. As previously mentioned, several control approaches have
been addressed those problems using event-triggered [155], adaptive [32], H∞ optimization
[70], fault-tolerant control [121], or resilient control [123], however, new methods could be
developed as mentioned in the following paragraphs.

In fault-tolerant control systems, one of the important issues is to maintain the system
performance close to the desirable one and to preserve stability conditions after occurrence
of a fault [120]. As seen in Table 2.2, most of the researcher works have considered actuator
faults using adaptive control strategies [35], [124]–[127]. Nevertheless, virtual actuators have
been proposed as a fault accommodation approach. The faulty system is modified adding a
virtual actuator block which allows to reconfigure the controller [20]. The main advantage of
using virtual actuators is that the nominal control could be used without re-tuning it [156].
Loss of effectiveness, time-varying additive actuator faults, and external disturbance are
investigated in [35] for heterogeneous multi-agent systems using adaptive virtual actuators. In
[157], recursive least-square parameter estimation is used to estimate multiplicative actuator
faults, in contrast with [150] where an adaptive observer is used to estimate the faults; both
papers consider a nominal consensus control and then based on the fault estimation the virtual
actuator gain is calculated independently for each agent using the pole placement approach.
Neither, event-triggered techniques and virtual actuators or considering communication faults
have been considered. The design of distributed virtual actuators in multi-agent systems
subject to actuator faults is provided in Chapter 3.

Event-triggered approaches have been used in the literature for reducing the exchange
of the information and the control update rate in linear agents [27], nonlinear agents [105],
a multi-layer Kuramoto-oscillator network [106], general linear fractional order [114], single
and double integrators [26], or a group of vertical take-off and landing unmanned aerial
vehicles (VTOL-UAVs) [28]. The importance of event-triggered control lies in providing
an effective means to avoid continuous communication when the limited resources are
considered (embedded processors or restricted bandwidth) [107], [108]. Event-based strategies
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can be found in second-order multi-agent systems subject to external disturbances [89], under
actuator faults [124], cyber-attacks [112], or formation control [28]; however, communication
faults has not been considered yet in event-triggered techniques. An event-triggered strategy
in multi-agent systems is studied and applied in a fleet of UAVs under communication faults
in Chapter 4.

Quadratic boundedness is an approach found in the control theory of linear time-invariant
systems to solve the exogenous disturbances problem [97]. Quadratic boundedness approaches
have been used in fault estimation [98], optimal estimation of unmanned aerial vehicles
(UAVs) [99], or feedback stabilization of Takagi-Sugeno systems [100] to compensate
bounded external disturbances. However, the quadratic boundedness consensus has not
been found in the literature in order to solve such problem in multi-agent systems subject
to disturbance/actuator faults. For that reason, a passive fault-tolerant control based on
quadratic boundedness consensus considering bounded faults is designed in Chapter 5.
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Chapter 3

Event-Triggered and Fault-Tolerant
Leader-Following Control for

Multi-agent Systems

3.1 Introduction

Proper resource management is a challenge to be considered when implementing control
systems in real applications. The vast majority of autonomous systems have independent
battery-based power sources, which in some cases are insufficient to carry out long operations
over time. These autonomous systems have embedded microprocessors that are used to
manage components such as sensors and actuators. As a result of the rapid development
of computer technologies, discrete-time systems are becoming increasingly important. One
crucial issue is how to select an appropriate sample time. The microprocessor samples every
discrete-time the sensors and compute the control law in order to manipulate the system.
The control which is periodically sampled each time is called time-triggered control. In
time-triggered architectures, activities are triggered by the progression of global time [158].
Event-based control is a control methodology often used for reducing the communication load
of a digital network. The sampling instants are determined by an event generator [101].

There are several reasons for using event-based feedback. First, the information exchange
is reduced to ensure a required system performance. The physical structure requires that
measurements or control actions have to be taken at time instants prescribed by the dynamics
of the plant. Asynchronous communication protocols and real-time software do not allow to
transfer and process information at specific clock times [101]. As mentioned in subsection 2.3.3,
the event generator determines the time instants tk, k ∈ Z+, at which the next communication
between the event generator, the controller, and the control input generator is applied, and
the information that is communicated from the sensor to the controller. The control input
generator establishes the signal u(t) for the time interval t ∈ [tk, tk+1) in dependence on the
information obtained at time tk.

Event-triggered approaches have been employed in multi-agent systems in order to reduce the
broadcasting in the communication and the update control rate [26]–[28]. Consequently, the
energy consumption in each agent is reduced, and the bandwidth limitation is well managed.
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Just as proper resource management is a challenge in control systems, fault tolerance is
an even greater challenge that must be considered. As presented in subsection 2.3.4, modern
control systems are becoming more complex and sophisticated, in consequence, the issues
of availability, cost efficiency, reliability, operating safety, and environmental protection are
major importance [20]. In fault-tolerant control systems, one of the important issues is to
maintain the system performance close to the desirable one and to preserve stability conditions
after occurrence of a fault [120]. Due to the higher complexity and the increasing number of
components, multi-agent systems are particularly sensible to faults, which can happen with a
higher probability and result in performance degradation or breakdown of all the agents [21].

Virtual actuators have been proposed as a fault accommodation approach. The faulty
system is modified adding a virtual actuator block which allows to reconfigure the controller
[20]. The main advantage of using virtual actuators is that the nominal control could
be used without re-tuning it [156]. Few works can be found in the literature concerning
virtual actuators to reconfigure the cooperative control law in multi-agent systems. Loss of
effectiveness, time-varying additive actuator faults, and external disturbance are investigated
in [35] for heterogeneous multi-agent systems using adaptive virtual actuators. In [157],
recursive least-square parameter estimation is used to estimate multiplicative actuator faults,
in contrast with [150] where an adaptive observer is used to estimate the faults; both papers
consider a nominal consensus control and then, based on the fault estimation, the virtual
actuator gain is calculated independently for each agent using the pole placement approach.

This chapter presents the design of an event-triggered and a fault-tolerant leader-following
control for multi-agent systems. The design of both strategies are divided in two sections.
The first section is dedicated to design an leader-following control. Then main contribution
consists in the design of an observer-based leader-following consensus which guarantee that
all the agents follow the trajectories of a leader agent and then, based on the eigenvalues
of the closed-loop multi-agent system, an event-triggered mechanism is added with a
dynamic-threshold reducing the information exchange between agents and the update rate of
the control law.

Fig. 3.1 shows the proposed strategy scheme where each agent has an observer, a consensus
protocol, and an event-triggered mechanism.
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Fig. 3.1: Event-triggered control scheme in multi-agent systems.

The second contribution consists in the design of an observer-based fault-tolerant
control in multi-agent systems under actuator faults. The proposed strategy reconfigures
the observer-based leader-following nominal control preserving an acceptable consensus
performance using distributed virtual actuators for each agent. Sufficient LMI-based
conditions have been obtained to compute the controller, observer, and virtual actuator gains in
order to guarantee the stability of the consensus, the estimated error, and the virtual actuators.
Fig. 3.2 illustrates the scheme of the proposed strategy for each agent.

Fig. 3.2: Virtual actuators scheme in multi-agent systems.
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Linear matrix inequalities (LMIs)-based sufficient conditions are obtained to compute the
controller, observer, and virtual actuator gains which guarantee stability of the synchronization
error, the estimation error, and the virtual actuator. The effectiveness of both strategies are
illustrated through numerical examples. The focus in the following section is to design a
leader-following control based on event-triggered approach using the estimated state vector of
the local and neighboring agents such that all agents follow the leader’s trajectories in order to
reduce the update control rate and the exchange of information.

This chapter is organized as follows. The observer-based leader-following control is
designed in subsection 3.2.1. The event-triggered mechanism is provided in subsection 3.2.2.
A comparison of the proposed approach and the classical formation control is illustrated
in Section 3.2.3. The fault-tolerant leader-following control is designed in subsection 3.3.1.
The synthesis of the controller, observer, and virtual actuator gains are given in subsection
3.3.2. Numerical examples are used to illustrate the effectiveness of the proposed strategy in
subsection 3.3.3. Finally, the conclusions of this chapter are drawn in Section 3.4.

3.2 Observer-based event-triggered leader-following control for
multi-agent systems

Consider the following system:

ẋi(t) = Axi(t) + Bui(t),
yi(t) = Cxi(t),

(3.1)

where xi(t) ∈ Rn is the vector state, ui(t) ∈ Rm is the input vector, yi(t) ∈ Rp is the
measurement output vector, i represents the ith agent (∀i = 1, 2, . . . , N) with matrices A ∈
Rn×n, B ∈ Rn×m, and C ∈ Rp×n. The following assumptions hold in this section.

Assumption 1. The pair (A, B) is stabilizable (see Appendix 4).

Assumption 2. The pair (A, C) is detectable (see Appendix 4).

Assumption 3. The graph G is undirected.

Assumption 4. All the agents have information about the virtual leader.

The objective is to design a leader-following control for the multi-agent system (3.1) such
that all the agents follow the leader’s reference trajectories in a consensus. The dynamics of the
leader are considered as follows:

ẋr(t) = Axr(t) + Bur(t), (3.2)

where xr(t) ∈ Rn is the leader’s state vector and ur(t) ∈ Rm is the leader’s input vector.
The trajectories to be followed are given by the leader-following control. Let us define the
synchronization error between the leader and each agent i as follows:

δi(t) = xi(t)− xr(t), (3.3)

then, the synchronization error dynamics are obtained:

δ̇i(t) = ẋi(t)− ẋr(t),
= Axi(t) + Bui(t)− Axr(t)− Bur(t),
= Aδi(t) + B∆ui(t)

(3.4)
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with ∆ui(t) := ui(t)− ur(t).

Definition 1 ([86]). The leader-following control problem is achieved if the multi-agent system (3.1)
satisfies:

lim
t→∞
‖xi(t)− xr(t)‖ = 0, ∀i = 1, 2, . . . , N. (3.5)

for any initial condition.

According to [86], the classical observer-based leader-following control is given by the
following equation:

∆ui(t) = K

[
∑

j∈Ni

aij
(
x̂i(t)− x̂j(t)

)
+ α (x̂i(t)− xr(t))

]
(3.6)

where K ∈ Rm×n is the control gain to be designed, α > 0 is a positive constant, x̂i(t) and x̂j(t)
are the estimated state vector of the agent i and j, respectively.

3.2.1 Observer-based leader-following control design

The full state vector is not always available, thus, the leader-following control uses the
estimation provided by the following observer:

˙̂xi(t) = Ax̂i(t) + Bui(t) + Lo (yi(t)− ŷi(t)) ,
ŷi(t) = Cx̂i(t),

(3.7)

where x̂i(t) ∈ Rn is the estimated state vector, ŷi(t) ∈ Rp is the estimated output vector, and
the matrix Lo ∈ Rn×p is the observer gain to be designed. The estimation error of each agent is
defined as follows:

ei(t) = xi(t)− x̂i(t). (3.8)

Thus, the dynamic estimation error is defined as follows:

ėi(t) =ẋi(t)− ˙̂xi(t) = (A− LoC)ei(t). (3.9)

Let e(t) =
[
e1(t)T, e2(t)T, . . . , eN(t)T]T, then, (3.9) can be rewritten in the compact form:

ė(t) = (IN ⊗ (A− LoC)) e(t). (3.10)

Note that:
BK ∑

j∈Ni

aij
(

x̂i(t)− x̂j(t)
)

+ αBK (x̂i(t)− xr(t))

= BK ∑
j∈Ni

aij
((

δi − δj
)
−
(
ei − ej

))
+ αBK (δi − ei) .

(3.11)

Based on (3.11), (3.4) becomes:

δ̇i(t) = Aδi(t) + BK ∑
j∈Ni

aij
((

δi − δj
)
−
(
ei − ej

))
+ αBK (δi − ei) . (3.12)

Let δ(t) =
[
δ1(t)T, δ2(t)T, . . . , δN(t)T]T. Then, the synchronization error model is written using

the Kronecker product as follows:

δ̇(t) = (IN ⊗ A) δ(t) + ((αIN + L)⊗ BK) (δ(t)− e(t)) . (3.13)
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Let z(t) =
[
δ(t)T, e(t)T]T, combining (3.10) and (3.13), it is obtained

ż(t) = Ãz(t), (3.14)

where

Ã =

[
IN ⊗ A + (αIN + L)⊗ BK − (αIN + L)⊗ BK

0nN×nN IN ⊗ (A− LoC)

]
. (3.15)

In order to analyze the stability of the synchronization error and the estimation error, let us
choice a candidate Lyapunov function for the closed-loop system in (3.14) as follows V1(z) =
zTdiag (IN ⊗ P1, IN ⊗ P2) z where P1 = PT

1 > 0 and P2 = PT
2 > 0. The derivative of V1(z) along

the trajectories of (3.14) is given by:

V̇1 =2zTdiag (IN ⊗ P1, IN ⊗ P2) ż,

=2δT (IN ⊗ P1) δ̇ + 2eT (IN ⊗ P2) ė,

=2δT[ (IN ⊗ P1A) δ + ((αIN + L)⊗ P1BK) δ− ((αIN + L)⊗ P1BK) e
]

+ 2eT [IN ⊗ P2 (A− LoC)] e.

(3.16)

Let us perform a spectral decomposition of the Laplacian matrix L, such that L = TJTT with
a matrix T ∈ RN×N and a diagonal matrix J = diag (λ1(L), λ2(L), . . . , λN(L)) ∈ RN×N with
λ1(L) = 0 where λi(L) represents ith-eigenvalues of L. By Lemma 2, the eigenvalues of L
form a base of eigenvectors which are used to construct the invertible matrix T. Let us define a
change of coordinates as follows:

φ =
(

TT ⊗ IN

)
δ,

θ =
(

TT ⊗ IN

)
e.

(3.17)

Replacing (3.17) in (3.16) leads to:

V̇1 =2φT [(IN ⊗ P1A) + ((αIN + J)⊗ P1BK)] φ− 2φT ((αIN + J)⊗ P1BK) θ

+ 2θT (IN ⊗ P2 (A− LoC)) θ.
(3.18)

Because J has the eigenvalues of L on its diagonal, (3.18) can be rewritten as follows:

V̇1 =
N

∑
i=1

[
φT

i He {P1 (A + (α + λi) BK)} φi − 2φT
i (α + λi) P1BKθi + θT

i He {P2 (A− LoC)} θi

]
.

(3.19)
Let us define ϕi =

[
φT

i , θT
i
]T so that (3.19) is rewritten as:

V̇1 =
N

∑
i=1

ϕT
i Θ1i ϕi,

Θ1i =

[
He {P1 (A + (α + λi) BK)} − (α + λi) P1BK

∗ He {P2 (A− LoC)}

]
.

(3.20)

If Θ1i < 0, ∀i = 1, 2, . . . , N, then V̇1 < 0. Thus, the synchronization and the estimation
error are stable. However, the matrices cannot be computed using conventional tools due to
the products of decision variables, such as (α + λi) P1BK. The following theorem provides
LMIs-based conditions in order to compute the controller and observer gains.
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Theorem 1. Considering the closed-loop system in (3.14), given eigenvalues λi(L) of the Laplacian
matrix (i = 1, 2, . . . , N), the scalar α > 0, and scalars µ1 > 0 and µ2 > 0, if there exist symmetric
matrices P1 > 0, P2 > 0, and matrices K, M such that the following inequality

He {P1A}+ In − 2P1
µ1

0n×n (α + λi) P1B P1
µ1

+ (α + λi) µ1BK
∗ He {P2A−MC} −µ2KT 0n×n
∗ ∗ −2µ2 Im 0m×n
∗ ∗ ∗ −In

 < 0 (3.21)

holds, then the synchronization and the estimation error are stable, thus, the leader-following control
problem for the multi-agent system in (3.1) is solved under the control defined as ui(t) = ∆ui(t) + ur(t)
and observer gain Lo = P−1

2 M.

Proof. Using Schur complement in (3.21), it is obtained:Q1 0n×n (α + λi) P1B
∗ He {P2A−MC} −µ2KT

∗ ∗ −2µ2 Im

 < 0, (3.22)

where Q1 = He {P1A}+ In − 2P1
µ1

+
(

P1
µ1

+ (α + λi) µ1BK
)T ( P1

µ1
+ (α + λi) µ1BK

)
. Note that,

He {P1 (A + (α + λi) BK)}
≤ He {P1 (A + (α + λi) BK)}+ µ2

1 (α + λi)
2 (BK)T (BK)

= He {P1A} −
P2

1

µ2
1

+

(
P1

µ1
+ (α + λi) µ1BK

)T (P1

µ1
+ (α + λi) µ1BK

)
,

(3.23)

where µ1 > 0 guarantees (α + λi) BK would not be too big. Then, the following inequality is
introduced (

In −
P1

µ1

)(
In −

P1

µ1

)
≥ 0

In −
2P1

µ1
≥ −P2

1

µ2
1

.
(3.24)

Combining (3.23) and (3.24), it is obtained

He {P1 (A + (α + λi) BK)}

≤He {P1A}+ In −
2P1

µ1

+

(
P1

µ1
+ (α + λi) µ1BK

)T (P1

µ1
+ (α + λi) µ1BK

)
.

(3.25)

Multiplying (3.22) the left and the right sides by[
In 0n×m 0n×m

0n×n Im −KT

]
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and its transpose, it is obtained: [
Q1 − (α + λi) P1BK
∗ He {P2A−MC}

]
< 0. (3.26)

Combining (3.25), (3.26), and selecting M = P2Lo, it recovers:[
He {P1 (A + (α + λi) BK)} − (α + λi) P1BK

∗ He {P2 (A− LoC)}

]
< 0. (3.27)

Condition (3.27) is equal to (3.20), thus, the condition (3.21) satisfies the condition (3.20) which
completes the proof.

In the following subsection, the leader-following control is extended using an
event-triggered mechanism in order to reduce the exchange of information and the control
update rate.

3.2.2 Event-triggered control mechanism

In an event-triggered approach, the update of the control action depends on the
synchronization error. When the magnitude of this error exceeds a threshold, then the value of
the control law is updated, otherwise, the control law keeps the last value. In order to design
an event-triggered leader-following control, (3.6) is modified as follows:

∆ui(t) = K

[
∑

j∈Ni

aij

(
x̂i(ti

k)− x̂j(ti
k)
)

+ α
(

x̂i(ti
k)− xr(ti

k)
) ]

(3.28)

where x̂i(ti
k) and x̂j(ti

k) are the last value of the observer state vector from the agent i and j
respectively, xr(ti

k) is the last value of the leader’s state vector, and ti
k is the last event-time of

the agent i. The sequence of event-times 0 ≤ ti
0 ≤ ti

1 ≤ . . . for agent i is defined as ti
k+1 = in f {t :

t > ti
k, gi (ξi(t)) > 0} where g (ξi(t)) is an appropriately chosen event function (see Theorem 2

in the next page). It should be clarified, agent i requests the information of the estimated state
of j at the event ti

k+1 in order to update the control law, otherwise, the control law keeps the last
value computed. That is, the control law and the neighboring estimated states are updated at
event ti

k+1. Note that from equation (3.12), the following is obtained:

δ̇i(t) = Aδi(t) + BK ∑
j∈Ni

aij

[(
δi(ti

k)− δj(ti
k)
)
−
(

ei(ti
k)− ej(ti

k)
)]

+ αBK
(

δi(ti
k)− ei(ti

k)
)

,

(3.29)
where δi(ti

k) and δj(ti
k) are the last value of the synchronization error of agent i and j, ei(ti

k)

and ej(ti
k) are the last value of the observer error of agent i and j. Let us define the event error,

which determines by a threshold when trigger an event, as follows:

ξi(t) =δi(ti
k)− δi(t),

ζi(t) =ei(ti
k)− ei(t).

(3.30)

Then, using (3.30) in (3.29), it is obtained:

δ̇i(t) = Aδi(t) + BK ∑
j∈Ni

aij
(
δi(t) + ξi(t)− δj(t)− ξ j(t)

)
− BK ∑

j∈Ni

aij
(
ζi(t) + ei(t)− ζ j(t)− ej(t)

)
+ αBK (δi(t) + ξi(t)− ζi(t)− ei(t)) .

(3.31)

34



3.2. Observer-based event-triggered leader-following control for multi-agent systems

Let ξ(t) =
[
ξ1(t)T, ξ2(t)T, . . . , ξN(t)T]T and ζ(t) =

[
ζ1(t)T, ζ2(t)T, . . . , ζN(t)T]T, (3.31) can be

rewritten as follows:

δ̇(t) = (IN ⊗ A) δ(t) + ((αIN + L)⊗ BK) (δ(t)− e(t) + ξ(t)− ζ(t)) . (3.32)

Let ε(t) =
[
ξ(t)T, ζ(t)T]T. Similarly, (3.14) is rewritten as:

ż(t) = Ãz(t) + B̃ε(t), (3.33)

where Ã is defined in (3.15), and

B̃ =

[
(αIN + L)⊗ BK − (αIN + L)⊗ BK

0 0

]
. (3.34)

The controller gain K and observer gain Lo are calculated by Theorem 1, thus, the closed-loop
system in (3.33) is Hurwitz. The following Lemma is necessary for Theorem 2 in order to
demonstrate that the closed-loop system (3.33) is stable in a bounded region.

Lemma 1 ([159]). Let Γ ∈ R2nN×2nN be an invertible matrix such that Ã = ΓJ Γ−1 where J =
diag

(
γ1(Ã), γ2(Ã), . . . , γ2nN(Ã)

)
where γ1(Ã), γ2(Ã), . . . , γ2nN(Ã) are the eigenvalues of Ã, then

it follows that: ∥∥∥eÃt
∥∥∥ ≤ ‖Γ‖ ∥∥∥Γ−1

∥∥∥ eγ(Ã)t = κ(Γ)eγ(Ã)t (3.35)

with κ(Γ) = ‖Γ‖
∥∥Γ−1

∥∥ and γ(Ã) is the maximum real eigenvalue of the matrix Ã.

Then, lemma 1 is used in the following Theorem which demonstrate that the closed-loop
system (3.33) is stable in a bounded region.

Theorem 2. Consider the multi-agent system in (3.1) with the control law in (3.28). The event function
is given by

gi(ξi(t)) = ‖ξi(t)‖ −
(

c1 + c2eβt
)

(3.36)

with constants c1 > 0 and c2 > 0, and γ(Ã) < β < 0 where γ(Ã) is the maximum real eigenvalue
of the matrix Ã. Then, for all initial conditions, the closed-loop system (3.33) does not exhibit Zeno
behavior, this is, the event-triggered control does not demand an infinite numbers of events in a finite
time.

Proof. The analytical solution of (3.33) is given by

z(t) = eÃtz(0) +

t∫
0

eÃ(t−s)B̃ε(s)ds. (3.37)

Thus, the closed-loop is bounded by

‖z(t)‖ ≤
∥∥∥eÃtz(0)

∥∥∥+

t∫
0

∥∥∥eÃ(t−s)B̃ε(s)
∥∥∥ ds. (3.38)

Lemma 1 yields

‖z(t)‖ ≤eγ(Ã)tκ(Γ) ‖z(0)‖+ κ(Γ)

t∫
0

eγ(Ã)(t−s) ∥∥B̃ε(s)
∥∥ ds. (3.39)

35



Chapter 3. Event-Triggered and Fault-Tolerant Leader-Following Control for Multi-agent Systems

Since
∥∥B̃ε(t)

∥∥ ≤ ∥∥B̃
∥∥ ‖ε(t)‖ and ‖ε(t)‖ ≤

√
N
(
c1 + c2eβt), it is obtained:

‖z(t)‖ ≤eγ(Ã)tκ(Γ) ‖z(0)‖+ κ(Γ)
∥∥B̃
∥∥√N

t∫
0

eγ(Ã)(t−s)
(

c1 + c2eβs
)

ds

=κ(Γ)

[
−

c1
∥∥B̃
∥∥√N

γ(Ã)
+

c2
∥∥B̃
∥∥√N

β− γ(Ã)
eβt +

(
‖z(0)‖+

∥∥B̃
∥∥√N

(
c1

γ(Ã)
− c2

β− γ(Ã)

))
eγ(Ã)t

]
.

(3.40)
By Theorem 1, the closed-loop matrix Ã is Hurwitz, thus, all the real eigenvalues of Ã are
negative, then, γ(Ã) < β < 0. Inequality (3.40) can be upper bounded by:

‖z(t)‖ ≤−
c1κ(Γ)

∥∥B̃
∥∥√N

γ(Ã)
+

c2κ(Γ)
∥∥B̃
∥∥√N

β− γ(Ã)
eβt + ‖z(0)‖ κ(Γ)eγ(Ã)t. (3.41)

Let us define t∗ as the last event occurrence, ‖ξi(t∗)‖ = 0, and gi(t∗) = −(c1 + c2eβt) < 0. From
(3.30), ε̇i(t) = −żi(t) between two consecutive events, thus,

‖εi(t)‖ ≤
∫ t

t∗
‖żi(s)‖ ds. (3.42)

From (3.33), it can be derived

‖ż(t)‖ ≤
∥∥Ã
∥∥ ‖z(t)‖+

∥∥B̃
∥∥ ‖ε(t)‖ . (3.43)

By definition ‖żi(t)‖ ≤ ‖ż(t)‖, if the last event occurs at time t∗ > 0, then using (3.42) in (3.43),
it is obtained:

‖εi(t)‖ ≤
∫ t

t∗

(∥∥Ã
∥∥ ‖z(s)‖+

∥∥B̃
∥∥ ‖ε(s)‖

)
ds (3.44)

and ‖z(t)‖ ≤ ‖z(t∗)‖ holds in (3.40). Thus, the error can be bounded as follows:

‖εi(t)‖ ≤
∫ t

t∗

(
K1 + K2eβs + K3eγ(Ã)s

)
ds (3.45)

where

K1 = c1
∥∥B̃
∥∥√N

(
κ(Γ)

∥∥Ã
∥∥

γ(Ã)
+ 1

)
, K2 = c2

∥∥B̃
∥∥√N

(
κ(Γ)

∥∥Ã
∥∥

β− γ(Ã)
+ 1

)
, K3 = κ(Γ)

∥∥Ã
∥∥ ‖z(0)‖ .

Because eγ(Ã)s ≤ eγ(Ã)t∗ and eβs ≤ eβt∗ , it holds that

‖εi(t)‖ ≤
∫ t

t∗

(
K1 + K2eβt∗ + K3eγ(Ã)t∗

)
ds =

(
K1 + K2eβt∗ + K3eγ(Ã)t∗

)
(t− t∗) (3.46)

The next event will not be triggered before (3.36) crosses zero. Thus, a positive lower bound on
the inter-event times is given by c1

K1+K2+K3
.

Remark 1. Theorem 2 provides an event function such that the control in (3.28) is updated with the
sequence of event-times ti

k+1 = in f {t : t > ti
k, gi (ξi(t)) > 0} and it does not exhibit Zeno behavior. In

order to illustrate the effectiveness of the event-triggered leader-following control, a comparison of two
numerical examples is presented.

In the following section, the fault-tolerant leader-following control is design for multi-agent
systems under actuator faults.
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3.2.3 Event-triggered leader-following consensus in second-order multi-agent
systems

Double integrator models are used to describe the agent dynamics when accelerations
rather than velocities are directly manipulated. According to [28], it is possible to
represent a fleet of UVAs as a double integrator multi-agent system. Therefore, a double
integrator multi-agent system is considered for the following simulations. The states of each
agent are positions and velocities, as well as the accelerations are considered inputs in a
three-dimensional Euclidean space. Only positions are assumed as measurable states. The
dynamics of each agent (3.1) are described by the following matrices:

A =

[
03×3 I3
03×3 03×3

]
, B =

[
03×3,

I3

]
, C =

[
I3 03×3

]
.

Four agents are considered (N = 4) with the fixed undirected communication topology
described by Fig. 3.3

Fig. 3.3: Communication topology for simulations in this subsection.

and the corresponding Laplacian matrix is presented as follows:

L =


3 −1 −1 −1
−1 2 −1 0
−1 −1 2 0
−1 0 0 1

.

Communication range limitations are not considered in this example. For the computation of
the controller and observer gains, the LMI parameters in (3.21) are selected as follows: α = 1,
µ1 = 2, and µ2 = 1000. A comparison of two simulations are exposed. Simulation A consists
of the observer-based time-triggered leader-following control and Simulation B consists of the
event-triggered control. In both simulations, the agents’ initial conditions are presented in
Table 3.1.
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Table 3.1: Initial positions and velocities of the agents.

Agent Initial condition
1 x1(0) = [4, 4, 0, 0, 0, 0]T

2 x2(0) = [1, 3, 0, 0, 0, 0]T

3 x3(0) = [−2,−2, 0, 0, 0, 0]T

4 x4(0) = [3,−2, 0, 0, 0, 0]T

The leader’s initial condition is xr(0) = [0, 0, 0, 0, 0, 0]T. In order to generate a desired
behavior in the reference model, a generator trajectory is defined by the following control
ur(t) = [2sin(t), 2cos(t), 2t]T − xr(t). Figs. 3.4 and 3.5 shows the profile evolution of the
agent states (positions and velocities) along 30s of Simulation A (time-triggered control) and
Simulation B (Event-triggered control). The leader’s trajectories are illustrated in green color.

(a) Displacement of the agents using the time-triggered
control

(b) Displacement of the agents using the event-triggered
control

Fig. 3.4: Comparison of the trajectories of all agents between time- and event-triggered control.
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(a) Velocities of the agents using the
time-triggered control
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(b) Velocities of the agents using the
event-triggered control

Fig. 3.5: Comparison of the velocities of all agents between time- and event-triggered control.

In order to compare the control law rate between the continuous and the event-triggered,
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Figs. 3.6, 3.7, and 3.8 illustrate the profile of the time-triggered control law and the
event-triggered control law .
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(a) Time-triggered
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(b) Event-triggered

Fig. 3.6: Comparison of the control profile ∆uix (t) between time- and event-triggered control.
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(b) Event-triggered

Fig. 3.7: Comparison of the control profile ∆uiy (t) between time- and event-triggered control.
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(a) Time-triggered
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(b) Event-triggered

Fig. 3.8: Comparison of the control profile ∆uiz (t) between time- and event-triggered control.

The event-triggered control reduces the exchange of information between neighboring
agents and the update rate of the control law. Then, the min/max/mean event-time are
presented in Table 3.2 for each agent as a measurement performance.

Table 3.2: Min/max/mean event-time

Min Max Mean
Agent 1 0.02s 2.45s 0.79s
Agent 2 0.04s 3.01s 0.24s
Agent 3 0.05s 2.81s 0.10s
Agent 4 0.04s 2.53s 0.05s

This means that the maximum time between updates of the control law in agent 2 is 3.01s
under the conditions described for this numerical example. In Fig. 3.9, the event function is
shown on top when the inequality in (3.36) is fulfilled. On the bottom, the event error profile
and the threshold is illustrated. The maximum threshold is given by c1 + c2 at t = 0.
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Fig. 3.9: Events of all the agents.

3.3 Observer-based fault-tolerant leader-following control for
multi-agent systems

3.3.1 Leader-following consensus for multi-agent systems with actuator faults

Actuator faults are considered such that the nominal multi-agent system (3.1) is changed as
follows:

ẋi(t) = Axi(t) + B f (σi(t))ui(t),

yi(t) = Cxi(t), ∀i = 1, 2, . . . , N,
(3.47)

where ui(t) is the reconfigured control input and the multiplicative actuator faults are
represented in the matrix B f (σi(t)) defined as follows:

B f (σi(t)) = BΥ(σi(t)) (3.48)

where
Υ(σi(t)) = diag (σi1(t), σi2(t), . . . , σim (t)) ,
with 0 ≤ σik (t) ≤ 1,

(3.49)

σik (t) represents the k-th actuator effectiveness, such that σik (t) = 0 is a total failure of the k-th
actuator and σik (t) = 1 is the healthy k-th actuator of agent i. The proposed fault-tolerant
strategy is based on the reconfiguration of the multi-agent system (3.47) with a virtual actuator
such that the agents follow the leader’s trajectories in spite of the occurrence of faults. The
faulty synchronization error dynamics are obtained as follows:

δ̇i(t) = Aδi(t) + B f (σi(t))ui(t),

yδi (t) = Cδi(t).
(3.50)

The following assumptions hold in this section.
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Assumption 5. The pair (A, B) is stabilizable (see Appendix 4).

Assumption 6. The pair (A, C) is detectable (see Appendix 4).

Assumption 7. The graph G is strongly connected as it is explained in the subsection 2.2.

Assumption 8. The magnitude of the faults are considered known, this is, σ̂i(t) ' σi(t) based on an
efficient FDI (fault detection and isolation) module in each agent.

The virtual actuator can be either static or dynamic depending on whether the following
rank condition is satisfied:

rank
(

B f (σi(t))
)

= rank (B) 6= 0. (3.51)

If (3.51) holds, because the faults are only partial or a lost actuator can be expressed as a linear
combination of the remaining actuators, the tolerance can be achieved through a redistribution
of the control inputs. In this case, the reconfiguration structure is defined as follows:

ui(t) = Nv(σ̂i(t))uni (t) (3.52)

where σ̂i(t) is estimates of σi(t). The nominal control input is defined as follows

uni (t) = Kc

[
∑

j∈Ni

aij
(
x̂i(t)− x̂j(t)

)
+ αi (x̂i(t)− xr(t))

]
(3.53)

where Kc ∈ Rm×n is the control gain to be designed, αi is the leader adjacency where αi > 0 if
there is a directed edge from the leader to the agent i, and αi = 0 otherwise as reported in [86],
[160], x̂i(t) is the estimated state vector of the agent i, and x̂j(t) is the estimated state vector
corresponding to the neighboring agent j, and Nv(σ̂i(t)) is given by:

Nv(σ̂i(t)) = B f (σ̂i(t))†B, (3.54)

where B f (σ̂i(t))† denotes the pseudo inverse of B f (σ̂i(t)). In cases where (3.51) is not satisfied, a
simple redistribution of the control inputs is not enough. Hence, the fault tolerance is achieved
through a dynamical virtual actuator described by a particular value of the matrix:

B∗ = B f (σi(t))Nv(σ̂i(t)). (3.55)

Thus, the reconfiguration structure is expressed in such cases by:

ui(t) = Nv(σ̂i(t)) (uni (t)−Mvxvi (t)) , (3.56)

where Mv ∈ Rm×n is the virtual actuator gain matrix while the virtual actuator state xvi (t) is
calculated as follows:

ẋvi (t) = (A + B∗Mv) xvi (t) + (B− B∗) uni (t),
yvi (t) = Cxvi (t).

(3.57)

The observer (3.7) is also modified as follows:

˙̂xi(t) = Ax̂i(t) + Buni (t) + Lo (yi(t) + yvi (t)− ŷi(t)) ,
ŷi(t) = Cx̂i(t).

(3.58)
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Let δ =
[
δT

1 , δT
2 , . . . , δT

N
]T, xv =

[
xT

v1
, xT

v2
, . . . , xT

vN

]T, x̂ =
[
x̂T

1 , x̂T
2 , . . . , x̂T

N
]T, then (3.50), (3.57), and

(3.58) can be rewritten as follows:

ẋv = (IN ⊗ (A + B∗Mv)) xv +
(
L̄ ⊗ (B− B∗) Kc

)
δ̂,

δ̇ = (IN ⊗ A) δ +
(
L̄ ⊗ B∗Kc

)
δ̂− (IN ⊗ B∗Mv) xv,

˙̂x = (IN ⊗ A) x̂ +
(
L̄ ⊗ BKc

)
x̂ + (IN ⊗ LoC) (x + xv − x̂) .

(3.59)

Let us introduce a state transformation in order to introduce new states z1 = xv, z2 = δ + xv,
z3 = δ + xv − δ̂ = x + xv − x̂, and z =

[
zT

1 , zT
2 , zT

3
]T, then equation (3.59) can be rewritten as

follows:
ż = Ãz,

Ã =

IN ⊗ (A + B∗Mv) L̄ ⊗ (B− B∗) Kc −L̄ ⊗ (B− B∗) Kc
0 IN ⊗ A + L̄ ⊗ BKc −L̄ ⊗ BKc
0 0 IN ⊗ (A− LoC)

 (3.60)

Remark 2. If (3.51) is satisfied the problem can be solved without virtual actuator compensation.
However, in cases where (3.51) is not satisfied, the virtual actuator compensation is necessary.

3.3.2 Observer-based fault-tolerant leader-following control design

The following theorem extends the controller/observer design procedure proposed in
[136] to take into account the virtual actuator-based reconfiguration strategy, and provides
LMI-based conditions for the computation of the gains.

Theorem 3. Consider the closed-loop system in (3.60). Given eigenvalues λj(L̄) (j = 1, 2, . . . , N),
assume that there exist symmetric matrices P̄1 > 0, P̄2 > 0 , P3 > 0, matrices Nv, Nc, Mo, and scalars
µ1 > 0, µ2 > 0 such that the inequality

Q1 Q2j 0 −Q2j 0 0 0
∗ Q3j 0 0 0 −Q4j 0
∗ ∗ Q5 0 I 0 I
∗ ∗ ∗ −µ−1

1 P̄2 0 0 0
∗ ∗ ∗ ∗ −µ1P̄2 0 0
∗ ∗ ∗ ∗ ∗ −µ−1

2 P̄2 0
∗ ∗ ∗ ∗ ∗ ∗ −µ2P̄2


< 0 (3.61)

holds, where Q1 = He{AP̄1 + B∗Nv}, Q2j = λj(B − B∗)Nc, Q3j = He
{

AP̄2 + λjBNc
}

, Q4j =

λjBNc, and Q5 = He{P3A−MoC}. If the observer gain is calculated as Lo = P−1
3 Mo, the control

gain is calculated by Kc = NcP̄−1
2 , and the virtual actuator gain is calculated as Mv = NvP̄−1

1 , then the
observer-based fault-tolerant leader-following control problem for the multi-agent system under actuator
faults is solved.

Proof. Let us choose a candidate Lyapunov function for the closed-loop system in (3.60) as
follows:

V2 = zTdiag (IN ⊗ P1, IN ⊗ P2, IN ⊗ P3) z, (3.62)
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where P1 = PT
1 > 0, P2 = PT

2 > 0, and P3 = PT
3 > 0. The derivative of V2 along the trajectories

of (3.60) is given by:

V̇2 =2zTdiag (IN ⊗ P1, IN ⊗ P2, IN ⊗ P3) ż,

=2zT
1 (IN ⊗ P1 (A + B∗Mv)) z1 + 2zT

1
(
L̄ ⊗ P1 (B− B∗) Kc

)
z2 − 2zT

1
(
L̄ ⊗ P1 (B− B∗) Kc

)
z3

+ 2zT
2
(

IN ⊗ P2A + L̄ ⊗ P2BKc
)

z2 − 2zT
2
(
L̄ ⊗ P2BKc

)
z3 + 2zT

3 (IN ⊗ P3 (A− LoC)) z3.
(3.63)

Let us perform a spectral decomposition of the matrix L̄, such that L̄ = TJT−1 with an
orthogonal matrix T ∈ RN×N and a diagonal matrix J = diag (λ1, λ2, . . . , λN) ∈ RN×N . Let
us define the following change of coordinates:

ϕ1 =
(

T−1 ⊗ IN

)
z1,

ϕ2 =
(

T−1 ⊗ IN

)
z2,

ϕ3 =
(

T−1 ⊗ IN

)
z3.

(3.64)

Replacing (3.64) in (3.63) leads to:

V̇2 =2ϕT
1 (IN ⊗ P1 (A + B∗Mv)) ϕ1 + 2ϕT

1 (J ⊗ P1 (B− B∗) Kc) ϕ2 − 2ϕT
1 (J ⊗ P1 (B− B∗) Kc) ϕ3

+ 2ϕT
2 (IN ⊗ P2A + J ⊗ P2BKc) ϕ2 − 2ϕT

2 (J ⊗ P2BKc) ϕ3 + 2ϕT
3 (IN ⊗ P3 (A− LoC)) ϕ3.

(3.65)
By Lemma 3, all the eigenvalues λj are positive; then, the above equation can be rewritten as
follows:

V̇2 =
N

∑
j=1

ϕT
1j

[
He {P1 (A + B∗Mv)} ϕ1j + 2ϕT

1j

(
λjP1 (B− B∗) Kc

)
ϕ2j − 2ϕT

1j

(
λjP1 (B− B∗) Kc

)
ϕ3i

+ ϕT
2i

He
{

P2A + λjP2BKc
}

ϕ2i − 2ϕT
2j

(
λjP2BKc

)
ϕ3j + ϕT

3j
He {P3 (A− LoC)} ϕ3j

]
.

(3.66)

Let us define φj =
[

ϕT
1j

, ϕT
2j

, ϕT
3j

]T
so that:

V̇2 =
N

∑
j=1

φT
j Θ2j φj,

Θ2j =

Θ11j λjP1 (B− B∗) Kc −λjP1 (B− B∗) Kc

∗ Θ22j −λjP2BKc

∗ ∗ Θ33

 ,

Θ11 = He {P1 (A + B∗Mv)} ,
Θ22j = He

{
P2
(

A + λjBKc
)}

,

Θ33 = He {P3 (A− LoC)} .

(3.67)

If Θ2j < 0, ∀j = 1, 2, . . . , N, then V̇ < 0. Due to the products of decision variables, this condition
represents a bilinear matrix inequality, which is much harder to handle computationally due
to lack of convexity [161]. With the goal of obtaining simpler-to-handle LMIs, the matrix
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inequality Θj is pre- and post- multiplied by diag(P−1
1 , P−1

2 , I), with P̄1 = P−1
1 and P̄2 = P−1

2
obtaining: Q1 Q2j −Q2j

∗ Q3j −λjBKc

∗ ∗ Q4

 < 0, (3.68)

where Q1 = He {(A + B∗Mv) P̄1}, Q2j = λj (B− B∗) KcP̄2, Q3j = He
{(

A + λjBKc
)

P̄2
}

, and
Q4 = He {P3 (A− LoC)}. Note that (3.68) can be rewritten as follows:Q1 Q2j 0

∗ Q3j 0
∗ ∗ Q4

+ He


−Q2j

0
0

 [0 0 I
]+ He


 0
−λjBKc

0

 [0 0 I
] < 0. (3.69)

Applying the Young relation (Lemma 4) in (3.69), the following inequality is obtained:Q1 Q2j 0
∗ Q3j 0
∗ ∗ Q4

+ µ1

−Q2j

0
0

 P̄2

[
−QT

2j
0 0

]
+ µ−1

1

0
0
I

 P̄−1
2
[
0 0 I

]

+ µ2

 0
−λjBKc

0

 P̄2

[
0 −λj (BKc)

T 0
]

+ µ−1
2

0
0
I

 P̄−1
2
[
0 0 I

]
< 0,

(3.70)

where µ1 > 0 and µ2 > 0. Using Schur complement (Lemma 5) in (3.70) and selecting Nv =
MvP̄1, Nc = KcP̄2, and Mo = P3Lo, (3.61) is obtained, and this completes the proof.

If (3.61) is satisfied, then the observer-based fault-tolerant leader-following control problem
for the multi-agent system (3.60) with actuator faults is solved. The following section presents
numerical examples in order to show the effectiveness of the proposed strategies.

3.3.3 Effectiveness of the fault-tolerant control strategy through numerical
examples

In order to show the effectiveness of the fault-tolerant control design, the following example
considers a group of 5 agents with the parameters:

A =


−0.05 1 0 0
−1 0 0 0
0 0 0 3
0 0 −3 0

 , B =


1 0
1 0
0 1
−1 −1

 , C =

[
1 0 0 0
0 0 1 0

]
.

The model has four states, two inputs, and two outputs. The communication topology for this
example is described in Fig 3.10.
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Fig. 3.10: Communication topology for simulations in this subsection.

The initial conditions of the agents are presented in Table 3.3. The LMI in Theorem 3 is
solved with the following fixed values: µ1 = 1 and µ2 = 0.01, and the initial conditions of the
leader are xr(0) = [−1,−1, 0.05,−0.05]T.

Table 3.3: Initial conditions of the agents in this subsection

Agent Initial conditions
1 x1(0) = [0, 0, 0, 0]T

2 x2(0) = [1, 3, 0, 0]T

3 x3(0) = [−2,−2, 0, 0]T

4 x4(0) = [4,−2, 0, 0]T

5 x5(0) = [5, 3, 0, 0]T

Fig. 3.11 shows the performance of the synchronization error in the free fault case.
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Fig. 3.11: Free fault case performance of the synchronization error between the leader and the
agents.

The fault scenario in this example is considered as follows: agent 3 with a partial fault
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diag (σ31 = 1, σ32 = 0.5) starting from t = 10s, agent 5 with a lost actuator diag (σ51 = 1, σ52 = 0)
starting from t = 40s, and agent 2 with a lost actuator diag (σ21 = 0, σ22 = 1) starting from t =
70s. Fig. 3.12(a) shows how the synchronization error becomes unstable due to the faults when
the reconfiguration structure is not considered. After t = 70 due to the lost in the actuator 2 in
agent 5 the consensus diverge. For the reconfiguration part, it is assumed that the magnitude
of the faults is known and there is a delay in the fault detection and isolation when a fault
occurs after that delay the virtual actuators reconfigure the control law. The delay between
the fault occurrence and the fault detection is considered as 1s. Fig. 3.12(b) illustrates the
synchronization error when the virtual actuators are considered in the reconfiguration of the
control law.
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(a) No reconfiguration
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(b) Reconfiguration

Fig. 3.12: Comparison of the control performances with and without reconfiguration.
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Fig. 3.13 shows the control law effort when the reconfiguration technique is used. There is
a small overshot when the fault in agent 5 in actuator 1 appears due to the reconfiguration.
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Fig. 3.13: Control law without reconfiguration.

3.4 Conclusions

In this chapter, an observer-based event-triggered and a fault-tolerant leader-following
control for multi-agent system with actuator faults have been presented. Sufficient conditions
have been obtained to guarantee that the controller, observer, and virtual actuator gains
are computed such that all agents follow the leader agents’ trajectories in spite of actuator
faults. The main advantage of using virtual actuators is that the nominal consensus protocol
has been used without re-tuning it. It has been shown that the event-triggered mechanism
can be introduced to reduce the exchange of information between agents and the maximum
update rate of the control law among agents. Simulation results have shown the effectiveness
through numerical examples. It is worth mentioning that the design of the event-triggered
mechanism only ensures that the consensus converges to a bounded region reducing the
exchange of information and the rate of control law update. The control is designed
separately from the triggering mechanism, however, it is interesting to consider both designs
at the same time. Future will aim at considering an event-triggered fault-tolerant control
combining both strategies. The following chapter addresses the problem where the agents
present communication faults which are dependent on the distance, in addition, the proposed
strategies have been implemented in a real platform of a fleet of UAVs.
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Chapter 4

Time- and Event-triggered Formation
Control for Multi-agent Systems Under

Communication Faults

4.1 Introduction

A key point in leader-following consensus is the information exchange through digital
networks [29]. However, delays, bandwidth limitations, or packet dropouts are challenges
in real applications [30]. Delays is one of the most addressed problems for multi-agent
systems considering additive, multiplicative, and measurement noises [75], in chaotic
and Euler-Lagrange systems under switching topologies [72], including self-triggered
and even-triggered mechanism in fractional-order systems [114], stochastic systems [115],
time-varying delays [162], adaptive approaches [116], or event-triggered mechanism with
constant delays [118].

As presented in Chapter 2, formation control can be achieved by using consensus algorithms.
Works [16], [40]–[42] have studied that consensus algorithms can be extended to solve the
formation control problem for mobile multi-agent systems by correctly satisfying some
constraints. However, the problem of faults in the information exchange has not been widely
studied when a degradation in the communication is considered. The information exchange
is crucial in order to achieve the desired final formation. However, in many works the
information exchange has been considered instantaneous. When network malfunctions occur,
the communication may be delayed due to network degradation. The longest delay to reach
a consensus is determined in [62] as τij < π/ (2λN(L)), where λN(L) is the maximum
eigenvalue of the Laplacian matrix. Nevertheless, this delay is considered invariant, therefore,
in cases where delays are due to unexpected malfunctions in the communication network, the
delays vary depending on time and other specific factors. In [21], communication faults are
modeled as a modification in the weights of the adjacency matrix as a result of a malfunction
in the information exchange. The communication faults in this work are considered as a
delay-dependent on the distances between agents.

This chapter addresses the design of a time- and event-triggered formation control for
multi-agent systems under communication faults which are modeled as smooth-varying
delays dependent on the distance between agents. The main contribution of one control
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strategy is to synthesize a robust control gain which guarantees stability of the synchronization
error in spite of faults in the information exchange. Compared to existing literature,
communication faults are clearly depending on the distance which will provide a more
realistic assumption from real point of view. Fig. 4.1 shows the control strategy scheme of
the time-triggered formation control which tolerates communication faults in the network as
time-varying delays.

Fig. 4.1: Robust formation control strategy scheme for multi-agent systems under
communication faults.

The second control strategy extends the first mentioned strategy adding an event-triggered
mechanism based on the closed-loop system in order to reduce the information exchange
and the control update rate. Based on such consideration, this development will be as close
as possible to a relevant problem of multi-agent systems where reduced communication is a
crucial point for energy consumption. All the agents follow the trajectories of a leader in a
desired formation in spite of communication faults. Then, the proposed strategies are shown
through numerical examples and in an experimental platform of a fleet of UAVs shaping a
triangle. Fig. 4.2 illustrates the control strategy scheme using an event-triggered mechanism
and the robust controller in order to reduce the information exchange, the control update rate,
and the effects of the communication faults.

Fig. 4.2: Event-triggered formation control strategy scheme in a fleet of UAVs under
communication faults.

This chapter is organized as follows. The time-triggered leader-following formation control
is designed in Section 4.2. The event-triggered leader-following formation control design is
provided in Section 4.3. A comparison of the proposed approach and the classical formation
control is illustrated in Section 4.4. Finally, the conclusions of this chapter are drawn in Section
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4.6.

4.2 Time-triggered leader-following formation control design

Consider a double integrator multi-agent system of N agents:

ṗi(t) = vi(t),
v̇i(t) = ui(t),

(4.1)

pi(t), vi(t), ui(t) ∈ Rn are respectively the position, velocity, and acceleration input (∀i =
1, 2, . . . , N) in a n dimensional Euclidean space with i as the ith agent. Let us define a virtual
leader described by pr(t) and vr(t), where pr(t) and vr(t) ∈ Rn are respectively the position
and velocity of the virtual agent. According to [1] to achieve a desire formation using a
consensus algorithm, a rigid desired-position formation is necessary to define from the agent
i and its neighbors j as hi and hj ∈ Rn. Then, the classical leader-following formation control
reported in [1], [41] under communication faults is defined as follows:

ui(t) = ∑
j∈Ni

aij
[
pj(t− τij(t))− pi(t− τij(t))− (hj − hi)

]
+ ∑

j∈Ni

aij
[
vj(t− τij(t))− vi(t− τij(t))

]
− (vi(t)− vr(t))

(4.2)

where Ni is the set of i’s neighbors, τij(t) is a communication fault between agent i and its
neighbors [76]. The following definition is given to define quantitatively when the formation
has been reached based on agent i and its neighboring agents.

Definition 2. The agents in (4.1) under (4.2) reach the formation in a consensus, if:

lim
t→∞

∥∥(pi(t)− hi(t))−
(

pj(t)− hj(t)
)∥∥→ 0,

∀i = 1, . . . , N.
(4.3)

Remark 3. When τij(t) = 0, the leader-following formation control can be solved as reported in [1]
if and only if G contains a spanning tree. When τij(t) > 0, the longest delay to reach a consensus is
determined in [62] as τij < π/ (2λN(L)), where λN(L) is the maximum eigenvalue of the Laplacian
matrix. In [62], the delay is considered constant and with the same value for all agents (τij(t) = τ).
This chapter considers varying communication faults which are modeled as smooth delays dependent on
the distances between agents. A control strategy is designed in order to tolerate longer delays.

The communication faults are considered dependent on the agent positions and described
by the following function:

τij(t) =
(

γ− γe−β1‖pi(t)−pj(t)‖
) (

0.5 + 0.5tanh
(

β2(t− t f )
))

, (4.4)

where γ, β1, and β2 are positive scalars; t f is the time at which the fault occurs. The proposed
function τij(t) has been constructed such that the maximum value approximately is τij(t) = γ

because as the agents move away from each other, the function e−β1‖pi(t)−pj(t)‖ decreases to
zero. So that the faults are not abrupt, the term

(
0.5 + 0.5tanh

(
β2(t− t f )

))
is added. The

domain of this term is between zero and one which depends on the time of fault occurrence.
Communication faults can be associated to a degradation of the communication between
agents in link with their distance. Similarly, such assumption has been considered in stochastic
approach [163]. The following elemental assumptions are hold in this chapter.
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Assumption 9. The graph G is undirected and connected.

Assumption 10. All the agents have information of the virtual leader’s states.

Assumption 11. τ̇ij(t) ≤ d1 < 1, ∀i 6= j, j ∈ Ni.

Let us define the synchronization error between the agent i and the virtual agent p̄i(t) =

pi(t)− pr(t), v̄i(t) = vi(t)− vr(t). Let δi(t) =
[
p̄i(t)T − hT

i , v̄i(t)T]T. Then, the synchronization
error dynamic is defined as follows:

δ̇i(t) = Aδi(t) + Bui(t), with A =

[
0n×n In
0n×n 0n×n

]
, B =

[
0n×n

In

]
. (4.5)

The control (4.2) is modified as follows:

ui(t) = ∑
j∈Ni

aij
[
p̄j(t− τij(t))− p̄i(t− τij(t))− (hj − hi)

]
+ ∑

j∈Ni

aij
[
v̄j(t− τij(t))− v̄i(t− τij(t))

]
− v̄i(t)

(4.6)

Based on change coordinates (4.5), adding the control gain Kc and the scalar α, the proposed
leader-following formation control under communication faults when τij(t) > 0 is defined as
follows:

ui(t) = Kc

[
∑

j∈Ni

aij
(
δi(t− τij(t))− δj(t− τij(t))

)
+ αδi(t)

]
(4.7)

where Kc ∈ Rn×2n is the control gain to be designed and α > 0 must be a positive constant.
Note that, if Kc =

[
−In −In

]
and α = 1, the classical formation control (4.2), it recovers. Based

on (4.7), (4.5) is equivalent to:

δ̇i(t) = Aδi(t) + BKc

[
∑

j∈Ni

aij
(
δi(t− τij(t))− δj(t− τij(t))

)
+ αδi(t)

]
. (4.8)

Let δ(t) =
[
δ1(t)T, δ2(t)T, . . . , δN(t)T]T and δ(t − τ(t)) =[

δ1(t− τ1j(t))T, δ2(t− τ2j(t))T, . . . , δN(t− τNj(t))T]T, then, the synchronization error model
(4.8) is rewritten as follows:

δ̇(t) = (IN ⊗ (A + αBKc)) δ(t) + (L⊗ BKc) δ(t− τ(t)). (4.9)

The following theorem provides LMI conditions for the computation of the control gain Kc
which guarantees stability of the synchronization error.

Theorem 4. Considering the closed-loop system in (4.9), given the non-zero eigenvalues λi (L) of the
Laplacian matrix (i = 2, 3, . . . , N), the scalar α > 0, scalars µ1 > 0, µ2 > 0, and τ̇ij ≤ d1 < 1; if
there exist matrices P1 = PT

1 > 0, P2 = PT
2 > 0, and Kc such that the inequality (4.10) holds, then

the leader-following formation control problem for the system (4.1) under communication faults (4.4) is
quadratically stable under (4.7).

He {P1A}+ I − 2P1
µ1

+ P2 0 −λiP1B P1
µ1

+ µ1αBKc

∗ − (1− d1) P2 −µ2KT
c 0

∗ ∗ −2µ2 I 0
∗ ∗ ∗ −I

 < 0 (4.10)
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Proof. Let us define a Lyapunov functional as follows:

V3 = δ(t)T (IN ⊗ P1) δ(t) +

t∫
t−τ

δ(s)T (IN ⊗ P2) δ(s)ds (4.11)

The derivative V along the trajectories of (4.9) is given by:

V̇3 = 2δ(t)T (IN ⊗ P1) δ̇(t) + δ(t)T (IN ⊗ P2) δ(t)

− (1− τ̇(t))δ(t− τ(t))T (IN ⊗ P2) δ(t− τ(t)).
(4.12)

According to [164], (4.12) is negative-definite when

V̇3 = 2δ(t)T (IN ⊗ P1) δ̇(t) + δ(t)T (IN ⊗ P2) δ(t)

− (1− d1)δ(t− τ(t))T (IN ⊗ P2) δ(t− τ(t)) < 0.
(4.13)

where τ̇(t) ≤ d1 < 1 according to Assumption 11. Thus,

V̇3 =2δ(t)T (IN ⊗ (P1A + αP1BKc)) δ(t) + 2δ(t)T (L⊗ P1BKc) δ(t− τ(t))

+ δ(t)T (IN ⊗ P2) δ(t)− (1− d1)δ(t− τ(t))T (IN ⊗ P2) δ(t− τ(t)).
(4.14)

Let us perform a spectral decomposition of the Laplacian matrix, such that L = TJT−1 with an
invertible matrix T ∈ RN×N and a diagonal matrix J = diag (λ1, λ2, λN) ∈ RN×N where λ1 = 0.
By Lemma 2, the eigenvectors associated with the eigenvalues of L form a base which are used
to construct the invertible matrix T. Then, let us define the following change of coordinates:

ϕ(t) =
(

T−1 ⊗ IN

)
δ(t),

ϕ(t− τ(t)) =
(

T−1 ⊗ IN

)
δ(t− τ(t)).

(4.15)

Replacing (4.15) in (4.14) leads to:

V̇3 =2ϕ(t)T (IN ⊗ (P1A + αP1BKc)) ϕ(t) + 2ϕ(t)T (J ⊗ P1BKc) ϕ(t− τ(t))

+ ϕ(t)T (IN ⊗ P2) ϕ(t)− (1− d1)ϕ(t− τ(t))T (IN ⊗ P2) ϕ(t− τ(t)).
(4.16)

By Lemma 2, it is obtained ϕ1(t) = 0 and ϕ1(t− τ(t)) = 0 due to λ1 = 0, then (4.16) can be
rewritten as follows:

V̇3 =
N

∑
i=2

ϕi(t)THe {P1A + αP1BKc} ϕi(t) + 2
N

∑
i=2

ϕi(t)T (λiP1BKc) ϕi(t− τ)

+
N

∑
i=2

ϕi(t)T (P2) ϕi(t)− (1− d1)
N

∑
i=2

ϕi(t− τ)T (P2) ϕi(t− τ).

(4.17)

Then, (4.17) can be rewritten as follows:

V̇3 =
N

∑
i=2

[
ϕi(t) ϕi(t− τ)

]
Θ3i

[
ϕi(t)

ϕi(t− τ)

]
< 0,

Θ3i =

[
He {P1A + αP1BKc}+ P2 λiP1BKc

∗ − (1− d1) P2

]
.

(4.18)
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If Θ3i < 0 is definite-negative ∀i = 2, 3, . . . , N, then, V̇3 < 0. Thus, the leader-following
formation control problem for the system (4.1) under communication faults is quadratically
stable under (4.7). The inequality (4.18) guarantees the asymptotic stability, however, the
matrices cannot be calculated using conventional tools. Using Schur complement in (4.10),
it is obtained: Q1 0 −λiP1B

∗ − (1− d1) P2 −µ2KT
c

∗ ∗ −2µ2 I

 < 0. (4.19)

where Q1 = He {P1A}+ I− 2P1
µ1

+ P2 +
(

P1
µ1

+ µ1αBKc

)T ( P1
µ1

+ µ1αBKc

)
. Multiplying (4.19) the

left and the right sides by
[

I 0 0
0 I −KT

c

]
and its transpose, it is obtained:

[
Q1 λiP1BKc
∗ − (1− d1) P2

]
< 0. (4.20)

Note that,

He {P1 A + αP1BKc}+ P2 ≤ He {P1 A + αP1BKc}+ P2 + α2 (P1BKc)
T (P1BKc)

= He {P1 A}+ P2 −
P2

1
µ2

1
+

(
P1

µ1
+ αBKc

)T ( P1

µ1
+ αBKc

)
,

(4.21)

where µ1 > 0. The following inequality is introduced:(
I − P1

µ1

)(
I − P1

µ1

)
≥ 0, I − 2P1

µ1
≥ −P2

1

µ2
1

. (4.22)

Note that,
He {P1A + αP1BKc}+ P2 ≤

He {P1A}+ I + P2 −
2P1

µ1
+

(
P1

µ1
+ αBKc

)T (P1

µ1
+ αBKc

)
.

(4.23)

Combining (4.23) and (4.20), it recovers:[
He {P1A + αP1BKc}+ P2 λiP1BKc

∗ − (1− d1) P2

]
< 0. (4.24)

The inequality (4.24) is equal to (4.18), thus, the linear matrix inequality (4.10) satisfies (4.18)
and the leader-following formation control problem for the system (4.1) under communication
faults is quadratically stable under (4.7), thus completing the proof.

If all conditions hold and the matrices exist, Theorem 4 guarantees a control gain design
Kc which is used to achieve and to maintain a desired formation despite communication faults
under Assumptions 11. When one or all the agents have communication faults, each faulty
agent switches to the control gain Kc reducing the malfunction effects. The following section
an even-triggered mechanism is added in order to reduce the information exchange and the
control update rate.
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4.3 Event-triggered leader-following formation control design

The update of the control law action in event-triggered approaches depends on an event
error. This event error is calculated based on the last and the current state values. When the
magnitude of the event error exceeds a threshold, the control law value is updated, otherwise,
the control law keeps the last calculated value. The control in (4.7) is modified in order to
design an event-triggered mechanism as follows:

ui(t) = Kc

[
∑

j∈Ni

aij

(
δi

(
ti
k − τij(ti

k)
)
− δj

(
ti
k − τij(ti

k)
))

+ αδi

(
ti
k

)]
, (4.25)

where δi
(
ti
k

)
and δj

(
ti
k

)
are the last value of the synchronization error of the agent i and j,

δi
(
ti
k − τij(ti

k)
)

and δj
(
ti
k − τij(ti

k)
)

are the last value of the delayed synchronization error of the
agent i and j, at time ti

k which is the last time event of the agent i with k ∈ Z+. Te sequence of
event-times 0 ≤ ti

0 ≤ ti
1 . . . of the agent i is defined as ti

k+1 =inf{t : t > ti
k, fi(ζi(t)) > 0}. The

agent i requests the information of the agent j at the event ti
k+1 in order to update the control

law, otherwise, the control law keeps the last computed value. Let us define the event error as
follows:

ζi(t) = δi(ti
k)− δi(t), (4.26)

According to [27], if the leader-following consensus is quadratically stable, then, the
following event function can be considered:

fi(t) = ‖ζi(t)‖ −
(
c1 + c2e−c3t) , (4.27)

where c1 and c2 are positive scalars, 0 < c3 <
∣∣λmin(Ā)

∣∣ and λmin (Ā) is the minimum
eigenvalue of Ā where Ā = A + αBKc. In order to illustrate the effectiveness of the proposed
strategy, simulation, and real implementations in a fleet of UAVs are presented in the following
section.

4.4 Comparison of the proposed approach and the classical
formation control

A comparison of six simulations is considered. Simulation A1 and Simulation A2 use
the classical algorithm with one faulty agent and with faults in the all agents respectively
(this is Kc = −

[
I3 I3

]
); Simulation B1 and Simulation B2 use the time-triggered proposed

strategy with one faulty agent and with faults in the all agents respectively; Simulation C1 and
Simulation C2 use the event-triggered proposed strategy with one faulty agent and with faults
in the all agents respectively. A fleet of six agents (N = 6) is considered. Table 4.1 presents the
desired positions and the agents’ initial positions used in these example.
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Table 4.1: Initial positions of the agents and the desired final configuration.

Desired positions Agents’ initial positions
p1(0) = [0, 0, 0]T h1 = [0, 0, 0, 0, 0, 0]T

p2(0) = [1, 3, 0]T h2 = [4, 0, 0, 0, 0, 0]T

p3(0) = [−2,−2, 0]T h3 = [6, 2
√

3, 0, 0, 0, 0]T

p4(0) = [4,−2, 0]T h4 = [4, 4
√

3, 0, 0, 0, 0]T

p5(0) = [5, 3, 0]T h5 = [0, 4
√

3, 0, 0, 0, 0]T

p6(0) = [5, 8, 0]T h6 = [−2, 2
√

3, 0, 0, 0, 0]T

The agents’ initial velocities are: vi(0) = 0, ∀i = [1, . . . , 6]. The target velocity is vr =
[0, 0, 0.2]T. The communication topology used in these simulations is described in Fig. 4.3 and
the following Laplacian matrix:

Fig. 4.3: Topology of the communication used in these simulations.

L =



4 −1 −1 −1 0 −1
−1 4 −1 −1 −1 0
−1 −1 3 0 0 −1
−1 −1 0 3 0 −1
0 −1 0 0 2 −1
−1 0 −1 −1 −1 4

 .

The communication fault parameters are γ = 0.62, β1 = 1, and β2 = 0.6. For Simulation
B1, B2, C1, and C2, the control gain Kc is computed with following parameters: µ1 = 1, µ2 = 5,
d1 = 0.2, α = 1 obtaining the following matrix:

Kc =

−0.1185 0.0000 0.0000 −0.2488 −0.0000 −0.0000
0.0000 −0.1185 0.0000 −0.0000 −0.2488 −0.0000
0.0000 0.0000 −0.1185 −0.0000 −0.0000 −0.2488

 .

This control gain is used in both the time-triggered and event-triggered approach. The
event-triggered function has the following parameters: c1 = 0.02, c2 = 3, and c3 = 0.1.
All simulations start free fault. After 5s for simulation A1 and B1, the agent 1 presents
communication faults and for simulations A2 and B2, all agents present communication faults.
Fig. 4.4 shows a comparative of the final position of the agent. The agents cannot maintain
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the desired formation and they become unstable in Figs. 4.4(a) and 4.4(c) which correspond to
Simulation A1 and A2. All agents maintain the formation despite the communication fault
in Figs. 4.4(b), 4.4(d), 4.4(e), and 4.4(f) which correspond to the time- and event-triggered
strategies, however, the event-triggered strategy presents oscillations which decrease.

(a) Classical formation control with one faulty agent
(Simulation A1)

(b) Time-triggered strategy with one faulty agent
(Simulation B1)

(c) Classical formation control with all the agents
are faulty (Simulation A2)

(d) Time-triggered strategy with all the agents are
faulty (Simulation B2)

(e) Event-triggered strategy with one faulty agent
(Simulation C1)

(f) Event-triggered strategy with all the agents are
faulty (Simulation C2)

Fig. 4.4: Comparison of the classical formation control, time-, and event-triggered strategies.

57



Chapter 4. Time- and Event-triggered Formation Control for Multi-agent Systems Under Communication Faults

Fig. 4.5 shows a comparison of the velocities between the simulations. In Figs. 4.5(a) and
4.5(c), the velocities become unstable due to the communication faults. In Figs. 4.5(b), 4.5(d),
and 4.5(e) the agents follow the velocity of the leader agent. Fig. 4.5(f) presents oscillations
when the event-triggered strategy is used.

(a) Classical formation control with one faulty agent
(Simulation A1)

(b) Time-triggered strategy with one faulty agent
(Simulation B1)

(c) Classical formation control with all the agents are
faulty (Simulation A2)

(d) Time-triggered strategy with all the agents are
faulty (Simulation B2)
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(e) Event-triggered strategy with one faulty agent
(Simulation C1)
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(f) Event-triggered strategy with all the agents are
faulty (Simulation C2)

Fig. 4.5: Comparison of the velocities in the classical formation control, time-, and
event-triggered strategies.

Figs. 4.6 and 4.7 illustrate the performance of the desired formation and the performance
between the velocity of each agent ‖vi(t)− vr(t)‖. When the communication fault occurs, in
Simulation A1 and A2, corresponding to Figs. 4.6(a) and 4.6(c), the agents lose the desired
formation and the agent velocities become unstable. In Simulation B1, B2, C1, and C2,
corresponding to Figs. 4.6(d), 4.6(d), 4.6(e), and 4.6(f), the agents maintain the formation and
follow the target velocity.
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(a) Classical formation control with one faulty agent
(Simulation A1)

(b) Time-triggered strategy with one faulty agent
(Simulation B1)

(c) Classical formation control with all the agents
are faulty (Simulation A2)

(d) Time-triggered strategy with all the agents are
faulty (Simulation B2)
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(e) Event-triggered strategy with one faulty agent
(Simulation C1)
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(f) Event-triggered strategy with all the agents are
faulty (Simulation C2)

Fig. 4.6: Comparison of the desired formation performance.
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(a) Classical formation control with one faulty agent
(Simulation A1)
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(b) Time-triggered strategy with one faulty agent
(Simulation B1)
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(c) Classical formation control with all the agents
are faulty (Simulation A2)
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(d) Time-triggered strategy with all the agents are
faulty (Simulation B2)
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(e) Event-triggered strategy with one faulty agent
(Simulation C1)
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(f) Event-triggered strategy with all the agents are
faulty (Simulation C2)

Fig. 4.7: Comparison of the agents’ performance following the leader agent.
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In the following section, an experimental application of the proposed strategy in a fleet of
UAVs under communication faults is presented.

4.5 Fleet of unmanned aerial vehicles under communication faults

The experimental platform is described and some experimental results are shown. A
video corresponding to the results can be found at the following link https://youtu.be/Lo_

kuGY9Wq4.

4.5.1 Experimental platform description

The experimental platform used for this implementation consists of: an Optitrack system
to recognize the UAVs in a three-dimensional space by image processing using cameras Prime
17W; motive 2.1.1 is the software to manipulate the Optitrack which uses VRPN protocol with
communication to a virtual machine; Ubuntu 16.04 is installed in the virtual machine with ROS
Kinetic to manipulate the UAVs in parallel with Motive; identical Bebop 2 parrot are the UAVs
(see Fig. 4.8). The code is developed in Python 2.7. The sample time is 0.02s.

Fig. 4.8: Bebop 2 parrot.

According to [28], a fleet of UAVs can be described as a second-order multi-agent system
if an inner closed-loop control is considered for each UAV employing their angles with the
angle references in Appendix 3. The mass of each UAV is ms=0.5Kg, which are considered to
be homogeneous, and g = 9.806m/s2 is the acceleration of gravity. The goal of the 3 UAVs is
to form an isosceles triangle and follow the trajectories of a virtual agent with the following
desired formation h1 = [0, 0]T, h2 = [0, 1.5]T, and h3 = [0.75, 1.3]T. Table 4.2 shows the initial
values of the UAVs.
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Table 4.2: Initial positions and velocities of the agents.

Agents’ initial positions Agents’ initial velocities
p1(0) = [−0.7249,−0.7232]T v1(0) = [−0.0084, 0.0357]T

p2(0) = [0.0330,−0.3345]T v2(0) = [0.0129,−0.0107]T

p3(0) = [1.5115, 1.0167]T v3(0) = [−0.0239, 0.0082]T

The communication fault is implemented through an artificial function with the following
parameters: β1 = 0.8, β2 = 1, β3 = 0.6, and t f = 10s. All the UAVs are affected by the
communication fault. The event-function has the following parameters: c1 = 0.03, c2 = 3,
and c3 = 0.1. Three implementations have been carried out for comparing the performance
of the classical formation control (4.2), the time-triggered robust approach (4.7), and the
event-triggered approach (4.27). In the case of the classical formation control, the experiment
had to be stopped to avoid the UAVs to crash. The classical formation control uses the control
gain as Kc =

[
I3 I3

]
; the time- and the event-triggered strategy use the following control gain:

Kc =

−0.2487 0.0000 0.0000 −0.4926 −0.0000 −0.0000
0.0000 −0.2487 0.0000 −0.0000 −0.4926 −0.0000
0.0000 0.0000 −0.2487 −0.0000 −0.0000 −0.4926

 .

4.5.2 Experimental results

Fig. 4.9 shows a comparison of the performance of the agents’ trajectories between the
classical formation control, the time-triggered proposed approach, and the event-triggered
proposed strategy. Fig. 4.9(a) illustrates the obtained trajectories of the UAVs using the
classical formation control. The UAVs should follow the trajectory of the virtual agent in black,
however, due to the communication faults, they start to oscillate, so they cannot maintain the
formation. Fig. 4.9(b) shows the UAVs trajectories obtained using the time-triggered robust
control. The UAVs present a decrease in the oscillations with respect to the previous case.
Moreover, they maintain the desired formation. Fig. 4.9(c) presents the UAVs trajectories when
the event-triggered mechanism is used. The UAVs present a better performance, maintaining
the formation despite the communication faults.
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Fig. 4.9: Comparison of the trajectories’ performance between the classical formation control,
the time-triggered proposed approach, and the event-triggered proposed strategy.

Fig. 4.10 gives a comparison of the velocities’ performance of the agents’ velocities between
the classical formation control, the time-triggered proposed approach, and the event-triggered
proposed strategy. Fig. 4.10(a) presents the UAVs velocities obtained using the classical
formation control. After approximately 140s, the UAVs start to show stronger oscillations.
As mentioned earlier, in order to preserve the integrity of the UAVs, the experiment had to
be stopped. Fig. 4.10(b) shows the UAVs’ velocities using the time-triggered robust control.
The oscillations decrease when compared to the classical formation control. However, there is
still a small offset between the leader velocities and the velocities of the UAVs. Also, an offset
is observed induced by the fact that the control gain is smaller than in the classical formation
control. Fig. 4.10(c) illustrates the UAVs’ velocities using the event-triggered control. The
oscillations are smaller compared to the other two approaches. However, the offset is still
present due to the control gain. It is worth highlighting that the event-triggered control reduces
the information exchange between the agents and the update rate of the control law.
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Fig. 4.10: Comparison of the velocities’ performance between the classical formation control,
the time-triggered proposed approach, and the event-triggered proposed strategy.

In order to measure the performance of the consensus, let us define dij =
∥∥x̄i − x̄j

∥∥, where
x̄i = [pi − hi, vi]

T and x̄j = [pj − hj, vj]
T. Fig. 4.11 gives a comparison of the consensus’

performance between the classical formation control, the time-triggered proposed approach,
and the event-triggered proposed strategy. Fig. 4.11(a) illustrates the evaluation of the
performance of the consensus using the classical formation control. The performance presents
oscillations after 140s due to the communication faults. Fig. 4.11(b) shows the evaluation
of the performance of the consensus using the time-triggered robust control. Compared to
Fig. 4.11(a), the performance has been improved. Fig. 4.11(c) presents the evaluation of
the consensus performance using the event-triggered control. Compared to Fig. 4.11(b), the
performance is smaller than the threshold value 1 due to the desired formation.
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Fig. 4.11: Comparison of the consensus’ performance between the classical formation control,
the time-triggered proposed approach, and the event-triggered proposed strategy.

In order to quantify the performance between the approaches, root mean square (RMS)
metric is used. In Table 4.3, the RMS value of dij is presented for each combination of UAVs
corresponding to the classical formation control, the time-triggered robust control, and the
event-triggered control.

Table 4.3: Comparison of the consensus RMS.

dij Classical formation control Time-triggered approach Event-triggered strategy
d12 0.9129 0.8947 0.8932
d13 0.9060 0.8910 0.8818
d23 0.9189 0.9088 0.8978

Fig. 4.12 provides a comparison of consensus control law between the classical formation
control, the time-triggered proposed approach, and the event-triggered proposed strategy. Fig.
4.12(a) shows the consensus control law of the classical formation control which presents a
greater effort to maintain the desired formation. Fig. 4.12(b) illustrates control law profile of
the time-triggered approach. The control effort decrease compared to the control effort of the
classical formation control law. Fig. 4.12(c) presents the event-triggered control law. The time
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interval between 15s and 17 s is zoomed to illustrate when the control law keeps the last value.
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Fig. 4.12: Comparison of consensus control law between the classical formation control, the
time-triggered proposed approach, and the event-triggered proposed strategy.

Fig. 4.13 presents the profile of the events for the event-triggered control. It is considered 1
for the UAV one, 2 for the UAV two, 3 for the UAV three if an event occurs, respectively, and 0
if there is not an event. A zoom is considered in some intervals in order to show when an event
occurs.
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Fig. 4.13: Event-triggered profile of the agents.

Fig. 4.14 shows the total number of events in each UAV. "No event" means that the control
law and the exchange of information are not updated. For example, UAV1 has 1907 of no events
compare with 6556 events. In contrast with time-triggered, the update of the information and
the control law has been reduced.

Fig. 4.14: Number of events in each UAV.

4.6 Conclusions

The design of a time- and event-triggered formation control have been presented in this
Chapter. The leader-following consensus in second-order multi-agent systems has been solved
in order to all the agents follow a virtual leader agent. The time-triggered formation control
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has shown robustness against communication faults and the event-triggered formation control
has improved the performance when the information exchange and the control law update
rate are reduced. Simulation and experimental results have been used in order to show the
effectiveness of the proposed strategy in a experimental platform of a fleet of UAVs. It should
be noted that the type of communication fault is considered as a delay dependent on the
distance between the agents, whose derivative is bounded. It would be interesting for future
work to consider stochastic delays in communication faults and external disturbances.

68



Chapter 5

Quadratic boundedness
leader-following control for multi-agent

systems: Passive FTC approach

5.1 Introduction

Disturbances/uncertainties/faults affect the performance of the control systems in real
applications. Rejection of these is one of the objectives in controller design [22]. As discussed
in subsection 2.3.2, multi-agent systems are also subject to these type of undesired inputs
which disturb the performance of the consensus [23]. To achieve a consensus in the context
of multi-agent systems means that the agents are synchronized with respect to their states.
If the performance of the consensus is affected by disturbances, uncertainties, or faults the
tasks of synchronization are not well executed. Such tasks are described in subsection 2.2.1 for
mobile agents as rendezvous, formation control, and flocking. The agents cannot reach the
desired point in the case of rendezvous, in formation control the final shape is not the desired
formation, and in flocking the agents can collide.

In order to reject external disturbances in multi-agent systems, H∞ optimization problem has
been classically studied from the robust control theory in different works such as nonlinear
systems [87], nonlinear systems with asynchronous sampling [88], second-order systems [89],
discrete-time nonlinear multi-agent systems with missing measurements [90], and systems
under delays and parameter uncertainties [91], among others.

Adaptive control is another control strategy found in the literature to solve these type of
problems in multi-agent systems. The idea of adaptive control is to identify online the model
parameters and then the control parameters are tuned in order to obtain a better performance
[22]. In multi-agent systems, adaptive control strategies have been investigated with actuator
failures [92], state constraints [94], disturbance-compensation based on learning control [93],
including deterministic disturbances [95], or bounded external disturbances [96], among
others.

An alternative found in the control theory to solve bounded exogenous inputs in linear
time-invariant systems is the quadratic boundedness. It is said that a system is quadratically
bounded if all its solutions are bounded and this behavior can be guaranteed with a quadratic
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Lyapunov function [97]. Nevertheless, as explained in subsection 2.3.2, the concept of
quadratic boundedness consensus has not been considered in the literature in order to solve
such problem in multi-agent systems. The quadratic boundedness consensus can be applied
to design a robust controller and observer in multi-agent systems affected by bounded
disturbances so that both the synchronization and the estimation error are ultimately inside an
invariant ellipsoid.

As mentioned previously, one of the important issues in fault-tolerant control systems is
to maintain the system performance close to the desirable one and to preserve stability
conditions after occurrence of a fault [120]. Fault-tolerant control systems can be classified into
two types: passive and active. Passive controllers are fixed and designed to be robust against
faults, and they are very restrictive because all the expected faults cannot be known a priori
[119]. Active controllers react actively to the faults by reconfiguring the controller so that the
stability and an acceptable performance of the system can be ensured [120]. The quadratic
boundedness consensus is robust against bounded inputs then the quadratic boundedness
consensus can be applied to design a passive fault-tolerant control in multi-agent systems
without requiring a fault detection and isolation block.

According to the state-of-the-art presented in Chapter 2, the quadratic boundedness
consensus has not been found in the literature to solve such the problem of multi-agent
systems subject to disturbance/actuator faults; only H∞ performance or adaptive controllers
can be found to solve this problem. The main contribution of this Chapter lies in developing
a quadratic boundedness leader-following consensus protocol for multi-agent systems subject
to exogenous bounded disturbances/faults. The advantage of the proposed technique
implies that the leader-following consensus is reached in a positively invariant and attractive
ellipsoid. By using a quadratic Lyapunov function, all the agents’ state trajectories converge
to a neighborhood of the leader’s state. Linear matrix inequalities (LMIs) are obtained to
synthesize the controller and observer gains such that all the agents’ trajectories follow the
virtual leader in the presence of bounded disturbances. The proposed approach is illustrated
by solving the formation control problem in a fleet of unmanned aerial vehicles (UAVs)
subject to wind turbulence and synchronizing a team of fourth-order lateral F-8 aircraft under
bounded faults.

Fig. 5.1 shows a scheme of the problem under consideration in red color with the external
bounded input and the solution in green color.
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Fig. 5.1: Control scheme for an agent subject to unknown bounded inputs.

This chapter is organized as follows. The formulation problem is presented in Section 5.2.
Quadratic boundedness of multi-agent systems is described in Section 5.2. In Sections 5.3 and
5.4, numerical examples considering the formation control problem and the synchronization
of a fleet of fourth-order lateral F-8 aircraft under bounded faults are used to illustrate the
effectiveness of the proposed strategy. Finally, the main conclusions of this Chapter are drawn
in Section 5.5.

5.2 Quadratic boundedness consensus in multi-agent systems

Consider the following multi-agent system:

ẋi(t) = Axi(t) + Bui(t) + Gωi(t),
yi(t) = Cxi(t),

(5.1)

where xi(t) ∈ Rn is the state vector of the agent i, ui(t) ∈ Rm is the input vector of the agent
i, yi(t) ∈ Rp is the measurement output vector of the agent i, ωi(t) ∈ Ω ⊂ R f represents an
exogenous disturbance which is assumed to satisfy ‖ωi(t)‖ ≤ 1 (∀i = 1, 2, . . . , N) with matrices
A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n, and G ∈ Rn× f . The following standard assumptions hold for
this chapter.

Assumption 12. The pair (A, B) is stabilizable (see Appendix 4).

Assumption 13. The pair (A, C) is detectable (see Appendix 4).

Assumption 14. The graph G is strongly connected.

A leader-following protocol for the multi-agent system in (5.1) is designed such that all the
agents follow the reference trajectories in a quadratically bounded consensus. In this light, the
dynamic of the leader agent is considered as follows:

ẋr(t) = Axr(t), (5.2)

where xr(t) ∈ Rn is the leader’s state vector. Let us define the error between each agent i and
the leader as follows:

δi(t) = xi(t)− xr(t), (5.3)
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then, the error’s dynamics is obtained:

δ̇i(t) = ẋi(t)− ẋr(t)
= Axi(t) + Bui(t) + Gωi(t)− Axr(t) = Aδi(t) + Bui(t) + Gωi(t)

(5.4)

According to [86], the observer-based leader-following control is given by the following
equation:

ui(t) = Kc

[
∑

j∈Ni

aij
(
x̂i(t)− x̂j(t)

)
+ αi (x̂i(t)− xr(t))

]
(5.5)

where Kc ∈ Rm×n is the control gain to be designed, αi is the leader adjacency where αi > 0 if
there is a directed edge from the leader to the agent i, and αi = 0 otherwise as reported in [86],
[160], x̂i(t) is the estimated state vector of the agent i, and x̂j(t) is the estimated state vector
corresponding to the neighboring agent j. Note that from (5.5):

BKc ∑
j∈Ni

aij
(
x̂i(t)− x̂j(t)

)
+ αiBKc (x̂i(t)− xr(t))

= BKc ∑
j∈Ni

aij
(
δ̂i(t)− δ̂j(t)

)
+ αiBKcδ̂i(t).

(5.6)

So that, after connecting the error dynamic (5.4) with the control (5.5), the following is obtained:

δ̇i(t) = Aδi(t) + BKc ∑
j∈Ni

aij
(
δ̂i(t)− δ̂j(t)

)
+ αiBKcδ̂i(t) + Gωi(t). (5.7)

Let δ(t) =
[
δ1(t)T, δ2(t)T, . . . , δN(t)T]T, δ̂(t) =

[
δ̂1(t)T, δ̂2(t)T, . . . , δ̂N(t)T]T

, ω(t) =[
ω1(t)T, ω2(t)T, . . . , ωN(t)T]T, Λ = diag (α1, α2, . . . , αN), and L̄ = L + Λ. Then, the error is

rewritten using the Kronecker product as follows:

δ̇(t) = (IN ⊗ A) δ(t) +
(
L̄ ⊗ BKc

)
δ̂(t) + (IN ⊗ G) ω(t). (5.8)

The full state vector is not always available, thus, the leader-following control uses the
estimation provided by the following observer:

˙̂xi(t) = Ax̂i(t) + Bui(t) + Lo (yi(t)− ŷi(t)) ,
ŷi(t) = Cx̂i(t),

(5.9)

where x̂i(t) ∈ Rn is the estimated state vector, ŷi(t) ∈ Rp is the estimated output vector, and the
matrix Lo ∈ Rn×p is the observer gain to be designed. Let x̂(t) =

[
x̂1(t)T, x̂2(t)T, . . . , x̂N(t)T]T

then equation (5.9) can be expressed as follows:

˙̂x(t) = (IN ⊗ A) x̂(t) +
(
L̄ ⊗ BKc

)
x̂(t) + (IN ⊗ LoC) (x(t)− x̂(t)) . (5.10)

Let us define z1 = δ, z2 = δ − δ̂ = x − x̂, and z =
[
zT

1 , zT
2
]T, then (5.8) and (5.10) can be

rewritten as follows:
ż = Ãz + G̃ω, (5.11)

where Ã =

[
IN ⊗ A + L̄ ⊗ BKc −L̄ ⊗ BKc

0 IN ⊗ (A− LoC)

]
and G̃ =

[
IN ⊗ G
IN ⊗ G

]
.

The following definition provides a description of the quadratic boundedness concept
for the closed-loop system (5.11).
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Definition 3. The system (5.11) is said to be quadratically bounded with Lyapunov matrix P̃ = P̃T >
0, if zT P̃z > 1 implies that zT P̃

(
Ãz + G̃ω

)
< 0, ∀ω ∈ Ω.

Remark 4. If the system (5.11) is quadratically bounded with Lyapunov matrix P̃, then the set
ε =

{
z ∈ R2nN : zT P̃z ≤ 1

}
is positively invariant and attractive, that is, the set ε contains the

synchronization and estimation errors.

In order to guarantee the quadratically bounded leader-following consensus, the following
theorem presents sufficient conditions.

Theorem 5. For given eigenvalues λj(L̄), ∀j = 1, 2, . . . , N, the system (5.11) is quadratically bounded
if there exist symmetric matrices P1 > 0, P2 > 0, and a scalar β > 0 such that the following inequality
holds He

{
P1
(

A + λjP1BKc
)}

+ βP1 −λjP1BKc P1G
∗ He {P2 (A− LoC)}+ βP2 P2G
∗ ∗ −βI

 ≤ 0. (5.12)

Proof. Let us calculate the time derivative of the Lyapunov function V = zT P̃z along any
solution of the system (5.11) given by:

V̇4 =2zT P̃ż = 2zT P̃
(

Ãz + G̃ω
)

, (5.13)

where P̃ = diag (IN ⊗ P1, IN ⊗ P2), P1 > 0, and P2 > 0 are symmetric matrices. From (5.13), it is
obtained:

V̇4 =2zT
1
(

IN ⊗ P1A + L̄ ⊗ P1BKc
)

z1 − 2zT
1
(
L̄ ⊗ P1BKc

)
z2

+ 2zT
1 (IN ⊗ P1G) ω + 2zT

2 (IN ⊗ P2(A− LoC)) z2 + zT
2 (IN ⊗ P2G) ω.

(5.14)

Let us perform a spectral decomposition of the matrix L̄ as reported in [136], such
that L̄ = TJT−1 with an invertible matrix T ∈ RN×N and a diagonal matrix J =
diag (λ1, λ2, λ3, . . . , λN) ∈ RN×N . Let us define the following change of coordinates:

ϕ1 =
(

T−1 ⊗ IN

)
z1,

ϕ2 =
(

T−1 ⊗ IN

)
z2,

η =
(

T−1 ⊗ IN

)
ω.

(5.15)

Replacing (5.15) in (5.14) leads to:

V̇4 =2ϕT
1 (IN ⊗ P1A + J ⊗ P1BKc) ϕ1 − 2ϕT

1 (J ⊗ P1BKc) ϕ2

+ 2ϕT
1 (IN ⊗ P1G) η + 2ϕT

2 (IN ⊗ P2(A− LoC)) ϕ2 + ϕT
2 (IN ⊗ P2G) η.

(5.16)

By Lemma 3 all the eigenvalues λj are positive, then (5.16) can be rewritten as follows:

V̇4 =
N

∑
j=1

ϕT
1j

He
{

P1A + λjP1BKc
}

ϕ1j − 2
N

∑
j=1

ϕT
1j

λjP1BKc ϕ2j

+ 2
N

∑
j=1

ϕT
1j

P1Gηj +
N

∑
j=1

ϕT
2j

He {P2(A− LoC)} ϕ2j + 2
N

∑
j=1

ϕT
2j

P2Gηj.

(5.17)

73



Chapter 5. Quadratic boundedness leader-following control for multi-agent systems: Passive FTC approach

Let ϕj =
[

ϕT
1j

, ϕT
2j

]T
, then (5.17) is rewritten as follows:

V̇4 =
N

∑
j=1

ϕT
j
(
Aj ϕj + 2PḠηj

)
(5.18)

where Aj =

[
He
{

P1
(

A + λjP1BKc
)}

−λjP1BKc
∗ He {P2 (A− LoC)}

]
, P =diag(P1, P2), and Ḡ =

[
G
G

]
.

From Definition 3, the following condition must hold when V4 > 1:

max

{
N

∑
j=1

ϕT
j
(
Aj ϕj + 2PḠηj

)
:
∥∥ηj
∥∥ ≤ 1

}
< 0, (5.19)

which is true if for V4 > 1:
N

∑
j=1

(
ϕT

j Aj ϕj + 2
∥∥ϕjPḠ

∥∥) ≤ 0, (5.20)

or equivalently:
N

∑
j=1

(
ϕT

j Aj ϕj + 2
(

ϕT
j PḠḠTPϕj

)1/2
)
≤ 0. (5.21)

Using Lemma 6, from (5.21) the following matrix inequality is obtained:

Aj + βP + β−1PḠḠTP ≤ 0, ∀j = 1, 2, . . . , N, (5.22)

Using Schur complement (Lemma 5), inequality (5.22) is equivalent to (5.12), thus completing
the proof.

5.2.1 Controller and observer gains synthesis

Due to the products between decision variables, the controller and observer gains cannot
be calculated using conventional tools in the inequality (5.12). The following theorem provides
LMIs-based conditions in order to design the controller and observer gains.

Theorem 6. The system (5.11) is quadratically bounded if there exist matrices P̄1 = P̄T
1 > 0, P2 =

PT
2 > 0, N1, Mo, and scalars β > 0, µ > 0 such that the following inequality holds ∀j = 1, 2, . . . , N:

Q11j + βP̄1 0 G −λjBN1 0
∗ Q22 + βP2 P2G 0 I
∗ ∗ −βI 0 0
∗ ∗ ∗ −µ−1P̄1 0
∗ ∗ ∗ ∗ −µP̄1

 ≤ 0, (5.23)

where Q11j = He
{

AP̄1 + λjBN1
}

, Q22 = He {P2A−MoC}, and the controller and observer gains
are calculated as Kc = N1P̄−1

1 and Lo = P−1
2 Mo respectively.

Proof. The matrix inequality in (5.12) is pre- and post-multiplied by diag
(

P−1
1 , I, I

)
, thus

obtaining: [
Qj + βX̄ SḠ
∗ −βI

]
≤ 0, (5.24)
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where Qj =

[
Q11j Q12j

∗ Q22

]
, Q11j = He

{
AP̄1 + λjBKcP̄1

}
, Q12j = −λjBKc, Q22 =

He {P2 (A− LoC)}, X̄ =diag(P̄1, P2), S =diag(I, P2), and P̄1 = P−1
1 . Note that (5.24) can be

rewritten as follows:[Q11j 0
∗ Q22

]
+ βX̄ SḠ

∗ −βI

+ He


Q12j

0
0

 [0 I 0
] ≤ 0. (5.25)

Applying the Young relation (Lemma 4) in (5.25), the next inequality is obtained:[Q1j 0
∗ Q2

]
+ βX̄ SḠ

∗ −βI

+ µ

Q12j

0
0

 P̄1

[
QT

12j
0 0

]

+ µ−1

0
I
0

 P̄−1
1

[
0 I 0

]
≤ 0,

(5.26)

where µ > 0. Using Schur complement (Lemma 5) in (5.26) and selecting N1 = KcP̄1 and
Mo = P2Lo, the following inequality is obtained:

[Q11j 0
∗ Q22

]
+ βX̄ SḠ

∗ −βI

 Q12j 0
0 I
0 0


∗

[
−µ−1P̄1 0
∗ −µP̄1

]
 ≤ 0, (5.27)

where Q11j = He
{

AP̄1 + λjBN1
}

, Q12j = −λjBN1, and Q22 = He {P2A−MoC}. Thus,
condition (5.27) is equal to (5.23), which completes the proof.

It is worth highlighting that Theorem 5 provides sufficient conditions for the quadratic
boundedness of the closed-loop system (5.11) which represents the synchronization error and
the estimation error. Nevertheless, it is not possible to guarantee the quadratic boundedness of
(5.11) if each gain is calculated separately because the external disturbances affect each system
and observer. According to the separation principle for linear time-invariant systems reported
in Appendix 5, it is possible to compute separately the controller and observer gains if the
eigenvalues of the state feedback controller and the observer have the real part negative which
permits one to design the observer and the full-state feedback control independently, with
the assurance that the eigenvalues of the closed-loop dynamic system will be the eigenvalues
selected for the full-state feedback system and the observer. Nonetheless, this is not possible
when the objective has constraints such as the quadratic boundedness performance or another
index performance. Theorem 5 guarantees that the whole closed-loop system is quadratic
boundedness with the controller and observer.

5.3 Formation control in a fleet of UAVs subject to wind turbulence

In order to show the effectiveness of the proposed design approach, the following
example presents a comparison between a classical leader-following formation control and our
proposed control in a fleet of unmanned aerial vehicles (UAVs) subject to wind turbulence.
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The general model of the UAV is described in Appendix 3. According to [28], a fleet of UAVs
can be represented as a double integrator multi-agent system manipulating the angles of the
quadrotor with the references described in Appendix 3. Wind turbulence affecting the fleet of
UAVs is considered as reported in [165], [166]. Air mass motion is represented as follows:

w(xi ,yi ,zi)(t) = w(xi ,yi ,zi),0 +
S

∑
s=1

a(xi ,yi ,zi),s sin
(

Υ(xi ,yi ,zi),st + $(xi ,yi ,zi),s

)
(5.28)

where Υ(xi ,yi ,zi),s and $(xi ,yi ,zi),s are randomly selected frequencies and phase shifts in each
component of each UAV, S is the number of sinusoids, w(xi ,yi ,zi),0 is the static wind vector,
and the coefficients a(xi ,yi ,zi),s define the power spectral density as reported in [165]. Then,

by considering the wind in each axes wi(t) =
[
wxi , wyi , wzi

]T, the second-order multi-agent
system subject to wind turbulence is modified as follows:

ṗi(t) = vi(t),
v̇i(t) = ui(t) + wi(t).

(5.29)

The leader dynamics are considered as follows:

ṗr(t) = vr(t). (5.30)

Let us define hi and hj ∈ Rnd as the rigid desired-position formation which is considered to
be constant. The error between the agent i and the virtual agent p̄i(t) = pi(t)− pr(t), v̄i(t) =

vi(t)− vr(t), and δ̄i(t) =
[
p̄i(t)T − hT

i , v̄i(t)T]T, thus the error dynamic (5.29) and (5.30) can be
presented as follows:

˙̄δi(t) = Āδ̄i(t) + B̄ui(t) + Ḡwi(t),
ȳi(t) = C̄δ̄i(t)

Ā =

[
0nd×nd Ind

0nd×nd 0nd×nd

]
, B̄ =

[
0nd×nd

Ind

]
, C̄ =

[
Ind 0nd×nd

]
,

(5.31)

matrix Ḡ is chosen Ḡ = 0.1
[

0nd×nd

Ind

]
. Thus, the leader-following control (5.5) is modified to get

a leader-following formation control as follows:

ui = K̄c ∑
j∈Ni

aij
(

ˆ̄xi − ˆ̄xj
)

+ αiK̄c ( ˆ̄xi − x̄r) , (5.32)

where K̄c is the control gain to be calculated, ˆ̄xi =
[

ˆ̄pi(t)T − hT
i , ˆ̄vi(t)T]T is the estimated state

vector of the second-order agent i, ˆ̄xj =
[

ˆ̄pj(t)T − hT
j , ˆ̄vj(t)T

]T
is the estimated state vector of the

second-order agent j, and x̄r =
[
pr(t)T, vr(t)T]T. The formation control (5.32) can be rewritten

as follows:

ui = K̄c

[
∑

j∈Ni

aij

(
ˆ̄δi − ˆ̄δj

)]
+ αiK̄c

ˆ̄δi. (5.33)

After connecting (5.31) and (5.33), the closed-loop system can be represented as in (5.8).
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The leader-following controller gain Kc is calculated offline using the LMI provided by
Theorem 6 and the matrices of the system (5.31); then, the control law is computed by the
protocol (5.32) using the calculated Kc online; and finally, the transformation (2) is used in
order to calculate the angle reference for each UAV. In this way, it is assumed that there is an
inner control for each UAV which calculates Ti, τφi , τθi , and τψi .

The UAV parameters used in this example are: g = 9.81, Jx = 21.6× 10−3, Jy = 21.6× 10−3,
Jz = 43.2× 10−3, ms = 1.9. The LMI in Theorem 6 is solved with the following parameters:
µ = 0.01, β = 0.5, and Λ = diag (1, 0, 0, 0, 0, 0). The value obtained of the control gain in this
section is presented as follows:

K̄c =

−9.3949 0.0027 0.0027 −18.8902 0.0020 0.0020
0.0027 −9.3949 0.0027 0.0020 −18.8902 0.0020
0.0027 0.0027 −9.3949 0.0020 0.0020 −18.8902

 .

The value obtained of the observer gain in this section is presented as follows:

L̄o =



24.0212 0.0112 0.0112
0.0112 24.0212 0.0112
0.0112 0.0112 24.0212

199.2804 0.2125 0.2125
0.2125 199.2804 0.2125
0.2125 0.2125 199.2804

 .

Six agents are considered shaping a hexagon with the parameters in Table 5.1.
Table 5.1: Initial agent position, velocities, and the desired shape configuration.

Agent Initial position Initial velocity Desired positions
1 p1(0) = [−4,−1, 0]T v1(0) = [0, 0, 0]T h1 = [0, 0, 0]T

2 p2(0) = [−1, 1, 0]T v2(0) = [0, 0, 0]T h2 = [4, 0, 0, ]T

3 p3(0) = [−2,−2, 0]T v3(0) = [0, 0, 0]T h3 = [6, 2
√

3, 0]T

4 p4(0) = [−2, 4, 0]T v4(0) = [0, 0, 0]T h4 = [4, 4
√

3, 0]T

5 p5(0) = [3, 2, 0]T v5(0) = [0, 0, 0]T h5 = [0, 4
√

3, 0]T

6 p6(0) = [2, 3, 0]T v6(0) = [0, 0, 0]T h6 = [−2, 2
√

3, 0]T

The target velocity is vr = [0, 0, 0.2]T. The communication topology is shown in Figure 5.2
with the following Laplacian matrix:

L =



2 −1 −1 0 0 0
0 1 0 −1 0 0
0 −1 1 0 0 0
−1 0 0 2 0 −1
−1 0 0 0 2 −1
0 0 0 0 −1 1

.
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Fig. 5.2: Communication topology between agents in these examples.

A comparison of two simulations is presented in this subsection. Simulation A1 uses a
formation control gain as reported in [42] (Kc = − [Ind , Ind ]), this is:

ui = −
[

∑
j∈Ni

aij
(
(pi − pj)− (hi − hj) + (vi − vj)

)]
− αi ((pi − pr) + (vi − vr)) .

Simulation B1 uses the formation control gain calculated by Theorem 6 presented in this
work. In Figure 5.3, the profile of the wind turbulence which affects the fleet of the UAVs is
shown (note that at each time, the wind turbulence fulfills the condition ‖wi(t)‖ ≤ 1, see Fig.
5.3(d)).
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(b) Wind turbulence in y.
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(c) Wind turbulence in z.
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(d) Norm of the wind turbulence ‖ωi(t)‖.

Fig. 5.3: Profile of the wind turbulence affecting the fleet of UAVs.

In Figure 5.4, the profile of the UAVs’ displacements are shown. In Simulation A1, the
agents cannot maintain the formation due to the wind. In Simulation B1, the agents maintain
the formation and follow the leader agent.

(a) Trajectories in Simulation A1. (b) Trajectories with the proposed approach. in
Simulation B1.

Fig. 5.4: Profile of the UAV trajectories.

In Figure 5.5, the profile of the UAV velocities are shown. In Simulation A1, the agents

79



Chapter 5. Quadratic boundedness leader-following control for multi-agent systems: Passive FTC approach

cannot follow the velocity of the leader agent and the velocities oscillate around the target
velocity. In Simulation B1, the agents follow the target velocity of the leader agent and reduce
the wind effects.

(a) Velocities in Simulation A1 (b) Velocities in Simulation B1 with the proposed
approach

Fig. 5.5: Profile of the UAV velocities subject to wind turbulence.

Let us define dij = log10

(∥∥(pi − pj
)
−
(
hi − hj)

)∥∥) in order to measure the performance
of the desired formation using a logarithmic scale. From Figure 5.6, it can be seen that in
Simulation A1 there are synchronization errors with dij > −1, whereas in Simulation B1,
most of the synchronization errors are under the value of −1, which indicates a more uniform
formation in spite of the presence of the wind turbulence.

(a) Desired formation performance in Simulation
A1

(b) Desired formation performance in Simulation
B1 with the proposed approach

Fig. 5.6: Comparison of the desired formation performance.

In order to quantify the synchronization between the agents, root mean square (RMS)
metric is used. In Table 5.2 and 5.3, the RMS value of dij is presented for each combination
of agents corresponding to Simulation A1 and B1, respectively. The RMS is used to measure
the deviations of the samples. A value of 0 in this case, indicates that the agents are well
synchronized, nevertheless, in real practices, they are not due to the disturbance. Table 5.2 has
shown a higher value compare to Table 5.3 where the agents use the quadratic boundedness
leader-following control gain.
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Table 5.2: Root mean square of the desired formation performance (Simulation A1).

d1,2 = 0.5726 d1,3 = 0.687 d1,4 = 0.5823 d1,5 = 0.6205 d1,6 = 0.7064
d2,3 = 0.4894 d2,4 = 0.454 d2,5 = 0.5282 d2,6 = 0.5035 d3,4 = 0.5534
d3,5 = 0.6494 d3,6 = 0.6560 d4,5 = 0.4602 d4,6 = 0.5672 d5,6 = 0.4262

Table 5.3: Root mean square of the desired formation performance (proposed approach
Simulation B1).

d1,2 = 0.2301 d1,3 = 0.3453 d1,4 = 0.2525 d1,5 = 0.3790 d1,6 = 0.3811
d2,3 = 0.3497 d2,4 = 0.2728 d2,5 = 0.4153 d2,6 = 0.3916 d3,4 = 0.2526
d3,5 = 0.4680 d3,6 = 0.4039 d4,5 = 0.4039 d4,6 = 0.4245 d5,6 = 0.2837

The proposed strategy based on quadratic boundedness has shown robustness in reducing
the effect of bounded disturbances in the fleet of UAVs. All the UAVs have followed the
trajectories of a virtual leader and shaped the final figure. It is worth mentioning that the
root mean square of the desired formation performance has been less in the proposed strategy.

5.4 Fourth-order lateral F-8 aircraft under bounded faults

In order to illustrate the effectiveness of the proposed approach, a comparison of two
simulations of a fourth order lateral F-8 aircraft [167] under additive bounded actuator faults is
presented in the following example. One of the simulation (Simulation A2) uses the separation
principle to synthesize the controller and observer gains, this is, the controller and observer
gains are calculated independently to ensure that the consensus is stable and the estimation
error separately. The separation principle can be found in Appendix 5. The second simulation
(Simulation B2) uses the quadratic boundedness developed in this chapter. The linearized
aircraft model has the following values:

A =


−3.5980 0.1968 −35.1800 0
−0.0377 −0.3576 5.8840 0
0.0688 −0.9957 −0.2163 0.0733
0.9947 0.1027 0 0

 , B =


14.6500 6.5380
0.2179 −3.0870
−0.0054 0.0516

0 0

 , C =

[
1 0 0 0
0 1 0 0

]
,

and G is related to the inputs with B. Using Theorem 6 with the following parameters
µ = 0.01, β = 0.1; the computed controller and observer gains are obtained as follows:

Kc =

[
−0.9167 −3.3146 8.4646 −0.9935
1.5769 6.9778 −16.1618 1.7912

]
, Lo =


822.6012 −72.7985
−44.6880 153.3311
−16.4896 8.1629
−27.2957 19.4179

 .

Fig. 5.7 shows the bounded faults considered in the F-8 model in agent 1, 3, and 5. The fault
scenario is considered as follows: agent 5 with faults in actuator 2 as presented in Fig. 5.7(b)
in green color starting from t = 75, agent 3 with faults in actuator 1 as presented in Fig. 5.7(a)
in yellow color starting from t = 150, and agent 1 with faults in actuator 1 as presented in Fig.
5.7(a) in blue color starting from t = 225. Fig. 5.7(c) illustrates the norm of the bounded faults
in order to show that the bounded faults satisfy that ‖ωi(t)‖ ≤ 1 (∀i = 1, 2, . . . , N).

81



Chapter 5. Quadratic boundedness leader-following control for multi-agent systems: Passive FTC approach

0 100 200 300
0

0.05

0.1

0.15

0.2

(a) Bounded faults in the input 1.

0 100 200 300
0

0.1

0.2

0.3

(b) Bounded faults in the input 2.

0 100 200 300
0

0.1

0.2

0.3

(c) Norm of the bounded fault ‖ωi(t)‖.

Fig. 5.7: Profile of the bounded faults.

Fig. 5.8 shows a comparison of the performance of the consensus using the separation
principle (Simulation A2) and the proposed quadratic boundedness approach (Simulation B2).
Fig. 5.8(a) illustrates that even calculating the gains separately, it is not possible to reach a
consensus. In contrast with Fig. 5.8(b), where the agents reach a consensus in spite of the
bounded faults.
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Fig. 5.8: Comparison of the consensus’ performance.

In order to quantify the synchronization between the agents and the leader (δi(t)), root
mean square (RMS) metric is used. In Table 5.4 and 5.5, the RMS value of δi(t) is presented
for each agents corresponding to Simulation A2 and B2, respectively. Simulation A2 has been
shown that the separation principle cannot be used when a robust performance is required.
In contrast with Simulation B2 where the quadratic boundedness technique has shown similar
results than the H∞ optimization developed in [168]. The quadratic boundedness approach
has shown robustness against bounded external inputs.

Table 5.4: Root mean square of the consensus (Simulation A2).

δ1 = 143.3907 δ2 = 102.3241 δ3 = 351.3182
δ4 = 144.9095 δ5 = 554.8304 δ6 = 303.7185

Table 5.5: Root mean square of the consensus (proposed approach Simulation B2).

δ1 = 0.4632 δ2 = 0.5193 δ3 = 0.6030
δ4 = 0.5059 δ5 = 0.5406 δ6 = 0.5535

5.5 Conclusions

This chapter has presented a quadratically bounded leader-following protocol design for
multi-agent systems. Sufficient conditions have been obtained that guarantee the design of
the controller and observer gains such that all agents follow the leader agent’s trajectories
in a consensus in the presence of bounded disturbances. The advantage of the proposed
technique implies that the leader-following consensus is reached in the sense of the quadratic
boundedness, nevertheless, only under the assumption that the inputs are bounded. It is worth
mentioning that in some special cases, it is possible to consider bounded actuator faults using
the quadratic boundedness technique to tolerated such kind of faults. In the first example,
formation control in a fleet of UAVs subject to wind turbulence, a linear control strategy for a fleet
of UAVs, which have nonlinear dynamics, has been considered under the assumption that
UAVs work inside a linear operating point obtaining a good performance compared to classic
control. Therefore, it is possible that considering a nonlinear control strategy will improve the
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performance. In order to reduce the exchange of information, the control update rate, and the
energy consumption, event-triggered-based control design can be considered for future works
as well as saturation problems due to the degradation of the actuators and more realistic faults.
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1 Conclusions

This thesis has presented the design of fault-tolerant methods for multi-agent systems
subject to communication/actuator faults. The leader-following consensus problem is solved
in order to all the agents follow the trajectory of a virtual leader agent.

In Chapter 3, the design of an observer-based leader-following consensus which has an
event-triggered mechanism based on the eigenvalues of the closed-loop multi-agent system
reducing the information exchange between agents and the update rate of the control law, and
the design of an observer-based fault-tolerant control in multi-agent systems under actuator
faults preserving an acceptable consensus performance using distributed virtual actuators
for each agent. However, there are several limitations of these techniques. First of all, the
event-triggered mechanism is designed based on the eigenvalues of the closed-loop system,
then, as higher the initial conditions of the agents, the controller is updated more times, and it
is necessary to design an effective leader-following control before applying the event-triggered
mechanism. In the case of the distributed virtual actuators, the controller, observer, and the
virtual actuators gains should be calculated for each fault scenario. The gains are calculated
off-line and then, they are applied based on a fault detection and isolation module. A more
realistic delay between the fault detection and the actuator reconfiguration must be necessary
to consider in the design for each faulty agent.

A time- and event-triggered leader-following consensus for multi-agent systems in order
to all the agents follow the trajectories of a virtual leader and maintain a desired formation
in spite of communication faults have been developed and synthesized in Chapter 4. The
proposed strategies have been evaluated in an experimental platform of a fleet of UAVs.
Nevertheless, the communication faults are smooth and bounded but in most of the realistic
faults, they are stochastic. The existence of a fault detection module is assumed, but currently,
the fault detection in the networks is a very vast area of opportunity for research.

The design of a quadratic boundedness leader-following consensus protocol for multi-agent
systems subject to exogenous bounded disturbances/faults has been proposed in Chapter 5.
The leader-following consensus is reached in a positively invariant and attractive ellipsoid.
The main limitation of this approach is that the exogenous input must be bounded to guarantee
the quadratic boundedness and the information exchange is considered instantaneous. There
are a limited number of solutions for the LMI depending on the values of the fixed scalars and
the particular system.
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2 Perspectives

This thesis opens several research opportunities for future works. Some of these are
presented below:

• In this thesis, the problem of actuator faults, exogenous bounded inputs, and
communication faults in homogeneous multi-agent systems have been considered,
however, in more realistic applications, the multi-agent systems are heterogeneous.
Currently, several works can be found in the context of heterogeneous multi-agent
systems, however, it is a broad topic to be explored [35].

• The problem of communication faults is a problem that concerns researchers working
in large-scale and interconnected systems due to its complexity. In this thesis, only
deterministic faults have been considered in the information exchange, but in real
applications the faults could be stochastic. The design of a robust strategy to stochastic
communication faults for multi-agent systems is an interesting research opportunity
[169].

• Resilient systems to cyber-attacks, the reduction of energy consumption, and the
prognosis of faults are topics of broad scientific interest. Most of the current research
works are focused in the design of resilient [123], event-based [83], and fault prognosis
controllers in order to guarantee the efficiency and safety of the systems. As systems
become increasingly complex, an alternative tool is the use of learning algorithms to save
the systems, not only in multi-agent systems, but also in other systems [170].
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1 Lemmas

Lemma 2 ([62]). The Laplacian matrix L associated with an undirected graph G has at least one zero
eigenvalue and all of the nonzero eigenvalues are real positive, 0 = λ1(L) ≤ λ2(L) ≤ · · · ≤ λN(L).
The Laplacian matrix L has exactly one zero eigenvalue if and only if G is connected and the eigenvector
associated with the eigenvalue zero is 1N .

Lemma 3 ([86]). The matrix L̄ has nonnegative eigenvalues. The matrix L̄ is positive definite if and
only if the graph G is connected.

Lemma 4 (Young’s relation [171]). For given matrices A and B with appropriate dimensions, for any
invertible matrix S and scalar µ > 0, the following holds:

He
{

ATB
}
≤ µATSA + µ−1BTS−1B.

Lemma 5 (Schur complements [172]). For a given symmetric matrix
[

A B
BT C

]
< 0 the following

statements are equivalent:

1) A < 0, C− BT A−1B < 0;

2) C < 0, A− BTC−1B < 0.

Lemma 6 ([97]). Suppose A = AT ≥ 0, B = BT ≥ 0, and C = CT > 0. Then,

xTCx− 2
(

xTBx
)1/2

> 0, for xT Ax > 1

if and only if there exists β > 0 such that:

C− βA− β−1B ≥ 0.

2 Notation and graph theory

Given a matrix X, XT denotes its transpose, X > 0(< 0) denotes a symmetric positive
(negative) definite matrix. The symbol R denotes the set of real numbers. ‖.‖ denotes
the Euclidean norm. For simplicity, the symbol ∗ within a symmetric matrix represents the
symmetric entries. The Hermitian part of a square matrix X is denoted by He{X} := X + XT.
The symbol ⊗ denotes the Kronecker product, which for real matrices A, B, C, and D with
appropriate dimensions, satisfies the following properties [173]:

1) (A + B)⊗ C = A⊗ C + B⊗ C;

2) (A⊗ B)T = AT ⊗ BT;

3) (A⊗ B) (C⊗ D) = (AC)⊗ (BD).

A directed graph G is a pair (V , E), where V = {v1, . . . , vN} is a non-empty finite node set
and E = {(i, j) : i, j ∈ V} ⊆ V ×V is an edge set of ordered pairs of N nodes (total agents). The
neighbors of node i are denoted as j ∈ Ni. The adjacency matrix A =

[
aij
]
∈ RN×N associated

with the graph G is defined such that aii = 0, aij > 0 if and only if (i, j) ∈ E and aij = 0
otherwise. The Laplacian matrix L =

[
Lij
]
∈ RN×N of the graph G is defined as Lii = ∑j 6=i aij

and Lij = −aij, i 6= j.
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3 Unmanned aerial vehicle general model

Let us consider the basic conceptual motions of a quadrotor shown in Figure 1.

Fig. 1: Quadrotor aircraft conceptual scheme.

Four rotors produce the control actions on each agent. Each rotor produces vertical forces. The
body fixed frame is assumed to be at the quadrotor gravity center. This body axis is related to
the inertial frame by a position vector (xi, yi, zi) and three Euler angles (φi, θi, ψi). The dynamic
model can be obtained via a Lagrange approach as reported in [174], [175]. Using the force and
moment balance, the motion equations can be written as follows:

ẍi =
Ti(cos ψi sin θi cos φi + sin ψi sin φi)

ms

ÿi =
Ti(sin ψi sin θi cos φi − cos ψi sin φi)

ms

z̈i =
Ti(cos θi cos φi)−msg

ms

φ̈i =
θ̇iψ̇i(Jy − Jz) + τφi

Jx

θ̈i =
φ̇iψ̇i(Jz − Jx) + τθi

Jy

ψ̈i =
φ̇i θ̇i(Jx − Jy) + τψi

Jz

(1)

where ms is the quadrotor mass, g is the gravitational acceleration, Ti is the upward thrust
force, τφi is the rolling moment, τθi is the pitching moment, τψi is the yawing moment, Jx, Jy, Jz
are the inertial of the quadrotor, Ωr is the total sum of motor velocities, and Jr is the moment
of rotational inertia around the axis of the propeller. In [176], Ωr is considered as a disturbance
because of the absence of sensors in the motors, thus, it is ignored for the design of controllers.
Double integrator models are used to describe the agent dynamics when accelerations rather
than velocities are directly manipulated. According to [28], a fleet of UAVs can be represented
as a double integrator multi-agent system manipulating the angles of the quadrotor with the
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following references:
ψdi = 0,

θdi = arctan
(

uxi

uzi + g

)
,

φdi = arcsin

 −uyi√
u2

xi
+ u2

yi
+ (uzi + g)2

 ,

Ti = ms

√
u2

xi
+ u2

yi
+ (uzi + g)2,

(2)

where ui(t) =
[
uxi (t), uyi (t), uzi (t)

]T are to be designed based on some feedback mechanism as
the consensus algorithm.

4 Controllability, observability, stabilizability, and detectability

The definitions of controllability, stabilizability, observability, and detectability are provided
in this Appendix for the following system:

ẋ(t) = Ax(t) + Bu(t),
y(t) = Cx(t) + Du(t),

(3)

where x(t) ∈ Rn is the state vector, u(t) ∈ Rm is the input vector, and y(t) ∈ Rp is the
output vector. The matrices A, B, C, and D are coefficients of appropriate dimensions. These
definitions can be found in [177].

4.1 Controllability

A system is said to be controllable at time t0 if it is possible by means of an unconstrained
control vector to transfer the system from any initial state x(t0) to any other state in a finite
interval of time. The following theorem gives a controllability criterion.

Theorem 7 ([178]). For the system (3) to be completely state controllable, it is necessary and sufficient
that the following matrix has full rank:[

B AB A2B . . . An−1B
]

. (4)

4.2 Observability

A system is said to be observable at time t0 if, with the systems in state x(t0), it is possible to
determine this state from the observation of the output over a finite time interval. The following
theorem provides a observability criterion.

Theorem 8 ([178]). For the system (3) to be completely observable, it is necessary and sufficient that
the following matrix has full rank: 

C
CA
CA2

...
CAn−1

 . (5)
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4.3 Stabilizability

For a partially controllable system, if the uncontrollable modes are stable and the unstable
modes are controllable, the system is said to be stabilizable.

4.4 Detectability

For a partially observable system, if the unobservable modes are stable and the observable
modes are unstable, the system is said to be detectable.

5 Separation principle

According to [179], under some assumptions the problem of designing a feedback controller
can be solved by designing an observer for the state of the system, which is used into the
controller. Thus, the problem can be solved by separating parts, which facilitates the design.
Consider a deterministic linear time-invariant (LTI) system:

ẋ(t) = Ax(t) + Bu(t),
y(t) = Cx(t),

where x(t) ∈ Rnx , u(t) ∈ Rnu , and y(t) ∈ Rny represent the state vector, the input vector, and
the measurement vector, respectively. The matrices A, B, and C have appropriated dimensions.
Let us design the following observer-based feedback control and observer:

˙̂x(t) = (A− LC)x̂(t) + Bu(t) + Ly(t),
u(t) = −Kx̂(t),

where x̂(t) ∈ Rnx is the estimated state vector. Let us define the estimation error e(t) = x(t)−
x̂(t), then, the following is obtained:

ė(t) = (A− LC)e(t),
u(t) = −K (x(t)− e(t)) .

Thus, the closed-loop is obtained as follows:[
ẋ(t)
ė(t)

]
=

[
A− BK BK

0 A− LC

] [
x(t)
e(t)

]
.

The closed-loop dynamics are governed by the upper triangular matrix,[
A− BK BK

0 A− LC

]
,

the eigenvalues are given by

det
(

sI −
[

A− BK BK
0 A− LC

])
= det (sI − A + BK) det (sI − A + LC) = 0,

the closed-loop eigenvalues are the eigenvalues of the state feedback controller A − BK, and
the eigenvalues of the observer A− LC. This is a statement of the separation principle, which
permits one to design the observer and the full-state feedback control independently, with
the assurance that the eigenvalues of the closed-loop dynamic system will be the eigenvalues
selected for the full-state feedback system and the observer.
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