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Introduction 

Context 

According to the International Energy Agency (IEA), “modern economies depend on the reliable and 
affordable delivery of electricity” [1]. Furthermore, heating arises as the largest energy end-use, since it 

accounts for the half of the total energy consumption in the world. Refrigeration and especially cooling 

demand have been growing steadily since the half of the last century. Therefore, it is undeniable that 

society on these days depends deeply on electricity, heating and cooling supply, to such an extent that 

the way to make it more efficient, environmentally friendly and sustainable constitutes one of the major 

challenges of this century.  

In general, electricity is generated at centralized power plants. They use a variety of energy resources 

such as coal, nuclear power and natural gas. In addition, renewable energy sources (RES) (or simply 

renewables) such as hydropower, wind, solar and geothermal are also included. A much smaller but 

growing amount of electricity is produced through distributed generation, which refers to a variety of 

technologies that generate electricity at or near where it will be used.  

In turn, heating and cooling are supplied mostly by on-site technologies. Although the size of 

installations can vary from industrial to residential purposes, the heating and cooling systems are at the 

same place that end-users. 

The most part of the primary energy required for the supply of electricity, heating and cooling comes 

from non-renewable sources. This represents a major obstacle in the way of achieving carbon neutrality 

in the future. In recent years, the European Union (EU) legislation on promotion of RES has evolved 

significantly [2]. Back in 2009, EU policymakers set a target of a 20% share of EU energy consumption 

coming from RES by 2020. Recently, in 2018, the target of a 32% share of EU energy consumption 

coming from RES by 2030 was agreed [3].  

As shown in Figure I.1, the share of EU energy consumption coming from renewable sources in 2019 

was 19.7%. One of the strategies to achieve the target of 32% in 2030 is to increase the use of distributed 

energy systems (DES). This type of systems not only helps to the reduction of electricity losses along 

transmission and distribution lines that appear when the electricity generation is centralized; but are 

suitable for the inclusion of RES in the energetic mix of a country or region. Distributed generation may 

serve a single structure, such as a home or business, or it may be part of a microgrid (a smaller grid that 

is also tied into the larger electricity delivery system), such as at a major industrial facility, a military 

base, or a large college campus [4] . 



Introduction 

- 4 - 

 

Figure I.1. Evolution of the share of EU energy consumption coming from renewable sources 
since 2005. Data provided by the European Environment Agency [5]. 

The promotion of DES has opened the way to different technologies such as combined heat and power 

(CHP) or combined cooling, heating and power (CCHP) systems. Conventional CHP/CCHP systems 

consist of different subsystems (prime mover, heat recovery system, cooling system) for each objective, 

which, in turn, contain different working fluids and do not operate on the same thermodynamic cycle. 

Moreover, CHP/CCHP systems operate with single-phase expanders and/or compressors. Recently, 

Briola [6] and Briola et al. [7] presented a novel CCHP cycle, inspired by the patents of Mokadam [8] 

and Fabris [9], operating with two-phase expanders and compressors. Such a cycle enables the 

development of an all-in-one device capable of producing electric, heating and cooling power with a 

single working fluid. Among the design challenges of this novel CCHP system, the working fluid 

selection appears as a key stage of its development. 

The research work of this thesis is devoted to address this challenge by proposing a methodology of the 

selection of working fluids for all-in-one CCHP systems. 

Motivation and objectives 

Several works have been focused on the selection of working fluids for conventional and novel CCHP 

systems [10–14]. Nevertheless, it is possible to identify the following shortcomings in the previous 

CCHP working fluid design works: 

• the number of investigated working fluids is rather small and/or influenced by previous studies 

on Organic Rankine Cycle (ORC) configurations; 

• a systematic evaluation of thermodynamic and constructional along with toxicological, 

flammability and environmental criteria has not been conducted for CCHP systems (by 
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constructional criteria, it is here referred to technical limitations due to the practical construction 

of operation units; in the present, this is essentially the maximum allowed pressure before 

material failure and the management of air entry in low-pressure systems). 

The main objective of this thesis was to develop a product-design approach with a large space 

exploration of working fluids for the selection of suitable candidates for CCHP applications. This 

approach considers thermodynamic, process-related, environmental, flammability and toxicity aspects 

in the selection process as well as performance assessment. 

In order to design or assess the performances of thermodynamic cycles, it is necessary to establish mass, 

energy and exergy balances. For instance, the application of the first law of thermodynamics (also named 

energy rate balance) to an open multi-component system at steady state can be written as: 

 
2 2

out out in2 2

   
+ = + + − + +      

   
 out in

out in in
v v

W Q m h gz m h gz   

where W  and Q  are the net rates of energy transfer by work and by heat; m  is the mass flowrate; and 

h, v and z denote the specific enthalpy, velocity and position of a stream, respectively. Subscripts in and 

out resp. mean inlet and outlet streams. From the energy balance, it is possible to observe that the whole 

design relies on the accurate estimation of enthalpies and implicitly, entropies involved in exergy 

balances and the isentropic-efficiency definitions of certain operations, which, in turn, requires the 

knowledge of the physical state of the stream. It implies that a phase-equilibrium problem should be 

solved and that vapor pressures of pure components must be estimated with high accuracy. Least but 

not last, density is a key property involved in the design of the piping system and device such as 

expanders, compressors, pumps and heat exchangers.  

In summary, the key properties of a working fluid that should be properly predicted for the purpose of 

this thesis are: vapor pressure, density, enthalpy and entropy. This task is ensured by a thermodynamic 

model. In this thesis, cubic equations of state are retained due to their accuracy, the low number of 

required experimental parameters and their availability as well, ease of implementation, and robustness. 

In order to ensure the accuracy of any model and its applicability in the whole fluid region (i.e., in the 

sub- and supercritical domains), it is necessary to compare its predictions against experimental data. In 

the context of this thesis, four properties are considered to assess the accuracy of the thermodynamic 
model: vapor pressure ( satP ), liquid density ( sat

liq ), enthalpy of vaporization ( vapH ) and saturated-

liquid heat capacity ( ,
sat
P liqc ). 

Since prior to the implementation of the product design methodology it is necessary to develop an 

accurate and efficient cubic equation of state, this work was developed in three stages, as shown in 

Figure I.2, and addressed three fundamental research questions (RQs): 

RQ1: Which modifications should be made to cubic equations of state in order to accurately reproduce 

vapor pressures, liquid densities, enthalpies of vaporizations and heat capacities of pure compounds? 

RQ2: What is the best approach to extend pure-component cubic equations of state to mixtures? 
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RQ3: Which approach from the product-design framework is the most appropriate for the inclusion of 

thermodynamic, constructional, toxicological, flammability and environmental criteria in the selection 

of working fluids for CCHP applications? 

 

Figure I.2. Scheme of the organization of this manuscript. 

Outline 

This dissertation consists of four chapters, which present the background of the research work and a 

summary of the key findings of the publications supporting this thesis. The content of the chapters is 

summarized as follows: 

Chapter 1 Provides a brief overview of the phase-equilibrium problem, as well as the tools that 

chemical engineering thermodynamics disposes to solve it, such as equations of state 

and excess Gibbs energy models. 

Chapter 2 Presents the research work devoted to address RQ1, i.e., the study and improvement of 

cubic equations of state (CEoS) for pure compounds. In this chapter, the modifications 

applied to CEoS over the years in order to improve their accuracy are discussed. Finally, 

the translated-consistent Peng-Robinson (tc-PR) model is introduced, as well as the 

suitable parameterization method that should be used in order to obtain a robust and 

accurate CEoS. 

Chapter 3 Describes the extension of cubic equations of state to mixtures (RQ2). In particular, the 

extension of the tc-PR EoS to mixtures is described. Three different options are studied 

for this purpose. The performance of the three resulting models is compared against a 

reference database containing binary-system data for the assessment of their accuracy. 

Chapter 4 Addresses RQ3. The CCHP cycle that has been retained for this thesis is presented. 

Then, the product-design framework is described as well as the approaches that can be 

implemented. The results of the selection of promising working fluids for CCHP 

applications are discussed. 

Finally, this manuscript is closed by the general conclusions about the research work carried out in this 

thesis, as well as some perspectives concerning further work related to cubic equations of state, and the 

application of the proposed working-fluid selection methodology to more sophisticated energy systems. 
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Chapter 1 : The phase-equilibrium problem 

1.1 Introduction 

Phase-equilibrium thermodynamics aims at setting the relations among various properties such as 

temperature, pressure and composition that ultimately prevail when two or more phases reach a state of 

equilibrium wherein all tendency for further change has ceased. It is a subject that is crucial and 

necessary in order to understand and obtain reliable designs of phase-contacting unit operations such as 

distillation, absorption, extraction, adsorption and leaching, which are essential unit operations in 

chemical industry. 

In the case of CCHP systems, phase-equilibrium thermodynamics provides information about the state 

of a stream and establishes the way for the estimation of properties such as enthalpy or entropy, required 

for the solution of energy balances and the calculation of performance indicators such as thermal 

efficiency. 

In this chapter, a brief overview of the phase-equilibrium problem is presented as well as the tools that 

chemical engineering thermodynamics disposes to solve it such as equations of state and excess Gibbs 

energy models. A complete description of the phase-equilibrium problem can be found on references 

[15–18]. 

1.2 Nature of the problem 

The type of problem that phase-equilibrium thermodynamics seeks to solve is illustrated schematically 

in Figure 1-1.  

 

Figure 1-1. Illustration of the phase-equilibrium problem. 

Consider that two multicomponent phases,   and  , have reached an equilibrium state at a given 

temperature T  and mole fractions 1
x , 2

x ,…, of phase  . The task, then, could be to find pressure P  

of the system and 1
x , 2

x ,…, of phase  . The alternative case would be to know pressure P  and 1
x

, 2
x ,…, and search for 1

x , 2
x ,…, and T . The number of intensive properties, i.e., those that are 
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independent of mass, size, or shape of the phase, that must be specified to fix unambiguously the state 

of equilibrium is given by the Gibbs phase rule. In the absence of chemical reactions, the phase rule 

writes: 

Number of independent intensive properties = Number of components - Number of phases + 2   (1.1) 

For example, for a two-phase system containing two components, the number of independent intensive 

properties is equal to two. In general, the properties of interest of such a system are reduced to 1
x , 1

x

, T  and P 1. In consequence, two of these variables, any two, must be specified in order to find the 

remaining ones. At this stage, several questions arise. How can the problem illustrated in Figure 1-1 be 

solved? What theoretical framework is available to provide a basis for finding a solution? The answers 

to these questions are given by thermodynamics. 

1.3 Application of thermodynamics to phase-equilibrium problems 

As any other science, in thermodynamics, most of the problems in the real life are solved by describing 

them in abstract, mathematical terms. In such a way, it is sometimes possible to obtain a simple solution 

to the problem not in terms of physical reality, but in terms of mathematical variables issued from the 

abstract description of the real problem. In the case of the phase-equilibrium problem, thermodynamics 

provides the mathematical framework necessary to obtain an abstract solution to it. 

Prausnitz et al. [15] explained that the solution of a phase-equilibrium problem using thermodynamics 

requires three steps: 

I. The real problem is translated into an abstract, mathematical problem. 

II. A solution is found to the mathematical problem. 

III. The mathematical solution is translated back into physically meaningful terms. 

In the paper “On the Equilibrium of Heterogeneous Substances”, published in 1876, J. W. Gibbs [19] 

introduces the phase rule and thoroughly analysed the phenomenon of equilibrium. He defined the 
chemical potential ( i ) function and made it possible to achieve the goal of steps I and II. The starting 

point of Gibbs was the resulting statement of the combination of the first and second law of 

thermodynamics for an open static system: 

 = − +  i i
i

dU TdS PdV dn   (1.2) 

where dU , dS , dV  and idn  are infinitesimal changes in energy, entropy, volume and the number of 

moles of component i, respectively. 

The function i  is an intensive quantity and depends on temperature, pressure and composition. It was 

expected to consider i  as a chemical potential since it is the coefficient of idn , just as T  (the 

coefficient of dS ) is a thermal potential governing heat transfer and −P  (the coefficient of dV ) is a 
                                                      

1 Since 1= xi
i

 for each phase, 2
x  and 2

x  can be expressed with respect to 2
x  and 2

x . They are thus non-

independent variables. 
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mechanical potential governing boundary displacement. Moreover, the conditions to have thermal and 

mechanical equilibrium in a heterogeneous system are that temperature and pressure must be uniform 
throughout the entire heterogeneous mass. In consequence, if i  is the intensive potential governing 

mass transfer, it should be expected that i must also have a uniform value throughout the whole system. 

In his work, Gibbs gave such a proof. The general result for a closed, heterogeneous system consisting 

of   phases and m  components is that at equilibrium with respect to heat transfer, boundary 

displacement and mass transfer: 

 (1) (2) ( )T T T = = =   (1.3) 

 (1) (2) ( )= = =P P P   (1.4) 

 

(1) (2) ( )
1 1 1

(1) (2) ( )
2 2 2

(1) (2) ( )







  

  

  

= = =

= = =

= = =m m m

  (1.5) 

Step III of the phase-equilibrium problem deals with the derivation of expressions linking chemical 

potentials with temperature, pressure and composition. In addition to classical thermodynamics, Step III 

must also utilize concepts from statistical thermodynamics, molecular physics, and physical chemistry 

in order to derive such expressions. Prior to the use of these concepts, and in order to establish these 

relations, some auxiliary functions such as fugacity and activity are introduced. 

For example, suppose that phase   is a vapor and   is a liquid. For this case, additional auxiliary 

functions are introduced: fugacity and activity coefficients. Then, as defined by the thermodynamic 

framework, Eq. (1.5) can be rewritten as 

 ( ) ( ), ,, , , ,  = i i liq i i vapx T P y T Px y   (1.6) 

where, ix  is the mole fraction in the liquid phase, iy  is the mole fraction in the vapor phase, and ,i liq  

and ,i vap  are the fugacity coefficients in the liquid and vapor phase of a component i. Eq. (1.6) is the 

basis of the so-called   -   approach. Another way to rewrite Eq. (1.5) is: 

 ( ) ( ) ( ), , ,, , , , ,i i liq i liq i i vapx T P f T P P y T P   =  x y   (1.7) 

where , i liq  is the activity coefficient and ,i liqf  is the fugacity of pure component i at the liquid state. 

Eq. (1.7) is known as the   -   approach. 

The last requirement to use Eq. (1.6) or Eq. (1.7) to solve the phase-equilibrium problem is to establish 
two relations, if it is the case, one for i  and one for  i : 

 ( ), , =i F T P z   (1.8) 

 ( ), , =i F T P z   (1.9) 
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1.4 Equations of state 

Formal thermodynamics for calculating fugacities from volumetric data yields to two key equations: 

 
, ,0

1
ln

j i

P

i
i T P n

V RT
dP

RT n P




   = −    
   (1.10) 

and 

 
, ,

1
ln ln



      = − −        


j i

i
i T V nV

P RT Pv
dV

RT n V RT
   (1.11) 

where the fugacity coefficient is defined by 

   i
i

i

f

y P
  (1.12) 

and /=v V n . The algebraic relations relating variables P , T , v  and x  or y  are known as equations 

of state [16]. 

The volumetric properties of a pure fluid in a given state are commonly expressed with the molar 

compressibility factor z , which can be written as a function of T  and P  or T  and v  

 ( ), = P
Pv

z F T P
RT

  (1.13) 

 ( ),= vz F T v   (1.14) 

where v  is the molar volume, P  is the absolute pressure, T  is the absolute temperature, and R  is the 

universal gas constant. A well-known family of relations ( ),PF T P  or ( ),vF T v  is that of equations of 

state (EoS). They are classified into pressure- or volume-explicit. Commonly, a user specifies the gas 

state with T  and P  since these are most easily measured and so Eq. (1.13) is considered most 

convenient. Nevertheless, if the objective is to describe both gaseous and liquid phases with the same 

parameters, the required multiplicity of volume roots demands a function of the form (1.14). 

The discussion presented hereafter is not comprehensive but aims at presenting the most popular types 

of EoS.  

1.4.1 The virial equation of state 

The virial equation of state, usually applied for gaseous phases, is a polynomial series in pressure or in 

inverse volume whose coefficients are functions only of T  for a pure fluid. The consistent forms for the 

initial terms are 

 ( ) ( ) ( ) ( )
2

2, 1     = + + − +        

P P
z T P B T C T B T

RT RT
  (1.15) 
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 ( ) ( ) ( )
2

, 1= + + +
B T C T

z T v
v v

  (1.16) 

where coefficient ( )B T  is the second virial coefficient, ( )C T  is the third virial coefficient, and so on. 

The second virial coefficient B  is properly evaluated from low-pressure P-V-T data by the definition 

 ( )
0

lim
→

 
=   T

z
B T   (1.17) 

where 1/ = v .Similarly, the third virial coefficient must also be evaluated from P-V-T data at low 

pressures and it is defined by 

 ( )
2

20

1
lim

2!→

 
=    T

z
C T   (1.18) 

1.4.2 Analytical equations of state 

In order to employ the term “analytical” to define an equation of state, it is necessary that the function 
( ),vF T v  has powers of v  no higher than quartic. Then, when T  and P  are specified, it is possible to 

solve for v  analytically. In this dissertation, cubic EoS (CEoS) has special attention because of their 

widespread use and simple form. In a general form, CEoS can be written as follows 

 
( )

2 2
= −

− + +

a TRT
P

v b v ubv wb
  (1.19) 

Or analogously whether the condition 2 4 0− u w  is satisfied: 

 
( )

( )( )1 2
= −

− − −
a TRT

P
v b v r b v r b

  (1.20) 

with 

 

2

1

2

2

4
2

4
2

 − − −
=




− + −
=

u u w
r

u u w
r

  (1.21) 

where parameter a  is a measure of the attractive forces between molecules; parameter b  is the so-

called covolume, which attempts to correct the perfect-gas law for the fact that molecules have a non-

zero effective volume; and the constants u  and w  are either universal constants (the same values apply 

to all compounds) or substance-dependent quantities. Cubic equations of state are described in detail in 

Chapter 2 and Chapter 3. 

1.4.3 Nonanalytic equations of state 

Although the simplicity and robustness of cubic equations of state, there exists property behaviors that 

cannot be described with high accuracy by them. In order to try to overcome such limitations, different 
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approaches were considered. Three of them are the BWR/MBWR models, Wagner formulations and 

Statistical Associating Fluid Theory (SAFT) family of equations of state. Their common characteristic 

is that they are nonanalytic equations of state. 

BWR/MBWR and Wagner models 

These equations of state are specific to particular pure substances (or mixtures). They have multiple 

parameters and are frequently based on expansions of the Helmholtz energy (Span-Wagner, GERG …); 
they are applicable to a liquid, a gas or a system in vapor-liquid equilibrium. They are not universal and 

not adaptable to a specific compound; they generally contain a very high number of component 

parameters. For example, the NIST (National Institute of Standards and Technology) developed a 

software program known as REFPROP (Reference Fluid Thermodynamic and Transport Properties 

Database) which contains specific equations of state for 147 pure substances. In this category of models, 

it is possible to cite for example the Benedict-Webb-Rubin (BWR) equations of state, Bender, Span-

Wagner, GERG-2008. 

It should be noted that the great strength of these models is their accuracy whereas their weakness lies 

in the necessity of disposing of a high number of non-predictable and component-specific input 

parameters to describe a single species: each pure substance is represented by an equation of state that 

involves a large number of fitted parameters (generally several dozens). Processing of mixtures also 

requires knowledge of multiple additional interaction parameters. The use of these models is therefore 

limited to pure substances and a few mixtures that have previously been extensively measured, which 

remains an obstacle to their development.  

Statistical associating fluid theory 

Since the late 1980’s, The Statistical Associating Fluid Theory (SAFT) family of equations of state, 

which has been developed based on the Thermodynamic Perturbation Theory (TPT) has gained 

considerable popularity in both academia and industry. A large amount of research work has been done 

over the last almost three decades towards the improvement of SAFT, in order to become more accurate 

for different types of systems such as strongly polar mixtures, polymers, electrolytes, while last years 

many applications of SAFT in the oil and gas industry have been reported [20–28]. 

By extending Wertheim’s [29–33] theory, [34,35] and [36,37] developed the Statistical Associating 

Fluid Theory (SAFT) equation of state. Although SAFT derived equations of state are mathematically 

complex, the underlying concepts are straightforward. SAFT based equations are constructed by 

summing intra and inter molecular contributions to the Helmholtz energy. The expression for the Tv-

residual Helmholtz energy ( resa ) is given by: 

 = + + +res hs chain disp assoca a a a a  (1.22) 

where hsa  is the hard sphere contribution, chaina  is the contribution for chain formation, dispa  is the 

contribution from dispersion forces, and assoca  is the contribution coming from association, e.g. 

hydrogen bonding. Figure 1-2, shows schematically the procedure followed to form a SAFT model 

molecule. 
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(a)

(c)

(b)

(d)

 

Figure 1-2. Schematic representation of the procedure that forms a SAFT model molecule [38]: 
(a) the reference fluid consists of hard spheres; (b) dispersion forces are added; (c) chain sites are 
added and chain molecules appear; (d) hydrogen bonding is added and molecules form association 
complexes through association sites. 

Huang and Radosz [36] were the first to propose an engineering formulation of SAFT EoS and used this 

equation to correlate vapor-liquid equilibria of over 100 real pure fluids. They demonstrated that SAFT 

was applicable to small, large, polydisperse, and associating molecules over the whole density range. 

Furthermore, they [37] extended SAFT to mixtures by testing 60 phase equilibrium data sets for both 

symmetric and asymmetric binary systems, with respect to the size of the molecules, as well as for binary 

mixtures containing associating compounds. They concluded that the mixing rules for the hard sphere, 

chain and association terms were not required when using rigorous statistical mechanical expressions. 

Only the dispersion term required mixing rules, and only one binary temperature-independent parameter 

was necessary for the representation of the experimental data. 

The original SAFT EoS 

In the original SAFT [36,37], the hard sphere term is calculated as proposed by Carnahan and Starling 

[39]:  
 

( )

2

2

4 3

1

 − 
=

− 

hsa
m

RT
 (1.23) 

where m  is the number of spherical segments per molecule and   is the reduced density. 

The chain and association terms are calculated from the following expressions proposed by Chapman et 

al. [35]: 

 ( )
( )3

1 0 5
1 ln

1

 −  = −
 −  

chaina .
m

RT
 (1.24) 

 ( )
1

ln 0 5 0 5
=

 = − + 
Massoc

A A

A

a
X . X . M

RT
 (1.25) 
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where M  is the number of association sites per molecule and AX  is the mole fraction of molecules not 

bonded at site A. In Eq. (1.25), the summation is taken over all association sites of the molecule. The 

quantity AX  is calculated from the expression: 

 

1

1

−
 
 = +  
 
 

A B AB
Av

B

X N X   (1.26) 

where the summation is taken over all sites. AvN  is Avogadro’s number,   is the molar density and 

 AB  is the association strength that is calculated from: 

 
( )

( )3
3

1 0 5
1

1

 −  
 = −    −   

AB
AB AB.

exp
kT

 (1.27) 

where   is the temperature-independent segment diameter that is calculated by: 

 
1 3

6  
 =   

/

Av

u
N

 (1.28) 

In Eq. (1.28), u  is the segment volume and   is equal to 0.74048, which corresponds to the packing 

fraction of a face centered cubic (FCC) lattice. Also, AB  and AB  in Eq. (1.27) are the association 

energy and volume parameters. 

For the dispersion term, a number of different expressions have been proposed in the various SAFT 

versions. In the original SAFT of Huang and Radosz [36] the following expression is used: 

 
4 9

1 1
0 74048

= =

   =    
   

i jdisp

ij
i j

a u
m D

RT kT .
 (1.29) 

where u is the temperature-dependent dispersion energy of interaction between segments calculated as: 

 1 = + 
 

o e
u u

kT
 (1.30) 

where ou  is the temperature-independent dispersion energy of interaction between segments, and e / k  

was set equal to 10 K for all molecules except a few small molecules. 

For pure non-associating compounds, three pure-component parameters are utilized in SAFT: m , ou / k

, and u , while for self-associating compounds two additional parameters are utilized for each pair of 

donor-acceptor sites: AB  and AB . The resulting (three or more) pure-component parameters are 

determined by fitting pure compound properties, usually vapor pressures and saturation liquid densities. 

For the extension of original SAFT to mixtures, the equation of Mansoori et al. [40] is used for the hard-

sphere mixtures, whereas the chain and the association terms are extended to mixtures rigorously [39]. 

The dispersion term is extended to mixtures by assuming the Van der Waals one-fluid theory 

approximation. Mixing rules are only needed for u / k  in the dispersion term and they are the following: 
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 ( )
( ) ( )

31 3 1 3

2

 + 
=  

 
  

/ /o o

i jo

ij

u u
u  (1.32) 

 ( ) ( )1 2
1= −

/
ij ii jj iju u u k  (1.33) 

where ijk  is a binary adjustable parameter that is determined by fitting binary phase equilibrium data. 

For mixtures containing associating compounds [36], the number and type of association sites, i.e., the 

association scheme of the compound, should be firstly established. For the association term only 

combining rules for the association parameters are needed when two associating species are present in 

the mixture: 

 ( )1 2
 =  

/
ij ii jj  (1.34) 

 
( ) ( )

31 3 1 3

2

 


 + =  
  

/ /AB AB
ii jjAB

ij  (1.35) 

Modifications of the SAFT equation 

Since the original development of SAFT, numerous modifications have been proposed. Excellent 

reviews on the different variations of SAFT are presented by Economou [41] and Kontogeorgis and 

Folas [42]. 

Some of these variations include: the simplified-SAFT [43] that uses a simplification for the dispersion 

term; the LJ-SAFT [44,45] that accounts explicitly for the repulsive and dispersion interactions using 

the Lennard-Jones equation as well as for dipole-dipole interactions; the soft-SAFT [46] that uses a 

Lennard-Jones reference fluid instead of the hard-sphere fluid in the original SAFT as in LJ-SAFT; the 

SAFT-VR [47] that uses for the dispersion term a square-well potential instead of the hard-sphere and 

the SAFT-VR-Mie [48,49] that incorporates the variable Mie potential rather than the square-well or 

Lennard-Jones potentials. 

PC-SAFT [50,51] is one of the most successful modifications of the SAFT theory. The main difference 

between original SAFT and PC-SAFT is on the reference fluid used. Specifically, PC-SAFT uses the 

hard-chain reference fluid to account for the dispersion interactions unlike SAFT that uses the hard-

sphere reference fluid.  
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1.5 Activity-coefficient models 

According to the   -   approach (Eq. (1.7)) can be rewritten as 

 ( ) ( )
( )

( ) ( )
( ), *

, ,*

, , 1
, , exp ,

, ( )

sat
iP Ti vapsat

i i liq i i i liqsat P
i i

T P
x T P P T P y v T P dP

RTT P T






 
  =     

 


y
x   (1.36) 

This approach can only be implemented at temperatures and pressures lower than the minimal critical 

temperature and pressure of the components in the mixture since it is necessary to define the vapor 

pressure ( )sat
iP T  for each of them. 

Classical thermodynamics provides an expression relating  i  with T , P  and z . Such an expression 

relates the excess molar Gibbs energy of a mixture to the activity coefficient:  

 ln= E
i i

i

g RT x   (1.37) 

It is worth recalling that an excess property, Em , is the difference between the property of the real 

mixture, m , and the property of the ideal mixture, idm , at the same temperature, pressure, composition 

and state of aggregation: 

  −E idm m m   (1.38) 

In consequence, excess Gibbs energy of an ideal solution is zero and activity coefficients are equal to 

unity. The excess Gibbs energy can be represented as the sum of an energetic part, accounting for 
interactions between molecules, the so-called residual contribution E

resg , and of a term which accounts 

for molecular size and shape, the combinatorial contribution E
combg : 

 = +E E E
comb resg g g   (1.39) 

The combinatorial part requires only pure-component parameters, while the residual part contains 

adjustable parameters, which, at least in principle, are temperature dependent. 

Many expressions relating Eg  to composition have been proposed. They are called classically Eg  

models or activity-coefficient models. A common feature of such models is that they are pressure-

independent. Indeed, all excess Gibbs energy models should theoretically depend on pressure but our 

current knowledge on liquid theory still lacks of enough accuracy to estimate the influence of the 
pressure on Eg  models. 

Eg  models can be classified into purely empirical models and theoretical-based models. The first family 

of models includes the one- and two-parameter Margules model and the Redlich-Kister model. For 

binary mixtures, they write: 

One-parameter Margules [52]: 

 1 2
( , )

( )=  
Eg T

A T z z
RT

z
  (1.40) 
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Two-parameter Margules [52]: 

  1 2 21 1 12 2
( , )

( ) ( )= +
Eg T

z z A T z A T z
RT

z
  (1.41) 

Redlich-Kister [53]: 

 ( )1 2 1 2
0

( , )

=

= −
NE

k
k

k

g T
z z A z z

RT

z
  (1.42) 

where N  is the polynomial order, and kA  are adjustable parameters.  

The theoretical-based models, in turn, may be purely residual models, purely combinatorial models and 

models with both the combinatorial and residual contributions. The first category includes the Van Laar, 

Scatchard-Hildebrand and NRTL models. 

Van Laar [54]: 

For a binary mixture: 

 12 21
1 2

12 1 21 2

( ) ( )( , )
( ) ( )

=
+

E A T A Tg T
z z

RT A T z A T z

z
  (1.43) 

Scatchard-Hildebrand [55,56]: 

For a binary mixture: 

 
( )

( )
2* *

1 1 2 2 1 2
* *

1 1 2 2

( , )  −
=

+

E z v z vg T

RT RT z v z v

z
  (1.44) 

where i  is the solubility parameter for component i. 

N.R.T.L (non-randomness two-liquid) [57]: 

The general expression is: 
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c
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ji ji jnE
j

i N
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z
RT

G z
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z
  (1.45) 

with 


= ij
ij

g

RT
 and  = − ij ijG , where  ij ,  ji  are adjustable parameters and   accounts for the fact 

that, due to intermolecular forces, the mixing of molecules is never entirely random. 

For a binary mixture: 

 21 21 12 12
1 2

1 2 21 2 1 12

( , )   
= + + + 

E G Gg T
z z

RT z z G z z G

z
  (1.46) 
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An example of purely combinatorial models is the Flory-Huggins Eg  model. 

Flory-Huggins [58,59]: 

For a binary mixture: 

 1 2
1 2

1 2

( , )
ln ln
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z z

RT z z

    
= +   

   

z
  (1.47) 

where 
*

*
c
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i n

j j
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z v
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 =
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Finally, the Eg  models that consist of combinatorial and residual contributions are: 

Wilson [60]: 

The general expression is: 

 ln
c cn nE
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i j
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z z

RT
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    (1.48) 
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*
expj ij

ij
i

v A

RTv

 
 = − 
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For a binary mixture: 
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where: 
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and 
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  (1.51) 

UNIQUAC (UNIversal QUAsi Chemical) [61]: 

The general expression is: 
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with 
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. ir  and iq  are the molecular volume and surface area (called Van der 

Waals volume and area). 

The combinatorial contribution is expressed as 
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and the residual part is given by 
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UNIFAC (UNIversal quasi-chemical Functional group Activity Coefficient) [62]: 

The general expression is: 
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The combinatorial contribution has the same form as that of the UNIQUAC model (Eq. (1.53)). In 
addition, i  and i  are calculated identically as done for the UNIQUAC model. In contrast, the pure-

component parameters ir  and iq  are calculated by a group-contribution method [16]: 

 ( )
gN

i
i kk

k

r R=    (1.56) 

 ( )
gN

i
i kk

k

q Q=    (1.57) 

where gN  is the number of functional groups of molecule I, ( )i
k  is the number of functional groups of 

type k in molecule I, and kR  and kQ  are the volume and surface area parameters of each functional 

group k. 

The residual part is given by 
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with: 
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  (1.59) 

where kja  and jka  are obtained from a database using a wode range of experimental results. 

1.6 Concluding remarks 

This chapter on the phase-equilibrium problem has presented no more than a brief introduction to a very 
broad subject. The objective was to show the crucial role of equations of state and Eg  models in phase-

equilibrium calculations since they link abstract, mathematical terms with experimentally measurable 

quantities such as temperature or pressure, which are much closer to our physical senses than the abstract 

concept of chemical potential.  

Among the available models, EoS with a high number of parameters such as EoS explicit in Helmholtz 

energy or the modified Benedict-Webb-Rubin (MBWR) EoS as used by the NIST, lead to the highly 

accurate reproduction of thermodynamic properties. Nevertheless, they are available only for 147 pure 

fluids.  

Since one of the main objectives of this dissertation is to screen a large number of fluids suitable for 

CCHP applications, cubic equations of state are retained for the estimation of saturation and caloric 

properties required for the selection of the working fluid of CCHP systems and the calculation of 

performance indicators since their main advantage is their capacity to accurately correlate (with a few-

percent deviation, as shown in next chapters) saturated vapor pressures, liquid densities, enthalpies of 

vaporization and heat capacities of pure substances.  

Finally, Eg  models will receive special attention since they are incorporated in advanced mixing rules 

for the extension of cubic equation of state to mixtures. 
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Chapter 2 : Equations of state for pure compounds 

2.1 Introduction 

Commonly, equations of state are developed initially for pure substances. Then, they are extended to 

mixtures by using proper mixing and combining rules. In this dissertation, it was decided to follow the 

same methodology. This chapter is thus devoted to the study and improvement of cubic equations of 

state (CEoS) for pure compounds. The question of mixtures is addressed in Chapter 3. 

This chapter provides the description of the modifications that have been introduced into CEoS over the 

years in order to improve the prediction of vapor pressures, liquid densities, enthalpies of vaporization 

and saturated-liquid heat capacities. Finally, the research work of this thesis devoted to address RQ1 is 

presented. 

2.2 Generalities of cubic equations of state for pure compounds 

The Van der Waals (VdW) equation of state [63], proposed in 1873, is the first, simplest and best-known 

cubic equation of state. It is written: 

 ( )

2 2
,exp
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=
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  (2.1) 

where ca  is the constant attractive parameter and parameter b  is the so-called covolume, which 

attempts to correct the perfect-gas law for the fact that molecules have a non-zero effective volume. It 

is a so-called 2-parameter CEoS because its application to a pure component requires the preliminary 
knowledge of two experimental component-dependent parameters (the critical temperature ,expcT  and 

pressure ,expcP ).  

One of the strengths of the theory proposed by Van der Waals is the independent treating of repulsive 
and attractive forces, identified in Eq. (2.1) by the terms repP  and attP , respectively. Moreover, the 

VdW EoS is capable of representing vapor-liquid coexistence. This equation is able to predict fluid 

behavior above and below the critical point, as well as mixture phenomena such as critical azeotropy or 

retrograde condensation.  

Although all the qualitatively capabilities of the vdW EoS, it was not considered as accurate enough for 

process design applications. In consequence, different modifications have been introduced into the VdW 

EoS over the years. In a general form, the CEoS resulting from such modifications can be written as 

follows: 

 
( )

2 2

a TRT
P

v b v ubv wb
= −

− + +
  (2.2) 
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where the constants u  and w  are either universal constants (the same values apply to all compounds) 
or substance-dependent quantities. The temperature-dependent ( )a T  parameter is classically written as: 

 ( ) ( )ca T a T=    (2.3) 

It is the product of the value of the attractive parameter at the critical temperature ( ca ) multiplied by a 

so-called α-function, which is dimensionless. Such an α-function has a great influence on the calculated 

vapor-liquid equilibrium properties like vapor pressure, enthalpy of vaporization and saturated-liquid 

heat capacity. On the other hand, the volume function of the attractive term ( 2 2v ubv wb+ + ) and, in 

particular, the numerical values assigned to u  and w , govern essentially the accuracy of the predicted 

volumetric properties. 

As a matter of fact, the two EoS which received most attention in the last 50 years are those proposed 

by Soave [64] (he introduced the so-called Soave-Redlich-Kwong EoS denoted SRK) and Peng-

Robinson [65–67] (PR). For a given pure component, such modern EoS require the specification of three 
macroscopic properties ( ,expcT , ,expcP  and exp ) and they thus obey a 3-parameter corresponding states 

principle [68,69]. In this dissertation, they are simply referred as 3-parameter EoS. 

The SRK EoS is characterized by 1u = , 0w =  and the use of the so-called Soave -function [64]. It is 

defined by: 

 ( )

( )

( )

2

2
exp exp

2 2
,exp

,exp

,exp

,exp

3

3

( ) 1 1

0.480 1.574 0.176

( )
,  

( )

1
0.42748

9 2 1

2 1
0.08664

3
1 3

c

c
c a

c

cc
b

c

a

b

c

T m T T

m

R T
a

P

RTa TRT
P T v b

v b v v b P

z



 



  = + −  
 = + −

 = 



= − = 
− + 


 = 
 −


− = 
 =

  (2.4) 

  



Chapter 2 : Equations of state for pure compounds 

- 27 - 

In turn, Peng and Robinson [65] selected 2u =  and 1w = − . The PR EoS expression is: 
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  (2.5) 

After Soave’s and Peng and Robinson’s contribution, the trends in research on cubic EoS have followed 

two main routes: 1) modifications of the -function, and 2) modifications of the volumetric function 

included in the attractive term. Such modifications are discussed in Sections 2.2.1 and 2.2.2. It is worth 

noting that the review by Valderrama [70] provides a wide overview of the CEoS modifications. 

A less discussed point in literature but extremely important for the performances of EoS is the 

parameterization method. Equations of state (EoS) for pure fluids contain two types of parameters: those 

fixed by the theoretical foundations and those that are component-dependent. Typically, the pure-

component parameters are either evaluated by regression on vapor-pressure and saturated liquid density 

data or are determined from critical coordinates and acentric factor data. The parameterization method 

consists in attributing numerical values to component-dependent parameters. 

In the case of CEoS, the covolume ( b ) and the critical value of the attractive parameter ( ca ) of cubic 

EoS (CEoS) for pure compounds are conventionally determined from the knowledge of the experimental 
critical temperature ( ,expcT ) and pressure ( ,expcP ) in order the model exactly reproduces such values. The 

acentric factor ( exp ) is usually added as a third parameter in order to improve the correlation of vapor 

pressures. The open literature highlights that other parameterization methods are only used on rare 

occasions so that their influence on model performances has seldom been assessed. However, it is 

possible to cite Ting et al. [20], Voutsas et al. [71] or Alfradique and Castier [72] who fit the three pure-
component parameters ( b , ca  and Soavem ) for the Peng-Robinson [65,67] EoS to saturated liquid 

densities and vapor pressures. They got accurate correlation of pure fluid properties and were able to 

satisfactorily describe mixtures of alkanes. More recently, Segura et al. [73] proposed a more 

sophisticated technique for parameterizing CEoS. They demonstrated that accurate densities can be 

obtained with CEoS but the price to pay is an overestimation by the model of the experimental critical 

pressure and temperature. Llovell et al. [74] explained that such an overestimation is opportune for 

predicting the critical region by means of the crossover correction [75–77].  
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The impact of the parameterization method on the performances of CEoS and SAFT-type EoS is 

discussed in Publication I. Two parameterization methods were tested: 

• Parameterization method 1 (P1): the three input parameters are constrained to exactly reproduce 

,expcT , ,expcP  and a second point of the vapor-pressure curve by means of the acentric factor (i.e., 

the vapor pressure at a reduced temperature equal to 0.7). 

• Parameterization method 2 (P2): the three input parameters are fit to vapor-pressure ( satP ), 
enthalpy of vaporization ( vapH ), saturated-liquid heat-capacity ( sat

,liqPc ) and liquid molar 

volume ( sat
liqv ) data so that the model is not constrained to pass through the experimental critical 

coordinates ( ,expcT , ,expcP ). 

In Publication I, it is shown that vapor pressures, enthalpies of vaporization and saturated-liquid heat 

capacities are not impacted by the change of parameterization method. Nevertheless, it is impossible to 

obtain simultaneously accurate prediction of the critical coordinates (especially critical pressure) and 

liquid densities with a CEoS or a SAFT-type EoS. In particular, it is possible to highlight the antagonism 

between the reproduction of the critical pressure and liquid densities. Therefore, this duality imposes a 

choice. One option is to have an accurate reproduction of liquid densities by using the parameterization 

method P2 and try to correct the calculation of critical pressures. The other option is to exactly reproduce 

the critical point by using the parameterization method P1 and try to correct liquid densities. 

Solution 1 can be considered but a crossover approach for the correction of the critical temperature and 

pressure should be used. For its implementation, at least two additional parameters per pure component 

are required. In order to determine them experimental data near the critical region must be available. On 

the contrary, concepts such as volume translation make the improvement of liquid densities possible 

when parameterization P1 (the classical one for CEoS) is implemented. In the case of this dissertation, 
it was decided to force ca  and b  parameters to exactly reproduce ,expcT , ,expcP . Then, our work was 

devoted to study of the influence of -functions and the volumetric function and their parameterization 

on the performances of CEoS. This is summarized in Publication II to Publication IV. 

2.2.1 Modifications of the -function 

One of the most influential contributions in the prediction of vapor pressures of non-polar and slightly 

polar compounds was the introduction in 1972 of the Soave -function [64]. For a given pure compound 
(characterized by its acentric factor exp  and its critical temperature ,expcT ), it is expressed as: 

 ( ) ( ) 2

exp exp, 1 ( ) 1Soave r rT m T   = +  −    (2.6) 

with 

 2
exp expm A B C = + +   (2.7) 

,exp/r cT T T=  is the reduced temperature; A , B  and C  are universal constants which depend on the 

selected EoS. 
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Over the years, different expressions of the -functions have been introduced. They can be classified 

depending on their:  

1) mathematical form (polynomial or exponential); 

2) the unicity of their formulation (piecewise or overall temperature domain); 

3) and their scope (generalized or component-dependent). 

Table 2-1 contains the classification according to these three criteria of a dozen of -functions 

implemented in commercial process simulation software.  

Based on the first criterion, -functions inspired by the Soave formulation are called polynomial 

functions as they are polynomials of the square-root of the reduced temperature. Such functions present 

a drawback related to the fact that they may diverge at very high temperatures [16]. To overcome this 

limitation, some authors proposed exponential -functions characterized by being positive and 

decreasing functions throughout the whole temperature domain. 

Concerning the unicity criterion, an overall -function is valid for the whole temperature range. On the 

contrary, a piecewise -function consists of two sub-functions, one for the subcritical domain and 

another one for the supercritical region. Although this approach improves accuracy on vapor pressure 

predictions, it raises a non-negligible issue related with the fact that continuity of the first and second 

derivatives of the -function at the critical temperature must be enforced [78]. This is necessary to 

guarantee that calculated residual enthalpies and heat capacities are continuous functions at the critical 

temperature. 

Finally, the criterion related to the scope of -functions refers to the universality of their parameters, 

i.e., such parameters are universal (or generalized) constants or component-dependent values. The 

coefficients of the generalized α-functions are usually determined using correlations that only depend 

on the acentric factor ( ), while the parameters of the component-dependent α-functions must be 

regressed, component by component, from experimental data. It is worth noting that the generalized α-

functions, although less accurate than the component-dependent α-functions, are extremely useful when 

experimental data to fit the specific parameters of a given α-function are not available. Moreover, 

generalized α-functions are easy to implement because the acentric factor is known for thousands of 

pure components or can be estimated by well-established correlations or group-contribution methods. 
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Table 2-1. Classification of -functions commonly implemented in process simulation software. 

  Polynomial Exponential Polynomial & Exponential 

Generalized  

-functions 

T-overall 

formulation 

Soave (1972) [64] 

( ) ( ) ( )
( )
( )

2

2

2

1 1

0.480 1.574 0.176

0.37464 1.54226 0.26992

r

RK

PR

T m T

m

m

 

  

  

= +  −

= + −

= + −

   






  

Trebble-Bishnoi [79] 
( ) ( ) exp 1 rT L T = −   

For alkanes, water and CO2: 

If 0.4  ; 20.418 1.58 0.580L  = + −   

If 0.4  ; 20.212 2.20 0.831L  = + −  

N.A. 

 Piecewise N.A. Twu (1995) [80,81] 

( )

( )
( )

(0) (0) (0) (0)

(1) (1) (1) (1)

(0) (1) (0)

1(0) (0)

1(1) (1)

exp 1

exp 1

N M M N
r r

N M M N
r r

T

T L T

T L T

    





 − 

 − 

  = + −  

  = −   
  = −   

 

where ( )iL , ( )iM , ( )iN  are domain-specific 

parameters. 

 

Component-

dependent  

-functions 

T-overall 

formulation 

Soave (1984) [82] 

( ) ( )1 1 r
r

T
b

T a
T

 = + − +
 
 
 

 

Twu (1988) [83] 
( ) ( )2 1 2( ) exp 1M M

r rT T L T −  = −    

Melhem-Saini-Goodwin [84] 

( ) ( )2
( ) exp 1 1r rT m T n T  = − + −   

  Gibbons-Laughton [85] 

( ) ( ) ( )1 1 1r rT X T Y T = + − + −  

Twu (1991) [86] 
( ) ( )1( ) exp 1N M MN

r rT T L T −  = −   

 

   Trebble-Bishnoi [87] 
( ) ( ) exp 1 rT L T = −  
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Component-

dependent  

-functions 

Piecewise Stryjek-Vera [88] 

( ) ( )
( )( )

( )
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2

0 1

0

2 3
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1
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1 0.7
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N.A. Boston-Mathias [89] 

( ) ( ) ( )
( ) ( ) ( )

2

sup

1 1 1

1 exp 1

2
1with
1

2

sub r Soave r

r r
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  Mathias-Copeman [90] 
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 Mathias [91] 
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sup
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2.2.2 Modifications of the volumetric function 

To parameterize the volumetric function of CEoS, two options are on the table. The first option is to 

consider u  and w  as universal (component-independent) constants. By doing so, the critical 

compressibility factor returned by the EoS ( EoS
cz ) is the same for all components. However, known 

experimental values of cz  range between 0.0144 (for magnesium oxide) and 0.637 (for triethyl 

phosphate); therefore, by selecting this first option, the predicted saturated liquid densities, and 

particularly those in the critical region, are inevitably going to deviate from their experimental values. 

However, to the best of our knowledge, a systematic study of how the selection of u  and w  values (that 

can be chosen in a very large range of values) influence the accuracy of CEoS for property predictions 

was never conducted. The second option is to consider u  and w  as component-dependent factors. A 

first possibility is to correlate u  and w  to a readily available property like the acentric factor. 

Alternatively, the volume-translation concept, as initially developed by Péneloux et al. [92], can be used: 

the addition of a component-specific volume translation parameter entails that the u  and w  parameters 

become component-specific themselves. 

An overview of the various modifications operated on the volume function of the attractive term of 

CEoS is presented in Publication IV. 

2.3 Translated and consistent CEoS 

As stated before, this chapter is devoted to the study and improvement of cubic equations of state (CEoS) 

for pure compounds. To achieve this, two concepts have been integrated to the classic definition of 

CEoS: the consistency and the volume-translation concepts. This section deals with the inclusion of 

these concepts in CEoS, such as Peng-Robinson, yielding to the translated-consistent PR model. 

2.3.1 The consistency concept 

As seen in Section 2.2.1, -functions may have different formulations or include more parameters in 

order to reach higher accuracy on the reproduction of vapor pressures. Nevertheless, as stated by Poling 

et al. [16], most of the -functions presented in the literature have been developed without evaluating 

their predictive capability in the supercritical domain. Moreover, as studied by Le Guennec et al. [93], 

some -functions may lead to low-accuracy prediction of binary phase diagrams involving at least one 

supercritical compound, as well as improper variations of pure-component supercritical properties with 

respect to temperature. To overcome these problems, Le Guennec et al. defined a “consistency test” with 
the requirements that are absolutely necessary to get physically meaningful behaviors in both the 

subcritical and supercritical domains. The consistency test imposes that -functions must: 
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( )
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  (2.8) 

Le Guennec et al. [93] tested whether 12 -functions, generally available in process simulation software, 

were or not able to pass the proposed consistency test in Eq. (2.8). They found that eight over twelve of 

these well-known -functions (Soave 1972 [64], Soave 1984 [82], Gibbons-Laughton [85], Stryjek-

Vera [88], Boston-Mathias [89], Mathias-Copeman [90], Mathias [91], Twu 1995 [80,81]) failed the 

consistency test whichever the values of their parameters. The four remaining -functions (Trebble-

Bishnoi [79], Melhem-Saini-Goodwin [84], Twu 1988 [83], Twu 1991 [86]) passed the test but only if 

constraints were added to their parameters. Among them, the 3-parameter Twu91 -function 

 ( ) ( )1( ) exp 1N M MN
r r rT T L T −  = −    (2.9) 

was judged to exhibit the best tradeoff between complexity and flexibility. For these reasons, Le 

Guennec et al. [94] decided to implement it in the development of the translated-consistent version of 

the PR EoS (tc-PR). 

2.3.2 The volume-translation concept 

As stated in the previous section, the volume-translation concept is a way to make u  and w  parameters 

component-specific. Jaubert et al. [95] explained that by solving a Van der Waals (VdW)-type EoS 
(SRK, PR …) at given T and P, the calculated molar volume, noted ov , is generally notably different 

from the corresponding experimental value. As a first example, it is known by experience that the 

volumes returned by the SRK EoS are generally too large and they thus need to be reduced by a quantity 
c (the volume correction) in order to get a new volume tv  closer to the experimental value than ov . The 

subscripts o and t refer to original (i.e. untranslated) and to translated equations of state, respectively. 

As a second example, depending on the studied component, molar volumes returned by the PR EoS are 

either too large or too small: they thus need to be either reduced or enlarged and the volume correction 

c is either positive or negative. 

By definition of the volume translation c, the original and translated molar volumes are linked by: 

 t ov v c= −  (2.10) 

Consequently, it is possible to assert that obtaining a consistent translated EoS from an original 
untranslated equation just consists in replacing ov  by ( tv c+ ) within the untranslated expression. 

Mathematically speaking, this translation is thus defined by the following equation: 

 
  mathematical
  expression of
the translated EoS

( , ) ( , )t t o tP T v P T v c= +  (2.11) 
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Since the original and translated states of the considered pure fluid have the same pressure and 

temperature (the two states only differ by the value of the molar volume), one has: 

 
t

    value of the pressure   value of the pressure
 returned by the translated  returned by the original
 EoS (the temperature is T EoS (the temperature is T
 and the molar volume v )

( , ) ( , )t t o oP P T v P T v= =

oand the molar volume v )

t ov v c






 = −

 (2.12) 

Let us take as an example, the Van der Waals EoS. The original equation writes: 

 
2

( , )o o
o o o

RT a
P T v

v b v
= −

−
 (2.13) 

Consequently, the translated form is: 

 
( ) ( )2

( , )t t
t o t

RT a
P T v

v c b v c
= −

+ − +
 (2.14) 

According to Eq. (2.12) and as illustrated in Figure 2-1, the Péneloux–type volume correction 

corresponds to a translation of the whole original P-v isotherm (of the amount –c) along the volume 

axis. 
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Figure 2-1. Graphical illustration of the Péneloux–type volume translation concept. 

One of the key assets of the volume-translation concept is that if it is temperature-independent, the 

calculation of vapor pressures, enthalpies of vaporization and saturated-liquid heat capacities remains 
unaffected [95]. In consequence, the problem of reproducing satP , vapH  and ,

sat
P liqc  by modifying the 

-function can be uncoupled from that of reproducing experimental liquid density data. 
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2.3.3 Translated-consistent version of the Peng-Robinson EoS 

As presented in Section 2.2, Peng and Robinson selected 2u = , 1w = −  and a Soave-type α-function. 

Such an equation of state has constant (u, w) values and a generalized α-function. From the standpoint 

of the α-function, instead of using the Soave-type function, consider the highly flexible and component-

dependent Twu91 α-function (Eq. (2.9)). 

If parameters (L, M, N) are regressed in order to fulfill all of the conditions reported in Eq. (2.8), the 

Twu91 α-function becomes consistent. In addition, consider that the substance-dependent volume-

translation parameter, c , is determined, component by component, in order that the translated EoS 

exactly reproduces the experimental saturated liquid volume at a reduced temperature of 0.8, [

,exp ( 0.8)sat
liq rv T = ], that is: 

 ( ),
,exp0.8 ( 0.8)sat CEoS sat

liq r liq rc v T v T−= = − =u   (2.15) 

where ( ), 0.8sat CEoS
liq rv T− =u  is the molar volume calculated with the original (untranslated) CEoS at 

0.8rT = . The implementation of these concepts along with the Peng-Robinson EoS gave birth to the 

translated-consistent Peng-Robinson (tc-PR) model: 
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  (2.16) 

Such a model was the culminating point of years of research on the field of cubic equations of state. The 

detailed development of the model is presented in the work of Le Guennec et al. [96]. They determined 

the L, M, N parameters for 1116 compounds by minimizing an objective function which considered the 

deviations on either vapor pressures or enthalpies of vaporization or saturated liquid heat capacities.  

2.4 Towards a highly accurate cubic equation of state 

After the inclusion of the consistency and volume-translation concepts to a CEoS such as tc-PR, the way 

towards a highly accurate model had been opened. Nevertheless, some points had to be further deepened. 

At this point, it is known that the Twu91 -function is consistent if the L, M, N parameters are regressed 

in order to fulfill all of the conditions reported in Eq. (2.8). It is worth noting that these conditions 

guarantee a proper qualitatively behavior. Nevertheless, Le Guennec et al. [94] had no guarantee that by 
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regressing parameters on any of the combinations of satP , vapH  and ,
sat
P liqc , the quantitative quality of 

the model was ensured. 

Indeed, it was observed that depending on the experimental data on which parameters were fitted, results 

were not satisfactory. For this reason, Publication II dealt with the analysis of the combinations of 

property data among vapor pressure, enthalpy of vaporization and saturated-liquid heat capacity that are 

suitable for a safe estimation of consistent Twu α-function parameters. Depending on the availability of 

these 3 properties, it is possible to arbitrarily define seven types of pure compounds, as shown in Table 

2-2.  

Table 2-2. Possible combinations of accurate pseudo-experimental data available in the DIPPR 
database for a given pure component. The pure fluid type is an arbitrary index that indicates which 
properties among satP , vapH  and ,

sat
P liqc  are associated with accurate data and can thus be used 

to fit α-function parameters. 

Type of pure fluid 
Properties for which accurate data are available (that 
were considered in the fitting procedure of -function 
parameters by Le Guennec et al. [94]) 

1 ( satP ) 
2 ( vapH ) 

3 ( ,
sat
P liqc ) 

4 ( satP  + vapH ) 

5 ( satP  + ,
sat
P liqc ) 

6 ( vapH  + ,
sat
P liqc ) 

7 ( satP  + vapH  + ,
sat
P liqc ) 

 

The methodology used in Publication II was to work with fluids for which satP , vapH  and ,
sat
P liqc  

experimental data were simultaneously available. The interest of choosing these pure compounds was 

that if it was decided to fit the (L, M, N) parameters using not three but one or two of the selected 

properties, it became possible to predict the remaining ones and to compare them with experimental 

values. It was thus possible to determine whether taking specific combinations of 1 or 2 properties into 

account for parameter fitting could lead to unreliable sets of (L, M, N) parameters. The conclusion of 

the study is that reliable parameters are obtained on the condition that they are – at least – fitted to vapor-

pressure data and that it is strongly advised to not exclusively fit α-function parameters to enthalpy of 

vaporization and/or saturated-liquid heat capacity data. 

Concerning SAFT-type EoS, a similar study was carried out in Publication IX. It was concluded that it 

is necessary and sufficient to fit PC-SAFT EoS parameters using both vapor-pressure and density data. 
Moreover, including vapH  and/or ,

sat
P liqc  data in the regression procedure is not a necessity and only 

marginally improves the reproduction of these properties. 

Back to the study of CEoS, the next stage was to assess the difference in their accuracy if a generalized 

or a component-dependent -function such as the Twu91 -function was implemented. For this purpose, 



2.4. Towards a highly accurate cubic equation of state 

- 38 - 

the Soave 1972 -function was retained for comparison since it has been demonstrated over the years 

to be a safe, robust and soundly developed function. It is worth noting that Soave came up with the form 

of the -function by using experimental data. However, the m polynomial was determined by correlating 

different values of   and the corresponding m  values enabling to exactly reproduce reduced vapor 

pressures at 0.7rT =  calculated as: 1( 0.7) 10sat
r rP T − −= = . 

In Publication III, it was decided to propose an updated version of the Soave -function, and specifically 

of the m polynomial, suitable for the PR and SRK EoS considering molecules for which at least accurate 

vapor-pressure data are available in the DIPPR database (which contains a large amount of experimental 

data that were not available at the time of Soave’s proposal). The approach retained in Publication III 

differs from that of Soave in the fact that the m values were no longer obtained in order to ensure the 
reproduction of the reduced vapor pressures at 0.7rT = , but by minimizing an objective function 

containing deviations on at least satP , and/or vapH  and/or ,
sat
P liqc . 

By updating the Soave -function, the comparison between it and the Twu91 -function would be fairer. 

By comparing the original and updated versions of the Soave -function, it was possible to conclude 

that significant improvement on the reproduction of vapor pressures was obtained for the PR EoS with 

respect to the original version. Updated SRK EoS achieved similar results for the three properties of 
interest ( satP , vapH  and ,

sat
P liqc ), in comparison with the original SRK equation. 

At this point, it was possible to compare the impact of implementing the updated generalized Soave or 

the component-dependent Twu91 -functions along with CEoS. Table 2-3 highlights the improvement 
on the prediction of satP , vapH  and ,

sat
P liqc  by implementing a component-dependent -function with 

the Peng-Robinson EoS. The basis of comparison corresponds to the 1721 molecules for which at least 

vapor pressure data were available in the DIPPR database. 

Table 2-3. Comparison of the mean absolute percentage errors (MAPEs) calculated with the tc-
PR EoS and the PR EoS armed with the updated Soave -function determined in Publication III. 

EoS 
MAPE on satP  

(1721 fluids) 

MAPE on vapΔ H  

(1453 fluids) 

MAPE on sat
P,liqc  

(829 fluids) 

tc-PR 1.0% 1.9% 2.0% 

PR with the updated Soave -function 

determined in Publication III 
1.8% 2.8% 6.8% 

 

After the study of -functions parameterization and the advantage of implementing a consistent and 
component-dependent expression instead of a generalized one for the reproduction of satP , vapH  and 

,
sat
P liqc , it is time to discuss about the volumetric function and its impact on liquid densities. In Publication 

IV, it was analyzed through a systematic methodology how parameters u  and w  influence the accuracy 

of predicted volumetric and vapor-liquid equilibrium properties, both for untranslated and translated 

cubic equations of state. The methodology consisted of exploring the ( u - w ) space, i.e., defining a mesh 
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and testing every point ( u , w ) in order to look for such points (or zones) for which the reproduction of 
satP , vapH  and sat

liq  was the best as possible. 

On the light of results obtained in Publication IV, it was concluded that: 

• The unique solution to predict accurate volumetric properties is to make u  and w  component-

dependent. 

• The volume translation technique is probably the best option to make u  and w  component-

dependent. Such a technique indeed avoids the development of a correlation between ( u , w ) 

and  . Moreover, its application is straightforward. 
• The optimal values of u  and w  for both untranslated and translated CEoS are ( 2.16optu = , 

0.86optw = − ). The choice of Peng and Robinson ( 2u =  ; 1w = − ) was thus a very good one. 

Moreover, if both pairs of parameters are coupled with the consistent Twu91 -function (Eq. 

(2.9)) and the volume-translation parameter, as defined in Eq. (2.15), the resulting models tc-
Optim (with 2.16optu = , 0.86optw = − ) and tc-PR (with 2u =  ; 1w = − )  are able to correlate 

vapor pressures with an error of 1% whereas errors on vapH , ,
sat
P liqc  and sat

liqv  are close to 2%. 

At this point and based on the conclusions of Publication II to Publication IV, the tc-PR model arises as 

one of the most accurate CEoS ever published. Nevertheless, an important point had not been analysed 

yet: the influence of the associating character of the molecules, i.e., their ability to be involved in a 

hydrogen bond. How a model performs with non-self-associating (NSA) and self-associating (SA) 

molecules gives a deeper insight of its performance. In particular, for the tc-PR model, having such an 

insight could open the way to further improvement. This is one of the main motivations of Publication 

V, which is devoted to the constitution of a database suitable for the identification of the strengths and 

weaknesses of a given thermodynamic model for pure compounds. 1800 molecules for which, in 
addition to the critical coordinates ( cT , cP  and cv ), accurate correlations for satP  and sat

liq  are available. 

Among them, 1536 fluids also possess an accurate correlation for vapH  and 890 for ,
sat
P liqc , resulting 

in a database containing 306 700 high-quality pseudo-experimental data points. The proposed database 

was used to assess the performance of 4 CEoS: Peng-Robinson (PR), Soave-Redlich-Kwong (SRK), 

and the translated-consistent versions of PR (tc-PR) and RK (tc-RK). Results obtained over 1800 

compounds and more than 306 000 data points highlight: 

• The use of the highly flexible, component-dependent Twu91 -function drastically improves 

the reproduction of vapor pressures, enthalpies of vaporization and liquid heat capacities.  

• The spectacular improvement in the reproduction of liquid molar volumes when a substance-

dependent volume-translation parameter is used. 

• The impressive accuracy of the tc-PR EoS that got an average overall deviation lower than 2% 

over the 306 700 available experimental data points. Excellent results are obtained for all the 

properties, except the molar critical volumes.  

• The striking fact that not all the non-self-associating molecules are well modeled by the studied 

CEoS and that almost 2/3 of the self-associating compounds of the database are represented 

with high accuracy by CEoS. At this step, one might wonder whether the addition of an 

association term is the right solution to improve the accuracy of EoS. 



2.5. Concluding remarks 

- 40 - 

Finally, in Publication XII, the performance of the PC-SAFT [50,51] and the I-PC-SAFT EoS 

(Publication I) without an association term was evaluated over the non-associating and self-associating 

molecules contained in the database proposed in Publication V by determining their capacity at 
correlating the following properties: satP , sat

liq , vapH , ,
sat
P liqc , cT , cP  and cv . It was found that the PC-

SAFT equation is able to reproduce 
satP  and sat

liq  data with a deviation close to 1% what is really 

excellent. The price to pay is however a large deviation on the critical pressure. The I-PC-SAFT EoS 

exactly reproduces the critical pressure and temperature but at the expense of a larger liquid density 

deviation. The key conclusion is that there is no correlation between the strength of association and the 

accuracy with which the experimental data were correlated. Poor results are obtained for more than 15% 

of the non-self-associating compounds but 70% of the self-associating compounds are accurately 

correlated although no association term was included in the considered equations of sate. 

2.5 Concluding remarks 

This chapter on cubic equations of state for pure compounds presented the variety of modifications 

implemented since the time of Van der Waals until our days in order to improve the accuracy on the 

reproduction of key properties in the chemical engineering domain such as vapor pressure and density. 

Such modifications have been focused on the -function and the volumetric functions of the attractive 

term of the CEoS. In addition, independently of the modifications, a key point that defines the 

capabilities of any EoS is the parameterization, i.e., the attribution of numerical values to component-

dependent parameters. For this reason, the research work of this thesis got started by evaluating the 

impact of the parameterization method on the performances of CEoS and SAFT-type EoS. 

Chapter 2 introduced two major concepts for the development of accurate CEoS: the consistency and 

volume-translation concepts. The implementation of these concepts along with the Peng-Robinson EoS 

gave birth to the translated-consistent Peng-Robinson (tc-PR) model. In order to pursue the quest for 

the best CEoS, the following studies were carried out in this thesis: 

• Determining the properties absolutely necessary for a reliable parameterization of -functions 

implemented in CEoS, and particularly, the Twu -function used in the tc-PR model. 

• Assessing the impact of using sophisticated and consistent -functions instead of generalized 

ones. 

• Looking for the optimal expression of the volumetric function included in CEoS, and studying 

of the capabilities of the volume-translation concept when coupled with CEoS. 

• Investigating how CEoS perform depending on the associating character of molecules. 

This work showed that the tc-PR model had the capacity to accurately correlate saturated vapor 

pressures, liquid densities, enthalpies of vaporization and heat capacities. In consequence, such a model 

is suitable for implementation in the selection of pure working fluids for the CCHP applications studied 

in this dissertation. As discussed in the introduction, the development of EoS can be divided into two 

stages: 1) the formulation of a model for pure components and 2) its extension to mixtures. Since the 

pure-component stage of the development of the tc-PR EoS was completed, the next step was thus to 

extend it to mixtures. This is addressed in Chapter 3.  
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Chapter 3 : Equations of state for mixtures 

3.1 Introduction 

The second stage of the development of an EoS is its extension to mixtures. For this purpose, Van der 

Waals proposed the one-fluid theory, which considers that the properties of a fluid mixture are assumed 

identical to those of a hypothetical pure fluid, at the same temperature and pressure, whose EoS 

parameters also depend on mole fractions of species. Based on the one-fluid theory, cubic equations of 

state can be expressed with the following generic formulation: 

 ( ) ( )( )1 2
, , m

m m m

aRT
P T v

v b v r b v r b
= −

− − −
z   (3.1) 

where 1r  and 2r  are two universal constants which just depend on the selected equation of state, and ma  

and mb  are the energy and covolume parameters of the mixture, related to the composition of the mixture 

z , to the energy ( ( )ia T ) and covolume ( ib ) parameters of a given number of pure components by 

means of properly defined functions, the so-called mixing rules. 

When applied to a mixture, the tc-PR EoS thus writes: 

 
( )( ) ( )

( , , ) m

m m m m m m m m

aRT
P T v

v c b v c v c b b v c b
= −

+ − + + + + + −
z  (3.2) 

where mc  is the volume-translation parameter of the mixture, for which, as well as for ma  and mb , a 

mixing rule should be defined.  

This chapter presents the strengths and weaknesses of the most relevant mixing rules that are classically 

implemented to extend CEoS to mixtures. Then, the approach retained in this work in order to overcome 

such weaknesses is described. Finally, the question of the extension of the tc-PR model to mixtures is 

addressed. 

3.2 Classical Van der Waals mixing rules 

Classical Van der Waals (VdW) mixing rules have been constructed under the assumption that the 

mixture of molecules (1) and (2) of a binary system is random, which implies that using a molecule pin, 
the probability of selecting a molecule (1) is equal to its molar fraction 1z  in the mixture. As an example, 

let us determine a mixing rule for the parameter ma  which represents the attractive interactions. In all 

binary mixtures, there are 3 types of possible interactions between the 2 molecules: interactions (1)+(1), 

(2)+(2) or (1)+(2). The probability that a molecule (1) will interact with another molecule (1) is equal 

to 2
1z  because for independent events, the probability of an intersection is the product of the 

probabilities. Similarly the probability of a (2)+(2) interaction is equal to 2
2z  and the probability of a 

(1)+(2) or (2)+(1) interaction is equal to 1 22z z . If 11a , 22a  and 12a  represent respectively the 

contributions made by interactions (1)+(1), (2)+(2) and (1)+(2) to the interactions of the mixture, the 
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mixing rule for ma  – which sets the mathematical method used to sum the contributions of the 

interactions – is written (for a random mixture): 

 
2 2

2 2
1 11 1 2 12 2 22

1 1

2m i j ij
i j

a z a z z a z a z z a
= =

= + + =    (3.3) 

11a  and 22a  are the attractive parameters of the pure substances (1) and (2) and here it is implied that 

12a  is identical to 21a . Thus, classic mixing rules stipulate that the parameters ma  and mb  are quadratic 
functions of the composition: 

 
1 1

1 1

c c

c c

n n

m i j ij
i j

n n

m i j ij
i j

a z z a

b z z b

= =

= =


 =




=





  (3.4) 

The combining rules define the expressions for coefficients ija  and ijb  of Eq. (3.4). 

 
( )

( )

1

1
2

ij i j ij

i j
ij ij

a a a k

b b
b l

 = −

 +
 = −


  (3.5) 

In Eq. (3.5), ijk  and ijl  are binary interaction parameters (BIP). The absolute values of binary interaction 

parameters ijk  and ijl  are generally small compared to unity. For simple mixtures of nonpolar 

components, ijl  is systematically set to zero and ijk  is fitted to binary vapor-liquid equilibrium (VLE) 

data. Several authors developed correlations for the estimation of ijk . Chueh et Prausnitz [97], for 

instance, came up with a correlation for mixtures of light alkanes. Gao et al. [98], in turn, proposed an 

expression for light-hydrocarbon mixtures. Such correlations were temperature independent. On the 

other hand, Stryjek [99], Kordas et al. [100], and Valderrama et al. [101,102] proposed temperature-
dependent correlations for ijk . It is worth noting that ijk  and ijl  may be temperature dependent without 

affecting the cubic character of the EoS. On the contrary, if they depend on pressure or density, the 

complexity of the resulting equation would rather increase. 

VdW1f mixing rules are useful for the extension of pure-fluid equations of state to mixtures of nonpolar 

(or slightly polar) components [103–105]. However, for highly nonideal mixtures quadratic mixing rules 

are inadequate as shown by Voros and Tassios [106] or Anderko [107]. In order to overcome this 

problem, the original mixing rules have been modified in several ways. Most of the approaches included 

composition-dependent binary interaction parameters, such as the modifications proposed by 

Panagiotopoulos and Reid [108], Adachi and Sugi [109], Stryjek and Vera [110], Sandoval et al. [111], 

or Schwartzentruber et al. [112]. 
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3.3 EoS/gE mixing rules 

Cubic EoS with Van der Waals one-fluid mixing rules lead to very accurate results at low and high 

pressures for simple mixtures (slightly polar, hydrocarbons, gases). They also allow the prediction of 

many more properties than phase equilibria (e.g. excess properties, heat capacities, etc.). Such mixing 

rules can however not be applied with success to polar mixtures. On the contrary, gE models (activity-

coefficient models) are applicable to low pressures and are able to correlate polar mixtures. It thus seems 

a good idea to combine the strengths of both approaches, i.e. the cubic EoS and the activity coefficient 

models and thus to have a single model suitable for phase equilibria of polar and non-polar mixtures and 

at both low and high pressures. This combination of EoS and gE models is possible via the so-called 

EoS/gE models which are essentially mixing rules for the energy parameter of cubic EoS. As explained 

in the book by Kontogeorgis and Folas [42], the starting point for deriving EoS/gE models is the equality 

of the excess Gibbs energies from an EoS and from an explicit activity coefficient model at a suitable 

reference pressure. The activity coefficient model may be chosen among the classical forms of molar 

excess Gibbs energy functions (Redlich-Kister, Margules, Wilson, Van Laar, NRTL, UNIQUAC, 

UNIFAC…). Such models are pressure-independent (they only depend on temperature and 

composition) but the same quantity from an EoS depends on pressure, temperature and composition 

explaining why a reference pressure needs to be selected before equating the two quantities. In order to 

avoid confusion, the selected activity coefficient model will be expressed as ,Eg  , while ,E EoSg  will 

represent the excess Gibbs energy calculated from an EoS by: 

 
,

1

ˆ ( , , )
ln

( , )

cn EoSE EoS
i

i EoS
pureii

T Pg
z

RT T P


=

 
=   

  
 z

 (3.6) 

where ˆEoS
i  is the fugacity coefficient of component i in the mixture and EoS

purei  the fugacity coefficient 

of the pure compound at the same temperature, pressure and in the same aggregation state as the mixture. 

The starting equation to derive EoS/gE models is thus: 

 ( ) ( ), ,, , ,E EoS E
refg T P g T=z z   (3.7) 

3.3.1 The infinite pressure reference 

The basic assumption of the method is the use of the infinite pressure as the reference pressure. 

The Huron-Vidal mixing rules 

The first systematic successful effort in developing an EoS/gE mixing rule is that of Huron and Vidal 

[113]. Starting from Eq. (3.7), they obtained: 
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 (3.8) 

where EoS  is defined by: 
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 2
1 2 1 2

2 1 1 1

11 1
ln       

1 1EoS EoS
r

if r r and if r r
r r r r

−  =    = = − − − 
 (3.9) 

A positive feature of the Huron-Vidal (HV) mixing rule includes an excellent correlation of binary 

systems, especially with the NRTL ,Eg   model. A limitation is that it does not permit the use of the 

large collections of interaction parameters of ,Eg   models which are based on low-pressure VLE data 

(e.g. the UNIFAC tables). Indeed, the excess Gibbs energy at high pressures is, in general, different 

from the value at low pressures at which the parameters of the ,Eg   models are typically estimated. 

From the Van der Waals one-fluid (VdW1f) mixing rules with T-dependent kij to the HV mixing 

rules 

It is possible to show that the classical VdW1f mixing rules with T-dependent kij used in the PPR78 

[114] and PR2SRK models are strictly equivalent to the Huron-Vidal mixing rules if a van-Laar type 
,Eg   model is selected in Eq. (3.8). 
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Indeed, by sending Eq. (3.10), i.e., the classical vdW mixing rules, in Eq. (3.8), one has: 
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It is possible to write: 

1 1 1 1 1 1 1 1

( ) 1 1
2 2

c c c c c c c cn n n n n n n n
i j i j j ii

i j j i j i j i j
i i i ji j i j i j i j
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z z b z z z z z z
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Thus, 
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 (3.13) 

At this step, we introduce for clarity: i i ia b =  which has the Scatchard-Hildebrand solubility 

parameter feature, and the parameter Eij is defined by: 

 2 2 2 1 ( )ij i j i j ijE k T   = + − −    (3.14) 

Eq. (3.13) thus writes: 
,

1 1

1

( )
1
2

c c

c

n n

i j i j ij
E

i j
n

EoS
j j

j

z z b b E T
g

z b


= =

=

   

= − 







 (3.15) 

Eq. (3.15) is the mathematical expression of a Van Laar-type ,Eg   model. Therefore, it has been 

demonstrated that it is rigorously equivalent to use a Van Laar-type ,Eg   model in the Huron-Vidal 

mixing rules or to use classical mixing rules with temperature-dependent kij. From Eq. (3.14) one has: 
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− −
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Eq. (3.16) thus establishes a connection between Eij of the Van Laar-type ,Eg   model and kij of the 

classical mixing rules. 

The Wong-Sandler mixing rules 

It can be demonstrated that the Huron Vidal mixing rules violate the imposed by statistical 

thermodynamics quadratic composition dependency of the second virial coefficient: 
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To satisfy Eq. (3.17), Wong and Sandler [115] decided to revisit the Huron-Vidal mixing rules. Since 

they made use of the infinite pressure as the reference pressure, like Huron and Vidal, they obtained: 
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However, knowing that the second virial coefficient from a cubic EoS is given as: 

 m
m

a
B b

RT
= −  (3.19) 

The combination of Eqs. (3.17) and (3.19) gives: 
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Substituting Eq. (3.18) in Eq. (3.20), one obtains: 
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The following choice for the cross virial coefficient is often used: 

 
1

( )(1 )
2ij i j ijB B B k= + −  (3.22) 

Eq. (3.22) makes unfortunately appear an extra binary interaction parameter (kij), the value of which can 

be estimated through various approaches. 

Substituting Eq. (3.19) in Eq. (3.22), one has: 

 (1 )
2

ji
i j

ij ij

aa
b b

RT RTB k

   +− −      = −  (3.23) 

The Wang-Sandler mixing rules thus write: 
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It is thus possible to conclude that the Wong-Sandler mixing rules differ from the Huron-Vidal mixing 

rules in the way of estimating the covolume. In Eq. (3.24), bm has become temperature-dependent. Many 

papers illustrate the key success of the Wong-Sandler mixing rules to predict VLE using existing low-

pressure parameters from activity coefficient models.  
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3.3.2 The zero-pressure reference 

The zero-pressure reference should permit a direct use of ,Eg   interaction parameter tables (e.g. 

DECHEMA). Starting from Eq. (3.7) and by setting 0P = , one obtains: 
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with 
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After selecting a mixing rule for the covolume, Eq. (3.25) becomes an implicit mixing rule for the energy 

parameter, which means that an iterative procedure is needed for calculating the energy parameter. 

The MHV-1 mixing rule 

In order to obtain an explicit mixing rule and to address the limitation introduced by the presence of 

lim , Michelsen [116] proposed to define a linear approximation of the Q function by: 

 0 1( )Q q q = +   (3.27) 

Doing so, Eq. (3.25) can be written: 
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Eq. (3.28) is the so called MHV-1 (modified Huron-Vidal first order) mixing rule, sometimes used with 
a linear mixing rule for the covolume parameter. Michelsen advices to use 1 0.593q = −  for the SRK 

EoS, 1 0.53q = −  for the PR EoS and 1 0.85q = −  for the VdW EoS. 

The PSRK model 

Holderbaum and Gmehling [117] proposed the PSRK (predictive SRK) model based on the MHV-1 
mixing rule. These authors however used a slightly different 1q  value than the one proposed by 
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Michelsen. They selected: 1 0.64663q = − . In order to make their model predictive, Holderbaum and 

Gmehling combine the SRK EoS with a predictive ,Eg   model (the original or the modified Dortmund 

UNIFAC). Moreover, they developed extensive parameter tables, including parameters for gas-

containing mixtures. The PSRK model may thus be used to model petroleum fluids.  

The UMR-PRU and VTPR models 

The UMR-PRU (universal mixing rule-Peng Robinson UNIFAC) and the VTPR (volume translated 

Peng Robinson) models, both use the MVH-1 mixing rule. They were respectively developed by Voutsas 

et al. [118] and by Ahlers and Gmehling [119,120]. In both cases, the same translated form of the PR 

EoS is used. The Twu -function is however used in the VTPR model whereas the Mathias-Copeman 

expression is used in the UMR-PRU model. Both models incorporate the UNIFAC ,Eg   model in Eq. 

(3.28). However, in order to be able to properly correlate asymmetric systems, only the residual part of 

UNIFAC is used in the VTPR model. These authors indeed assume that the combinatorial part of 
UNIFAC and ( )lni i mx b b  in Eq. (3.28) cancel each other. In the UMR-PR model the residual part 

of UNIFAC but also the Staverman-Guggenheim contribution of the combinatorial term is used. These 
authors also assume that the Flory-Huggins combinatorial part of UNIFAC and ( )lni i mx b b  in Eq. 

(3.28) cancel each other. A novel aspect of these models is the mixing rule used for the covolume 

parameter. Both models give better results than PSRK. After noting m

m

a

b RT
 = , the equations to be used 

are: 
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The mixing rule described by Eq. (3.29), was also applied to the SRK EoS by Chen et al. [121] in order 

to define a new version of the PSRK model. In this latter case, the SRK EoS was combined with a 

Mathias-Copeman -function. 

The LCVM model 

The LCVM model by Boukouvalas et al. [122] is based on a mixing rule which is a Linear Combination 

of the Vidal and Michelsen (MHV-1) mixing rules: 
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 ( )  1LCVM Huron Vidal Michelsen − =  + −  (3.31) 

From Eq. (3.8), one has: 
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whereas Michelsen  is given by Eq. (3.28). The LCVM as used today is based on the original UNIFAC 
,Eg   model and the value 0.36 =  should be used in all applications. Their authors use a translated 

form of the PR EoS and obtain accurate results especially for asymmetric systems. 

The MHV-2 mixing rule 

In order to increase the accuracy of the MHV-1 mixing rule, Dahl and Michelsen [123] proposed in 

1990 a quadratic approximation of the Q function by: 

 2
0 1 2( )Q q q q = +  +   (3.33) 

thus defining the MHV-2 model. It is advised to use 1 0.4783q = −  and 2 0.0047q = − for the SRK EoS; 

1 0.4347q = −  and 2 0.003654q = −  for the PR EoS. Doing so, Eq. (3.25) can be written as: 
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Eq. (3.34) does not yield anymore to an explicit mixing rule but instead has to be solved in order to 

determine  . For such a mixing rule, parameter tables are available for many gases. As a general rule, 

MHV-2 provides a better reproduction of the low-pressure VLE data than MHV-1. 

3.4 Proposed EoS/aE mixing rules 

Although HV and MHV mixing rules have been widely used since their initial proposal, over the last 

decades various studies have shown that: 

• in the case of HV mixing rules, researchers could not explain why satisfactory results were 

obtained with ,Eg   models that contained only a residual (enthalpic) contribution such as the 

NRTL ,Eg   model. This is supported by the fact that the combinatorial term from the EoS 

cancels out. In consequence, it would not be pertinent to use a ,Eg   model with both a 

combinatorial and a residual contribution. 

in the case of MHV mixing rules, the presence of two types of combinatorial terms in the MR, 

i.e., from the ,Eg   model and from the EoS, which are of the same type but are not quantitatively 

equivalent, penalizes the accuracy of the model [124,125]. This phenomenon is referred as the 

presence of a double combinatorial term. To increase the accuracy of their model, the authors 

of the UMR-PRU and VTPR mixing rules thus decided to arbitrarily cancel the two 

combinatorial contributions. 

For these reasons, in this dissertation it was decided to propose a modification to the way that has been 

classically used to derive advanced mixing rules. This resulted in the formulation of EoS/ ,E
resa   mixing 
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rules that were used in this thesis. In this section, the details of the motivations to propose EoS/ ,E
resa   

mixing rules are discussed. 

First of all, it is worth recalling that the idea of combining the cubic EoS and the activity coefficient 

models and thus to have a single model suitable for phase equilibria of polar and non-polar mixtures and 

at both low and high pressures was an excellent idea. It also should be noted that when one refers to 

activity coefficient models, thousands of fitted binary interaction parameters are hidden behind. Indeed, 

another motivation of the development of EoS/gE mixing rules was to be able to use the BIPs available 

in the DECHEMA books. It could be said that the EoS/gE approach was driven by the weight of history. 

In order to use available BIPs for ,Eg   models such as Van Laar, Wilson, NRTL or UNIQUAC, as 

discussed in the previous section, the starting point must be equality of the excess Gibbs energies from 

an EoS and from an explicit activity coefficient model at a suitable reference pressure. However, both 

gE coming from the EoS and the activity coefficient model are the result of the sum of a combinatorial 

and a residual contribution.  

To illustrate this, consider the following example. From Eq. (3.7), the equality of gE is respected, as 

done by all the approaches presented in the previous section. Nevertheless, any of the EoS/gE approaches 

imposed the equality of both the residual and combinatorial contributions. It implies that for a non-

athermal and non-regular solution it may happen that Eq. (3.7) was verified by a compensation of errors 

from the two contributions.  

 , ,

10u10u

E EoS Eg g =   (3.35) 

 ,, , ,

3u7u5u5u

EE EoS E EoS E
res rescomb combg g g g + = +   (3.36) 

The problem is even more clear when athermal and regular solutions are studied. In the case of an 

athermal solution such as methane + n-tetracosane, in which departure from ideality is only due to size 

and shape effects, the residual contribution vanishes. However, we know that the expressions of the 

combinatorial parts do not yield the same numerical values, which leads to an inconsistency. Similarly, 

the problem appears for regular solutions, such as methanol + ethanol, since the residual contributions 

from the ,Eg   model and the EoS are not equal, either. 

Therefore, one may think that the solution to this problem is to define the system of two equations and 

two unknowns given by Eq. (3.37): 
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Unfortunately, the problem described in Eq. (3.37) does not have solution. Indeed, no ,Eg   model 

contains a combinatorial term identical to the one provided by the EoS. Therefore, a sound starting point 

for advanced mixing rules could be:  

 , ,E EoS E
res resg g =   (3.38) 
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Nevertheless, as pointed out by Wong and Sandler [126] and Jaubert and Privat [127], no consistent 

mathematical expression for ,Eg   is known. Indeed, all excess Gibbs energy models should 

theoretically depend on pressure but our current knowledge on liquid theory still lacks of enough 

accuracy to estimate the influence of the pressure on ,Eg   models. In consequence, all activity-

coefficient models predict: ( ), ,

,
0E E

T
v g P = −   =

z
. Although the experimental values of Ev  are 

often small, such a result is thermodynamically inconsistent (gE should indeed be a function of 

composition, temperature and pressure) and must be seen as a theoretical weakness. Since 
, , ,E E Eg a P v  = +  , the developers of ,Eg   models (UNIQUAC, Wilson…) decided to construct 

expressions for ,Ea   and to use them to determine activity coefficients. As an illustration, in their paper 

relative to the derivation of UNIQUAC [128], Abrams and Prausnitz write: “For liquid mixtures at 

ordinary pressures, the effect of pressure is negligible”. In conclusion, all ,Eg   are in fact ,Ea   models 

and some of them, like NRTL or Van Laar, that do not contain a combinatorial term are even only 
,E

residuala   models. At low pressures, it is reasonable to assume that E Eg a . However, to define mixing 

rules for EoS that are used under high pressures, we see no reason to keep such an approximation and 

we find much more appropriate to equate the excess Helmholtz energies from an EoS and from a low-

pressure ,Ea   model than the excess Gibbs energies. In consequence, Eq. (3.38) becomes: 

 , ,E EoS E
res resg g =   (3.39) 

which is the starting point for the derivation of the EoS/ ,E
resa   mixing rules implemented for the extension 

of the tc-PR model to mixtures. The derivation of EoS/ ,E
resa   mixing rules is treated in detail in 

Publication VII. The resulting mixing rule for m ma b  seems particularly appropriate since the result is 

independent of the reference pressure (zero or infinite). It writes: 
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3.5 Reference database for the comparison of thermodynamic models 

After the presentation of the most relevant approaches to define mixing rules, one could imagine that 

the number of thermodynamic models resulting from different EoS armed with different types of mixing 

rules is not small. In the last twenty years, hundreds of publications were devoted to the development of 

sophisticated models or to the improvement of already existing EoS [129]. Chemical engineering 

thermodynamics is thus a field under steady development and to assess the accuracy of a thermodynamic 

model or to cross-compare two models, it is necessary to confront model predictions with experimental 

data. Moreover, for the extension of the tc-PR EoS to mixtures, different strategies were tested and a 

reliable way of comparison was required.  
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For these reasons, Publication VI was focused on the development of a high-quality reference 

database containing binary-system data for the cross-comparison of thermodynamic models and the 

assessment of their accuracies. With such a database, it is possible to determine how well a 

thermodynamic model predicts the behavior of binary mixtures according to the associating character 

of their components. Indeed, a specific procedure for the calculation of the deviations between model 

calculations and experimental data was discussed in detail, as well as a methodology for grading a 

thermodynamic model was proposed. In total, 200 non-electrolytic binary mixtures were selected to 

cover all categories of mixtures. They were divided into 9 groups (characterized each by a so-called 

binary association code, BAC) according to the associating character of the two components, i.e., to 

their ability to be involved in a hydrogen bond (see Table 3-1). In addition, during the grading of a 

thermodynamic model, only four categories of binary systems are retained based on the type of 

association they (see the last column of Table 3-1) exhibit. 

Table 3-1. Definition of the 9 groups of binary systems identified each by a BAC (binary 
association code) and the 4 categories used for the grading of a model. 

Component 1 Component 2 
Binary association 

code (BAC) 
Type of exhibited 

association 
NA (Non-Associating) 

nonpolar 
NA (Non-Associating) 

nonpolar 
1 

Mixtures without 
association 

HA (Hydrogen-Acceptor) 
polar but non-associating 

NA (Non-Associating) 
nonpolar 

2 

HD (Hydrogen-Donor) 
polar but non-associating 

NA (Non-Associating) 
nonpolar 

3 

HA (Hydrogen-Acceptor) 
polar but non-associating 

HA (Hydrogen-Acceptor) 
polar but non-associating 

4 
HD (Hydrogen-Donor) 

polar but non-associating 
HD (Hydrogen-Donor) 

polar but non-associating 

SA (Self-Associating) 
polar and associating 

NA (Non-Associating) 
nonpolar 

5 
Mixtures in which self-
association takes place 
(but tends to be broken) 

HD (Hydrogen-Donor) 
polar but non-associating 

HA (Hydrogen-Acceptor) 
polar but non-associating 

6 
Mixtures in which cross-
association takes place 

alone 
SA (Self-Associating) 
polar and associating 

HD (Hydrogen-Donor) 
polar but non-associating 

7 
Mixtures in which both 
cross-association and 
self-association take 

place 

SA (Self-Associating) 
polar and associating 

HA (Hydrogen-Acceptor) 
polar but non-associating 

8 

SA (Self-Associating) 
polar and associating 

SA (Self-Associating) 
polar and associating 

9 

 

In general, for each binary system of the database, ten properties were experimentally determined: liquid 
phase composition x , gas phase composition (or second liquid phase composition) y , three-phase 

pressure LLVP , three-phase composition LLVz , critical pressure cP , critical composition cx , azeotropic 

pressure azeoP , azeotropic composition azeox , mixing enthalpy Mh  and mixing heat capacity M
Pc . 

The database developed in Publication VI could be used to assess the impact of mixing-rules selection 

and the number of parameters included within. Models such as the Peng-Robinson (PR) EoS armed with 

classical mixing rules and temperature-dependent binary interaction parameters (BIPs), as well as the 
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PC-SAFT EoS with classical mixing rules, no induced association scheme and no regressed BIPs have 

been graded following the proposed procedure, recently [130,131]. 

3.6 Extension of the tc-PR model to mixtures 

As stated in the introduction, in order to apply the tc-PR model to mixtures it is necessary to define 
mixing rules for ma , mb  and mc . For the covolume of the mixture ( mb ), it has been applied the classical 

quadratic mixing rule with the generalized formulation of the combining rule proposed by Lorentz for 

ijb  [124]: 
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where the parameter s has been set to 3/2. In addition, a linear MR has been chosen for the volume-

translation parameter: ( ) .m i i
i

c z c= z . To sum up, when applied to a mixture, the tc-PR EoS writes: 
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Concerning the choice of mc , it is worth recalling that, in the case of pure compounds, a temperature-

independent volume-translation parameter does not affect the calculation of vapor pressures, enthalpies 

of vaporization and saturated-liquid heat capacities, as shown by Jaubert et al. [95]. This allowed for a 

separated treatment between those properties and liquid densities. In the case of mixtures, a similar 

distinction between the treatment of phase equilibria and properties of mixing, and volumetric properties 
is desirable. It would imply that parameter mb  and, particularly, the binary interaction parameters 

embedded in the ,E
resa   models have the duty of improving the accuracy on phase equilibria predictions 

and properties of mixing, such as enthalpy ( Mh ), entropy ( Ms ) or heat capacity ( M
Pc ). On the other 

hand, volumetric properties will be corrected thanks to the volume-translation parameter. This question 

was addressed by Privat et al. [132], and they proved that the calculation of phase equilibria and 
properties of mixing remains unaffected only when a linear mixing rule for mc  is implemented and 
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temperature-independent pure-compound volume-translation parameters are used, which is already the 

case of the tc-PR model for pure compounds. 

In order to test the best approach to extend the tc-PR model to mixtures, it was decided to include three 

different ,E
resa   models in the mixing rule for m ma b . Such models were the residual part of the Wilson 

and UNIQUAC models and the ,E
resa   NRTL model. The resulting models were called tc-PR-Wilson, 

tc-PR-UNIQUAC and tc-PR-NRTL, respectively. The implementation of such models is explained in 

Publication VII. The performance of the three resulting models was compared against the experimental 

data of the benchmark database, presented in Publication VI. Indeed, the binary interaction parameters 

for each model and for each of the 200 binary systems included in the database were fitted over available 

experimental data. 

In the light of the obtained results, it is possible to conclude that the best choice to extend the tc-PR EoS 

to mixtures along with EoS/ ,E
resa   mixing rules is to use the residual part of the Wilson ,E

resa   model, 

named tc-PR-Wilson. This conclusion is supported by the fact that the tc-PR-Wilson reaches the best 

results from the quantitative and qualitative standpoints. Nevertheless, improvements have to be made 

in terms of the behavior correlation of systems in which hydrogen bonds are broken without the 

possibility to form new ones, as well as in the reproduction of energetic properties for systems in which 

self-association does not take place. All the grading results, as well as the representation of some binary 

mixtures’ behavior are summarized in Publication VII. 

3.7 Concluding remarks 

In this chapter, the extension of the translated-consistent Peng-Robinson (tc-PR) EoS to mixtures has 

been introduced. For this purpose, the research work of this thesis consisted of: 

• developing a benchmark database to enable a standardized assessment of the performance of a 

given thermodynamic model or to compare two models. To classify database’s systems on the 
base of their thermodynamic complexity, the binary systems were classified according to the 

type of association they exhibit. In the end, the proposed database embeds 200 binary mixtures 

and includes for each system both phase equilibrium data (VLE, LLE, VLLE, azeotropic data, 

critical data) and energetic data (hM and M
Pc  data). For each property, a detailed procedure 

explaining how deviations between model predictions and experimental data have to be 

estimated was provided. 

• Using such a benchmark database for the assessment of the tc-PR EoS armed with EoS/ ,E
resa   

mixing rules embedding three different ,Eg   models: Wilson, UNIQUAC and NRTL. It has 

been shown that the best choice to extend the tc-PR EoS to mixtures along with EoS/ ,E
resa   

mixing rules is to use the residual part of the Wilson ,E
resa   model, named tc-PR-Wilson. 

Although further work should be focused on the study of the influence of the temperature dependence 

of the binary interaction parameters of the tc-PR-Wilson model on the reproduction of phase-equilibria 

and energetic properties data; or on the development of a group-contribution-based predictive tc-PR-
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Wilson model; in the context of this thesis, the work devoted to cubic equations of state for pure 

compounds and mixtures was considered as achieved since RQ1 and RQ2 were satisfactorily addressed. 

Then, in the next chapter, the tc-PR model is implemented in the working-fluid design methodology 

developed for CCHP systems. 
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Chapter 4 : Combined Heating, Cooling and Power 

4.1 Introduction 

As stated in the introduction of this manuscript, the main objective of this thesis was to develop a 

product-design approach with a large space exploration of working fluids for the selection of suitable 

candidates for CCHP applications. This approach should consider thermodynamic, process-related, 

environmental, flammability and toxicity aspects in the selection process as well as performance 

assessment. In order to ensure that the performance of CCHP fluids is computed reliably, a great part of 

the research work of this thesis was devoted to the study of cubic equations of state for pure compounds 

and mixtures with the purpose of enhancing their accuracy on the estimation of saturation and caloric 

properties. 

In Chapter 2, it was shown that the tc-PR model has the capacity to accurately correlate (with a few-

percent deviation) saturated vapor pressures, liquid densities, enthalpies of vaporization and heat 

capacities of pure substances. In Chapter 3, the tc-PR-Wilson model for mixtures was introduced and 

its promising capabilities were demonstrated. Nevertheless, improvements have to be made in terms of 

the behavior predictions of systems in which hydrogen bonds are broken without the possibility to form 

new ones, as well as in the prediction of energetic properties for systems in which self-association does 

not take place. Since the tc-PR-Wilson is still in development, it was decided to develop the product 

design approach for the selection of pure working fluids. 

This chapter presents the context of cooling, heating and power needs. Then, the CCHP cycle retained 

in this thesis is described. It is worth noting that a detailed explanation of the conception of a CCHP 

cycle is provided in Publication VIII. Next, a brief description of the product design framework is 

presented. Finally, the resulting working fluids from the database search and screening procedure, as 

well as their performances are summarized. 

It is worth noting that in the context of this thesis, in the Book chapter I, the capabilities of the Enhanced-

Predictive-PR78 EoS (E-PPR78) to be used for mixture screening in power and refrigeration cycles were 

assessed. The E-PPR78 EoS is a variant of the PPR78 EoS [114], which enables both the predictive 

determination of binary interaction parameters and the accurate calculation of pure-fluid and mixture 

thermodynamic properties. 

4.2 Electricity, heating and cooling in modern society 

Concerning electricity, it is basically consumed by the industry, residential, commercial and agricultural 

sectors. Generally, electric power demand is categorized into two types: baseload and peaking power. 

The former corresponds to the minimum amount of electric power needed to be supplied to the electrical 

grid at any given time; while the latter refers to the energy provided to meet fluctuations in electricity 

demand. Baseload power must be supplied by constant and reliable primary energy sources. According 

to the Global Energy Review presented by the IEA [1], the most common baseload stations are coal-

fired and nuclear steam power plants, with 39% and 10.6% of the world electricity production, 
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respectively. Both types of plants operate on different configurations of the Hirn cycle with superheat 

and reheat and have long turn-on times (few hours), not suitable to guarantee peak dispatchable 

generation. On the other hand, peaking power must be provided by fast acting plants running on 

dispatchable primary energy sources. These include: oil & gas, dispatchable renewable and variable (or 

intermittent) renewable sources. Among oil-&-gas-based peaking plants, gas turbines and reciprocating 

engines are the leading technologies for such purposes. Gas-turbine based plants are one of the most 

important peaking power stations; those are based on simple gas cycle (Brayton cycle) and combined 

cycle (Brayton + Hirn cycles) power plants. Additionally, reciprocating engines, mostly based on the 

Diesel cycle, provide stationary electrical power in remote locations. Among dispatchable renewable 

plants, hydroelectric facilities play an important role in the balance of peaking generation on grid 

systems since they can be turned on in just a few seconds. Hydropower-based plants are followed by 

biomass, solar thermal and geothermal power plants, operating on the Organic Rankine Cycle (ORC), 

as the back-up peaking supply systems. Finally, variable renewable power systems include mainly wind 

turbines and solar photovoltaic devices. 

In terms of heat, the largest demand comes from three main sectors: industrial, commercial and 

residential. Industry consumes over a half of heat produced for process heat, drying and industrial hot 

water uses. Most of the rest of the produced heating power is used for space heating, water heating and 

cooking in the residential sector. The remainder is used in agriculture. The heating equipment, contrarily 

to energy power plants, is often on site and is largely dominated by fossil fuel-based and conventional 

electric systems, such as water boilers and electric resistance heaters. Heating technologies are 

completed by heat pumps, district heating and other renewables-based technologies. 

Regarding cooling needs, they can be classified into two major applications: refrigeration and air-

conditioning. Firstly, the refrigeration sector includes the following subsectors: residential, commercial, 

food processing and cold storage, industrial, and transport. Residential refrigeration encompasses 

refrigerators and freezers used for food storage in domestic units. Commercial refrigeration, in turn, 

refers to the cooling power required by retail outlets for holding and displaying frozen and fresh food 

for customer purchase. Food processing and cold storage cover the cooling needs for preserving, 

processing and storing food from its source to the distribution point. Industrial refrigeration deals with 

the larger cooling power and equipment required for chemical processing, cold storage, food processing 

and district cooling. Finally, transport refrigeration consists of systems for transporting chilled or frozen 

goods. On the other hand, in terms of air conditioning, it is possible to define three types of applications: 

residential, commercial and mobile. Residential and commercial air-conditioning are related to space 

cooling in houses or small rooms, and large buildings (i.e. supermarkets, hospitals), respectively. Mobile 

air-conditioning (MAC) refers to cooling systems used in cars, light commercial vehicles and truck 

cabins. The cooling power supply relies upon vapor-compression (VC) systems, and thermally-driven 

chillers based on absorption and adsorption technologies [133]. 
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4.3 Conventional CCHP configurations 

COGEN Europe, the European Association for the Promotion of Cogeneration, defines CHP as the 

simultaneous production of useful heat and electricity from a single primary energy source [134]. It is 

worth noting that CHP (also named cogeneration) systems are more than 100 years-old and can achieve 

efficiencies ranging from 70% to 90% [135]. They consist of a prime mover, which produces electric 

power, and a heat recovery system enabling the supply of heating power at different temperatures. Now, 

if part of the produced mechanical/electrical power (see Figure 4-1a) or the residual heat (see Figure 

4-1b) from a CHP system is further utilized for space or process cooling, it becomes a CCHP system. 

The prime-mover technologies for typical CHP/CCHP applications are gas turbines and reciprocating 

engines for large facilities or districts, and micro-turbines, ORC, Stirling engines and even fuel cells for 

small-scale end-users. Cooling technologies, in turn, include thermally-activated units such as 

absorption chillers or desiccant humidifiers; as well as electric- and engine-driven chillers [136,137].  

 

Figure 4-1. a) Schematic view of a CCHP system with an electric/engine-driven cooling system. 
b) Schematic view of a CCHP system with a thermally-activated cooling system. (*) VC stands 
for vapor compression. 

4.4 Novel CCHP configuration 

In this thesis, a simplified version of the CCHP cycle proposed by Briola [6] in his patent is considered. 

This cycle operates with a single working fluid and allows expansions and compressions to take place 

in the single-phase regions as well as in the two-phase domain. To illustrate this, the operation of the 

ideal CCHP system is presented. The CCHP configuration is shown in Figure 4-2. 

The working fluid in a liquid state is compressed isentropically by a pump (1-2), heated at constant 

pressure in an evaporator (2-3) until partial or total vaporization is reached, and expanded isentropically 

in a turbine (3-4). Then, the process (4-5) is intended to provide the required specific heating power (

Mq ) at MT . This is followed by an isentropic expansion (5-6) and condensation at constant pressure 

(6-7). Then, the fluid is expanded isentropically (7-8), heated at constant pressure in an evaporator (8-

9), compressed isentropically (9-10), and, finally condensed at constant pressure (10-1) to the initial 
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state. The amount of specific heat absorbed isothermally by the working fluid from the low-temperature 
source at CT  represents a cooling effect ( Cq ) in the surroundings.  
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Figure 4-2. a) Schematic view of an ideal CCHP cycle as proposed by Briola [6]. b) Sketch of 
the corresponding temperature-entropy diagram. 

4.5 Chemical product design 

Through the human history, the impact of chemical products in human life has been crucial. The use of 

fuels for electricity and transportation, pharmaceuticals, plastics, pesticides, perfumes, soap, and a broad 

array of products is a proof of that. Samudra and Sahinidis [138] stated that a product can be defined as 

any chemical entity that enables a device or process to perform a desired function. In order to identify 

such chemical entities, the product design framework has emerged. In the next sections, the definition 

of chemical product design is presented as well as the classification of chemical products. 

4.5.1 Classes of chemical products 

Seader et al. [139] suggest that chemical products can be classified as: (1) basic chemical products, (2) 

industrial products, and (3) configured consumer products. Basic chemical products are normally well-

defined molecules and mixtures of molecules characterized by thermophysical and transport properties. 

Examples include: polymers, refrigerants, solvents, lubricants, proteins, solutes or ceramics. These 

products are also known as commodity chemicals, which are produced in large volumes at small profit 

margins in dedicated equipment.  
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Industrial chemicals are often characterized by their microstructure, particle-size distribution, functional 

(e.g., cleansing, adhesion, shape), sensorial, rheological and physical properties rather than their 

molecular structure. These chemicals are the focus of engineered materials such as fibers, plastics, 

monolayer and multilayer films, creams and pastes, glass substrates, and many others. 

Configured consumer chemical products are sold directly to the consumer. In this category, chemical 

products are often devices which effect chemical change. A blood oxygenator used in open-heart 

surgery, a dialysis device, drug delivery patches are examples of such type of products. 

4.5.2 Definition of chemical product design 

According to Moggridge and Cussler [140], product design is the process of identifying the best set of 

candidates that fit desired product functional criteria. This process can be represented by four principal 

steps as follows: 

1. Needs. What needs should the product fill? 

2. Ideas. What different solutions/formulations could fill this need? 

3. Selection. Which products are the most promising? 

4. Manufacture. How can the product be made and critically tested? 

4.5.3 Framework for product design 

In turn, Gani [141] proposes a modified version of Moggridge and Cussler’s main stages of product 

design, well adapted to molecular products: 

1. Needs and goals. What needs/target properties should the product fill? 

2. Generation. What different feasible molecules can be tested? 

3. Selection. Which candidates are the most promising? 

4. Manufacture. How can the product be made? 

5. Performance. Does the product actually satisfy the desired performances? 

In the first step, the requirements and the functionalities of the product must be defined. Moreover, it is 

necessary, and sometimes a hard task, to convert these requirements into quantitative specifications. 

After this stage, a list of candidates, usually referred to as “design space”, that could satisfy these needs 
is generated. Then the best candidates are selected in stage 3, and finally, in ‘manufacture’, a process 

design stage is implemented to determine how the product will be made. Performances can be studied 

using experimental trials or mathematical models. The most common chemical product design methods 

consist of: 

• Experiment-based trial and error: this approach is used when mathematical models for the 

estimation of the target (desired) properties are not available. It is often required past knowledge 

and experience to define the design space. Experimental design approach is frequently used 

then. This procedure is limited frequently by a fixed amount of chemical, time, and financial 

resources. 
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• Model-based search techniques: this approach is used when reliable and validated mathematical 

models for the estimation of all the target properties are available. Such models have contributed 

to the development of the computer-aided molecular design (CAMD) framework. The design 

space can be quite wide; however, to reduce this space (i.e., the number of candidate molecules), 

past knowledge and experience may be invoked. 

• Hybrid experiment-model based techniques: this approach is used when only certain properties 

can be estimated by mathematical models. The most common option is to use models to reduce 

the list of candidates to a small number of molecules, which may be further evaluated by means 

of the experiment-based trial and error approach. In such a way, by reducing the design space, 

the time and resources spent on the experimental effort are reduced. 

Databases: Database search is suitable for designing simple molecular products and ingredients 

selection for some formulated products. Using databases often ensures property reliability and 

allow a fast generation of the feasible candidates list [142]. Usually, databases are used for 

preselection of candidates and, in a further stage, their performances are assessed with model-

based techniques or experiments. 

• Heuristics: this approach is supported by heuristic rules (i.e., empirical rules easing the 

convergence process but are not necessarily optimal) that help to make design decisions, as well 

as reliable selections. Such rules result from a combination of experience and available 

knowledge. 

4.5.4 Retained approach 

In Publication VIII, the methodologies with large-space exploration of working fluids for ORC and 

vapor-compression (VC) refrigeration configurations are introduced.  

The CAMD framework offers the largest design space in terms of candidates and the possibility to find 

global optimal solutions. Nevertheless, the lack of reliable property models implemented in CAMD 

tools, for all the potentially considered chemical families, may lead to the exclusion of environmental 

or safety targets, which are extremely important for the working-fluid design. On the other hand, 

database search does not provide the largest possible design spaces and, thus, may miss potential 

candidates but enables the fast generation of feasible candidate lists. Moreover, by combining different 

databases, it is possible to include more target properties in the design approach.  

Recognizing the forces and limitations of CAMD and database search methodologies, it was considered 

nevertheless that, for the purpose of this thesis, the latter offered the best trade-off between design space 

and considered target properties. The database search methodology has been implemented to screen 

about 60 000 species included in the DDB, the DIPPR and the NIST TDE 103b databases. The screening 

approach considered thermodynamic, process-related, constructional, safety and environmental 

constraints.  

The proposed methodology follows the main stages defined by Gani [141]: 1) Needs and goals; 2) 

Generation; 3) Selection; 4) Manufacture; 5) Performance. A scheme of the product-design approach 

adopted in this work for the selection of suitable working fluids for CCHP applications is presented in 

Figure 4-3.  
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The needs and goals are defined according to the target properties. Then, the initial set of candidates is 

defined by means of database search. Next, the screening is applied and followed by the performance 

evaluation, which is supported by the tc-PR equation of state. It is worth noting that Gani et al. [143] 

explained that in the case of basic chemicals, such as refrigerants or solvents, for which the end-use 

properties are often directly related to their molecular structure, the manufacturing process does not 

affect product properties, and, therefore, stage 4 (manufacture) can be excluded from the design 

procedure. 

 

Figure 4-3. Scheme of the product-design approach adopted in this work for the selection of 
suitable working fluids for CCHP applications. 

4.6 Results 

In Publication VIII, two case studies related to different CCHP end-users are investigated to assess the 

impact of operating conditions on the list of promising working fluids. For both case studies, the heat 

source temperature is 160 °C. For the sake of simplicity, it is assumed that the overall required duty by 
the end-users is equal to 100 kW ( ( )net M C net M CW Q Q m w q q+ + = + +  ). In addition, the cooling, 

heating and electric needs are quantified as a percentage of the total duty requirements. It is worth noting 

that the overall required duty of 100 kW is a calculation basis. 

For case study 1, it is assumed that for the residential/commercial users: 

• The cooling needs include air-conditioning, and they represent 30 % of the total duty. Comfort 

temperatures in summer range between 20 and 25 °C. To reach such temperatures, the working 

fluid should enter the evaporator II at 10 °C, i.e., at 20 °C decreased by the pinch point 

temperature.  
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• The heating needs account for the 40 % of the total duty and are related to space heating or hot 

water requirements. Heating power is commonly required at 90 °C.  

• The electric power required to drive machines, devices and essential equipment reaches the 

remaining 30 % of the total duty. 

For case study 2, it is assumed that for the food industry: 

• The cooling needs include food storage and preservation, and they represent 20 % of the total 

duty. The set-point temperature within fridges is usually maintained between 2 and 5 °C. To 

reach such temperatures, the working fluid should enter the evaporator II at -10 °C.  

• The heating needs, in turn, represent 60 % of the total duty and are related to the production of 

low-pressure steam or to specific processes such as pasteurization. Heating power is commonly 

required at 130 °C.  

• The electric power required to drive machines, devices and essential equipment reaches the 

remaining 20 % of the total duty. 

The results of the screening procedure coupled with the performance evaluation have demonstrated that 

flammable fluids such as vinylacetylene or HFC-152 have a good potential for CCHP applications. In 

the case where highly constraining safety restrictions are imposed, HCFO-1233zd(E) could be an 

interesting candidate since it is non-flammable and non-toxic. This is described in detail in the Results 

section of Publication VIII. Moreover, the well-known tradeoff between flammability and 

environmental impact is observed [144,145]. In order to reduce the GWP and ODP, molecules should 

be less halogenated, which implies that flammability increases. In addition, among these fluids, none of 

them are toxic or fatal substances. 

4.7 Concluding remarks 

In this chapter, the development of a product-design approach with a large space exploration of working 

fluids for the selection of suitable candidates for CCHP systems have been described. This approach 

allows for the consideration of thermodynamic, process-related, environmental, flammability and 

toxicity aspects in the selection process as well as performance assessment. In order to ensure that the 

performance of CCHP fluids is computed reliably, the tc-PR model for pure compounds was 

implemented. 
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Conclusions 

In this thesis a methodology for the selection of promising working fluids for Combined Cooling, 

Heating and Power (CCHP) applications has been presented. This study has intended to provide an 

insight about working fluids that should be considered for further theoretical and experimental 

investigations. A key stage of the development of the proposed methodology relied on the study of cubic 

equations of state for pure compounds and mixtures in with the purpose of enhancing their accuracy on 

the estimation of saturation and caloric properties. 

Main findings and contributions 

RQ1. Which modifications should be made to cubic equations of state in order to accurately 

reproduce vapor pressures, liquid densities, enthalpies of vaporizations and heat capacities for 

pure compounds? 

Throughout this work it has been showed that two major concepts are necessary for the development of 

CEoS: the consistency and volume-translation concepts. The implementation of these concepts along 

with a sound parameterization method leads to highly accurate CEoS such as the translated-consistent 

Peng-Robinson (tc-PR) EoS. 

The research work of this thesis resulted in the enhancement of the capabilities of the tc-PR model, 

developed by Le Guennec et al. [146], to yield to a highly accurate cubic equation of state that not only 

could be used in the field of energy-related applications but in the computer-aided design of fluid-fluid 

phase-contacting unit operations. Prior to this study the tc-PR model had shown a promising potential 

in terms of accuracy on vapor pressures, liquid densities, enthalpies of vaporization and heat capacities. 

Nevertheless, there was no guarantee that by regressing parameters on any of the combinations of satP

, vapH  and ,
sat
P liqc , the quantitative quality of the model was ensured. This thesis contributed to show 

that reliable parameters are obtained on the condition that they are – at least – fitted to vapor-pressure 

data.  

This thesis also contributed to the constitution of a reference database suitable for the identification of 

the strengths and weaknesses of a given thermodynamic model for pure compounds. 1800 molecules 
for which, in addition to the critical coordinates ( cT , cP  and cv ), accurate correlations for satP  and sat

liq  

are available. Among them, 1536 fluids also possess an accurate correlation for vapH  and 890 for 

,
sat
P liqc , resulting in a database containing 306 700 high-quality pseudo-experimental data points.  

The studies presented in Publication I to Publication V highlight that the use of the highly flexible, 

component-dependent Twu91 -function drastically improves the reproduction of vapor pressures, 

enthalpies of vaporization and liquid heat capacities. In addition, such studies show the spectacular 

improvement in the reproduction of liquid densities when a substance-dependent volume-translation 

parameter is used. Finally, these publications also highlight the impressive accuracy of the tc-PR EoS 

that got an average overall deviation lower than 2% over the 306 700 available experimental data points. 
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In particular, such a model is able to correlate vapor pressures with an error of 1% whereas errors on 

vapH , ,
sat
P liqc  and sat

liqv  are close to 2%. 

RQ2. Which is the best approach to extend cubic equations of state to mixtures? 

In order to safely extend CEoS to mixtures addressing the question of mixing rules is capital. The 

research work of this thesis introduced advanced mixing rules (EoS/ ,E
resa  ) derived by equating the 

residual part of the excess Helmholtz energy from an EoS and from an explicit activity-coefficient model 

(ACM). The implementation of such mixing rules seems particularly appropriate since the result is 

independent of the reference pressure at which both contributions are equated. 

The next step was to extend the tc-PR model to mixtures implementing EoS/ ,E
resa   mixing rules. For this 

purpose, three activity coefficient models were tested: Wilson, UNIQUAC and NRTL. In the light of 

the obtained results, it is possible to conclude that the best choice to extend the tc-PR EoS to mixtures 

along with EoS/ ,E
resa   mixing rules is to use the residual part of the Wilson ,E

resa   model, named tc-PR-

Wilson. It yields a remarkable percentage of 4% of “out-of-model” data points. The tc-PR-Wilson model 

distinguishes especially in the prediction of liquid and gas phase compositions, azeotropic points and 

three-phase pressures. 

In the same way as for pure compounds, a high-quality reference database was built that can be used for 

assessing the accuracy of a thermodynamic model or to cross-compare the performances of different 

models when applied to mixtures. A specific procedure for the calculation of the deviations between 

model calculations and experimental data was discussed in detail, as well as a methodology for grading 

a thermodynamic model was proposed. In total, 200 non-electrolytic binary mixtures were selected to 

cover all categories of mixtures. They were divided into 9 groups according to the associating character 

of the two components, i.e., to their ability to be involved in a hydrogen bond. In general, for each binary 

system of the database, ten properties were experimentally determined: liquid phase composition x , gas 
phase composition (or second liquid phase composition) y , three-phase pressure LLVP , three-phase 

composition LLVz , critical pressure cP , critical composition cx , azeotropic pressure azeoP , azeotropic 

composition azeox , mixing enthalpy Mh  and mixing heat capacity M
Pc . 

RQ3. Which approach from the product-design framework is the most appropriate for the 

inclusion of thermodynamic, constructional, toxicological, flammability and environmental 

criteria in the selection of working fluids for CCHP applications? 

The Computer-Aided Molecular Design (CAMD) framework offers the largest design space in terms of 

candidates and the possibility to find global optimal solutions. Nevertheless, the lack of reliable property 

models implemented in CAMD tools, for all the potentially considered chemical families, may lead to 

the exclusion of environmental or safety targets, which are extremely important for the working-fluid 

design. On the other hand, database search does not provide the largest possible design spaces and, thus, 

may miss potential candidates but enables the fast generation of feasible candidate lists. Moreover, by 

combining different databases, it is possible to include more target properties in the design approach.  

Recognizing the forces and limitations of CAMD and database search methodologies, it was considered 

nevertheless that, for the purpose of this thesis, the latter offered the best trade-off between design space 
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and considered target properties. The database search methodology has been implemented to screen 

about 60 000 species included in the DDB, the DIPPR and the NIST TDE 103b databases. The screening 

approach considered thermodynamic, process-related, constructional, safety and environmental 

constraints. The screening coupled with the performance evaluation have demonstrated that flammable 

fluids such as vinylacetylene or HFC-152 have a good potential for CCHP applications. In the case 

where highly constraining safety restrictions are imposed, HCFO-1233zd(E) could be an interesting 

candidate since it is non-flammable and non-toxic. 

Perspectives and future research 

During the development of this thesis, several assumptions were made and different questions have been 

raised. Therefore, the different future lines of research are proposed for more detailed study and analysis. 

• Study of the inclusion of an association term for pure compounds: The following striking 

fact was demonstrated: not all the non-self-associating molecules are well modeled by CEoS, 

such as SRK, PR, tc-RK and tc-PR, and that almost 2/3 of the self-associating compounds of 

the database are represented with high accuracy by CEoS. At this step, one might wonder 

whether the addition of an association term is the right solution to improve the accuracy of EoS.  

• Study of the self-association phenomenon for mixtures: Although the promising potential of 

the tc-PR-Wilson model, improvements have to be made in terms of the behavior predictions of 

systems in which hydrogen bonds are broken without the possibility to form new ones. 

• Study of the temperature dependence of binary interaction parameters of the tc-PR-

Wilson model: The next step is to study the influence of the temperature dependence of the 

binary interaction parameters of the tc-PR-Wilson model on the reproduction of VLE, LLE, 

VLLE and energetic property data.  

Development of a group-contribution-based predictive tc-PR-Wilson model: Even if the 

proposed binary-system database contains 200 systems and about 48 000 experimental data 

points, more experimental measurements are required for some molecules belonging to specific 

chemical families. For this reason, recent work has been devoted to the experimental 

determination and modeling of high-pressure phase behavior for binary systems such as CO2 + 

cyclooctane (Publication X), and CO2 + 2,3-dimethylbutane (Publication XI). 

Implementation of a holistic approach with process and product design: following the 

methodology proposed by Bowskill et al. [147], it would be interesting to develop a computer-

based method for the integrated process and working-fluid design for CCHP applications. Along 

with thermo-physical calculations performed with the tc-PR model, it would be desirable to 

implement reliable methods for the estimation of flammability or toxicity for such molecules for 

which these properties are still missing.  
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Publication I : I-PC-SAFT: an Industrialized version of the 
volume-translated PC-SAFT equation of state for pure 
components, resulting from experience acquired all through the 
years on the parameterization of SAFT-type and cubic models. 

Edouard Moine1, Andrés Piña-Martinez1, Jean-Noël Jaubert1(*), Baptiste Sirjean1, Romain Privat1(*) 

(1) Université de Lorraine, École Nationale Supérieure des Industries Chimiques, Laboratoire Réactions et Génie des Procédés 
(UMR CNRS 7274), 1 rue Grandville, 54000, Nancy, France 

Abstract 

The SAFT and cubic models are often compared in the open literature. Usually, limitations and strengths 

of both types of equations of state (EoS) are ascribed to their theoretical foundations. Little attention has 

been paid until now to the influence of parameterization choices on the performance of these EoS. By 

parameterization, it is here meant the way or method used to attribute values to EoS component-

dependent parameters. SAFT-type and cubic EoS for pure compounds use two different 

parameterization methods: SAFT parameters are generally regressed on vapor-pressure and liquid-

density data while cubic models use as input parameters experimental values of the critical temperature, 

pressure and acentric factor and are generally parameterized in order to exactly reproduce these three 

properties. As a consequence of these parameterization methods, SAFT EoS overestimate critical 

pressures while cubic EoS fail in reproducing accurately liquid-density data. 

In order to discuss the influence of parameterization methods on EoS performances, three different 

parameterization methods are considered and applied to both SAFT and cubic models. It is shown that 

at a fixed parameterization method, SAFT and cubic EoS are equivalent as they exhibit similar 

accuracies for the correlation of vapor-pressure, enthalpy of vaporization, heat capacity and liquid-

density data. This study led us to conclude that EoS requiring three component-dependent parameters 

cannot provide simultaneous accurate prediction for all the properties of a pure fluid. It is highlighted 

that the key point to get high accuracy (for non-associating pure compounds) is to work with an EoS 

equivalent to a four-parameter corresponding-states principle, i.e., that requires the specification of four 

macroscopic properties for a given pure compound. 

Eventually, we have considered a volume-translated PC-SAFT EoS version involving 4 input 

parameters: the three classical ones ( m ,  ,  ) and a volume-translation parameter ( c ). Such an EoS 

shows excellent performances: for no less than 587 non-associating compounds vapor-pressure data are 

predicted with an error of 1.5 %, liquid-heat capacity and enthalpy of vaporization are predicted with an 

error of 3 % while liquid density data are predicted with an error of 4 %; critical temperatures and 

pressures are exactly reproduced. 
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PI.I Introduction 

Equations of state (EoS) for pure fluids contain two types of parameters: those fixed by the theoretical 

foundations and those that are component-dependent. Typically, the pure-component parameters are 

either evaluated by regression on vapor-pressure and saturated liquid density data or are determined 

from critical coordinates and acentric factor data. The procedure that consists in attributing numerical 

values to component-dependent parameters is called parameterization method hereafter. 

Usually, the parameterization method is implicitly associated with the model itself: 

as a first example, the covolume ( b ) and the critical value of the attractive parameter ( ca ) of 

cubic EoS (CEoS) for pure compounds are conventionally determined from the knowledge of 

the experimental critical temperature ( c,expT ) and pressure ( c,expP ) in order the model exactly 

reproduces such values. The acentric factor ( exp ) is usually added as a third parameter in order 

to improve the correlation of vapor pressures. The open literature highlights that other 

parameterization methods are only used on rare occasions so that their influence on model 

performances has seldom been assessed. We can however cite Ting et al. [20], Voutsas et al. 
[71] or Alfradique and Castier [72] who fit the three pure-component parameters (b , ca  and 

Soavem ) for the Peng-Robinson [65,67] EoS to saturated liquid densities and vapor pressures. 

They got accurate correlation of pure fluid properties and were able to satisfactorily describe 

mixtures of alkanes. More recently, Segura et al. [73] proposed a more sophisticated technique 

for parameterizing CEoS. They demonstrated that accurate densities can be obtained with CEoS 

but the price to pay is an overestimation by the model of the experimental critical pressure and 

temperature. Llovell et al. [74] explained that such an overestimation is opportune for predicting 

the critical region by means of the crossover correction [75–77]. 

As a second example, non-associating SAFT-type EoS are typically parameterized by fitting the 

component-dependent parameters to vapor pressure and liquid density data [148–154] whereas 

other procedures are scarcely applied. As an exception, we can cite Pfohl et al. [155] who 

enforced the PC-SAFT EoS to reproduce the experimental critical temperature and pressure in 

order to avoid the disadvantage of the conventional parameterization that leads to a significant 
overestimation of cT  and cP  and thus results in erroneous phase splitting in solute + solvent 

mixtures at temperatures and pressures slightly above the critical point of the solvent. In order 

to improve the description of systems in the critical region with EoS that are based on mean-

field theories, it is necessary to rescale molecular-based EoS parameters since these theories do 

not take into account the inherent fluctuations in the critical region. In the case of the SAFT-VR 

EoS, McCabe et al. [156] and Galindo and Blas [157,158] rescaled the size and energy 

parameters to improve the critical region representation while maintaining the third parameter 

from the original set. In fact, such authors defined two sets of parameters: one to get accurate 

liquid densities and one to get accurate critical points. It was indeed impossible to obtain an 

accurate prediction of all pure fluid properties with a unique set. Similar conclusions were drawn 

by Blas and Vega [159] and by Pàmies and Vega [160] with the Soft-SAFT EoS. Cismondi et 

al. [161], Bouza et al. [162] and Privat et al. [68] rescaled the PC-SAFT EoS in order to exactly 
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reproduce c,expT , c,expP  and exp  as is done with CEoS. The proposed parameters reproduce 

vapor pressures with high accuracy and assure an exact representation of the critical coordinates. 

However, this is achieved at the expense of underestimated liquid densities. Similar conclusion 

was drawn by Vinhal et al. [163] in the case of the CPA [164–166] (Cubic Plus Association) 

EoS. Since 2014, Ilya Polishuk [167–171] is developing the accurate critical-point based PC-

SAFT EoS (CP-PC-SAFT) in which the three parameters are determined in order to reproduce 

the experimental critical temperature and pressure and the triple point liquid density. Its 

implementation necessitated a reevaluation of part of the PC-SAFT universal parameters matrix 

and additional revisions as well. 

This short bibliographical review outlines that parameterization is a key issue – unfortunately not 

systematically addressed by model developers – because the accuracy of a model is the result of both its 

theoretical foundations and its parameterization. Thanks to this first analysis, we acquired the conviction 

that a comparison of the ‘real’ capacities of the SAFT and cubic EoS is fair if the same parameterization 

method is used for both models.  

Still according to this bibliographic study (and, in particular, following Polishuk [167]), the adjective 

industrialized will be solely used to describe EoS models such that:  

• the method used to derive the compound-specific parameters follows an entirely transparent and 

universal protocol  

• and (ii) the numerical inputs for each pure component (e.g. c,expT  or c,expP ) are either easily 

available in databases or can be estimated from predictive correlations. 

 

What can be said about the industrialization degree of well-known cubic and SAFT-type EoS? 

(i) Regarding non-associating SAFT-type EoS, the input parameters (they are generally three) are most 

often fit to vapor pressure, liquid density, and, sometimes, speed of sound data [153,172]. However, the 

considered properties may vary from one developer to another. In addition: 

• For each property data, the temperature ranges and the number of regressed data points are not 

defined unambiguously: it is observed that they are selected depending on data availability and 

developer’s habits. 
• The fitting procedure is sometimes implemented by using only one type of experimental 

property (e.g., for ionic liquids, some authors only consider liquid-density data since the small 

vapor pressures of ionic liquids are rarely known at low to moderate temperatures) and the 

consequence of such a practice on the determination of EoS parameters and thus, on EoS 

performances remains unknown. 

In the same spirit, the consequence of using one set of properties (e.g., satP  + liq ) over another 

one (e.g., satP  + liq  + speed of sound) in the fitting procedure is rarely discussed and 

questioned. As an exception, we can however cite the papers by Liang et al. [173,174] in which 

these two approaches are deeply discussed. 
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As a consequence, it can be claimed that the classical parameterization method for SAFT EoS is far 

from being standardized and is sometimes vague, explaining why there is currently (at the exception of 

the CP-PC-SAFT EoS by Ilya Polishuk [167]) no industrialized version of this family of EoS. 

(ii) Regarding cubic models, their transparent and universal parameterization by the exact reproduction 

of the experimental critical temperature and pressure and the vapor pressure at a reduced temperature of 

0.7 by means of the acentric factor has been imposed by the industrial needs and, in particular, by the 

oil & gas industry throughout the 20th century. Industrialized versions of the Peng-Robinson [65,66,175] 

and SRK [176] EoS became very popular in particular because they provide accurate estimations of 

vapor pressures, critical point coordinates and energetic properties (mainly, heat capacity and enthalpy). 

Liquid densities are not accurately predicted but this deficiency was compensated by the development 

of specific correlations for that purpose [177,178]. 

From the above, it appears that the parameterization of SAFT and cubic models are notably different. 

Nevertheless, the reasons for such choices are not often discussed by model developers. This leads us 

to think that most of parameterization practices seem to result from the weight of history. On the one 

hand, the industrial needs imposed the parameterization of CEoS at the pure-compound critical point. 

On the other hand, the parameterization proposed by the authors of the first SAFT model has been kept 

throughout the years. As discussed above, the parameterization method generally used for SAFT EoS 

suffers from a lack of standardization and transparent implementation leading to the absence of an 

industrialized version. The unavailability of the fluid-specific parameters is today an obstacle for a wide 

implementation of SAFT models in industrial simulators. As an illustration in 2010, the working party 

on thermodynamic and transport properties of the European Federation of Chemical Engineering 

(EFCE) [179] pointed out the “lack of standardization, reference data, and correct and transparent 
implementations, especially in commercially available simulation programs” and noticed that even if 
“the use of new methods, such as SAFT, is increasing, they are not yet in position to replace traditional 

methods such as cubic EoS”. Moreover, even if most of commercial chemical-engineering simulation 

software contain different SAFT versions, parameter libraries are not always provided and rarely contain 

association parameters. In addition, the correlation or prediction of SAFT EoS parameters remains an 

important issue. As a very rare exception, some authors have proposed predictive methods for estimating 

pure-component PC-SAFT EoS parameters [180–182].  

 

What can be learnt from the open literature regarding the compared performances of SAFT-type 

and cubic EoS? 

When SAFT and cubic EoS are compared in literature studies, it is often stated that: 

• SAFT-type EoS provide very accurate predictions of liquid density and vapor-pressure data 
until rT  close to 1 but highly overestimate the critical pressure. 

• Cubic EoS provide accurate vapor-pressure predictions and an exact reproduction of the 

experimental critical coordinates in the (pressure, temperature) plane. Nevertheless, liquid-

density data are not accurately estimated. 
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Usually, limitations and strengths of both types of EoS are immediately related to their theoretical 

foundations. For cubic EoS, it is said that their limitations are assigned to the not-sophisticated enough 

Van der Waals theory, while their success is largely attributed to the cancellation of errors of both 

repulsive and attractive term. For SAFT-like EoS, in turn, it is stated that their good performance can 

be explained by the advanced degree of the underlying theory (the SAFT). 

Nevertheless, as mentioned above, not enough attention has been paid to the influence of the chosen 

parameterization. One may wonder which of these limitations result from the models (and their 

theoretical background) and which ones are due to the parameterization. 

In this paper, the influence of the parameterization on the performance of the models is studied. For each 

model type (SAFT and cubic), two parameterization methods are first tested:  

• Parameterization method 1 (P1): the three input parameters are constrained to exactly reproduce 

c,expT , c,expP  and a second point of the vapor-pressure curve by means of the acentric factor 

(i.e., the vapor pressure at a reduced temperature equal to 0.7). 

• Parameterization method 2 (P2): the three input parameters are fit to vapor-pressure ( satP ), 

enthalpy of vaporization ( vapH ), saturated-liquid heat-capacity ( sat
liqP,c ) and liquid molar 

volume ( sat
liqv ) data so that the model is not constrained to pass through the experimental critical 

coordinates ( c,expT , c,expP ). 

To provide global and significant results and to be totally fair when comparing the EoS and their 

parameterization, it is decided to work on a basis of 587 non-self-associating pure compounds, belonging 

to various chemical families. Non-self-associating compounds means that they do not have both a lone 

pair of electrons and a labile hydrogen so that hydrogen bonding cannot occur. These 587 components 

were selected in the DIPPR database (Design Institute for Physical Properties) because all the desired 

properties: satP , vapH , sat
liqP,c , sat

liqv , the critical coordinates ( cT , cP  ) and acentric factor   were 

available and presented an error ≤ 5 %. 

When parameterization method P1 is used, it is possible to translate the EoS by means of a temperature-

independent volume translation [92,132,183] in order to improve the accuracy of the prediction of liquid 

molar volumes. Doing so, a fourth input parameter (the so-called volume-translation parameter) is added 

to the model. This parameter, denoted c  hereafter, is selected in order to exactly reproduce the 

experimental saturated liquid volume at a reduced temperature of 0.8. Such a third parameterization is 

a variation of parameterization P1 and will thus be noted P1t (where t stands for translated). It will be 

applied to both SAFT and cubic EoS. In such a case, the four input parameters become: c,expT , c,expP , 

exp  and sat
liq,exp 0 8=rv (T . ) . As a major result of this study, it will be shown that the successive 

application of the three parameterization methods (P1, P2 and P1t) mentioned above and the analysis of 

the resulting deviations made it possible to derive an industrialized version of the PC-SAFT EoS for 

non-associating pure components. The performances of this model in terms of vapor pressure, liquid-

density, heat-capacity and vaporization enthalpy data reproduction are evaluated and compared to 

industrialized cubic models. 
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This paper is organized in two parts: part 1 is dedicated to the parameterization of the PC-SAFT and 

SRK EoS using parameterization methods P1 and P2. The comparison of both EoS at fixed 

parameterization method is then discussed. Parameterization method P1t is treated in a second part for 

both SAFT and cubic models. 

PI.II Part 1: parameterization of the PC-SAFT and SRK EoS with 
parameterization methods P1 and P2 that involve three input parameters. 

In the following sections, EoS that require 3 component-dependent parameters (also called input 

parameters) will be simply denoted 3-parameter EoS. 

PI.II.I Parameterization of the PC-SAFT EoS 

2.1.1 Use of parameterization method P2 (classical parameterization of SAFT-type EoS) in which the 

3 input parameters are fit to saturation properties ( satP , vapΔ H , sat
,liqPc , sat

liqv ) 

The PC-SAFT EoS has been selected here as a reference SAFT-type EoS. When applied to a non-
associating pure component, the PC-SAFT EoS requires 3 input parameters that are denoted: ( im , i , 

i k ), a segment number, a segment diameter and an energy parameter, respectively. In the original 

version of PC-SAFT, Gross and Sadowski [152] regressed these parameters on vapor-pressure ( satP ) 

and liquid density ( sat
liq ) data. In this work, the three input parameters are fit to satP , vapΔ H , sat

liqP,c , 

sat
liqv  by minimizing the objective function defined by Eq. (PI.1). A detailed description of the fitting 

procedure is given in our previous papers [184,185]. More information about the considered temperature 

range in order to estimate the deviations on each property can be found in the Supporting Information 

(Appendix A) (see Table S5). 
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2.1.2 Use of parameterization method P1 in which c,expT , c,expP  and exp  are exactly reproduced 

The main feature of parameterization method P1 is that the ( im , i , i k ) parameters are constrained 

to exactly reproduce the experimental critical temperature and pressure and the vapor pressure at a 

reduced temperature equal to 0.7. As highlighted by Cismondi et al. [161] and recently by Privat et al. 

[68], it is straightforward to determine im , i  and i k  from the mere knowledge of c,expT , c,expP  and 
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exp . Indeed, not only the acentric factor  , but also dimensionless quantities *
cT  and *

cP  defined by 

Eq. (PI.2) can be expressed as univocal functions of the segment number m . 
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Such functions are plotted in Figure PI.1. 

   

 

Figure PI.1. Generalized charts of the PC-SAFT EoS: plot of  , *
cT  and *

cP  as a function of m. 

In practice, knowing i,exp , Figure PI.1a makes it possible to estimate univocally the im  parameter. 

Once im  is known, Figure PI.1b provides the value of *
cT  and according to Eq. (PI.2), parameter i k  

is given by : 
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Then, knowing im , Figure PI.1c provides the value of *
cP . Knowing both the values of im  and i k , 

the last input parameter i  is obtained from the following formula also deduced from Eq. (PI.2): 
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i c
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k P

k P


 

=  
  

 (PI.4) 

Since experimental values of Tc, Pc and  are known for most of usual chemicals or can be estimated 

from correlations, this parameterization method takes the advantage of being universal (i.e., applicable 

to any pure species) and entirely transparent. 

In practice, it is advised to use the following polynomial correlations (established for m  ranging from 

1 to 20) to approximate the relations between ( im ,  i , i k ) and ( , ,expc iT , , ,expc iP , ,expi ): 
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PI.II.II Parameterization of the SRK EoS 

Use of parameterization method P1 (classical parameterization of CEoS) in which c,expT , c,expP  and 

exp  are exactly reproduced 

In this work, the Soave-Redlich-Kwong (SRK) EoS [176] is used as reference cubic EoS. For a pure 

fluid, such an EoS writes: 

 
( )

( )
ca TRT
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v b v v b


= −

− +
   with ( ) ( ) 2

1 1 = + − Soave c,expT m T T  (PI.6) 

Using parameterization method P1, the covolume ( b ), the critical value of the attractive parameter ( ca

) and Soavem  are fixed by the exact reproduction of the experimental critical coordinates ( ,expcT , ,expcP

) and a second point of the vaporization curve by means of the acentric factor ( exp ). The following 

equations apply: 
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It was also decided to use the Soave’s correlation [see Eq. (PI.8)], because (i) it was developed to 

reproduce the vapor pressure at a reduced temperature of 0.7 and (ii) it is available in all commercially 

available simulation programs. 
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 20 480 1 574 0 176Soave exp expm . . . = + −  (PI.8) 

To be extremely precise, let us recall that such a correlation does not exactly reproduce exp . However, 

the difference between exp  and the calculated value of ( )10 0 7 1sat
r rlog P T . − = −   was assumed to 

be negligible. 

Use of parameterization method P2 in which the three input parameters are fit to saturation properties (
satP , vapΔ H , sat

,liqPc , sat
liqv ) 

The three component-dependent parameters of the SRK EoS ( ib , c,ia  and Soave,im ) are fit to vapor-

pressure, enthalpy of vaporization, saturated-liquid heat-capacity and liquid density data by minimizing 

the objective function defined in Eq. (PI.1). It is worth recalling that using this parameterization method, 

the critical temperature and pressure predicted by the EoS are different from the experimental ones. 

With the three input parameters fit to experimental data, it is thus possible to calculate the new critical 

coordinates [see Eq. (PI.9)], to compare them with experimental ones, and to assess the impact of this 

parameterization. 
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PI.III  Comparison of SRK and PC-SAFT EoS at fixed 
parameterization methods (P1 and P2) 

In this section, a comparison between SAFT and cubic models at a fixed parameterization method is 

proposed. For a given pure fluid, the mean absolute percentage error (MAPE) on each thermodynamic 

property ( satP , vap H , sat
,liqPc , sat

liqv , cT , cP , cv ) is calculated as: 

 ( )
1

100

=

−
= 

TN
i,exp i,calc

prop
T i,expi

prop prop
MAPE %

N prop
 (PI.10) 

where i ,calcprop  and i,expprop  denote the property calculated using an EoS and the experimental 

property extracted from the DIPPR database, respectively. For temperature-dependent properties ( satP

, vap H , sat
,liqPc , sat

liqv ), TN  is the number of temperatures at which the property was evaluated (in this 

study, 50=TN ). For the critical coordinates ( cT , cP , cv ), TN  is unity. The average results yielded 

for both models using the two proposed parameterization methods P1 and P2 are presented in Table 

PI.1, Table PI.2 and Figure PI.2. Detailed compound-by-compound results and values of all the 

corresponding parameters are reported in the Supporting Information (Appendix A) (see Tables S1, S2, 

S3 and S4). 
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Table PI.1. Average MAPE on several thermodynamic properties as predicted by the PC-SAFT 
EoS calculated over 587 non-associating pure components. 

Property Parameterization method P1 
Parameterization method P2 

(classical parameterization of 

SAFT-type EoS) 
sat
liq 0 9rv (T . )  17 % 1.5 % 

cv  19 % 4.4 % 
satP  1.5 % 1.7 % 

vapH  3.2 % 2.4 % 
sat

liqP,c  2.9 % 2.3 % 

cT  0.0 % 1.8 % 

cP  0.0 % 17 % 

 

Table PI.2. Average MAPE on several thermodynamic properties as predicted with the SRK EoS 
calculated over 587 non-associating pure components. 

Property 
Parameterization method P1 
(classical parameterization of 

cubic EoS) 

Parameterization method P2 

sat
liq 0 9rv (T . )  16 % 1.7 % 

cv  29 % 14 % 
satP  1.7 % 1.1 % 

vapH  2.6 % 3.3 % 
sat

liqP,c  4.7 % 5.5 % 

cT  0.0 % 2.2 % 

cP  0.0 % 16 % 

 

First of all, it is possible to highlight that satP , vapH , sat
liqP,c  deviations are more or less the same 

regardless of the model considered (PC-SAFT or SRK) and regardless of the parameterization method 

used. It can thus be claimed that the theoretical foundations of both EoS classes enables to reproduce 

satisfactorily satP , vapH  and sat
liqP,c  data.  

On the other hand, it is observed that when the parameterization P1 is used, the experimental critical 

pressure is exactly reproduced, while a very poor reproduction of liquid molar volume data is observed 

(this statement applies both to the PC-SAFT and the SRK EoS). Conversely, whatever the EoS is (PC-

SAFT or SRK), the use of parameterization P2 leads to an accurate reproduction of sat
liqv  and to a 

significant overestimation of cP . Such observations totally agree with those already published by many 
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authors (see the introduction of this paper) but by considering more than 500 fluids, this study makes it 

possible to conclude that these observations are completely general. 

As a conclusion, it can be claimed that: 

• Cubic and SAFT models exhibit the same behavior provided they are parameterized using the 

same procedure. The very similar accuracy observed is certainly a consequence of (i) the same 

number (three) of required component-dependent parameters (ii) the comparable physical 

meaning of the 3 input parameters embedded in each EoS. The segment number m  is, 

somehow, the molecular equivalent of the acentric factor  ; it explicitly takes into account the 

chain length or non-sphericity of the molecules. In the same manner,  , the segment diameter 

is clearly related to the covolume b  that is proportional to the molecular volume. Last,  , an 

energy parameter is the molecular equivalent of ca , the critical value of the attractive parameter. 

• Whatever the EoS (cubic or SAFT), the parameterization modifies dramatically the model 

performances (especially the capability to predict sat
liqv  and cP  properties) and thus, plays a 

major role in that respect. 

• It is impossible to obtain simultaneously accurate predictions for sat
liqv  and cP . 

These results are also graphically illustrated in Figure PI.3 and Figure PI.4 in which an hydrocarbon (n-

decane), a ketone (3-pentanone) and a permanent gas (nitrogen) are selected to highlight the impact of 

the parameterization method on the EoS accuracy for both SAFT and cubic models. It is possible to 
observe that for a small molecule like nitrogen, cP  is only slightly overestimated when parameterization 

P2 is selected, regardless of the EoS type. Similarly, liquid molar volumes are also only slightly 

overestimated when parameterization P1 is chosen. We can thus conclude that for spherical molecules 

like N2, the impact of the parameterization is negligible and that accurate results are obtained for all the 

properties whatever being the 3-parameter EoS considered (PC-SAFT or SRK). For non-spherical 

molecules (like n-decane) or polar molecules (like 3-pentanone), regardless of the EoS, a good 

reproduction of liquid density data induces a significant overestimation of the critical pressure. 

Symmetrically, an exact reproduction of the critical pressure leads to a substantial overestimation of 

liquid densities. 
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Figure PI.2. MAPE on several thermodynamic properties as predicted by the SRK and PC-SAFT 
EoS. Parameterization P1 (red): the three input parameters are constrained to the exact 

reproduction of ( ,expcT , ,expcP , exp ). Parameterization P2 (blue): the three input parameters 

are fit to saturation properties ( satP , vap H , sat
,liqPc , sat

liqv ). 
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Figure PI.3. Vaporization curve with respect to temperature predicted by PC-SAFT (left) and 
SRK (right) EoS. Parameterization P1 (red): the three input parameters are constrained to the 

exact reproduction of ( ,expcT , ,expcP , exp ). Parameterization P2 (blue): the three input 

parameters are fit to saturation properties ( satP , vap H , sat
,liqPc , sat

liqv ). 
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Figure PI.4. (Pressure, volume) plane predicted by PC-SAFT (left) and SRK (right) EoS. 
Parameterization P1 (red): the three input parameters are constrained to the exact reproduction of 

( ,expcT , ,expcP , exp ). Parameterization P2 (blue): the three input parameters are fit to saturation 

properties ( satP , vap H , sat
,liqPc , sat

liqv ). 
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For non-spherical molecules, there is a real antagonism between the exact reproduction of the 

experimental critical pressure, on the one side, and an accurate reproduction of liquid molar volume 

data, on the other side. This observation applies both for SAFT and cubic models. To highlight this 

antagonism, it was decided to use parameterization method P2 but to give an increasing weight to the 

critical pressure (through the objective function defined in Eq. (PI.1)). Results obtained with the PC-

SAFT EoS can be seen in Figure PI.5 (a similar plot would be observed with the SRK EoS) for 4 

compounds. Such a figure shows unambiguously that the better the prediction of Pc is, the more 

deteriorated the liquid molar volumes are (and vice-versa). Although scarcely discussed, such an 

antagonism was noticed by Vinhal et al. [163] in their attempt to rescale the pure-component parameters 

of the CPA EoS for methanol. 
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Figure PI.5. MAPE on sat
liqv  wrt. MAPE on cP  obtained with the PC-SAFT EoS. 

Parameterization P2 is used and (from right to left) the weight given to the critical pressure is 
successively increased. 

The key conclusion of the above section (part 1) is that, except for spherical molecules, the 3-parameter 

corresponding-states law is not accurate enough to model the behavior of non-associating pure 

compounds. Therefore, we consider that EoS requiring only three component-dependent parameters are 

not accurate enough for practical applications. Note that this observation does not depend on the 

theoretical background underlying the EoS: 3-parameter cubic or molecular-based EoS cannot provide 

simultaneously an accurate prediction of volumetric, critical, energetic and phase transition properties 

of a pure fluid. Switching from one parameterization method to another only modifies the list of 

properties that are or are not accurately correlated. As an example, parameterization method P1 leads to 

huge deviations on liquid densities but makes it possible to perfectly match the critical pressure whereas 

parameterization method P2 leads to small deviations on liquid densities but in turn, strongly 

overestimates critical pressures. This paper makes it possible to conclude that the number of compound-
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specific parameters must be larger than 3, what corroborates the conclusions by Bouza et al. [162] and 

Pfohl et al. [155] who explained that the 4-parameter BACK [186] (Boublik–Alder–Chen–Kreglewski) 

EoS is the unique one (among the many equations they tested) capable of providing excellent predictions 

of many properties for various pure fluids. In particular, Bouza et al. [162] parameterized the BACK 
EoS in terms of cT , cP ,   and critical compressibility factor ( cz ). Similarly, not only Patel and Teja 

[187] but also Cismondi and Mollerup [188] highlighted that the addition of a fourth component-
dependent parameter like cz  (the critical compressibility factor) significantly improved the 

performances of CEoS. 

Although it is sometimes believed that 4 component-dependent parameters are only necessary to 

estimate the properties of strongly polar or hydrogen-bonded compounds (see, e.g., the papers by Xiang 

[189,190]), the excellent review on the corresponding-states principle (CSP) by Leland and Chappelear 

[191] also concludes that it is necessary to use a 4-parameter CSP to catch the behavior of molecules 

which have moderate polarity and which are not spherical (as most of the 587 compounds we considered 

in this paper). In view of improving EoS, it seems interesting to recall which parameters are most often 

used by developers of corresponding-states interrelationships. A brief literature review makes it possible 

to conclude that the many papers devoted to the development of 4-parameter corresponding-state 
methods for the prediction of thermodynamic properties always use cT  and cP  as first 2 parameters. 

The most used third parameters are the radius of gyration [192–194], the acentric factor [195,196] or 

the normal boiling point [197]. The fourth parameter is usually the critical compressibility factor [195] 
( cz ) or a liquid density data point [192,193,196]. It was indeed observed that liquid densities are very 

sensitive to polar interactions. 

At this step, some may wonder why the SAFT-VR EoS [151] which contains 4 component-dependent 

parameters behaves like the PC-SAFT EoS. Indeed, as explained in the introduction of this paper, a 

unique set of SAFT-VR parameters cannot correlate all pure fluid properties [156–158]. We believe that 

such a behavior can be explained by the use of 2 SAFT-VR parameters (  and  ) to describe the same 

square-well potential. We are indeed convinced that the four parameters in a four-parameter CS 

approach cannot be freely chosen: each of them must contribute to a particular description of the physics 

of the molecule. 

At first sight, a dead end is reached: cubic and molecular-based EoS contain generally 3 component-

specific parameters and we demonstrated that more than 3 (probably 4) parameters are necessary for 

non-associating pure compounds. A new issue thus arises: how a fourth parameter could be introduced 

in any 3-parameter SAFT or cubic EoS? 

The previous sections highlighted that, regardless of the considered EoS, small deviations on satP ,

vap H  and sat
,liqPc  could be obtained with parameterization method P1 whereas large deviations on 

liquid densities are observed. Another key point – visible in Figure PI.4 – is that the molar volumes 

calculated by PC-SAFT or SRK are effectively too large when parameterization method P1 is used but 

this overestimation is more or less constant along the bubble curve (it does not strongly depend on 

temperature). The use of the volume translation concept coupled to parameterization method P1 could 

thus strongly improve the results. By doing so, i.e., by translating an EoS (cubic or SAFT), a new 
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parameter (the volume shift or volume translation) appears and a translated 3-parameter EoS becomes 

a 4-parameter EoS. In this study the volume translation, c , was selected in order to exactly reproduce 

the experimental saturated liquid molar volume at a reduced temperature of 0.8. It is thus calculated as: 

 ( ) ( )sat sat
liq,calc liq,exp0 8 0 8r rc v T . v T .= = − =  (PI.11) 

The four macroscopic properties that must be specified are thus: ,expcT , ,expcP , exp  and 

( )sat
liq,exp 0 8rv T .= . It is noticeable that they are similar to those used in the very accurate 4-parameter 

corresponding-states methods developed by Wilding and Rowley [192,193] and by Wu and Stiel [196]. 

Although frequently used with CEoS (see, e.g., our recent papers on translated and consistent 

[185,198,199] CEoS), the volume-translation concept has been used for the first time with SAFT EoS 

by Palma et al. [200] only very recently. These authors highlighted how the use of a volume shift in PC-

SAFT improved the description of speed of sound and other derivative properties. Fifteen years ago, 

Cismondi et al. [161] wrote that “a temperature-independent volume translation would provide much 

better results with PC-SAFT in all cases” but surprisingly they did not perform calculations with a 
translated form of the PC-SAFT EoS. Working with CPA, Vinhal et al. [163] also explain that a volume 

translation technique can be used to improve liquid-density predictions. 

Similarly, is it possible to improve the accuracy of 3-parameter EoS when parameterization method P2 

is used? It is recalled that the reason why critical pressures are overestimated when parameterization 

method P2 is used is that the EoS (SAFT or cubic) rely both on a mean field theory (density fluctuations 

close to the critical point have not been taken into account). To eliminate this drawback, a crossover 

treatment could be added, as McCabe and Kiselev made for the SAFT-VR EoS [201]. However, by 

doing so, several new component-dependent parameters would be added making difficult the definition 

of an industrialized version of the EoS of interest. Consequently, this approach was disregarded in this 

study. 

PI.IV  Part 2: parameterization of the PC-SAFT and SRK EoS with 
parameterization method P1t that involves four input parameters [ ,expcT , 

,expcP , exp  and sat
liq,exp( 0.8)rv T = ] 

Following the conclusions drawn in the previous section, it is now decided to work with translated 

versions of the PC-SAFT and SRK EoS. Such translated forms are obtained by replacing – in the original 

(untranslated) EoS – the molar volume v  by ( v c+ ) where c  is the volume correction. As an example, 

the translated SRK EoS (t-SRK) writes: 

 
( )

( )
( )( )

ca TRT
P(T ,v )

v c b v c v c b


= −

+ − + + +
 with 

( )

2 2

3

3

1
9 2 1

2 1
 

3

c,exp
c

c,exp

c,exp

c,exp

R T
a

P

RT
b

P


 =
 −


− =


 (PI.12) 
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As previously stated, the t-PC-SAFT and the t-SRK (where t stands for “translated”) EoS are 
parameterized with method P1t that imposes an exact reproduction of ,expcT , ,expcP , exp  and the 

experimental saturated liquid density at 0.8rT = . Doing so, four macroscopic properties must be 

specified; it can be claimed that the t-PC-SAFT and t-SRK EoS rely now on a four-parameter 

corresponding-states principle. Such EoS will be simply denoted 4-parameter EoS in the following 
sections. The procedure used in section 2.1.2 to determine im , i  and i k  from the mere knowledge 

of c,expT , c,expP  and exp  remains exactly the same: the three parameters im , i  and i k  are not 

affected by volume translation and Eq. (PI.5) still applies. Indeed, a temperature-independent volume 

translation leaves unaffected the vapor pressures [183], so that the critical coordinates in the (P,T) plane 
and the acentric factor (that depends solely on the reduced vapor pressure at 0 7=rT . ) remain the same. 

Consequently, the parameterization procedures for the 3 parameters common to 3-parameter and 4-

parameter EoS can be kept. Jaubert et al. also demonstrated [183] that not only the vapor pressures but 

also the vaporization enthalpies and the heat capacities were unaffected by a temperature-independent 

volume translation. As a direct consequence, the original and the translated forms of any EoS lead to the 

same calculated values of satP  , vap H , and sat
,liqPc . We can thus assert that the small deviations on 

satP , vap H , and sat
,liqPc  obtained with parameterization method P1 and reported in Table PI.1 and 

Table PI.2 still apply in this section. Obviously, the deviations on cP  and cT  are still equal to zero. 

However, as expected, the addition of a volume-translation parameter spectacularly lowers the MAPE 

on sat
liq 0 9rv (T . )  and, to a less extent, the deviation on the critical molar volume. With the t-PC-SAFT 

EoS, the deviations on sat
liq 0 9rv (T . )  are decreased from 17 % to 4.1 % and with the t-SRK EoS they 

are reduced from 16.8 % to 3.7 %. Such results are graphically illustrated in Figure PI.6 and Figure PI.7. 

Deviations obtained with the t-PC-SAFT and t-SRK EoS can be quantitatively assessed in Table PI.3. 

Detailed compound-by-compound results and values of all the corresponding parameters are reported in 

the Supporting Information (Appendix A) (see Tables S1 and S2).  

Table PI.3. Average MAPE on several thermodynamic properties as predicted by the t-PC-SAFT 
and t-SRK EoS calculated over 587 non-associating pure components. In both cases 
parameterization method P1t was followed so that the t-PC-SAFT EoS is named I-PC-SAFT. 

Property 
I-PC-SAFT 

(parameterization method P1t) 
t-SRK 

(parameterization method P1t) 
sat
liq 0 9rv (T . )  4.1 % 3.7 % 

cv  12 % 23 % 
satP  1.5 % 1.7 % 

vapH  3.2 % 2.6 % 
sat

liqP,c  2.9 % 4.7 % 

cT  0.0 % 0.0 % 

cP  0.0 % 0.0 % 
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Table PI.3 accentuates – once again – that both EoS show very similar accuracies: all the deviations 

(except for the critical molar volume) are lower than 5 % what seems reasonable for most of industrial 

applications. It is however noticeable that all the deviations only concern saturation properties so that it 

would be interesting to better investigate – in a next paper – how both models behave at extremely high 

pressures. 

The methods used to derive the component-specific parameters of both the t-PC-SAFT and t-SRK EoS 

follow an entirely transparent and universal protocol and the numerical inputs for each pure fluid are 

easily accessible in databases. Following Polishuk [167] and Hendricks et al. [179], such EoS are thus 

ready to be implemented in industrial simulators. For this reason, it is proposed to baptize the t-PC-

SAFT EoS coupled with the parameterization method P1t that exactly reproduces: ,expcT , ,expcP , exp  

and ( )sat
liq,exp 0 8rv T .= : I-PC-SAFT EoS (for Industrialized-PC-SAFT). 

0.0

10.0

20.0

30.0

MAPE (%)

Psat ΔvapHvc Tc Pc

PC-SAFT EoS + parameterization P1

SRK EoS + parameterization P1

PC-SAFT EoS + parameterization P2

SRK EoS + parameterization P2

t-PC-SAFT EoS + parameterization P1t

t-SRK EoS + parameterization P1t

sat
p,liqcsat

liqv

 

Figure PI.6. MAPE on several thermodynamic properties as predicted by the (t-)PC-SAFT and 
(t-)SRK EoS. Parameterization P1 (red): the three input parameters are constrained to the exact 

reproduction of ( ,expcT , ,expcP , exp ). Parameterization P2 (blue): the three input parameters are 

fit to saturation properties ( satP , vap H , sat
,liqPc , sat

liqv ). Parameterization P1t (yellow): the four 

input parameters of the translated EoS are constrained to the exact reproduction of [ ,expcT , ,expcP

, exp , ( )sat
liq,exp 0 8rv T .= ].  
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Figure PI.7. (Pressure, volume) plane predicted by (t-)PC-SAFT (left) and (t-)SRK (right) EoS. 
Parameterization P1 (red): the three input parameters are constrained to the exact reproduction of 
( ,expcT , ,expcP , exp ). Parameterization P1t (yellow): the four input parameters of the translated 

EoS are constrained to the exact reproduction of [ ,expcT , ,expcP , exp , ( )sat
liq,exp 0 8rv T .= ]. 

Before conclusion and in order to follow the recommendations of one of the reviewers of this paper, we 

found interesting to compare the predictions for speeds of sound in a n-alkane like n-pentane. With the 

help of the Dortmund Data Bank, it was possible to collect 58 experimental data points of speed of sound 

in gaseous pentane [202] and 940 values in liquid n-pentane [203–215]. For such data, the experimental 

temperature varies from 263 to 437 K and the pressure from 1.5 kPa to 810 MPa. The corresponding 

deviations are reported in Table PI.4 for both the I-PC-SAFT and t-SRK EoS. It is clear that both models 

are able to perfectly catch the speeds of sound in the gas domain. The calculated deviations (< 0.1 %) 

are definitively lower than the experimental uncertainty. For both models, the predicted speeds of sound 

in the liquid region are not acceptable (> 20 %) but it is important to explain that the calculated speeds 

of sound are systematically lower than the experimental ones. Moreover, the deviations are more of less 

constant whatever the temperature so that by decreasing the value of the volume translation, such 

deviations are immediately reduced to 4 % (the prize to pay is however the worsening of liquid 
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densities). It would be risky to draw conclusions on results obtained on a unique n-alkane and the 

prediction of speeds of sound will be analyzed in details in a following article. 

Table PI.4. Average MAPE on speeds of sound in n-pentane as predicted by the I-PC-SAFT and 
t-SRK EoS. 

Property 
I-PC-SAFT 

(parameterization method P1t) 
t-SRK 

(parameterization method P1t) 
Speed of sound in gaseous 

n-pentane 
(58 exp. data points) 

0.04 % 0.09 % 

Speed of sound in liquid 
n-pentane 

(940 exp. data points) 
22.1 % 20.6 % 

 

PI.V Conclusion  

This paper was aimed at explaining which of the physical background or the parameterization of SAFT 

and cubic models was responsible for their well-documented limitations. Consequently, a large part of 

this paper was devoted to test the influence of the parameterization method on model performance. In 

this study, working on 587 non-associating compounds for which many experimental data were 

available in the DIPPR database, it has been shown that: 

• three-parameter equations of state (or equivalently the 3-parameter CSP) cannot provide 

simultaneous accurate predictions for all the properties of non-associating pure fluids except for 

the so-called simple fluids like CH4 or N2. Consequently, by describing the behavior of a pure 

fluid with 3 macroscopic properties only, a choice has to be made on the list of properties that 

are or are not accurately correlated. In any 3-parameter EoS (molecular-based or cubic), such a 

choice can be governed by changing the parameterization method. 

• The modern statistical mechanical basis of 3-parameter molecular-based EoS does not increase 

their accuracy in comparison to 3-parameter cubic EoS. We here mean that a complex 

theoretical background of an EoS does not necessarily guarantee a better description of pure-

component behavior (for pure fluids, it was observed that complexity did not boost EoS 

performances). 

The key point to get high accuracy with non-associating compounds is to work with an EoS 

(cubic or molecular-based) deriving from a four-parameter corresponding-states principle, i.e., 

that requires the specification of 4 macroscopic properties for a given pure fluid. The adaptation 

of SAFT-type EoS, to associating compounds can be classically made by adding an association 

term. The estimation and prediction of the association parameters remain an issue that requires 

further developments. When dealing with CEoS, self-associating compounds can be described 

by using a consistent [184,185,198,199] sophisticated -function (like the one developed by 

Twu [216]) or by adding an association term (this is the CPA approach). 
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• Translating a molecular-based or a cubic EoS makes it possible to switch from a 3-parameter 

EoS to a 4-parameter EoS. This study highlighted that the translated t-PC-SAFT and the t-SRK 
EoS show accurate (and sometimes, very accurate) results when the four parameters ( im ,  i , 

i k  and ic  for t-PC-SAFT ; ib , c,ia , Soave,im  and ic  for t-SRK) are determined in order to 

exactly reproduce the 4 macroscopic properties: ,expcT , ,expcP , exp  and ( )sat
liq,exp 0 8rv T .= . 

Last but not least, the proposed parameterization of the t-PC-SAFT EoS follows an entirely 

transparent and universal protocol. Moreover the four numerical inputs per pure compound are 

easily accessible in usual databases. Consequently, following Polishuk [167] and Hendricks 

[179] recommendations, it is proposed to call the translated version of PC-SAFT presented in 

this article: the I-PC-SAFT EoS (for Industrialized PC-SAFT EoS). Such an EoS shows 

excellent performances : for the 587 non-associating compounds that were considered, vapor-

pressure data are predicted with an error of 1.5 %, liquid-heat capacity and enthalpy of 

vaporization are predicted with an error of 3 % while liquid density data are predicted with an 

error of 4 %; critical temperatures and pressures are exactly reproduced. 
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Publication II : Analysis of the combinations of property data that 
are suitable for a safe estimation of consistent Twu α-function 
parameters. Updated parameter values for the translated-
consistent tc-PR and tc-RK cubic equations of state.  

Andrés Pina-Martinez1, Yohann Le Guennec1, Romain Privat1(*), Jean-Noël Jaubert1(*), Paul M. Mathias2 

1 Université de Lorraine, École Nationale Supérieure des Industries Chimiques, Laboratoire Réactions et Génie des Procédés 
(UMR CNRS 7274), 1 rue Grandville, 54000, Nancy, France 

2 Fluor Corporation, 3 Polaris Way, Aliso Viejo, California 92698, United States 

Abstract 

The suitability of different combinations of property data among vapor-pressure ( satP ), enthalpy of 
vaporization ( vapH ) and saturated-liquid heat-capacity ( ,

sat
P liqc ) data for fitting consistent Twu α-

function parameters is evaluated. A given combination is declared to be suitable if the obtained fitted 

parameters produce acceptable predictions for the 3 considered properties for the 783 molecules 

included in the reference database. Calculations are carried out using the translated-consistent versions 

of the Peng-Robinson (tc-PR) and Redlich-Kwong (tc-RK) cubic equations of state (CEoS). It is 

demonstrated that reliable parameters are obtained on the condition that they are – at least – fitted to 

vapor-pressure data. It is strongly advised to not exclusively fit α-function parameters to enthalpy of 

vaporization and/or saturated-liquid heat capacity data. 

Finally, Twu α-function parameters (L, M, N) suitable for the tc-PR and tc-RK CEoS are determined 

for the 1721 molecules, for which at least accurate vapor-pressure data are available in the DIPPR 

database. The volume-translation parameter c  has also been determined but for only 1489 pure fluids. 

In addition, the generalized versions of the tc-PR and tc-RK CEoS (‘generalized’ means that the input 
parameters of these models are the experimental critical temperature, critical pressure and acentric 

factor) are updated. 
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PII.I Introduction 

Most of the 2-parameter cubic equations of state (CEoS) obey the general formulation: 

 ( ) ( )
( )( )1 2

,
a TRT

P T v
v b v r b v r b

= −
− − −

 (PII.1) 

where parameter a  is a measure of the attractive forces between molecules; parameter b  is the so-

called covolume, which attempts to correct the perfect-gas law for the fact that molecules have a finite 
volume; and 1r  and 2r  are two universal constants that depend on the selected EoS. The temperature-

dependent a  parameter of any CEoS is classically written as: 

 ( ) ( )= ca T a T  (PII.2) 

that is, as the product of the value of the attractive parameter at the critical temperature ( ca ) multiplied 

by a so-called α-function, which is dimensionless. It is possible to distinguish two types of α-functions: 

generalized and component-dependent. The coefficients of the generalized α-functions are usually 

determined using correlations that only depend on the acentric factor ( ), while the parameters of the 

component-dependent α-functions must be regressed, component by component, from experimental 

data. It is worth noting that the generalized α-functions, although less accurate than the component-

dependent α-functions, are extremely useful when experimental data to fit the specific parameters of a 

given α-function are not available. Moreover, generalized α-functions are easy to implement because 

the acentric factor is known for thousands of pure components or can be estimated by well-established 

correlations or group-contribution methods [217]. 

As recently highlighted by Le Guennec et al. [218,219], α-functions cannot be freely chosen. The 

temperature dependence of α-functions must indeed obey the following list of constraints to guarantee 

safe property predictions in both subcritical and supercritical domains: 
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 (PII.3) 

An α-function that fulfills all of the conditions reported in Eq. (PII.3) was described as consistent by Le 

Guennec et al. These authors also demonstrated that the highly flexible 3-parameter α-function 

developed by Twu et al. in 1991 [220] (denoted hereafter as Twu91): 

 ( ) ( )1( ) exp 1−  = − 
N M MN

r r rT T L T  (PII.4) 

became consistent if the following constraints were added to the 3 parameters: 
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 (PII.5) 

Le Guennec et al. coupled this noteworthy α-function to the volume translation concept [221,222] 

discovered by Péneloux et al. [223] in 1982 to define the translated-consistent versions of the Peng-

Robinson [224] (PR) and Redlich-Kwong [225] (RK) EoS. The volume correction, denoted hereafter as 

c, was selected to exactly reproduce the experimental saturated liquid volume at a reduced temperature 
of 0.8 [ ( ),exp 0.8=sat

liq rv T ], that is: 

 ( ) ( ),
,exp0.8 0.8−= = − =sat CEoS sat

r L rLc v T v Tu  with =r
c

T
T

T
 (PII.6) 

where ( ), 0.8− =sat CEoS
rLv Tu  is the molar volume calculated with the original (untranslated) CEoS at 

0.8=rT . 

These EoS, for which safe property predictions are guaranteed in both subcritical and supercritical 

domains because the α-function passes the consistency test proposed by Le Guennec et al. are also 

almost certainly the most accurate 3-parameter CEoS ever published. They can be expressed as: 
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 (PII.8) 

By working with 1116 pure fluids, Le Guennec et al. [94] not only published a library of consistent 

parameters that are suitable for the tc-PR and tc-RK EoS but also developed a generalized version of the 

Twu α-function for both CEoS (RK and PR). Recently, Bell et al. [226] also published consistent Twu 

parameters for more than 2500 pure fluids. While the overall aims of these studies were similar, a 

noticeable difference should be highlighted: Bell et al. [226] directly employed experimental data from 

the ThermoDataEngine (TDE) database of NIST, while Le Guennec et al. [94] fitted the 3 parameters 

of the α-function on pseudo-experimental data generated from correlations available in the DIPPR 

database. Indeed, the DIPPR database provides a set of temperature-dependent correlations, the 

coefficients of which are fit to actual experimental data, making it possible to estimate, among other 

properties, vapor pressures, enthalpies of vaporization and saturated-liquid heat capacities of pure 

components. Note that for each component and each property, an experimental error is provided. The 

benefit of using DIPPR correlations instead of raw experimental data is the ability to carry out fitting 

procedures on pseudo-experimental data that are regularly distributed between the triple point and 

critical point. By doing so, the optimization results (i.e., α-function parameters) are not biased by 

experimental data points that are concentrated in a specific temperature range. The approach also 

eliminates the opportunity for independent evaluation of the raw data. 

It is worth noting that Le Guennec et al. [94] determined α-function parameters for 1116 pure 

compounds by minimizing an objective function accounting for deviations between calculated and 

pseudo-experimental vapor pressure ( satP ) and/or enthalpy of vaporization ( vapH ) and/or saturated-

liquid heat capacity ( ,
sat
P liqc ) data. For many components, thanks to the DIPPR correlations, it was 

possible to generate accurate pseudo-experimental data for all 3 properties, whereas for other 

components, only 2 or even 1 accurate property could be generated. Therefore, each set of α-function 

parameters was fitted on one out of the seven different possible combinations of the pseudo-

experimental data properties shown in Table PII.1. 

In view of this situation, the key questions we address in this paper are: 

Are all of the possible arrangements of the properties listed in Table PII.1 suitable for parameter 

fitting? If not, some of the parameters we published in 2016 [94] should not be used. 

• Which property combinations are the most appropriate for parameter fitting? 

As previously explained, Bell et al. [226] published Twu parameters for more than 2500 pure fluids, 

while the library published by Le Guennec [94] contains parameters for less than half the number of 

pure components. This is because Le Guennec et al. only considered a DIPPR correlation to be 
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acceptable if its experimental error (reported in the DIPPR database) was lower or equal to 5%. 

However, it is believed that, in many cases, this error is overestimated. Thus, another objective of this 

paper is to review the uncertainty of the correlations reported in the DIPPR database and to develop a 

new procedure to evaluate error of DIPPR correlations. This new procedure makes it possible to notably 

increase the number of compounds for which the Twu parameters can be determined. 

Table PII.1. Possible combinations of accurate pseudo-experimental data available in the DIPPR 
database for a given pure component. The pure fluid type is an arbitrary index that indicates which 
properties among satP , vapH  and ,

sat
P liqc  are associated with accurate data and can thus be used to 

fit α-function parameters. 

Type of pure fluid 
Properties for which accurate data are available (that 
were considered in the fitting procedure of -function 
parameters by Le Guennec et al. [94]) 

1 ( satP ) 
2 ( vapH ) 

3 ( ,
sat
P liqc ) 

4 ( satP  + vapH ) 

5 ( satP  + ,
sat
P liqc ) 

6 ( vapH  + ,
sat
P liqc ) 

7 ( satP  + vapH  + ,
sat
P liqc ) 

 

In the first section of this study, an error evaluation of DIPPR correlations is performed in order to draw 

up a list of compounds for which accurate data of interest ( satP  and/or vapHΔ  and/or sat
P ,liqc ) are 

available in the DIPPR database. The next section presents the combinations of the property data that 

are suitable for parameter regression. Finally, an update of the Twu91 α-function and volume-translation 

parameters with respect to Le Guennec et al.’s initial study is proposed. Component-dependent 

parameters are determined for 1721 pure fluids. The updated versions of the generalized Twu88 α-

functions and volume-translation correlations for both the PR and RK EoS are also provided. 

PII.II Overview of the DIPPR database 

PII.II.I Error evaluation of the DIPPR correlations 

As previously stated, this paper addresses the fitting of consistent Twu91 α-function parameters on vapor 

pressure ( satP ), enthalpy of vaporization ( vapHΔ ) and saturated-liquid heat capacity ( sat
P ,liqc ) data. It is 

thus decided to draw up the list of pure components for which the DIPPR database has reasonable 

experimental error for at least one out of the three aforementioned properties. 

At this step, it should be noted that only the residual part of the isobaric heat capacity can be estimated 
from a CEoS. The Pc  of the fluid is obtained by adding the heat capacity of the corresponding perfect 

gas to the residual contribution expressed from the EoS: 
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 ( ) ( ) ( ), ,, ,P P perfect gas P residualc T v c T c T v= +  (PII.9) 

The heat capacities of perfect gases can be estimated from DIPPR correlations. Consequently, the error 

of four correlations per compound must be taken into account when evaluating a pure component: satP

, vapH , ,
sat
P liqc  and ,P perfect gasc . Henceforth, in this work, when it is stated that ,

sat
P liqc  data can be 

accurately generated, it is implied that both the ,
sat
P liqc  and ,P perfect gasc  pseudo-experimental data can be 

accurately generated. 

In this study, the 11.1.0 version (May 2016) of the DIPPR database is used. It should be noted that in 

the DIPPR database: 

• for a series of experimental data, the single attribute ERROR that is reported is the experimental 

uncertainty of the measured values. This uncertainty can either be provided by the source or 

calculated by the DIPPR staff. 

• for a temperature-dependent correlation, the way that the attribute ERROR is calculated is not 

known with certainty. Generally, ERROR is equal to the maximum error among those of the 

data series used to fit correlation parameters. 

For certain compounds it is found that the ERROR reported in the DIPPR was overestimated. Indeed, 

for such cases, the DIPPR reported uncertainty (henceforth called type I error), set to the maximum 

uncertainty among the data series, was much higher than the average uncertainty value and did not 

reflect the confidence we could have on the experimental data. Therefore, the actual average uncertainty 

is calculated (henceforth called type II error) for each of the four temperature-dependent properties (
satP , vapH , ,

sat
P liqc  and ,P perfect gasc ) and for all pure compounds in the DIPPR database. For a given 

property and a given pure fluid, a type II error is calculated as: 

 

,
1

,
1

=

=



=




series

series

n

data j j
j

n

data j
j

N Error

Type II error

N

 (PII.10) 

where ,data jN  is the number of experimental data points available in the series j and jError  the 

corresponding experimental error. 

A third strategy to evaluate the correlation errors is to compare pseudo-experimental data with calculated 

values obtained using the generalized version of the tc-PR model, which was developed by Le Guennec 

et al. [94]. Based on the predictive performance of the model, it is possible to state that if a correlation 

is well represented by the generalized model, it is implied that there is no reason to reject the pseudo-

experimental data, and the correlation is considered to be accurate. 

For type III errors, the threshold of acceptance (noted TH) for each property is defined as: 

For satP : the mean absolute percentage error (MAPE) on satP  calculated by the generalized tc-

PR EoS (see Table 6 in Le Guennec et al. [94]) from a database including 980 compounds + 

one standard deviation: 
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 2.0% 1.2% 3.2%= + =sat
type III

P
TH  (PII.11) 

For vapH : the mean absolute percentage error (MAPE) on vapH  calculated by the 

generalized tc-PR EoS (see Table 6 in Le Guennec et al. [94]) from a database including 805 

compounds + one standard deviation: 

 2.8% 1.5% 4.3%= + =
vap

type III
HTH  (PII.12) 

For ,
sat
P liqc : the mean absolute percentage error (MAPE) on ,

sat
P liqc  calculated by the generalized 

tc-PR EoS (see Table 6 in Le Guennec et al. [94]) from a database including 529 compounds + 
one standard deviation – 5% (maximum allowed error for ,P perfect gasc ). The maximum error of 

the perfect gas heat capacity was subtracted to focus on the deviation on the residual heat 

capacity, which is the sole property calculable from the EoS: 

 
,

6.7% 4.3% 5% 6%= + − =sat
P liq

type III

c
TH  (PII.13) 

The thresholds of the three types of error are reported in Table PII.2. 

Table PII.2. Acceptance thresholds for the different property correlations and types of error. 

Error type Acceptance thresholds for each property 

 satP  vapH  ,
sat
P liqc  ,P perfect gasc  

Type I 

(error reported in the DIPPR database) 
5% 5% 5% 5% 

Type II 

(average exp. error calculated by Eq. (PII.10)) 
5% 5% 5% 5% 

Type III 

(deviation calculated by the gen. tc-PR EoS) 
3.2% 4.3% 6% - 

 

Finally, it is considered that a property can be accurately estimated by a DIPPR correlation if at least 

one out of the three types of error is less than or equal to its respective threshold. 

PII.II.II Drawing up of a list of compounds potentially suitable for parameter fitting 

First, the use of cubic equations of state requires critical temperature ( cT ) and critical pressure ( cP ) 

data. Whether a generalized α-function is used, the acentric factor ( ) is also needed. Therefore, the 
first criterion that suitable molecules must meet is that the three experimental constants, cT , cP  and 

, are simultaneously reported in the DIPPR database. Additionally, molecules for which none of the 

three saturation properties of interest ( satP , vapH , ,
sat
P liqc ) can be accurately generated are removed. 

Application of these criteria results in 1887 suitable molecules among 2162 available in the DIPPR 

database. The properties of some compounds, especially metals with a critical temperature higher than 

2000 K (Li, K, Ca, LiI) or quantum fluids (He-3 and p-H2) that are not of industrial interest, were 

removed from the database, leaving 1881 compounds. In comparison to the work by Le Guennec et al., 
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who only considered type I errors, the definition of two new types of error (type II and type III) makes 

it possible to significantly increase the number of potentially suitable components for parameter fitting. 

Let us recall that 1116 pure fluids were considered by Le Guennec et al., whereas 1881 pure fluids are 

considered in this study. 

In Table PII.3, these 1881 molecules are distributed along the 7 fluid types defined in Table PII.1 (i.e., 

according to the number and type of accurate properties that can be generated for each of them), and a 

comparison is made with the previous work of Le Guennec et al. Among the 1116 molecules considered 

by Le Guennec et al., 684 kept the same fluid type, whereas 432 moved to a new fluid type. For instance, 

if type I error is solely considered to evaluate the uncertainty of the correlations (as in Le Guennec et 
al.), only ,

sat
P liqc  can be estimated for 1-hexene, and consequently, it belongs to type 3 (as defined by 

Table PII.1 and Table PII.3). If type II and III errors are also considered, all three of the temperature-

dependent properties, satP , vapH  and ,
sat
P liqc , can be estimated and 1-hexene moves to type 7. 

Table PII.3. Comparison of the number of molecules included in the database by Le Guennec et 
al.3 and this work. 

Type of 

pure fluid 

Accurate property data 

available 

Le Guennec et al.  This work 

1 ( satP ) 166 217 

2 ( vapH ) 20 25 

3 ( ,
sat
P liqc ) 98 53 

4 ( satP  + vapH ) 401 705 

5 ( satP  + ,
sat
P liqc ) 47 80 

6 ( vapH  + ,
sat
P liqc ) 18 18 

7 ( satP  + vapH  + ,
sat
P liqc ) 366 783 

TOTAL  1116 1881 

 

PII.III Suitable combinations of property data for the safe estimation of 
consistent Twu91 α-function parameters 

Table PII.1 indicates that it was possible to define 7 types of pure fluids depending on the availability 

of accurate pseudo-experimental data. As explained in the introduction, our key concern is to determine 

which of these 7 types are suitable for safely fitting consistent Twu91 α-function parameters and to order 

these types. To answer this question, the approach proposed in this section is aimed at fitting Twu91 α-

function parameters for type 7 pure-compounds, such that all three temperature-dependent properties, 
satP , vapH  and ,

sat
P liqc , can be accurately estimated from DIPPR correlations. The interest in choosing 

these pure-compounds is that if it is decided to fit the (L, M, N) parameters using not three but one or 

two of the selected properties, it becomes possible to predict the remaining ones and to compare them 

with pseudo-experimental values. It is thus possible to determine whether taking specific combinations 

of 1 or 2 properties into account for parameter fitting may lead to non-reliable sets of (L, M, N) 
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parameters. Consequently, for the 783 type 7 fluids (see Table PII.3), seven different fittings were 

carried out, as shown in Table PII.4. In the second column, the properties that were taken into account 

for each fitting are presented. In the third column, the properties predicted by the CEoS with the fitted 

(L, M, N) parameters are provided. 

Table PII.4. Arrangements of the properties for Twu91 α-function parameter fitting. 

Fitting procedure 

index 

Property data included in the Twu 

parameter fitting procedure 

Properties predicted with the 

optimized Twu parameter set 

1 ( satP ) ( vapH  + ,
sat
P liqc ) 

2 ( vapH ) ( satP  + ,
sat
P liqc ) 

3 ( ,
sat
P liqc ) ( satP  + vapH ) 

4 ( satP  + vapH ) ( ,
sat
P liqc ) 

5 ( satP  + ,
sat
P liqc ) ( vapH ) 

6 ( vapH  + ,
sat
P liqc ) ( satP ) 

7 ( satP  + vapH  + ,
sat
P liqc ) - 

 

PII.III.I Fitting procedure 

In this study, generation of the pseudo-experimental data obeys the following rules: 

1. Regardless of the considered property among satP , vapH  and ,
sat
P liqc , 50 equidistant pseudo-

experimental data points are generated in their valid temperature range,  min max;T T . 

2. For the vapH  and ,
sat
P liqc  correlations, in the case that maxT  exceeds 0.98 cT , max 0.98= cT T  is 

set. The reason for this choice is simple: vapH  goes to zero at the critical temperature and the 

calculation of the relative deviation with the experimental data induces a division by zero. 
Similarly, ,

sat
P liqc  goes to infinity at the critical temperature so that, once again, the relative 

deviation with the experimental value cannot be calculated. 

3. For the satP  correlations, max = cT T  is set. However, in the case where ( )min 0.1 satP T bar , 

the value of minT  is increased to enforce that ( )min 0.1 =satP T bar  (considering that most 

industrial processes operate at higher values of pressure and that satP  is highly uncertain at low 

pressures, say less than 1 torr). 

The optimal set of (L, M, N) parameters is the one which minimizes the generic objective function 

depicted in Eq. (PII.14), which is a ponderation of the Mean Absolute Percentage Error (MAPE) on 
satP , vapH  and ,

sat
P liqc . The objective function is obviously adapted according to the fitting procedure 

index defined in Table PII.4. As an example, for fitting procedure number 1, the objective function only 

considers the MAPE on satP . The fitting procedure is conducted by imposing the mathematical 

constraints necessary to obtain consistent parameters, as explained by Le Guennec et al. and recalled 

from the introduction. 
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For fitting procedure 6, the weighting factor on ,
sat
P liqc  (denoted as WF  in Eq. (PII.14)) is set to 1. In 

turn, for fitting procedures 5 and 7, special attention is devoted to the estimation of WF ; as an initial 

choice, it is set to 1. Nevertheless, for certain compounds, deviations on ,
sat
P liqc  are found to be much 

smaller than those on satP . In these cases, the deviation on ,
sat
P liqc  is reduced to better correlate satP  

(i.e., to obtain smaller deviations on satP ). This goal is made possible by carrying out successive 

minimizations by changing the value of WF  from 1 to 0.1, with a step of 0.1. In practice, this procedure 

is run for a considered compound if: 

• The MAPE on satP  is larger than 2% (which corresponds to the average MAPE plus one 

standard deviation calculated for the 782 considered compounds when 1=WF ) and the MAPE 

on ,
sat
P liqc  is smaller than that on satP . 

• The MAPE on ,
sat
P liqc  is considerably smaller (two times) than that on satP  and the MAPE on 

,
sat
P liqc  is larger than 1%. 

These conditions are summarized in Eq. (PII.15) : 

 
,

, ,

 on 2% on on 

2 on  on on 1%

sat sat sat
P liq

sat sat sat
P liq P liq

MAPE P MAPE c MAPE P

MAPE c MAPE P MAPE c

 

  

and

and
 (PII.15) 

In a second step, the weighing factor is selected on a case by case basis to obtain what we consider to 

be the best compromise between the MAPE on the vapor pressures and MAPE on the saturated-liquid 

heat capacities. 

PII.III.II Results 

The Mean Absolute Percentage Error (MAPE) on satP , vapH  and ,
sat
P liqc  is reported in Table PII.5 for 

the seven fitting procedures described in Table PII.4. Procedure 7, for which the 3 properties are 

simultaneously considered, serves as a reference. It is observed that fitting procedures that are carried 
out when only considering ,

sat
P liqc  (procedure 3) yield extremely high deviations: 24.8% and 16.0% for 

the predicted properties satP  and vapH , respectively. Conversely, it is crucial to include experimental 
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,
sat
P liqc  data in the fitting procedure to obtain a MAPE on ,

sat
P liqc  lower than 5% (see procedures 1, 2 and 

4 in Table PII.5). Procedures 2 and 6, for which no vapor pressure data are considered, seem to yield 

acceptable average deviations for the predicted properties. However, the deviations on satP  are higher 

than the average deviation plus one standard deviation of the reference case (procedure 7). Moreover, 

for certain molecules, the average deviation on satP  unfortunately reaches 20%. We thus strongly 

recommend against fitting α-function parameters when experimental satP  data are not available. 

Table PII.5. MAPE on satP , vapH  and ,
sat
P liqc  according to the property considered for parameter 

fitting. 

Fitting N° 

procedure 

Property taken into 

account for fitting 

MAPE on satP  

(783 compounds) 

MAPE on vapΔ H  

(783 compounds) 

MAPE on sat
P,liqc  

(783 compounds) 

1 ( satP ) 0.7% 2.7% 6.8% 

2 ( vapH ) 2.1% 1.4% 5.1% 

3 ( ,
sat
P liqc ) 24.8% 16.0% 0.6% 

4 ( satP  + vapH ) 0.9% 1.6% 5.1% 

5 ( satP  + ,
sat
P liqc ) 1.3% 2.8% 1.7% 

6 ( vapH  + ,
sat
P liqc ) 3.1% 2.3% 1.7% 

7 ( satP  + vapH  + ,
sat
P liqc ) 1.1% 2.2% 2.3% 

 

For procedure 5, very accurate predictions are achieved. To sum up, if we accept deviations on ,
sat
P liqc  

higher than 5%, it is recommended to only estimate consistent Twu91 α-functions parameters for 

molecules for which at least the pseudo-experimental data of satP  can be accurately generated 

(procedures 1, 4, 5 and 7 in Table PII.6).  

Table PII.6. Number of molecules for which at least the pseudo-experimental data of satP  can 
be accurately generated. 

Type of 

pure fluid 

Accurate property data 

available 
This work 

1 ( satP ) 217 

4 ( satP  + vapH ) 705 

5 ( satP  + ,
sat
P liqc ) 80 

7 ( satP  + vapH  + ,
sat
P liqc ) 783 

TOTAL:  1785 

 

After the reference case for which the 3 experimental properties are available, the most favorable case 

is that for which satP  and ,
sat
P liqc  are available (procedure 5), followed by procedure 4, for which satP  

and vapH  are experimentally known, and procedure 1, for which only satP  is known. The grading of 
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the 4 procedures is as follows: procedure 7 > procedure 5 > procedure 4 > procedure 1. The number of 

molecules belonging to each of these 4 categories of fluids for which vapor pressure data are available 

are summarized in Table PII.6. 

Among the 1116 molecules studied by Le Guennec et al. [94] for which L,M,N parameters are published, 

it is recommended not to use these values for 34 molecules (see the Supporting Information - Appendix 
A) since they were estimated by only taking experimental vapH  data or experimental ,

sat
P liqc  data, or 

both of them, into account (fluids of types 2, 3 or 6 in Table PII.3). 

PII.IV Updated consistent Twu91 α-function parameters 

Following the conclusion of the previous section, a safe estimation of consistent Twu91 α-functions 

parameters is carried out only for molecules for which at least satP  pseudo-experimental data can be 

accurately generated from DIPPR correlations. The objective function, imposed constraints and data 

generation rules used in this section are identical to those used previously. 

PII.IV.I Constitution of a pure-compound database 

As highlighted in Table PII.6, among the 2162 molecules available in the DIPPR database, it is possible 

to accurately generate at least experimental satP  data for 1785 of them. 

It should be noted that among these 1785 molecules, there are 4 quantum fluids (He, H2, Ne and 

deuterium), which require special treatment [94]. The (L, M, N) parameters for these fluids are presented 

in the Supporting Information section (Appendix B), but are identical to those published by Le Guennec 

et al. [94]. 

In this paper, deviations are thus calculated for 1781 non-quantum fluids for which accurate satP  and/or 

vapH  and/or ,
sat
P liqc  data are available (see Table PII.7).  

Table PII.7. Number of non-quantum compounds for which the experimental properties can be 
accurately estimated. 

Property Number of compounds 

( satP ) 1781 
( vapH ) 1487 

( ,
sat
P liqc ) 863 

PII.IV.II Results 

Among the 1781 studied molecules, it is found that by working with the tc-PR EoS, 61 reach a mean 

deviation on at least one property among satP , vapH  or ,
sat
P liqc  greater than the average MAPE ( x ) 

calculated for the 1781 compounds plus 3 times the standard deviation (σ). These thresholds are 

provided in Table PII.8. 
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These molecules are considered to be outliers, and it is decided not to publish the corresponding values 

of the L, M, N parameters (i.e., to remove them from the consolidated database) except for mercury, 

which is considered to be a molecule of interest as shown by a number of recent research articles. Among 

these 60 molecules, 14 were unfortunately considered as reliable by Le Guennec et al. and α-function 

parameters should not have been published [94]. These large deviations are justified as follows: 

1. Some of these 60 molecules do not obey the 3-parameter corresponding-state theorem, so that 
their properties cannot be modeled with an EoS from the mere knowledge of cT , cP  and ( )T

. This behavior is detected when the acentric factor does not reflect at all the size of the molecule. 

As an example, the acentric factor of trimethylolpropane (C6H14O3) is 1.6; by comparison, a 

similar value is reached in the alkane family for n-hexatriacontane (n-C36) (its acentric factor is 

equal to 1.5). 

2. There is a problem with the experimental data that was not detected by the correlation selection 

procedure. 

 

Table PII.8. Rejection thresholds for molecule selection. 

Property Average MAPE over 

1781 fluids ( x ) 

Standard deviation 

over 1781 fluids ( σ ) 

Threshold 

( x + 3σ ) 

( satP ) 1.2% 1.6% 6% 
( vapH ) 2.0% 2.0% 8% 

( ,
sat
P liqc ) 2.3% 3.4% 13% 

 

Table PII.9. Distribution of the 1721 retained molecules according to the available accurate 
property data. 

Type of 

pure fluid 

Accurate property data 

available 

This work 

1 ( satP ) 198 

4 (
satP  + vapH ) 694 

5 (
satP  + ,

sat
P liqc ) 70 

7 (
satP  + vapH  + ,

sat
P liqc ) 759 

TOTAL  1721 

 

The regressed parameters of the 1721 remaining molecules (Table PII.9) are reported in the Supporting 

Information (Appendix B) for both the PR and the RK EoS. The MAPE on satP , vapH  and ,
sat
P liqc  are 

reported in Table PII.10 for both consistent-PR and consistent-RK EoS. 

It can be stated that the PR or RK EoS, coupled with a consistent Twu91 α-function, are capable of 

accurately reproducing the properties of interest. The MAPE on vapor pressures for more than 1700 
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compounds is only 1 %, while the deviations on vapH  and ,
sat
P liqc  are approximately 2%. It is possible 

to observe that the addition of up to 600 compounds with respect to that used in Le Guennec et al. [94] 

did not affect the mean deviations on the studied properties. 

Furthermore, it is possible to compare the MAPE on satP , vapH  and ,
sat
P liqc  obtained in this work with 

those calculated by Bell et al. [226]. It is observed that the average deviation on satP  in this work is 
five-fold lower than that obtained by Bell et al. (see Table PII.10). Conversely, the MAPE on 𝑐𝑃,𝑙𝑖𝑞𝑠𝑎𝑡  is 

two-fold greater than that obtained by Bell et al. [226]. This difference is probably due to the 

mathematical expressions of the objective functions, which are different in the two studies and to the 

fact that vapor pressures considered in this work were cut off at 0.1 bar whereas Bell et al. accepted – 

as part of the fitting exercise – much lower vapor pressures for which it is not scarce to get large relative 

deviations. 

Table PII.10. MAPE on satP , vapH  and ,
sat
P liqc  as predicted from the updated consistent PR and 

RK EoS. 

Source EoS MAPE on satP  MAPE on vapΔ H  MAPE on sat
P,liqc  

This work 

(1721 fluids) 

 (1721 compounds) (1453 compounds) (829 compounds) 

consistent-PR 1.0% 1.9% 2.0% 

consistent-RK 1.2% 1.9% 2.2% 

Le Guennec et al. 

[94] 

(1116 fluids) 

 (980 compounds) (805 compounds) (529 compounds) 

consistent-PR 0.9% 2.0% 2.0% 

consistent-RK 1.1% 2.1% 2.2% 

Bell et al. [226] 

(2571 fluids) 

 (2571 compounds) (764 compounds) (414 compounds) 

consistent-PR 4.9% 1.5% 0.9% 

 

PII.V Updated volume-translation parameters (c) 

To calculate the volume-translation parameter, it is imposed to exactly reproduce the pseudo-

experimental saturated-liquid molar volume returned by the DIPPR correlation at a reduced temperature 

of 0.8, as described by Le Guennec et al. [94]. The volume translation parameter is thus calculated as: 

 ,
,exp( 0.8) ( 0.8)sat u CEoS sat

r liq rliqc v T v T−= = − =  (PII.16) 

where , ( 0.8)sat u CEoS
rliqv T− =  is the molar volume calculated with the original (untranslated) CEoS at 

0.8rT = . 

PII.V.I Results 

To estimate the MAPE on the liquid molar volumes, it is necessary to identify the molecules for which 

the pseudo-experimental liquid densities can be accurately generated following the procedure described 

in Section PII.II.I (i.e., error reported in the DIPPR database or average experimental error calculated 
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by Eq. (PII.10) is lower than 5%). As highlighted in Table PII.11, among the 1721 compounds included 

in the database, 1489 have accurate correlations for the liquid molar volume data.  

Table PII.11. Distribution of the 1489 molecules for which at least satP  and sat
liqv  can be 

accurately generated from the DIPPR database. 

Type of pure 

fluid 

Accurate property data 

available 

This work Accurate property data 

available 

This work 

1 ( satP ) 198 ( satP  + sat
liqv ) 164 

4 ( satP  + vapH ) 694 ( satP  + vapH  + sat
liqv ) 543 

5 ( satP  + ,
sat
P liqc ) 70 ( satP  + ,

sat
P liqc  + sat

liqv ) 65 

7 ( satP  + vapH  + ,
sat
P liqc ) 759 ( satP  + vapH  + ,

sat
P liqc  + 

sat
liqv ) 717 

TOTAL  1721  1489 

 

As previously done for the satP , vapH  and ,
sat
P liqc  properties, for each of these 1489 compounds, the 

DIPPR correlation was used to generate 50 equidistant liquid molar volume data points between minT  

and max 0.9 cT T= . Here, minT  is the minimum temperature at which sat
liqv  can be estimated from the 

DIPPR correlation, whereas max 0.9 cT T=  is the highest temperature at which the volume-translation 

concept has beneficial effect. By denoting ,sat t CEoS
liqv − , the molar volume calculated with the translated 

EoS, the MAPE on sat
liqv  is calculated as: 
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These MAPE are reported in Table PII.12 for both the PR and RK EoS in their translated and original 

versions. The calculated volume-translation parameters are reported in the Supporting Information 
(Appendix B) for both the PR and RK EoS. It is observed that the reproduction of the sat

liqv  data is 

dramatically improved for both models. 

Table PII.12. MAPE on sat
liqv  as predicted by the consistent PR and RK EoS on an updated 

database. Effect of the volume translation. 

EoS 
MAPE on sat

liq rv  (T < 0.9)  (1489 compounds) 

Untranslated EoS Translated EoS 

consistent-PR 8.7% 2.2% 

consistent-RK 19.2% 3.7% 

 

In addition, the average deviations on the molar critical volume are reported in Table PII.13. At the 

critical point, the volume-translation parameter c  has too weak an influence on the calculated critical 
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volume ( cv ) to obtain a good match with the experimental value. Although the influence of the volume 

translation concept is more visible on the RK EoS, the PR CEoS yields better predictions of cv . 

Table PII.13. MAPE on cv  as predicted by the consistent PR and RK EoS. Effect of the selected 
volume translation. 

EoS 
MAPE on cv  (1489 compounds) 

Untranslated EoS Translated EoS 

consistent-PR 21% 20% 

consistent-RK 31% 24% 

 

In Table PII.14, the accurate results obtained with the tc-PR and tc-RK CEoS using the updated 

parameters determined in this study are summarized. This table highlights that the accuracies of both 

EoS are very similar, with the exception of the molar volumes, which are better correlated with the PR 

EoS. 

Table PII.14. MAPE on satP , vapH , ,
sat
P liqc , sat

liqv , cv , cT , and cP  as predicted by the translated-

consistent PR and RK EoS with the updated parameters determined in this study. 

EoS 
MAPE on satP  

(1721 fluids) 

MAPE on vapΔ H  

(1453 fluids) 

MAPE on sat
P,liqc  

(829 fluids) 

MAPE on sat
liqv  

(1489 fluids) 
( rT < 0.9 ) 

MAPE on cv  

(1489 fluids) 

MAPE on cT  

(1721 fluids) 

MAPE on cP  

(1721 fluids) 

tc-PR 1.0% 1.9% 2.0% 2.2% 20% 0% 0% 

tc-RK 1.2% 2.0% 2.2% 3.7% 24% 0% 0% 

 

In Table PII.14, the MAPEs on the critical temperature and critical pressure, which are necessarily zero, 

are reported to remind the reader that these errors are not null with EoS that do not satisfy the critical 

constraints, e.g., SAFT-type EoS. A proper prediction of the pure-component critical coordinates is, 

however, a prerequisite to accurately predict the global phase equilibrium diagrams (GPED) of binary 

systems [227,228]. 

PII.VI Updated generalized Twu88 α-functions suitable for the tc-PR 
and tc-RK EoS 

This section aims to update the generalized formulations for the tc-PR and tc-RK EoS. It is recalled that 

the interest of these formulations is that they can be applied to components for which consistent Twu91 

α-function parameters cannot be determined from experimental data since no vapor pressure data are 

available in the literature. 

As explained in our previous paper [94], parameter N is set to 2 in order to work with the so-called 

Twu88 [229] α-function whereas L and M are correlated as second order polynomials with respect to 

the acentric factor   (see Eq. (PII.18)): 
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To update the polynomial expressions for parameters L and M, the 759 molecules that have 

simultaneously accurate correlations for the satP , vapH  and ,
sat
P liqc  properties are used (see Table 

PII.11). The resulting expressions, for both the PR and RK CEoS, are: 

 
2

2

( ) 0.0925 0.6693 0.0728
:

( ) 0.1695 0.2258 0.8788

L
PRCEoS

M

  

  

 = + +


= − +
 (PII.19) 

 
2

2

( ) 0.0611 0.7535 0.1359
:

( ) 0.1709 0.2063 0.8787

L
RK CEoS

M

  

  

 = + +


= − +
 (PII.20) 

As proposed by Le Guennec et al., a comparison of the MAPEs obtained with the following three α-

functions is performed: 

i. the component-dependent Twu91 α-function with the updated parameters determined in this 

paper, 

ii. the updated generalized Twu88 α-function, and the Soave α-function. 

Table PII.15 highlights that the 2 generalized α-functions, namely “generalized Twu88” and Soave have 

similar accuracy with, however, an advantage to the first one, especially when predicting satP  and ,
sat
P liqc  

with the PR EoS. Conversely, it is observed that the results are strongly improved if the deviations 

calculated for the gen. Twu88 α-function are compared with those calculated for the component-

dependent Twu91 α-function. The conclusions are identical to those drawn previously and with the 

exception of molar volumes which are better correlated with the PR EoS, Table PII.15 does not make it 

possible to conclude which of the PR or RK EoS is the most accurate. Working with the Soave α-

function, the RK EoS is the best-suited but the reverse situation occurs when considering the Twu88 or 

Twu91 α-functions. 

Many process simulation software programs however express ( )cc RTc P  as a linear function of the 

Rackett compressibility factor ( RAz ), appearing in the improvement of the original Rackett equation 

[230] proposed by Spencer and Danner [231]. In this study, it was decided to work with the 1489 
compounds, for which sat

liqv  can be accurately estimated. The obtained correlations are: 

 

( )

( )

0.1975 0.7325

0.2150 0.7314

c
PR RA

c

c
RK RA

c

RT
c z

P

RT
c z

P

 = −
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 (PII.21) 

With such correlations, MAPEs on sat
liqv  data, over 1489 compounds modeled with the gen. Twu88 α-

function, in a temperature range so that 0.9rT  , coupled with the PR and RK EoS, are 3.0% and 4.0%, 

respectively. 
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To conclude this section, the updated correlations of volume-translation parameters to 𝜔 are presented 

below: 

 

( )

( )

0.0096 0.0048

0.0227 0.0093

c
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c
RK

c

RT
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RT
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We know by experience that these correlations are not very accurate but can be useful in the case where 

cT , cP  and   are the unique data available for a given compound, which is often the case for the 

pseudo-components encountered in the oil and gas industry. 

Table PII.15. Comparison of the MAPEs calculated with the 3-parameter Twu91, generalized 
Twu88 and Soave α-functions for the translated PR and RK EoS. 

α-function 
Peng-Robinson  Redlich-Kwong 

Twu91 gen. Twu88 Soave  Twu91 gen. Twu88 Soave 

MAPE on satP  

(1721 compounds) 
1.0% 1.8% 2.8%  1.2% 2.1% 2.3% 

MAPE on vapΔ H  

(1453 compounds) 
1.9% 2.7% 3.1%  1.9% 2.9% 2.9% 

MAPE on sat
P,liqc  

(829 compounds) 
2.0% 4.1% 7.1%  2.2% 4.3% 5.3% 

MAPE on sat
liqv  

(1489 compounds) 
( rT < 0.9 ) 

2.2% 2.2% 2.2%  3.7% 3.8% 3.8% 

 

PII.VII Conclusion 

In this study, the suitable combinations of properties among vapor pressures, enthalpies of vaporization 

and saturated liquid heat capacities for fitting Twu91 α-function parameters were investigated. The study 

reveals that reliable (L, M, N) parameters are obtained if the fitting includes at least vapor pressure data. 

Fitting with only the enthalpies of vaporization and/or saturated liquid heat capacities are wholly 

inadvisable. 

One thousand seven hundred twenty-one compounds, for which at least accurate vapor-pressure data 

could be generated, were found in the DIPPR database, and the 3 (L, M, N) parameters were determined 

for these fluids. Using these parameters, the tc-PR EoS leads to the following very small average 
deviations: 1 %satP = , , 2 %sat

vap P LH c = =  and ( 0.9) 2.2 %sat
L rv T  = . Moreover, for the tc-PR 

and tc-RK CEoS to be applied to components not included in the DIPPR database, a generalized version 

of these models was developed. The 3-parameter Twu91 α-function was substituted by the 2-parameter 

Twu88 function, and the parameters L and M were correlated to the acentric factor. 
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In comparison with the previous work of Le Guennec et al. and as explained notably in Sections PII.III.II 

and PII.IV.II, 52 molecules that were considered to be suitable by these authors for fitting α-function 

parameters were declared non-reliable in this study. The reject of these 52 molecules is justified as 

follows: 

- for 34 molecules, no vapor pressure data were available (see Section PII.III.II). 
- For 14 molecules, the deviations between experimental and calculated properties were 

abnormally high so that such molecules were considered to be outliers (see Section PII.IV.II) 
- 4 molecules (Ca, K, Li and LiI) are metals with critical temperature higher than 2000 K which 

we believe can not be seriously modeled by a CEoS. 

In return, 661 new molecules were added to the library developed in this work. 
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Abstract 

More than 40 years after their publication, updated versions of the generalized Soave α-function 

( ) ( )( ) 2
0.5, 1 1r rT m T    = + −   

 suitable for the Redlich-Kwong (RK) and Peng-Robinson (PR) 

equations of state (EoS) are proposed in this work. The new mathematical expressions of ( )RKm   and 

( )PRm   have been determined by correlating optimal m  values, fitted on vapor pressures ( satP ) and/or 

enthalpies of vaporization ( vapH ) and/or saturated-liquid heat capacities ( ,
sat
P liqc ) against the acentric 

factor  . The correlations determined in this study can be considered as broad-based and sound since 

they were established on 1720 pure compounds belonging to many different chemical families 

(hydrocarbons, halogenated, oxygenated, sulfur, nitrogen compounds …) for which experimental data 
were available. Significant improvement on the reproduction of vapor pressures was obtained for the 

PR EoS with respect to the original version. Updated SRK EoS achieved similar results for the three 
properties of interest ( satP , vapHΔ  and sat

P ,liqc ), in comparison with the original SRK equation. 
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PIII.I Introduction 

As stated by Valderrama [232], the Soave-Redlich-Kwong (SRK) [233] and the Peng-Robinson [234] 

equations of state (EoS) are the most popular cubic equations used currently in research, simulation and 

optimization in which thermodynamics and VLE properties are required. These two equations have been 

considered for all types of calculations, from simple estimations of pure-fluid volumetric properties and 

vapor pressures to descriptions of complex multicomponent systems. As a direct consequence, all the 

commercially available process simulation packages (ProSim, Pro/II, Aspen, UniSim …) include the 
SRK and PR EoS among their thermodynamic models. Such EoS are usually used in their translated 

form [221–223] in order to improve their abilities to predict liquid densities. They can be summarized 

as follows: 
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where c  is the component-dependent volume-translation factor. It is usually [94] selected in order to 

exactly reproduce the experimental saturated liquid volume at a reduced temperature of 0.8. The 

temperature-dependent function ( )exp,rT   in the attraction term of both the SRK and PR equations is 

the one developed by Soave. For a given pure compound (characterized by its acentric factor exp  and 

its critical temperature ,expcT ), it is expressed as: 

 ( ) ( ) 2

exp exp, 1 ( ) 1Soave r rT m T   = +  −   (PIII.3) 

with, 

 2
exp expm A B C = + +  (PIII.4) 

,exp/r cT T T=  is the reduced temperature; A , B  and C  are universal constants which depend on the 

selected EoS. 

In 1972, Soave [233] assumed   values ranging from zero to 0.5 with a step of 0.05. For each of these 

eleven   values, he determined the corresponding m  values enabling to exactly reproduce reduced 
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vapor pressures at 0.7rT =  calculated as: 1( 0.7) 10sat
r rP T − −= = . Such m  values were correlated 

against   with the following second order polynomial: 

 20.480 1.574 0.176RKm  = + −  (PIII.5) 

In 1976, Peng and Robinson [234], determined for 14 hydrocarbons (methane, ethane, propane, i-butane, 

n-butane, cyclohexane, benzene, i-pentane, n-pentane, n-hexane, n-heptane, n-octane, n-nonane and n-

decane) and 3 permanent gases (N2, CO2, H2S) m  values suitable for their EoS by minimizing deviations 

between calculated and experimental vapor pressures. They used vapor pressure data from the normal 

boiling point to the critical point. These optimized m  values were correlated against the acentric factor 

and the resulting equation was: 

 20.37464 1.54226 0.26992PRm  = + −  (PIII.6) 

As recently recalled by Lopez-Echeverry et al. [235], since 1976 many papers were devoted to 

improving the Soave α-function. The most recent is probably the one published by Yang et al. [236] a 

few weeks ago. We will only cite a few of them, essentially written by Soave himself or by Peng and 

Robinson. As a first example, in 1978 Graboski and Daubert [237] refit the constants in Eq. (PIII.5). 

The regression was based on a detailed set of hydrocarbon vapor pressure data compiled by the 
American Petroleum Institute. The regression equation for RKm  based on such data was derived to be: 

 20.48508 1.55171 0.15613RKm  = + −  (PIII.7) 

As a second example, in 1993 Soave [238] correlated vapor pressures generated by the Lee-Kesler 

equation in order to derive – for the RK EoS – the following two-parameter α-function particularly 

suitable for heavy hydrocarbons: 

 ( ) ( ) ( )
22 0.484 1.515 0.044

1 1 1  with: 
2.756 0.700

r r r
m

T m T n T
n m

 
 = + −= + − + − 

= −
 (PIII.8) 

Soave [238] also explains that the 2 parameters m  and n  in Eq. (PIII.8) can be adjusted separately to 

correlate accurately experimental vapor pressures of polar substances. A few months later, Soave [239] 

advices to divide m  values returned by Eq. (PIII.5) by a factor 1.18 in order the translated SRK EoS 

accurately predicts fugacity coefficients of pure gaseous fluids at high temperature and high pressure. 

As a third example, in 1978, Robinson and Peng [240] proposed a piecewise expression of m . They 

recommended to generate m  values for substances whose acentric factors are lower or equal to that of 

n-decane by Eq. (PIII.6) which was published in 1976. For heavier molecules, they advised to estimate 

m  by a third order polynomial of the acentric factor: 

 
2

2 3

0.37464 1.54226 0.26992

0.379642 1.48503 0.164423 0.016666
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m

m

   

    
−

−
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 (PIII.9) 

Eq. (PIII.9) received a considerable acclaim and is used in particular in the well-acknowledged PPR78 

model [228,241,242]. 
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This short bibliographic review makes it possible to conclude that the correlations of m  parameters 

against   have always been conducted on a small number of hydrocarbons in order to either exactly 
reproduce the vapor pressure at 0.7rT =  or to minimize the deviations between calculated and 

experimental vapor pressures. In this paper, we decided to follow the conclusions of one of our recent 

studies [243] in which we demonstrated that safe α-function parameters can only be obtained if the 

fittings are carried out considering at least vapor pressure ( satP ) data. As was done in our previous paper 

[243] and thanks to the DIPPR database, we were able to find 1720 compounds for which accurate vapor 

pressures were available. Moreover, for 1522 out of these 1720 compounds, the DIPPR database also 
provided enthalpies of vaporization ( vapHΔ ) and/or saturated liquid heat capacity ( sat

P ,liqc ) data. 

For each of these 1720 compounds, RKm  and PRm  were determined in order to minimize the deviations 

between calculated and available experimental data that include satP  and/or vapHΔ  and/or sat
P ,liqc . To 

the best of our knowledge, vapHΔ  and sat
P ,liqc  data were never used to calibrate the Soave α-function 

and no fittings were conducted on a so huge number of components. Eventually, these optimized m  

values were correlated against the acentric factor in order to update the generalized Soave α-function 

suitable for the RK and PR EoS. 

At this step, it is worth noting that the Soave α-function does not pass the consistency test proposed by 

Le Guennec et al. [218,219] which stipulates that α-functions must obey the following list of constraints 

to guarantee safe property predictions in both subcritical and supercritical domains: 

 

( )

2

2

3

2

2

3

0 and  continuous

and  co0

( ) 1 and 

ntinuous

and  cont
for all T: 

0 inuo s

0

u

r

c

r

r

r

r

r

d d

dT dT

T d d

dT dT

d

dT

T 
 

 







 

=  








 (PIII.10) 

However as explained by Le Guennec et al. [218], the 1972 Soave α-function is consistent i.e. satisfies 

the constraints given in Eq. (PIII.10) up to a temperature which is generally higher than 1500 K. This is 

the reason why this study was conducted and the reason why the Soave -function is certainly the most 

used α-function in chemical industries. 

PIII.II Updated Soave 𝒎 parameter 

As stated in the introduction, thanks to the DIPPR database we were able to find 1720 compounds 

belonging to many different chemical families (hydrocarbons, halogenated, oxygenated, sulfur, nitrogen 

compounds …) for which at least vapor pressure data could be accurately generated from a temperature-

dependent correlation (see the Supplementary Material section (Appendix C) for the whole listing of the 

1720 compounds). In addition, for 1522 compounds among these 1720, other experimental data like 
enthalpy of vaporization ( vapH ) and/or saturated liquid heat capacity ( ,

sat
P liqc ) were also available. 

Table PIII.1 summarizes the available property data for the 1720 compounds considered in this study. 
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Table PIII.1. Distribution of the 1720 retained compounds according to the accurate property 
data available in the DIPPR database. 

Accurate property data available in the DIPPR 
database 

Number of 
compounds 

( satP  + vapH  + ,
sat
P liqc ) 758 

( satP  + vapH ) 694 

( satP  + ,
sat
P liqc ) 70 

( satP ) 198 

TOTAL: 1720 
 

First of all, optimal m  parameters for each of the 1720 considered compounds have been determined. 

Our first task was thus to generate pseudo-experimental data thanks to the correlations available in the 

DIPPR database. Generation of the pseudo-experimental data obeyed the following rules: 

1) Regardless of the considered property among satP , vapH  and ,
sat
P liqc , 50 equidistant 

pseudo-experimental data points were generated in their valid temperature range, 

 min max;T T . 

2) For the vapH  and ,
sat
P liqc  correlations, in the case that maxT  exceeds 0.98 cT , max 0.98= cT T  

was set. The reason for this choice is simple: vapH  goes to zero at the critical temperature 

and the calculation of the relative deviation with the experimental data induces a division by 
zero. Similarly, ,

sat
P liqc  goes to infinity at the critical temperature so that, once again, the 

relative deviation with the experimental value cannot be calculated. 
3) For the satP  correlation, max = cT T  was set. However, in the case where 

( )min 0.1 satP T bar , the value of minT  was increased to enforce that ( )min 0.1 =satP T bar  

(considering that most industrial processes operate at higher values of pressure and that satP  

data can be highly uncertain at very-low pressures, say less than 1 torr). 

The optimal m  parameter was the one which minimized the generic objective function given by Eq. 

(PIII.11), which is a weighting of the Mean Absolute Percentage Error (MAPE) between calculated and 
experimental satP , vapH  and ,

sat
P liqc . The objective function was obviously adapted according to the 

available experimental data. 
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When experimental saturated liquid heat capacities were available, a special attention was devoted to 
the estimation of the weighting factor on ,

sat
P liqc  [denoted as WF  in Eq. (PIII.11)]. As an initial choice, 

it was set to 1. Nevertheless, for certain compounds, deviations on ,
sat
P liqc  were found to be much smaller 

than those on satP . In these cases, the accuracy on ,
sat
P liqc  was deteriorated to gain accuracy on satP  (i.e., 

to obtain smaller deviations on satP ). This goal was made possible by carrying out successive 

minimizations by changing the value of WF  from 1 to 0.1, with a step of 0.1. In practice, this procedure 

was run for a considered compound if: 

• The MAPE on satP  was larger than 2% and the MAPE on ,
sat
P liqc  was smaller than that on satP

, 

or 

• the MAPE on ,
sat
P liqc  was considerably smaller (two times) than that on satP  and the MAPE on 

,
sat
P liqc  was larger than 1%. 

These conditions are summarized in Eq. (PIII.12): 
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, ,
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sat sat sat
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P liq P liq
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MAPE c MAPE P MAPE c

 

  

and

and

 (PIII.12) 

In a second step, the weighting factor was selected following a case-by-case analysis to obtain what we 

considered the best compromise between the MAPE on the vapor pressures and MAPE on the saturated-

liquid heat capacities. 
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PIII.III Results 

Optimized m  parameters for each of the 1720 compounds considered in this study are reported in the 

Supplementary material section (Appendix C) for both the PR and the RK EoS. As illustrated in Figure 
PIII.1, they have been correlated against exp  for both cubic EoS. The resulting expressions are the 

following second order polynomials: 

 20.4062 1.3988 0.0778PRm  = + −  (PIII.13) 

 20.4976 1.4796 0.0722RKm  = + −  (PIII.14) 
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Figure PIII.1. Correlation of optimized m  parameter against exp  for both the PR and RK EoS. 

Comparison between the original correlation and the one determined in this work. Each of the 
1720 open circles represent a pure compound. 

Table PIII.2. Comparison of the MAPEs calculated with the original and the updated Soave α-
functions. Application to the PR and RK EoS. 

 Peng-Robinson Redlich-Kwong 
 Original Soave α-

function  
[Eq. (PIII.6)] 

Updated Soave α-
function in this 

work  
[Eq. (PIII.13)] 

Original Soave α-
function  

[Eq. (PIII.5)] 

Updated Soave α-
function in this 

work  
[Eq. (PIII.14)] 

MAPE on satP  
(1720 compounds) 

2.7% 1.8% 2.2% 2.2% 

MAPE on vapΔ H  

(1452 compounds) 
3.1% 2.8% 2.9% 2.9% 

MAPE on sat
P,liqc  

(828 compounds) 
7.1% 6.8% 5.3% 5.3% 
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In order to have an overview of the capabilities of these two new expressions, they are compared with 

original polynomials for both the PR and RK equations. The Mean Absolute Percentage Error (MAPE) 

on satP , vapH  and ,
sat
P liqc  calculated with the original and the updated Soave α-functions are reported 

in Table PIII.2 (the detailed results obtained with the updated α-functions for each of the 1720 

compounds are available in the Supplementary material section - Appendix C). A graphical comparison 

of the original and updated polynomials can be found in Figure PIII.1. 

It is first observed that there is no difference between the original and updated Soave α-functions coupled 

with the RK EoS. All the three properties of interest ( satP , vapH  and ,
sat
P liqc ) are reproduced with the 

same accuracy. This demonstrates the worldwide recognized pertinence of the approach used by Soave 

for correlating m values against  . It is however worth noting that the updated α-function is more 

accurate than the original α-function for very heavy molecules having an acentric factor larger than 1. 

Such an improvement is not reflected in the average deviations given in Table PIII.2 because the number 

of very heavy compounds is small in comparison to the total number of compounds. The significant 

divergence between the 2 polynomials when exp  is larger than 1 is however prominent in Figure PIII.1. 

On the other hand, it is possible to highlight the decrease of 0.9% of MAPE on satP  when the updated 

Soave α-function, instead of the original version, is coupled with the PR EoS. Above all, Table PIII.2 

highlights that the accuracies of both EoS are very similar. This is especially true with the updated Soave 

α-functions (the use of the original Soave α-functions gives indeed an advantage to the SRK EoS). It is 

also possible to conclude that the use of a one-parameter α-function (like the one developed by Soave) 

makes it impossible to simultaneously catch satP , vapH  and ,
sat
P liqc . Indeed, for both EoS, the MAPE 

on ,
sat
P liqc  is larger than 5%. 

Table PIII.3. Comparison of the MAPEs on sat
liqv  calculated with the original and the updated 

Soave α-functions. Application to the translated and untranslated PR and RK EoS. 

 Peng-Robinson Redlich-Kwong 
 Original Soave α-

function  
[Eq. (PIII.6)] 

Updated Soave α-
function in this 

work  
[Eq. (PIII.13)] 

Original Soave α-
function  

[Eq. (PIII.5)] 

Updated Soave α-
function in this 

work  
[Eq. (PIII.14)] 

MAPE on sat
liqv  

(1488 compounds) 
( rT < 0.9 ) 

Untranslated Untranslated 

8.8% 8.7% 19% 19% 

Translated Translated 

2.2% 2.2% 3.8% 3.8% 

 

At this step, it was also decided to estimate the MAPE on the liquid molar volumes. Among the 1720 

compounds considered in this paper, the DIPPR database has accurate correlations to estimate liquid 

molar volumes at saturation ( sat
liqv ) for 1488 of them. As previously done for the satP , vapH  and 

,
sat
P liqc  properties, for each of these 1488 compounds, the DIPPR correlation was used to generate 50 
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equidistant liquid molar volume data points between minT  and max 0.9 cT T= . In this case, minT  is the 

minimum temperature at which sat
liqv  can be estimated from the DIPPR correlation, whereas 

max 0.9 cT T=  is the highest temperature at which the volume-translation concept has beneficial effect. 

By denoting ,sat t CEoS
liqv − , the molar volume calculated with the translated EoS [see Equations (PIII.1) 

and (PIII.2)], the MAPE on sat
liqv  is calculated as: 

 

, ,
50

,1

100
50

sat sat
liq liq

sat
liq

v vsat DIPPR sat t CEoS
i iliq liq

vsat DIPPRi iliq

v T v T

MAPE

v T

−

=

   −   
   =

 
 
 

  (PIII.15) 

These MAPEs are reported in Table PIII.3 for both the PR and RK EoS in their translated and 

untranslated versions (the detailed results obtained with the updated α-functions for each of the 1488 

compounds are available in the Supplementary material section - Appendix C). 

Such a table highlights that the reproduction of the experimental sat
liqv  data is dramatically improved for 

both EoS when a volume translation is applied. Another key conclusion is that the choice of the α-
function (original or updated) has a negligible impact on the MAPE on sat

liqv . In addition, for completing 

our analysis, the average deviations on the molar critical volume are reported in Table PIII.4 (the detailed 

results obtained with the updated α-functions for each of the 1488 compounds are available in the 

Supplementary material section - Appendix C). 

Table PIII.4. Comparison of the MAPEs on the molar critical volume ( cv ) calculated with the 
original and the updated Soave α-functions. Application to the translated and untranslated PR and 
RK EoS. 

 Peng-Robinson Redlich-Kwong 
 Original Soave α-

function  
[Eq. (PIII.6)] 

Updated Soave α-
function in this 

work  
[Eq. (PIII.13)] 

Original Soave α-
function  

[Eq. (PIII.5)] 

Updated Soave α-
function in this 

work  
[Eq. (PIII.14)] 

MAPE on cv  
(1488 compounds) 

Untranslated Untranslated 

21% 21% 31% 31% 

Translated Translated 

20% 20% 24% 24% 

 

At the critical point, the volume-translation parameter c  has too small influence on the calculated 
critical volume ( cv ) to obtain a good match with the experimental value. Although the influence of the 

volume translation concept is more visible on the RK EoS, the PR CEoS yields better predictions of cv

. Table PIII.3 and Table PIII.4 definitively demonstrate the superiority of the PR EoS to correlate molar 

volumes in comparison to the SRK EoS. 

To conclude this section, we need to say a few words about VLE calculations for binary systems when 

classical vdW one-fluid mixing rules that involve a temperature-independent interaction parameter (k12) 
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are considered. A prerequisite for successful correlation of binary systems is accurate knowledge of the 

vapor pressure of each pure component; this is certainly the dominant factor whereas the second most 

important factor is the k12. Consequently, by improving the prediction of vapor pressure data, the 

updated correlations developed in this study contribute doubtless to a better correlation of binary 

systems. A key question we also need to address is: how much change in the interaction parameter is 

needed when we switch from the original to the updated correlation? It is indeed acknowledged that 

numerical values of k12 are specific to the considered α-function. To answer this question, we decided 

to refer to the work by Jaubert and Privat [244] who developed an equation making possible to calculate 

the k12 suitable for a desired α-function (e.g., the updated α-function developed in this work) knowing 

the corresponding k12 value for another α-function (e.g., the original Soave α-function). Such an equation 

writes: 

 

( ) ( )2 2

12 1 2 1 2 1 2
12

1 2

, ,

2

2

with:  and 

original original original original original updated updated
updated

updated updated

original updated
c i c ii ioriginal updated

i i
i i

k
k

a a

b b

     

 

 
 

+ − − −
=

 
= =

 (PIII.16) 

Eq. (PIII.16) was used for several binary systems and the change in k12 was found to be small after 

switching from the original to the updated correlation. Consequently, it is possible to continue use of 

the numerical values of k12 available in commercial process simulation softwares for hundreds of binary 

systems when the updated correlations developed in this paper are used. It is however obviously advised 

to update k12 values thanks to Eq. (PIII.16). 

PIII.IV Conclusion 

In this study, updated versions of the generalized Soave α-function suitable for the RK and PR EoS have 

been proposed. Significant improvement on the reproduction of vapor pressure data have been obtained 

for the PR EoS with respect to the original version. The modified SRK EoS achieved similar results for 

the three properties of interest, in comparison with the original SRK equation. A significant difference 

however appears for very heavy molecules having an acentric factor larger than 1. This paper makes it 

also possible to conclude that the accuracies of the PR and SRK EoS are very similar, except for molar 

volumes, which are better predicted with the PR EoS. 

To conclude, we do encourage developers of commercial process simulation softwares to update the 

parameters of the exp( )m   function involved in Soave α-functions as reported in Eqs. (PIII.13) and 

(PIII.14) of the present study.  
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Abstract 

The 2nd degree polynomial volume function ( 2 2+ +v ubv wb ), involved in the attractive term of cubic 

equations of state, has a strong influence on the calculated volumetric properties and, to a lesser extent, 

influences the calculated vapor-liquid equilibrium properties such as vapor pressure and enthalpy of 

vaporization. This function contains two parameters ( u  and w ) that were either selected constant or 

constituent-dependent in the literature. In this work, it is analyzed through a systematic methodology 

how parameters u  and w  influence the accuracy of predicted volumetric and vapor-liquid equilibrium 

properties, both for untranslated and translated cubic equations of state. It was thus possible to determine 

the optimum values of such parameters and to discuss if the values selected in well-known cubic 

equations of state are the most relevant. 
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PIV.I Introduction 

Today, computer-aided-process-design software allow virtually any engineer to simulate large 

flowsheets with considerable detail. Such simulators embed many thermodynamic models, and among 

these, equations of state (EoS) play a major role. The proper selection of these latter determines in large 

part the accuracy of the simulation. Indeed, as explained by Agarwal et al. [245], if we have an equation 

of state (EoS) and the ideal-gas heat capacities, we can calculate not only phase equilibria, but also all 

the needed thermodynamic properties for a comprehensive model of an entire flowsheet. Among these 

properties, vapor pressures are paramount, liquid densities are fundamental for mass balances whereas 

enthalpies, entropies and heat capacities are key properties for energy and exergy balances. Among 

different types of equations of state, the so-called cubic equations of state (CEoS), usually written in 

pressure-explicit form, arise as a widespread choice due to their accuracy, the low number of required 

experimental parameters and their availability as well, ease of implementation, ability to provide 

reasonable estimation of enthalpies and entropies and robustness. In a generalized form, CEoS can be 

expressed as: 

 ( )
2 2

( )
, = −

− + +

RT a T
P T v

v b v ubv wb
 (PIV.1) 

where parameter a  is a measure of the attractive forces between molecules; parameter b  is the so-

called covolume, which attempts to correct the perfect-gas law for the fact that molecules have a non-

zero effective volume; and the constants u  and w  are either universal real numbers (the same values 
apply to all compounds) or substance-dependent quantities. The temperature-dependent ( )a T  

parameter is classically written as: 

 ( ) ( )= ca T a T   (PIV.2) 

It is the product of the value of the attractive parameter at the critical temperature ( ca ) multiplied by a 

so-called α-function, which is dimensionless. Such an α-function has a great influence on the calculated 

vapor-liquid equilibrium properties like vapor pressure, enthalpy of vaporization and saturated-liquid 

heat capacity. On the other hand, the volume function of the attractive term ( 2 2+ +v ubv wb ) and, in 

particular, the numerical values assigned to u  and w  , govern essentially the accuracy of the predicted 

volumetric properties. To parametrize this function, two options are on the table. The first option is to 

consider u  and w  as universal (component-independent) constants. By doing so, the critical 

compressibility factor returned by the EoS ( EoS
cz ) is the same for all components. However, known 

experimental values of cz  range between 0.0144 (for magnesium oxide) and 0.637 (for triethyl 

phosphate); therefore, by selecting this first option, the predicted saturated liquid densities, and 

particularly those in the critical region, are inevitably going to deviate from their experimental values. 

However, to the best of our knowledge, a systematic study of how the selection of u  and w  values (that 

can be chosen in a very large range of values) influence the accuracy of CEoS for property predictions 

was never conducted. The second option is to consider u  and w  as component-dependent factors. A 

first possibility is to correlate u  and w  to a readily available property like the acentric factor. 

Alternatively, the volume-translation concept, as initially developed by Péneloux et al. [92], can be used: 

the addition of a component-specific volume translation parameter entails that the u  and w  parameters 
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become component-specific themselves. But, are these two alternatives equivalent? Would it be an 

interest to combine them? (i.e., to use component-dependent u  and w  parameters and to simultaneously 

translate the EoS). Here again, we did not find in the literature any systematic study comparing the 

usefulness to correlate u  and w  to   or to use of a volume-translated EoS. 

Bearing this in mind, the first part of this paper presents a historical background of the most popular 

modifications of the volume function proposed to improve the ability of CEoS to predict volumetric 

properties. The second part of this paper explores the possibility to correlate u  and w  to the acentric 

factor and to simultaneously translate the EoS. In the last part of this paper, a map reporting deviations 

between EoS predictions and experimental properties in the −u w  space is screened in order to deem 

how such parameters influence the accuracy of the predicted volumetric and vapor-liquid equilibrium 

properties, both for untranslated and translated CEoS. This map made it possible to determine the 
optimal ( ,u w ) values and to discuss the parametrization of the volume function in the attractive term of 

well-known cubic equations of state. 

PIV.II Historical background 

An overview of the various modifications operated on the volume function of the attractive term of 

CEoS is presented below. A particular attention is devoted to the choice for the u  and w  parameters. 

PIV.II.I Selection of constant ( ,u w ) values 

In 1873, J.D. Van der Waals [63] proposed the first, simplest and best known cubic equation of state: 

 ( )

2 2
,exp

,exp
2

,exp

,exp

27
64

,  with:  
1
8


 =


= − 
−  =



c
c

cc

c

c

R T
a

PaRT
P T v

v b RTv
b

P

 (PIV.3) 

It is a so-called 2-parameter CEoS because its application to a pure component requires the preliminary 

knowledge of two experimental (exp) component-dependent parameters (the critical temperature ,expcT  

and pressure ,expcP ). In Eq. (PIV.3), R  is the gas constant, T , the temperature, P , the pressure and v

, the molar volume. The Van der Waals EoS gives a qualitatively correct description of fluid properties 

and phase behavior [246], but it predicts a too large critical compressibility factor of 3 / 8  and thus leads 

to very poor correlation of densities in the critical region. By identification with Eq. (PIV.1), it is 

noticeable that u  and w  were set to 0= =u w . Although numerous modifications of the Van der Waals 
equation were proposed, very few different ( , )u w  pairs were tested out.  

As a matter of fact, the two EoS which received most attention in the last 50 years are those proposed 

by Soave [64] (he introduced the so-called Soave-Redlich-Kwong EoS denoted SRK) and Peng-

Robinson [65–67] (PR). For a given pure component, such modern EoS require the specification of three 

macroscopic properties ( ,expcT , ,expcP  and exp ) and they are thus equivalent to a 3-parameter 

corresponding states principle [68,69]. In this paper, they are simply referred as 3-parameter EoS. The 
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equation developed by Harmens [247] (Ha) to predict the properties of air also received substantial 

attention.  

Without clear explanation or theoretical foundations, all these authors assumed that u  and w  are subject 

to the constraint: 1+ =u w . As a first example, the SRK EoS is characterized by 1=u  and 0=w  and 

the corresponding critical compressibility factor is equal to 1 / 3 . The SRK EoS is defined by: 
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 (PIV.4) 

In 1976, Peng and Robinson selected 2=u  and 1= −w  so that the corresponding critical 

compressibility factor is equal to 0.3074 . The PR EoS expression is: 
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 (PIV.5) 

In 1977, focusing on the reproduction of vapor-liquid equilibria (VLE) of the nitrogen-argon-oxygen 

system, Harmens selected 3=u  and 2= −w . He claimed that the strength of the equation lied in the 
fact that for nitrogen 0.2883=cz , which is very close to the value returned by his model: 0.2862=cz

. 
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PIV.II.II Selection of component-dependent ( ,u w ) pairs 

As previously stated, assigning universal values to u  and w  entails the prediction by the EoS of a 
unique cz  value for all components. In order to improve the prediction of liquid densities in the critical 

region, the cz  parameter must be made component-dependent and no longer universal. One way to 

reach this goal is to use component-dependent values for u  and w . A possibility is to correlate u  and 

w  to a readily available property. This is exactly what Schmidt and Wenzel [248] decided to do in 1980 
after noticing that the SRK EoS better describes liquid molar volumes (at 0.7=rT ) of spherical 

molecules like methane (for which 0 = ) than the PR EoS while, conversely, the PR EoS yields better 

results for n-heptane (the acentric factor of which is about 0.35) than the SRK EoS. Both the SRK (
1 ; 0= =u w ) and PR ( 2 ; 1= = −u w ) EoS satisfy 1+ =u w  so that Schmidt and Wenzel kept this 

relationship. Moreover, in order to find back the SRK EoS ( 0=w ) when 0 =  and the PR ( 1= −w ) 

EoS when 0.35  , they set: 3= − w . This led them to the following expression: 

 ( )
( )2 2

( )
,

1 3 3

 
= −

− + +  − 
ca TRT

P T v
v b v bv b

  (PIV.6) 

The same year, a similar methodology was applied by Harmens and Knapp [249]. They also kept 
1+ =u w  and, following Schmidt and Wenzel, they developed a complex correlation to estimate u  from 

the mere knowledge of the acentric factor. They proposed: 

 2 3 4

2
exp exp

1 3
1

0.10770 0.76405 1.24282 0.96210

 with: 0.3211 0.080 0.0384

− = + + − +
 = −  + 

c

c c c c

c

z
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z z z z

z

  (PIV.7) 

For small-size molecules characterized by 1 3=cz , Eq. (PIV.7) returns 1=u  and 0=w  corresponding 

to the SRK EoS. Similarly, by setting 0.3074=cz  (corresponding to intermediate-size molecules like 

n-hexane), the PR EoS constants are obtained ( 2=u  and 1= −w ). 

In 1982, Patel and Teja [187] also followed the footsteps of Schmidt and Wenzel and selected 1+ =u w

. For non-polar molecules, w  was correlated to the acentric factor and a Soave-type α-function was 

used. In particular, in order to determine w , it is first necessary to calculate the smallest positive root 
(noted minx ) of the following cubic equation: 

 
( ) ( )3 2 2 3

2
exp exp

2 3 3 0

with: 0.329032 0.076799 0.0211947

 + − + − =


= −  + 

c c c

c

x z x z x z

z
  (PIV.8) 

Once done: 
min

3 1−
= cz

w
x

 (PIV.9) 

For a light non-polar substance characterized by 0 = , Eq. (PIV.9) returns a value of w  close to zero 

so that the new equation is comparable to the SRK equation and, for components whose acentric factors 

are close to 0.3, we get 1 −w  so that the proposed equation is comparable to the PR EoS. As 

previously observed with the works by Schmidt and Wenzel or Harmens and Knapp, characteristics of 

both the SRK and PR equation are implicit in the new formulation by Patel and Teja. 
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For polar molecules, Patel and Teja failed to correlate w  and the shape parameter m  of the α-function 

(see, e.g., Eq. (PIV.4)) with the acentric factor. They thus decided to work with a 4-parameter CEoS. m  

and w  were considered as adjustable parameters and were fitted component by component on 

experimental vapor-pressure and liquid-density data. In the end, their EoS requires the knowledge of 

,expcT , ,expcP , m  and w . 

In 1976, Fuller [250] published a 5-parameter EoS that requires the knowledge of ,expcT , ,expcP , ,expcv , 

exp  and expP  (the experimental value of the parachor) for a given pure component. With the aim of 

accurately correlating the liquid densities of polar and non-polar components, he decided to set 0=w  

and to make u  component and temperature-dependent. Fuller also selected a temperature-dependent 

covolume and we know today that such a choice is thermodynamically inconsistent since it leads to the 

crossing of isotherms in a (P,v) plane and to negative heat capacities [251–253]. His final equation takes 

the form: 

 ( )
2

,exp ,exp ,exp exp exp

( )
,

( ) ( , , , , , )


= −

− +  
c

c c c

a TRT
P T v

v b T v u T T P v P bv
  (PIV.10) 

In 1992, Twu et al. [254] carried out an analysis of the CEoS on a −u w  diagram with the aim of 

discussing the representation of volumetric properties. 21 possible combinations of u  and w  were 

checked for a number of alkanes, alcohols and glycols. They established that the relationship between 
u  and w  should be: 4− =u w  for the best representation of saturated-liquid densities. The following 

expression was obtained: 

 ( )
2 2

( )
,

( 4)


= −

− + + +
ca TRT

P T v
v b v w bv wb

  (PIV.11) 

In Eq. (PIV.11), w  is treated – component by component – as an adjustable parameter. It is obtained by 

minimizing the deviations between calculated and experimental liquid densities. In order to 

simultaneously get accurate vapor pressures, Twu used a 3-parameter (noted L , M , and N ) α-function 

[216] so that in the end, each pure component is characterized by 6 parameters ( ,expcT , ,expcP , w , L , M

, N ). 

At this step, we believe it is important to recall that the brilliant concept to make u  and w  substance-

dependent in order to get better liquid densities was first introduced by Clausius who proposed the 

following equation in 1880 [255]: 

 ( )
( )2

( ) 1
,    with: ( )


= −  =

− +
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r

a TRT
P T v T

v b Tv c
 (PIV.12) 

where c  is a component-dependent parameter. For such an EoS, we immediately get: 2=
c

u
b

 and 

2
 =  
 

c
w

b
. 
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Another method to obtain component-dependent u  and w  parameters (and thus to get cz  component-

dependent in order to achieve better representation of volumetric properties) is to translate the EoS. This 

simple and ingenious concept, proposed by Péneloux [92], corresponds to a translation of the whole P-

v isotherm (of the amount −c ) along the volume axis. Indeed, for a given component, the saturated-

liquid volume calculated by a CEoS at a given temperature is usually notably different from the 

experimental value but the difference between the calculated and the experimental volume is 

approximately constant when varying the temperature. Consequently, a temperature-independent 

volume translation (all the calculated molar volumes are translated by a constant amount c ) 

significantly improves the description of saturated-liquid densities. Assuming that subscripts o  and t  

refer to the original (i.e. untranslated) and translated equations of state, respectively, the shifted volume 

tv  (closer to the experimental value than ov ) is linked to ov  by: 

 = −t ov v c  (PIV.13) 

In Eq. (PIV.13), the substance-dependent volume-translation parameter, c , is often determined in order 
that the translated EoS exactly reproduces the experimental saturated liquid volume at 0.8=rT . At this 

step it is possible to determine the relationship between ou  and ow  stemming from the untranslated 

EoS and tu  and tw  from the translated EoS. 

Starting with a non-translated EoS with the form of Eq. (PIV.1) in which ou  and ow  are constant: 

 ( ) 2 2

( )
,


= −

− + +
c

o o
o o o o o o o o

a TRT
P T v

v b v u b v w b
  (PIV.14) 

the expression of the translated EoS is obtained by replacing in Eq. (PIV.14) ov  by ( )+tv c  and ob  by 

( )+tb c  [132,183]. This gives the form: 
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,

( ) ( )( ) ( )


= −

− + + + + + +
c

t t
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a TRT
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  (PIV.15) 

By rearranging Eq. (PIV.15), in the form of Eq. (PIV.1), we get: 

( ) 22 2

(2 )
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,  with:
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 (PIV.16) 

Depending on the component-dependent parameters c  and . tb ., the tu  and tw  parameters are now 

component-dependent, and thus ,c tz , the critical compressibility factor of the translated CEoS, is 

component dependent too. Indeed, as a direct consequence of having translated the critical volume (

, ,= −c t c ov v c ), we immediately get: ,exp
, ,

,exp
= − c

c t c o
c

P
z z c

RT
. 

Finally, in Table PIV.1, the values of u  and w  are reported for all the CEoS previously mentioned. 
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Table PIV.1. Selected values of u  and w  for the volume function of the attractive term in cubic 
equations of state. 

EoS u w 

Van der Waals (1873) [63] 0  0  

Clausius (1880) [255] 2
c

b
 

2
 
 
 

c

b
 

Soave-Redlich-Kwong (1972) [64] 1  0  

Peng and Robinson (1976) [65] 2  1−  

Harmens (1977) [247] 3  2−  

Schmidt and Wenzel (1980) [248] 1 3+   3−   

Harmens and Knapp (1980) [249] component-dependent 1− u  

Patel and Teja (1982) [187] 1− w  component-dependent 

Fuller (1976) [250] component-dependent 0  

Twu, et al. (1992) [254] 4 + w  component-dependent 

translated EoS (1982) [92] (2 ) + +  
 

o o
t

c
u u

b
 

2

( 2 )

(1 )

 + +  
 

 + + +  
 

o o o
t

o o
t

c
w u w

b

c
u w

b

 

 

This table highlights that very few ( ,u w ) pairs of constant parameters were explored. It is however well-

established that the SRK and PR EoS predict the saturated liquid volumes with an average deviation of 
about 16% and 8% respectively. This means that by changing the ( ,u w ) pair from (1; 0)  to (2 ; 1)−  , 

the deviations are divided by 2. Thus, by screening all the possible ( ,u w ) pairs, the optimal one, leading 

to the most accurate reproduction of volumetric data, could be determined. This table also shows that 

the volume-translation concept was never applied to an EoS expressing u  and w  as generalized 

functions of the acentric factor. For all these reasons, in the next sections the usefulness of using 
functions of the acentric factor for the ( ,u w ) parameters in a translated EoS is first discussed. Then, a 

large screening of ( ,u w ) pairs for both untranslated and translated CEoS will be performed to identify 

the optimal one. 

PIV.III On the interest to combine -dependent ( u,w ) parameters and a 
volume-translation parameter in a CEoS 

PIV.III.I On the interest to select -dependent ( ,u w ) pairs in untranslated CEoS 

In order to highlight the interest of selecting  –dependent ( ,u w ) parameters for a better correlation of 

liquid-density data, let us illustrate that the selection of universal ( ,u w ) constants entails that smallest 

deviations over liquid-density data are solely obtained for molecule having a specific acentric factor. To 

do so, the SRK ( 1=u , 0=w ) and PR ( 2=u , 1= −w ) EoS, that embed a generalized α-function, are 
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considered. Note that a similar study was conducted by Schmidt and Wenzel 40 years ago but these 
authors only calculated the deviation over one kind of datum: the molar volume at 0.7=rT . Here, our 

plan is to consider a larger range of temperatures to get more reliable conclusions. Following Schmidt 

and Wenzel, 14 hydrocarbons ranging from CH4 ( 0.01 = ) to n-decane ( 0.49 = ) were selected. For 

each of them, the correlation reported by the DIPPR database to estimate the molar liquid volume at 
saturation was used to generate 50 equidistant data points between minT  and   0.9=max cT T . Here, minT  

is the minimum temperature at which sat
liqv  can be estimated from the DIPPR correlation. Once done, 

the MAPE (Mean Absolute Percentage Error) on sat
liqv  was calculated as: 
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 (PIV.17) 

The results shown in Figure PIV.1 highlight that, for a given acentric factor value, deviations on sat
liqv  

are strongly impacted by the choice of the EoS i.e. by the values assigned to u  and w . Figure PIV.1, 

in which a large range of temperature was considered, differs significantly from the one published by 

Schmidt and Wenzel but leads to similar conclusions: the SRK EoS ( 1=u , 0=w ) describes well the 

liquid volume at low values of ω; while the PR EoS ( 2=u , 1= −w ) yields the best results around 

0.30 =  (for n-hexane).  

 

Figure PIV.1. Deviation on saturated liquid molar volume up to 0.9=rT  as a function of the 
acentric factor  , calculated by the SRK and PR EoS. The 14 substances are by order of  : CH4, 
C2H4, C2H6, C3H6, C3H8, but-1-ene, n-butane, benzene and the n-alkanes from n-pentane to n-
decane. 

0%

5%

10%

15%

20%

25%

0.0 0.1 0.2 0.3 0.4 0.5

M
A

P
E

 o
n

 v
liq

Acentric factor

PR

SRK



Publications 

- 143 - 

What can be said for   values different from 0 and 0.3? For sure, Figure PIV.1 does not help to 
determine which ( ,u w ) pair is suitable when, e.g., 0.5 = . Schmidt and Wenzel assumed 3= − w  

and 1 3= + u  although they had no argument justifying that u  and w  should be linear functions of 

. 

PIV.III.II On the interest to select -dependent ( ,u w ) pairs in translated CEoS 

The second possibility to make cz  component-dependent is to translate the EoS explaining why it was 

now decided to check the influence of the acentric factor on the correlation of saturated-liquid volumes 

with translated versions of the SRK and PR EoS. In this study, the substance-dependent volume-

translation parameter, c , was determined, component by component, in order the translated EoS exactly 

reproduces the experimental saturated liquid volume at a reduced temperature of 0.8, [ ,exp ( 0.8)=sat
liq rv T

], that is: 

 ( ),
,exp0.8 ( 0.8)−= = − =sat CEoS sat

r liq rliqc v T v Tu  (PIV.18) 

where ( ), 0.8− =sat CEoS
rliqv Tu  is the molar volume calculated with the original (untranslated) CEoS at 

0.8=rT . 

 

Figure PIV.2. Deviation on saturated liquid molar volume ( sat
liqv ) up to 0.9=rT  as a function of 

the acentric factor  , calculated by the translated-SRK and translated-PR EoS. The scale has 
intentionally been kept identical to the one of Figure PIV.1 and the 14 substances are those of 
Figure PIV.1.  
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The results are visible in Figure PIV.2 and, in comparison to Figure PIV.1, the change is drastic: for 
both the translated SRK and PR EoS, the MAPE on sat

liqv  is more or less constant regardless of the 

acentric factor value. 

It is no longer possible to assert that the SRK EoS is more suitable for spherical molecules and the PR 

EoS is more suitable for larger molecules. Independently of the acentric factor value, the translated-PR 

(t-PR) EoS leads to smaller deviations on liquid densities than the translated-SRK (t-SRK). We can thus 

conclude that u  and w  strongly affect the correlation of liquid densities but have to be selected as 

universal constants (-independent) when CEoS are translated. There is thus no benefit to select 
component-dependent ( ,u w ) pairs and to simultaneously translate the EoS. Such a result is extremely 

important and opens the way to the search for an optimal ( ,u w ) set of universal constants that would 

potentially lead to better results than those obtained with the t-PR EoS (about 2% on liquid molar 

volumes according to Figure PIV.2). 

Remark: although not shown, the results depicted in Figure PIV.2 were confirmed by considering an 

extended database of 1,300 pure compounds – including all families of chemical species – and for which 

accurate pseudo-experimental liquid densities could be extracted from the DIPPR database. 

 

PIV.III.III Search for -dependent ( u , w ) parameters to be used with untranslated 
CEoS that lead to the same performance as ( ou , ow ) universal constants used in translated 

CEoS 

What have we learnt? 

1) In Section PIV.III.II, it has been shown that the combination of constant universal parameters ( 2=ou

, 1= −ow ) of the PR EoS and a component-specific volume-translation parameter leads to quite low 

deviations over liquid-density data (around 2%). 

2) As stated in Section PIV.II.II, by translating an EoS characterized by constant universal parameters (

ou , ow ), we obtain component-dependent u  and w  parameters, noted ( ,t tu w ). The relationship 

between the ( ,o ou w ) and ( ,t tu w ) sets of parameters has been derived (see Eq. (PIV.16)). For the PR 

EoS ( 2=ou , 1= −ow ), one obtains: 

 
2 2

(2 ) 2 4

( 2 ) (1 ) 1 2

    = + + = +    
   


      = + + + + + = − +           

t o o
t t

t o o o o o
t t t

c c
u u u

b b

c c c
w w u w u w

b b b

 (PIV.19) 

Once again, although ( ou , ow ) are constant parameters, ( tu , tw ) are component specific, since c  and 

tb  are component specific: the substance-dependent volume-translation parameter, c , is indeed 

determined by Eq. (PIV.18) and according to Eqs. (PIV.5) and (PIV.13) ,exp

,exp
0.07780= −c

t
c

RT
b c

P
. 
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Component-dependent ( ,t tu w ) parameters stemming from Eq. (PIV.19) lead to an average deviation 

over liquid-density data of about 2% and can thus be considered as reference values. Consequently, for 

14 pure components, they were plotted versus   in Figure PIV.3 in order to highlight the relationship 
between the component-specific parameters ( tu , tw ) on one hand, and   on the other hand. Doing so, 

it will be possible to evaluate the empirical correlations proposed by Schmidt and Wenzel ( 3= − w  

and 1 3= + u ) and see if they moved in the right direction. 

 

Figure PIV.3. Plot of tu  (●) and tw  (●) stemming from the t-PR EoS as a function of the acentric 

factor  . With such u  and w  parameters, the MAPE on sat
liqv  is about 2% (see Figure PIV.2) so 

that such pairs can be considered as optimal values. The 14 substances are those of Figure PIV.1. 
The two straight lines ( 3= − w  and 1 3= + u ) recall the values recommended by Schmidt and 
Wenzel. 

Figure PIV.3 highlights that to get accurate densities (the same as those obtained with the t-PR EoS), it 

is enough to select u  acentric factor-dependent and to keep w  constant ( 1= −w ). It is noticeable that 

u  must be an increasing function of   but the relationship proposed by Schmidt and Wenzel (

3 1=  +u ) has a too steep slope. After considering a database of 1300 components, it was found that a 

good fit of u  and w  with respect to  , was: 

 
0.7 1.9

1

=  +
 = −

u

w
 (PIV.20) 

Eq. (PIV.20) clearly establishes that ( ) 0.9 0.7+ = + u w  is not constant. It takes a value equal to one 

(as recommended by Schmidt and Wenzel) only for a small molecule like the propane. In 1992, Twu et 
al. [254] recommended ( ) 4− =u w  but this relationship deviates significantly from Eq. (PIV.20). 
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PIV.IV Search for the optimal (u,w) set from a map reporting deviations 
between EoS predictions and experimental properties in the (u,w) space 

As previously discussed, very few pairs of constant ( ,u w ) parameters were tested. For untranslated 

CEoS, we find (0,0) for the VdW EoS, (1,0) for the SRK EoS, (2, -1) for the PR EoS and (3, -2) for the 

Harmens EoS. Such pairs are however not equivalent at all in terms of correlation of liquid-density data. 

As an example, we know that the deviations on liquid densities are twice smaller with the PR EoS than 
with the SRK EoS. It seems thus pertinent to wonder what are the optimal values of ( ,u w ), i.e., what 

are the ( ,u w ) values that lead to the best correlation of both volumetric and VLE equilibrium data. For 

clarity, let us recall that u  and w  only have a small influence on the accuracy of VLE predictions. 

The previous section also highlighted that the volume translation technique was certainly the best option 

to make u  and w  component-dependent. Such a technique indeed avoids to develop a correlation 
between ( ,u w ) and  . In turn, it necessitates the knowledge of the experimental molar volume at 

0.8=rT . The strong impact of u  and w  on translated-CEoS was also emphasized. As an example, 

deviations on liquid densities were found to be close to 2% with the t-PR EoS and about 4% with the t-

SRK EoS. 

For all these reasons, it was decided to meticulously explore the −u w  space in order to determine the 

optimal values of these two parameters for both an untranslated and a translated CEoS.  

Note that optimal values of the ( ,u w ) universal parameters for an untranslated CEoS are searched for 

comparative purpose only. We know from the previous section that a better strategy exists for improving 
the reproduction of liquid-density data (i.e., the use of universal ( ,u w ) constants in a translated CEoS). 

However, as mentioned previously, the untranslated PR EoS is currently the best CEoS using universal 
( ,u w ) constants in terms of reproduction of liquid-density data and it is interesting to determine if better 

( ,u w ) values could be found for this kind of untranslated EoS.  

PIV.IV.I Exploration of map reporting deviations between EoS predictions and 
experimental properties in the u - w  space 

In order to explore the −u w  space, it is necessary to identify the feasible values of u  and w . According 

to Segura et al. [256], these parameters must be selected in order to ensure that the volume function of 

the attractive term ( 2 2+ +v ubv wb ) remains strictly positive in the molar volume range of applicability 

of the EoS (i.e., for any v b ) and therefore, that the attractive term of the EoS remains positive and 

finite, as physically expected. Segura et al. obtained the following set of constraints: 

 
2

1 if 2

4 if 2

+  −  −


  −

u w u

u w u
 (PIV.21) 

These constraints are represented in Figure PIV.4 (see the dashed line) and separate the −u w  space in 
two parts: a first one called “Region III” defines all the unfeasible ( ,u w ) pairs (i.e., the ( ,u w ) pairs 

leading to negative values of 2 2+ +v ubv wb  for v b ), while the remaining region corresponds to the 
feasible ( ,u w ) pairs. This latter can be divided in two sub-regions denoted Region I and Region II in 

Figure PIV.4. Region I is such that the polynomial 2 2+ +v ubv wb  exhibits complex roots while region 
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II is associated with real roots. In practice, the representative points of CEoS of the literature all belong 

to Region II.  

-10.0

0.0

10.0

-4.0 0.0 4.0 8.0

w

u

Region II

(feasible region):

v2 + ubv + wb2

• Is positive if v > b,

• has real roots

Region I (feasible region):

v2 + ubv + wb2

• Is positive if v > b, 

• does not have real roots

Region III

(unfeasible region):

If v > b, v2 + ubv + wb2 < 0

 

Figure PIV.4. Representation of the feasible and unfeasible regions of CEoS in the −u w  space. 

In this study, in order to realize a very large screening of ( ,u w ) pairs, i.e. to explore a very large part of 

Region II, u  was varied between 2−  and 10 , while w  was subject to the two above constraints (see 

Eq. (PIV.21)). 

To build the −u w  map, a variation step equal to 0.05 was selected for each parameter so that more than 
50,000 ( ,u w ) combinations were tested. 

Clearly, each ( ,u w ) pair defines a new EoS for which a mathematical expression of the α-function is 

required. However, the open literature only defines generalized α-functions for the RK and PR EoS. In 
other words, α-functions are only available for 2 single combinations of the ( ,u w ) parameters. These 

well-known expressions are recalled below: 
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( )
( )

( )
( )

2

2
exp exp exp

2

2
exp exp exp

( ) 1 11
 ; SRK EoS ;   

0 with: 0.480 1.574 0.176
 

( ) 1 12
 ; PR EoS ;   

1 with: 0.37464 1.54226 0.26992

    = + −=     =   = +  −  


   = + −=     = −   = +  −  

c

c

T m T Tu

w m

T m T Tu

w m

 (PIV.22) 

In order to overcome this lack of information, for each ( ,u w ) pair, the ( )expm  expression to be used 

in the Soave α-function ( ( ) 2
( ) 1 1  = + − cT m T T ) has to be re-determined. For this purpose, a 

procedure similar to the one used by Soave for the development of the SRK EoS was followed [64]:   

values ranging from zero to 1.4 with a step of 0.05 were assumed. For each of these   values, the 
experimental reduced vapor pressures at 0.7=rT  was determined from the definition of the acentric 

factor: 1( 0.7) 10−−= =sat
r rP T . Once done, the m  value enabling to reproduce exactly this latter 

quantity is determined. This procedure is possible, i.e., does not require to specify values of cT  and cP  

because generalized CEoS obey the 3-parameter corresponding states theorem which stipulates that the 

calculated values of sat
rP only depend on rT  and m . Finally, the m  values were correlated with respect 

to   using a third-order polynomial expression: 

 ( ) 2 3 = + +  + m A B C D  (PIV.23) 

The accuracy of each EoS, i.e. of each ( ,u w ) combination is assessed by evaluating the deviations 

between calculated and experimental vapor pressures ( satP ), enthalpies of vaporization ( vapH ) and 

saturated molar liquid volumes ( sat
liqv ) for a huge number of pure components. Indeed, thanks to the 

DIPPR database, we were able to find 1721 compounds belonging to many different chemical families 

(hydrocarbons, halogenated, oxygenated, sulfur, nitrogen compounds, etc.) for which at least vapor 

pressure data could be accurately generated from a temperature-dependent correlation. More 

information about this database can be found in one of our previous papers [184]. This initial number of 

1721 was reduced to 1525 because the behavior of 196 non-classical compounds could not be described 

properly by the 1-parameter Soave α-function. They were removed to avoid introducing a bias in the 

results. We also know that a 1-parameter α-function cannot catch simultaneously satP , vapH  and 

liquid heat capacity ( ,
sat
P liqc ) data, explaining why this latter property was disregarded here. Table PIV.2 

summarizes the available property data for the 1525 components considered in this study. 

Table PIV.2. Available properties for the 1525 components that are used to determine the 
optimum values of u  and w . 

Property Number of compounds 
satP  1525 

vapH  1318 
sat
liqv  1300 
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For each property, the DIPPR correlations are used to generate 50 equidistant data points following the 
rules explained in Appendix D2. In the end, for each ( ,u w ) combination, a kind of "global mean percent 

error (GMPE) per property" expressed through Eqs. (PIV.24) and (PIV.25) for the untranslated and 

translated EoS, respectively, are calculated: 

 
2

4

 +  +
=

sat sat
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untranslat d
p li

e
qMAPE P MAPE H
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MAPE v

 (PIV.24) 
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where: 
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  (PIV.28) 

satPNC , 
vapH

NC  and 
sat
liqv

NC  are given in Table PIV.2. These are the number of components for 

which experimental satP , vapH  and sat
liqv  could be extracted from the DIPPR database. The jMAPE  

on a given property for a component j  is calculated as: 

 
( ) ( )

( )
50

1

100
50 =

−
= 

prop propDIPPR CEoS
i i

j propDIPPR
i i

prop T prop T
MAPE prop

prop T
  (PIV.29) 

In Eq. (PIV.24), the MAPE on satP  is counted twice in order to balance the MAPE on sat
liqv  which is 

often high with untranslated CEoS. 

PIV.IV.II Optimal ( u,w ) values for untranslated CEoS 

The results obtained for all the tested ( ,u w ) combinations (more than 50,000 with a variation step equal 
to 0.05) are visible in Figure PIV.5. The ( ,u w ) pair leading to the smallest value of untranslatedGMPE  

(Eq. (PIV.24)) is: 

 
2.10

0.75

=
 = −

opt

opt

u

w
  (PIV.30) 



Publications 

- 150 - 

It is however possible to define in Figure PIV.5 a small region of ( ,u w ) parameters for which the 
difference between the values of the parameters is not significant in terms of untranslatedGMPE  value. In 

other words, such parameters lead to equivalent minima for the untranslatedGMPE  value defined in Eq. 

(PIV.24). Such a region is characterized by: 

  1.95 , 2.20  and 1.89 3.22 = − +optu w u   (PIV.31) 

It is noticeable that the PR EoS is quite close to this zone (see Figure PIV.5). On the other hand, the 
VdW and RK EoS, as expected, yield to higher values of untranslatedGMPE  due to the limitations to 

reproduce liquid molar volumes. This is particularly true for the VdW EoS and to a lesser extent for the 

SRK EoS. 

 

Figure PIV.5. Values of the global mean percentage error per property (see Eq.(PIV.24)) as a 
function of the parameters u  and w  for untranslated CEoS. 

For a better comparison, Table PIV.3 shows the MAPE on satP , vapH  and sat
liqv  obtained with the 

VdW, SRK, PR and the optimized untranslated EoS characterized by 2.10=u  and 0.75= −w . All EoS 

use the Soave α-function. It is noticeable that the optimized EoS developed in this work makes it possible 

to gain 1% of accuracy on the prediction of liquid molar volumes in comparison with the PR EoS which 
was until now the most accurate untranslated CEoS for sat

liqv .  
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Table PIV.3. Comparison of the main untranslated CEoS (VdW, SRK, PR) with the optimized 
untranslated CEoS developed in this work. Note that all EoS are combined with a Soave-type α-
function. 

EoS u  w  
GMPEuntranslated 

(Eq. (PIV.24)) 

MAPE on satP  

(1525 fluids) 

MAPE on 

vapΔ H  

(1318 fluids) 

MAPE on sat
liqv  

(1300 fluids) 
( rT < 0.9 ) 

VdW 0 0 17% 2.0% 2.7% 60% 

SRK 1 0 6.1% 1.8% 2.6% 18% 

PR 2 -1 3.3% 1.5% 2.6% 7.6% 

This work 2.10 -0.75 3.1% 1.5% 2.5% 6.7% 

 

Remark: in this study the CEoS are parameterized classically, i.e. in order to exactly get: 
,

,exp ,exp( ) =sat EoS
c cP T P . It is however well-known that by constraining a CEoS to pass through the 

experimental critical coordinates, the compressibility of saturated liquids cannot be represented 

correctly [69]. The unique solution to get a better accuracy would be to fit the three pure-component 
parameters (let us say b , ca  and Soavem ) of a given CEoS to saturated liquid densities and vapor 

pressures as is conventionally done with SAFT-type EoS. In addition, as explained by Polishuk [257–
259], incorrect compressibility values may lead to higher deviations on density data at very high 

pressures (much higher deviations than those reported in Table PIV.3 for the saturated liquid). 

PIV.IV.III Optimal ( u,w ) values for translated CEoS 

It is recalled that the volume correction was determined in order to exactly reproduce the liquid molar 
volume at 0.8=rT , for each pure component. The results obtained for all the tested ( ,u w ) pairs are 

shown in Figure PIV.6. It is noticeable that they differ notably from those obtained for untranslated 
CEoS. In the present case, there is not a unique ( ,u w ) combination leading to a minimum (or a specified) 

value of Eq. (PIV.25) but instead a valley of ( ,u w ) combinations all located along a second-order 
polynomial line. As an example, in Figure PIV.6, the ( ,u w ) pairs that minimize the translatedGMPE  

quantity defined by Eq.(PIV.25) are identified by a dark blue line the equation of which is: 

 20.14 0.47 0.47= − −opt opt optw u u  (PIV.32) 

The following couples of parameters: 
0

0.47

=
 = −

u

w
, 

1

0.80

=
 = −

u

w
, 

2

0.85

=
 = −

u

w
 or 

3

0.62

=
 = −

u

w
 are thus 

equivalent and all minimize Eq. (PIV.25). 
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Figure PIV.6. Values of the global mean percentage error per property (see Eq. (PIV.25)) as a 
function of the parameters u  and w  for translated CEoS. 

By superimposing Figure PIV.5 and Figure PIV.6, it is noticeable that the locus of optimal values drawn 

in Figure PIV.6 overlaps the small region in Figure PIV.5 that minimizes Eq. (PIV.24). By selecting an 
( ,u w ) pair in this overlapping zone, we get simultaneously the most accurate untranslated and translated 

CEoS. The u  and w  values satisfying simultaneously Eq. (PIV.31) and Eq. (PIV.32) are: 

 
2.16

0.86

=
 = −

opt

opt

u

w
 (PIV.33) 

In the rest of the paper, the translated CEoS using the ( ,u w ) values reported in Eq. (PIV.33) is called 

the t-OptiM EoS. Table PIV.4 shows the MAPE on satP , vapH  and sat
liqv  obtained with the t-VdW, 

t-SRK, t-PR and the t-OptiM EoS. All EoS use the Soave α-function. Since a volume translation does 

not change the phase equilibrium conditions [92,132,183], the MAPEs on satP , and vapH  reported 

in Table PIV.4 are strictly the same as those given in Table PIV.3. Only the deviations on sat
liqv  are 

modified. 

The comparison of Table PIV.3 and Table PIV.4 highlights the colossal positive impact of a volume 
translation. As an example, the MAPE on sat

liqv  are reduced from 60% to 4% for the VdW EoS. Similarly, 

they are reduced from 18 to 3.5% for the SRK EoS. Both the t-PR and the t-OptiM EoS show deviations 
on sat

liqv  that are as low as 2%. Such a table makes it also possible to conclude that by selecting ( 2=u  

; 1= −w ), Peng and Robinson made a very good choice. This couple of values is indeed extremely 
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close to the optimal one so that the t-PR EoS is certainly the most accurate CEoS today available. As a 

direct consequence, there is only a minor difference between the t-PR and t-OptiM EoS in Table PIV.4. 

The t-SRK and t-VdW EoS lie outside but near the region of optimal parameters [see Figure PIV.6 and 

Eq. (PIV.32)]. 

Table PIV.4. Comparison of the main translated CEoS (t-VdW, t-SRK, t-PR) with the optimized 
translated CEoS developed in this work and called t-OptiM. All EoS use a Soave-type α-function. 

EoS u  w  
GMPEtranslated 

(Eq. (PIV.25)) 

MAPE on satP  

(1525 fluids) 

MAPE on 

vapΔ H  

(1318 fluids) 

MAPE on sat
liqv  

(1300 fluids) 
( rT < 0.9 ) 

t-VdW 0 0 2.9% 2.0% 2.7% 4.1% 

t-SRK 1 0 2.6% 1.8% 2.6% 3.5% 

t-PR 2 -1 2.0% 1.5% 2.6% 1.9% 

t-OptiM 2.16 -0.86 2.0% 1.5% 2.5% 1.9% 

 

PIV.IV.IV Optimal translated and consistent CEoS 

As stated in the introduction, the second-order polynomial volume function ( 2 2+ +v ubv wb ) has a 

strong influence on the calculated volumetric properties whereas the α-function has a strong influence 

on the calculated VLE properties like satP , vapH  and ,
sat
P liqc . It was thus decided to couple the 

optimized ( ,u w ) parameters determined in this study ( 2.16=optu , 0.86= −optw ) with the highly 

flexible 3-parameter α-function proposed by Twu in 1991 [216]: 

 ( ) ( )1( ) exp 1−   = − 
N M MN

r r rT T L T  (PIV.34) 

This association should enable to define the most accurate CEoS ever published. In this study, the three 

L , M , N  parameters were determined for the 1721 pure components recommended by Piña-Martinez 

et al. [184] following the fitting procedure these authors advised to implement. In order to guarantee 

safe property predictions in both subcritical and supercritical domains, the parameters were fit to 

experimental data in order that the resulting α-function obeys the following list of constraints: 
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 (PIV.35) 

An α-function that fulfills all of the conditions reported in Eq. (PIV.35) can be considered as consistent 

(according to Le Guennec et al. [185,198,199]). In addition to the t-OptiM CEoS, and for possible 

comparison with well-acknowledged CEoS, such a procedure was also applied to the t-PR, t-RK and t-
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VdW thus defining the tc-OptiM, tc-PR, tc-RK and tc-VdW CEoS. Here tc stands for translated and 

consistent to state that the CEoS is used both with a volume translation and the consistent version of the 

Twu 91 α-function. It is worth including the Schmidt and Wenzel (SW) EoS in the comparison, i.e., to 

set u  and w  as a function of the acentric factor in order to see the potential advantage of such a 

procedure. The comparison of all these translated-consistent models is presented in Table PIV.5 from 

which it is possible to highlight that all the tc-CEoS give similar and very small deviations on satP , 
vapH  and ,

sat
P liqc  thus demonstrating the benefit of using the 3-parameter Twu 91 α-function. 

Table PIV.5. Comparison of the most famous translated-consistent CEoS (tc-VdW, tc-RK, tc-
PR, tc-SW) with the optimized one developed in this work and called tc-OptiM. All EoS are 
combined with the Twu 91 α-function. 

      Untranslated 

EoS 

MAPE on 
satP  

(1721 fluids) 

MAPE on 

vapΔ H  

(1453 fluids) 

MAPE on 
sat
P,liqc  

(829 fluids) 

MAPE on 
sat
liqv  

(1489 fluids) 
( rT < 0.9 ) 

MAPE on 

cv  

(1489 fluids) 

MAPE on 
sat
liqv  

(1489 fluids) 
( rT < 0.9 ) 

MAPE on 

cv  

(1489 fluids) 

tc-VdW 1.2% 2.0% 2.2% 4.2% 25% 60% 48% 

tc-RK 1.2% 1.9% 2.2% 3.7% 24% 19% 31% 

tc-PR 1.0% 1.9% 2.0% 2.2% 20% 8.5% 21% 

tc-SW 0.9% 1.9% 1.9% 2.9% 18% 7.6% 19% 

tc-OptiM 1.0% 1.9% 2.0% 2.2% 20% 7.6% 20% 

 

Without getting into the details, the error on satP  is 1% whereas the errors on vapH  and ,
sat
P liqc  are 

both 2%. For sat
liqv  data, it is not surprising to find back in Table PIV.5 the deviations previously obtained 

with the t-CEoS (see Table PIV.4) since the α-function has a minor impact on the calculation of liquid 
densities. In Table PIV.5, the deviations on sat

liqv  are however slightly higher than those reported in 

Table PIV.4 because the number of compounds was significantly increased. It is thus not surprising to 
see that the tc-PR and the tc-OptiM EoS give similar deviations on sat

liqv  that are also the smallest ones 

(about 2%). It was indeed concluded in the previous section that the values of u  and w  selected by 

Peng and Robinson were very close to the optimal ( optu , optw ) values determined in this study. 

The translated-consistent form of the SW EoS cannot achieve the same results for sat
liqv  as tc-PR and 

tc-OptiM (but performs better than tc-RK or tc-VdW). This confirms our previous conclusions that it is 
not relevant to select component-dependent ( ,u w ) parameters and to simultaneously translate the EoS. 

The VdW EoS, with the introduction of an efficient temperature-dependence of the attractive term, can 

reproduce vapor pressure data of 1721 pure fluids, both polar and non-polar, with a deviation of 1.2%. 

At the same time, the enthalpies of vaporization and liquid heat capacities are correlated with a deviation 

of about 2%. With the introduction of a constant volume correction, the VdW EoS can reproduce liquid 

densities with a deviation close to 4% (such deviations reach no less than 60% without volume 

correction!). Contrary to a priori beliefs, the tc-VdW EoS is thus accurate enough to be used for process 



Publications 

- 155 - 

design and simulation purposes. These conclusions totally agree with the previous findings of Soave 

[82] and Tassios [260–263] who brilliantly explained how the VdW EoS could be improved. 

PIV.V Conclusion 

In this work, we studied how the u  and w  parameters [involved in the volume function of the attractive 

term in cubic equations of state ( 2 2+ +v ubv wb ) influence the accuracy of the description of saturated-

liquid molar volume data. We concluded that: 

As already reported [254], the ability for a CEoS to predict vapor pressure and vapor-liquid 

equilibrium (VLE) data requires the selection of an appropriate α-function while the accuracy 

of the predicted volumetric properties is governed by the volume function of the attractive term. 

• The unique solution to predict accurate volumetric properties is to make u  and w  component-

dependent. 

• The volume translation technique is certainly the best option to make u  and w  component-

dependent. Such a technique indeed avoids the development of a correlation between ( u , w ) 

and  . Moreover, its application is straightforward. 

• When cubic EoS are translated, u  and w  must be independent. There is indeed no benefit to 

select  -dependent ( u , w ) pairs and to simultaneously translate the EoS. 

• The empirical relationships between u  and w  proposed in the open literature: 1+ =u w  or 

4− =u w  were not deemed as optimal to get the smallest deviations over liquid densities. 

• Selecting 2.16=u  and 0.86− , the most accurate untranslated and translated CEoS are 

simultaneously obtained. By coupling such parameters with (i) a temperature-independent 
volume translation in order to exactly reproduce the liquid molar volume at 0.8=rT  and (ii) the 

highly-flexible Twu 91 α-function, we were able to propose the most accurate CEoS ever 

published. It was named tc-OptiM and is able to correlate the vapor pressures with an error of 

1% whereas errors on vapH , ,
sat
P liqc  and sat

liqv  are close to 2%. 

Results obtained with the tc-OptiM EoS are however only slightly better than those obtained 

with the tc-PR [185] CEoS. This is because the values of u  and w  associated with the Peng-

Robinson EoS are very close to the optimal ( optu , optw ) values determined in this study. 

• The tc-VdW EoS (i.e. the translated-VdW EoS coupled with the Twu 91 α-function) is accurate 

enough to be used for process design and simulation purposes. 

From now on, our plans are to extend the tc-PR (or tc-OptiM) to mixtures by using, e.g., advanced 

mixing rules like those involved in the E-PPR78 model [175]. 
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Publication V : Use of 300 000 experimental data over 1800 pure 
fluidsto assess the performance of 4 CEoS: SRK, PR, tc-RK, tc-PR. 

Andrés Piña-Martinez1, Romain Privat1(*), Jean-Noël Jaubert1(*) 

(1) Université de Lorraine, École Nationale Supérieure des Industries Chimiques, Laboratoire Réactions et Génie des Procédés 
(UMR CNRS 7274), 1 rue Grandville, 54000, Nancy, France 

Abstract 

The guidelines to constitute a database containing, for 1 800 pure fluids, more than 300 000 pseudo-

experimental vapor pressure, liquid density, enthalpy of vaporization and liquid heat capacity data are 

described. Such a database arises as a tool for fair assessment of performances of pure-component 

equations of state. In this paper, it is used to assess the performance of four cubic equations of state 

(CEoS): original Soave-Redlich-Kwong (SRK), original Peng-Robinson (PR) and the translated-

consistent versions of PR (tc-PR) and RK (tc-RK). 

The deviations between calculated and experimental data are compared for the four CEoS and make it 

possible to discuss the influence of the α-function on the calculated vapor-liquid equilibrium properties 

and how the volume translation impacts the calculated volumetric properties. Eventually, the 1 800 pure 

components are divided into 1 252 non-self-associating and 548 self-associating compounds and the 

accuracy of the CEoS depending on the associating character of the molecules is discussed. 
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PV.I Introduction 

Since the appearance of the first process flowsheet simulators, different physical-property databanks as 

well as many thermodynamic models have been incorporated in their brochures. Developers often claim 

that their models perform well in this or that region, can be reliably extrapolated, and are suitable for 

certain systems or applications. However, it is difficult to have a fair overview of the capabilities and 

limitations of a given thermodynamic model. Thus, it would be pertinent to define a common basis for 

comparison. At this stage, the following questions appear: which type of data are available for many 

fluids? Which type of properties are considered as essential? How could a thermodynamic model be 

evaluated quantitatively? 

These questions have been addressed by Jaubert et al. [130] in their work on the development of a high-

quality reference database containing binary-system data for the cross-comparison of thermodynamic 

models and the assessment of their accuracies. With such a database, it is possible to determine how 

well a thermodynamic model predicts the behavior of binary mixtures according to the associating 

character of their components. Moreover, it could be used to assess the impact of mixing-rules selection 

and the number of parameters included within. Models such as the Peng-Robinson (PR) EoS armed with 

classical mixing rules and temperature-dependent binary interaction parameters (BIPs), as well as the 

PC-SAFT EoS with classical mixing rules, no induced association scheme and no regressed BIPs have 

been graded following the proposed procedure, recently [130,131]. 

Nevertheless, as stated by Agarwal et al. [264,265], no matter how sophisticated the thermodynamic 

model may be or the number of parameters the mixture model may have, if the model is not even capable 

to represent accurately the behavior of the pure fluids contained in the mixture, there is no way to think 

about accurate and reliable mixture calculations. As a convincing illustration, the reader is referred to 

Fig. 3 in Agarwal et al. [265]. 

Keeping this in mind, it seems pertinent to assess the accuracy of a thermodynamic model for pure fluids 

prior to its extension to mixtures. Therefore, a standard basis of comparison is required. This is the 

reason for which one of the primary motivations of this work is to serve as a reference for the objective 

assessment of the performances of thermodynamic models for pure fluids. To reach this objective, this 

work presents the guidelines that were used for constituting a reference database from the one proposed 

by the Design Institute for Physical Properties (DIPPR). This latter contains experimental vapor 

pressure, liquid density, enthalpy-of-vaporization, liquid heat-capacity, as well as critical temperature, 

pressure and volume data for 1 800 pure fluids. It is believed that such a database, that contains more 

than 300 000 experimental data points, is the perfect tool to identify the strengths and weaknesses of a 

given thermodynamic model for pure compounds. 

Additionally, the deviations between calculated and experimental data are determined for the > 300 000 

data points available in the proposed database for the original Soave-Redlich-Kwong (SRK) [266], 

original Peng-Robinson (PR) [103], tc-RK and tc-PR EoS [94] in order to assess their accuracies. 

This paper is organized into two sections. In the first one, a detailed description of how the database was 

built is presented. This includes the choice of key properties, molecules and temperature ranges resulting 



Publications 

- 160 - 

in more than 300 000 data points that will be used to assess the accuracy of any thermodynamic model 

for pure components. In the following section, the four CEoS benchmarked in this study are briefly 

introduced. Their capacity to reproduce experimental data is discussed then. Because it is often said that 

associating molecules cannot be properly modeled from EoS that are not based on a theory accounting 

specifically on association bonding, the discussion is oriented toward the relation between the 

associating character of the studied molecules and the capacity of EoS to model their behavior. 

PV.II Description of the guidelines to constitute a pure-component reference 
database 

The objective of this section is to explain our scientific approach and answer the following questions: 

1) How the existing commercial databases could help to reach our objective (i.e., to define a 

reference database for evaluating the performance of pure-component thermodynamic models)? 

2) What is the minimum list of available pure-species properties to be included in the reference 

database? 

3) How many molecules should (and could) be included in the pure-component reference 

database? 

4) How to define the temperature ranges among which deviations should be calculated? 

PV.II.I Existing pure-fluid databases 

Concerning pure-fluid experimental data, three databases arise as the most used by researchers working 

in the chemical engineering thermodynamics field. The first of them is the Design Institute for Physical 

Properties database (hereafter called using the “DIPPR” acronym), which contains recommended values 
and accuracy estimates for 34 constant properties and 15 temperature-dependent properties spanning 

2 230 compounds. Another database is the Dortmund Data Bank (DDB - 

http://www.ddbst.com/ddb.html), which stores the worldwide largest amount of data for thermophysical 

properties of pure components and their mixtures. The third one is the ThermoDataEngine (TDE) 

database of the National Institute of Standards and Technology (NIST), which provides experimental 

data for nearly 24 000 pure fluids and includes several methods for the evaluation of the uncertainty and 

thermodynamic consistency of such data. 

Since trustful data are contained in the aforementioned databases, any of them may be extremely useful 

for the definition of model comparison guidelines. Nevertheless, it is worth noting that an important 

feature of the DIPPR is that, apart from the experimental data points of the 15 temperature-dependent 

(T-dependent) properties, it proposes a fitting equation used for correlating T-dependent property data, 

reports the corresponding coefficients and provides an evaluation of the mean error between predictions 

from the fitting equation and raw data. This enables the generation of pseudo-experimental data evenly 

distributed over wide ranges of temperature what is desirable for the calculation of property deviations. 

Considering these features, the 12.3.0 version (May 2020) of the DIPPR database is used in this work 

as the starting point to build a reference database aimed at assessing the accuracy of EoS for pure fluids. 

 

http://www.ddbst.com/ddb.html
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PV.II.II Key properties 

The definition of key properties imposes a first criterion on the selection of the molecules that should 

be included in the assessment of a given thermodynamic model. The choice of such properties is based 

on an overview of the industrial needs but must also include the properties required to parameterize the 

EoS.  

First of all, as stated by Agarwal et al. [265], vapor pressure ( satP ) cannot be overlooked. Indeed, 

regardless of the sophistication of your thermodynamic model and the number of parameters in the 

mixing rule, you are in trouble if the vapor pressures are inaccurate. Such a property that defines the 

endpoints of isothermal (P,x,y) phase diagrams is thus of vital importance in the industry and, as shown 

recently, is mandatory for reliable parameterizations of cubic and SAFT-type EoS [267,268]. 

The prediction of volumetric properties such as liquid density ( sat
liq ) is very important for the proper 

design of pipelines, pumps or even heat exchangers. Additionally, Ramirez-Velez et al. [268] found that 

parameterization of SAFT-type EoS can be performed reliably only if both liquid density and vapor 

pressure data are used. In the case of volume-translated CEoS, it is necessary to have at least one 

experimental density data point at reduced temperature between 0.7 to 0.8 to properly determine the 

volume-translation parameter. 

Properties such as enthalpies of vaporization ( vapH ) and liquid heat capacities ( ,
sat
P liqc ) are key for the 

construction of energy balances. Inaccurate values of such properties may lead to unreliable designs of 

heat exchangers, expanders or compressors, for instance. Finally, the reproduction of pure-component 
critical properties (especially cT , cP  and to a lesser extent cv ) is essential for an accurate representation 

of binary critical lines [269] (made up of binary critical points). 

The ideal scenario would be to assess model performances considering molecules for which all the 

properties of interest ( satP , sat
liq , vapH  and ,

sat
P liqc ) were available. Nevertheless, due to a lack of 

experimental data such a choice would drastically limit the number of pure components that could be 

embedded in the pure-component reference database we plan to build. In consequence, it is necessary 

to define the indispensable properties that should be available for any molecule included in the proposed 

database. Such properties are vapor pressure and liquid density; the reasons of this choice are: 

1) Satisfactory accuracy on the reproduction of satP and sat
liq  is the minimum requirement for 

industry and Computer-Aided Product Design (CAPD) developers. 

In the case of CEoS, to make an -function consistent, the corresponding parameters must be 

fitted to satP  data, at least [267]. Moreover, if the volume-translation concept is applied, at least 

one data point of the ( )sat
liq T  curve is required. 

In the case of SAFT-type EoS, Ramirez-Velez et al. [268] concluded that it is necessary and 

sufficient to fit EoS PC-SAFT parameters to both satP and sat
liq  data.  

In summary, molecules included in the database should have accurate data for satP and sat
liq ; when 

available, vapH  and  must be included. ,
sat
P liqc
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Note: It is worth noting that EoS only predict residual properties. Consequently, for estimating liquid 
heat capacity, it is necessary to add an ideal-gas heat capacity term ( ,P IGc ) to the residual heat capacity. 

Therefore, an accurate correlation for the , ( )P IGc T  function is also needed when accurate  data 

are available. 

PV.II.III Assessment of correlations’ accuracy 

At this point, it has been stated which experimental properties should be available in order to incorporate 

a pure component in the proposed database. However, even if temperature-dependent correlations are 

available in the DIPPR database, it is necessary to guarantee their reliability. This is a key issue since, 

as Agarwal et al. [265] wrote: one of the most heartbreaking experiences for a thermodynamicist is to 

watch someone spending a large effort refining a model with far more precision than the basic data 

allows. 

Presentation of the three types of errors 

In order to evaluate if for a given molecule this or that property correlation is accurate, a strategy inspired 

by the work of Piña-Martinez et al. [267] has been followed. For each correlation three types of error 

were defined: 

• Type I error: error reported in the DIPPR. Such an error is set by the DIPPR developers to the 

maximum uncertainty among the data series used to determine the coefficients of a correlation. 

• Type II error: actual average uncertainty. Such an average error (not reported in the DIPRR 

database) is calculated from the knowledge of the uncertainty associated to each data series that 

was used to determine the coefficients of a correlation. For a given property and a given pure 

fluid, it is determined as: 

 

,
1

,
1

  

series

series

n

data j j
j

n

data j
j

N Error

Type II error

N

=

=



=



  (PV.1) 

where ,data jN  is the number of experimental data points available in the series j and jError  the 

corresponding experimental error (as reported in the DIPPR database). 

• Type III error: mean absolute percentage error over 50 points between pseudo-experimental 

data (generated by a DIPPR correlation) and calculated values returned by the generalized 

version of the tc-PR model (the acronym of which is gen-tc-PR). It is evaluated according to 

Eq. (PV.2):  

 ,exp ,

,exp1

100
  

TN
i i calc

T ii

X X
Type III error

N X=

−
=    (PV.2) 

,
sat
P liqc
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,expiX  and ,i calcX  correspond to the pseudo-experimental and calculated values of the property

X . In the present study, 50TN =  (the 50 points are evenly distributed between minT  and maxT  

that define the temperature range in which the correlation is valid). 

Type III error was introduced because from our experience with the DIPPR database, it is 

believed that type-I and type-II errors are often overestimated. Consequently, many correlations 

would be disregarded if only those for which type-I or type-II errors are lower than 5% would 

be kept. For this reason, but also to detect possibly typing errors in the coefficients of the 

correlations or in the reported uncertainties, our idea was to use a predictive EoS, whose 

accuracy has been attested on many components, to define a type-III error. In this study, an 

updated version of the predictive gen-tc-PR EoS (noted gen-tc-PR 2020 hereafter) was used. 
Such a model [94,267], which only requires the knowledge of ,expcT , ,expcP  and exp  writes: 
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The -dependent correlations, updated in this work are: 
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 (PV.4) 

In Table PV.1, the mean absolute percentage error (MAPE) and the standard deviation (SD) obtained 

with the gen-tc-PR 2020 EoS over 1786 molecules are reported. Such values are important for the 

acceptance test presented hereafter. 

Table PV.1. MAPE and SD obtained with the generalized version of the tc-PR model used for 
this work. 

 Property X: 

 satP  sat
liqv  vapH  

,
sat
P liqc  

Number of molecules 1786 1786 1503 895 
MAPEX 1.7% 2.1% 2.6% 4.8% 

SDX 1.5% 1.3% 1.6% 4.3% 
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Correlation acceptance tests 

A correlation is declared as acceptable if it checks both tests described in this section. 

Test 1: The type III error of a given property correlation X  (  ,, , ,sat sat sat
liq vap P liqX P H c  ) is lower 

than the threshold of acceptance (noted THX) defined as follows: 

 1 6test
X XXTH MAPE SD= +   (PV.5) 

where XMAPE  (for Mean Average Percent Error) and XSD  (Standard Deviation) of property X  are 

obtained from Table PV.1. 

This test aims at detecting possibly typing errors in the coefficients of the correlations or in the values 

of uncertainties reported in the DIPPR database. It also aims at disregarding correlations that lead to 

totally non-expected values so that the properties of such a component cannot be correlated by a classical 

EoS (this usually happens for a few inorganic molecules). In Eq. (PV.5), it was decided to multiply 

XSD  by 6 because it is believed that such a value makes it possible to detect typing errors among the 

data, to exclude undesired molecules (like metals) but not to reject data that are poorly correlated by the 

gen-tc-PR 2020 EoS. To be concrete, let us take an example. Table 1 reports that the average deviation 

on satP , calculated by the gen-tc-PR 2020 EoS, is 1.7% (and 1.5%=satP
SD ). If for a given molecule, 

the deviation between pseudo-experimental data stemming from a DIPPR correlation and such an EoS 
is higher than 10.7% ( +sat satP P

MAPE SD ), such a correlation is rejected. 

Table PV.2. Acceptance thresholds for the different property correlations and types of error. 

Error type Acceptance thresholds for each 
property 

 satP  sat
liqv  vapH  

,
sat
P liqc  ,P PGc  

Type I 
(error reported in the DIPPR database) 

5% 5% 5% 5% 5% 

Type II 
(average exp. Error calculated by Eq. (PV.1)) 

5% 5% 5% 5% 5% 

Type III 
(deviation calculated with the gen. tc-PR EoS by Eq. 

(PV.2)) 

2test
X XXTH MAPE SD= + (*) -% 

(*) XMAPE  and XSD  are obtained from Table PV.1. 

Test 2: At least one out of the three types of error is lower than or equal to its respective acceptance 

threshold. These values are reported in Table PV.2. 

Once again, to be concrete, let us take an example. If for a given molecule: 

1) the error reported by the DIPPR for the correlation on satP  is 6%, and 

2) the average DIPPR average for the correlation on satP  is 5.1%, and 

3) the gen-tc-PR 2020 EoS correlates the pseudo satP  data with an accuracy of 2% (lower than 
+sat satP P

MAPE SD ) 

the correlation is declared acceptable. 
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PV.II.IV Molecules to be incorporated in the database 

The DIPPR provides constant properties and a set of T-dependent correlations for 2 230 molecules. 

Among these (see filter 2 below), only the ones having both key properties ( ,sat sat
liqP  ) available were 

kept. In addition, all molecules requiring a specific treatment (see filter 1 below) were disregarded. 

Therefore, a molecule was declared as suitable if it remained after application of both filters described 

below. 

Filter 1: A molecule is removed if: 

• cT  is greater than 2000 K. It is considered that such a molecule cannot be accurately 

represented by an EoS routinely used in process simulators and relying on a corresponding-
states principle. 

• It is banned by the DIPPR due to ambiguous data, self-accelerating decomposition or 
instability. 

• It is a quantum fluid (e.g., hydrogen, helium …). 

After this filter, 47 molecules were removed and 2 183 remained. 

Filter 2: A molecule is removed if one correlation for ( )satP T  or ( )sat
liq T  is missing or does not 

pass the acceptance tests presented in Section Correlation acceptance tests. After this filter, 383 

molecules were removed and 1 800 remained. 

Note: after this last filter, 385 molecules should be removed actually. Among these molecules were n-

dotriacontane and n-hexatriacontane that exhibit an inaccurate correlation for ( )satP T . Since n-

dotriacontane and n-hexatriacontane are included in the benchmark database for binary systems 

published by Jaubert et al. [130], it was decided not to remove them from the database. 

PV.II.V Associating character 

The thermodynamic behavior of molecules showing associating character, i.e., involved in a hydrogen 

bond, is considered by most of developers (and SAFT EoS authors in particular) as more complicated 

than that of non-associating molecules. Thus, capturing associating molecule behavior appears as a 

challenge. As a consequence, how a model performs with non-self-associating (NSA) and self-

associating (SA) molecules gives a deeper insight of its performance. In the case of binary systems, a 

major feature of the database proposed by Jaubert et al. [130] is that it provides a binary system 

classification according to the associating character of their components, and, thus, it is possible to have 

a measure of the complexity of modelling the thermodynamic properties of mixtures depending on the 

nature and strength of the association phenomena involved in the system. 

In this work, the associating character of each pure species was quantified following a methodology 

explained in Appendix D1. In short, the screening charge density distribution (sigma profile) of each 

compound was generated and analyzed to determine its tendency to associate. For the 1 800 components 

involved in the proposed database, it results in 1 252 non-self-associating and 548 self-associating 

molecules. 

 



Publications 

- 166 - 

PV.II.VI Temperature ranges and deviations 

For a given pure component j  and a given property X  (  ,, , ,sat sat sat
liq vap P liqX P H c  ), 50 equidistant 

pseudo-experimental data points are generated in their valid temperature range, [ minT , maxT ]. The 

temperature ranges for each property are mentioned in the supporting information (see Appendix D2). 

Concerning deviations, the mean absolute percentage errors (MAPEs) are evaluated according to Eq. 

(PV.6) as the average of the absolute percentage deviations between experimental and calculated 
properties over  temperature points. 

 ,exp ,

,exp1

( ) ( )100
( )

TN
j i j calc i

X
T j ii

X T X T
MAPE

N X T=

−
=    (PV.6) 

,exp ( )j iX T  and , ( )j calc iX T  correspond to the calculated and experimental values of component j ’s 
property X , at temperature iT . In the present study, 50TN = . It is worth noting that the first 

temperature ( 1T ) and the last temperature ( 50T ) of the range correspond exactly to minT  and maxT , 

respectively. 

PV.II.VII Guidelines summary and data points 

The guidelines presented in this work lead to a database containing 1 800 molecules which have accurate 

correlations for satP  and sat
liq . Among them, 1 536 fluids possess an accurate correlation for vapH  

and 890 for ,
sat
P liqc , resulting in a database containing 301 300 high-quality pseudo-experimental points. 

Moreover, critical properties ( cT , cP  and cv ) are available for the 1 800 molecules, which results in 

5 400 additional data points. In total, the proposed database contains 306 700 pure-component data 

points for the assessment of thermodynamic models’ performances. The name, the associating character 
(AC) and the critical properties ( cT , cP  and cv ) of each molecule along with the temperature range and 

the identification (ID) number assigned by the DIPPR to each property correlation are reported in 

Appendix D3. In addition, Table PV.3 gives a short overview of such a database.  

Table PV.3. Overview of the data available in the proposed database. 

Total number of pure-components: 1 800 (1 252 Non-self-associating + 548 Self-associating) 
Total number of experimental data points: 306 700 

Number of components for which the property is available: 

satP  sat
liq  vapH  

,P PGc  and ,
sat
P liqc  cT  cP  cv  

1 800 
(90 000 data 

points) 

1 800 
(90 000 data 

points) 

1 536(*) 
(76 800 data 

points) 

890(**) 
(44 500 data points) 

1 800 
(1800 data 

points) 

1 800 
(1800 data 

points) 

1 800 
(1800 data 

points) 

(*) Among the 1 536 components, 1 114 are non-self-associating and 422 are self-associating. 
(**) Among the 890 components, 695 are non-self-associating and 195 are self-associating. 

 

  

TN
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Table PV.4. Expressions of the SRK, PR, tc-RK and tc-PR EoS. 

SRK PR tc-RK tc-PR 
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PV.III Benchmark of the SRK, PR, tc-RK and tc-PR EoS 

In this section, the performances of four CEoS are evaluated by assessing their accuracy over the 306 700 

pseudo-experimental data points available in the reference database for pure compounds developed in this 

work.  

PV.III.I Models 

The first two CEoS are the well-known Soave-Redlich-Kwong (SRK) [266] and Peng-Robinson (PR) [103] 

EoS. The other two models are the translated [95,132] and consistent [270,271] versions of the RK (tc-RK) 

and PR (tc-PR) EoS [94]. The detailed expressions of the SRK, PR, tc-RK and tc-PR EoS are summarized in 

Table PV.4. It is worth recalling that for the tc-RK and tc-PR models, translated stands for the fact that the 

substance-dependent volume-translation parameter, c , was determined, component by component, in order 

the translated EoS exactly reproduces the experimental saturated liquid volume at a reduced temperature of 

0.8, [ ,exp ( 0.8)sat
liq rv T = ], that is: 

 ( ),
,exp0.8 ( 0.8)sat CEoS sat

r liq rliqc v T v T−= = − =u  (PV.7) 

where ( ), 0.8sat CEoS
rliqv T− =u  is the molar volume calculated with the original (untranslated) CEoS at 0.8rT =

. In turn, consistent stands for the fact that such EoS are coupled with an α-function that passes the consistency 

test developed by Le Guennec et al. [94,270,271] and therefore guarantees safe property predictions in both 

the subcritical and supercritical domains. Such a consistency test is expressed as a list of constraints recalled 

in Eq. (PV.8); any -function obeying these constraints is considered as consistent. This set of conditions has 

been called consistency test for an -function by analogy to the consistency tests developed to certify the 

quality of experimental binary VLE data. 
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 (PV.8) 

As shown in Table PV.4, the tc-RK and tc-PR EoS are armed with the highly flexible 3-parameter α-function 

proposed by Twu et al. in 1991 [272]: 

 ( ) ( )1( ) exp 1N M MN
r r rT T L T −  = −   (PV.9) 

For the 1 800 pure components available in the proposed database, the three L , M , N  parameters were 

determined for both the tc-RK and tc-PR EoS following the fitting procedure that Piña-Martinez et al. [184] 

advised to implement. In short, the L, M, N parameters were determined in order to reproduce the best as 

possible satP  (at least), and/or vapH  and/or ,
sat
P liqc  (if available) experimental data and to guarantee that the 

-function is consistent. Resulting parameters are reported in Appendix D4. 
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PV.III.II Results and discussion 

The MAPEs on  ,, , , ,sat sat sat
liq vap P liq cP v H c v , as defined in Eq. (PV.6), are reported in Table PV.5 for the PR, 

SRK, tc-RK and tc-PR EoS. The detail of deviations for each molecule is reported in Appendix D5. 

From the -function standpoint, it is possible to observe the huge and well-known impact of the choice of a 

generalized or component-dependent function. In the case of the PR EoS, when it is coupled with the Twu91 

-function (case of the tc-PR EoS) rather than with a Soave-type one (original PR EoS), MAPE on satP  is 

divided by almost 3, MAPE on vapH  is 1% lower, and MAPE on ,
sat
P liqc  is almost divided by 3. Although the 

reductions are smaller, the same trends are observed for the RK EoS when coupled with a Soave-type or a 

Twu91 -function. It is noticeable that the original SRK yields to quite better results on  than the original 

PR. 

Table PV.5. MAPE on satP , sat
liqv , vapH , ,

sat
P liqc , cv , cT  and cP  as predicted by the SRK, PR, tc-RK 

and tc-PR EoS. 

        

EoS 
MAPE on 

satP  
(1800 fluids) 

MAPE on 
sat
liqv  

(1800 fluids) 
( rT < 0.9 ) 

MAPE on 

vapΔ H  

(1536 fluids) 

MAPE on 
sat
P,liqc  

(890 fluids) 

MAPE on 

cv   

(1800 
fluids) 

MAPE on 

cT  & cP
(*) 

(1800 
fluids) 

Global average 
deviation over 

the 306 700 
available data 

points 

SRK 2.3% 19% 3.0% 5.5% 31% 0% 8.0% 

PR 2.8% 8.8% 3.1% 7.3% 21% 0% 5.4% 

tc-RK 1.2% 3.5% 2.0% 2.7% 24% 0% 2.4% 

tc-PR 1.0% 2.1% 1.9% 2.5% 20% 0% 1.9% 
(*) Such MAPEs are exactly zero since the 4 EoS are parameterized in order to exactly reproduce ,expcT  and ,expcP . 

 

Concerning the impact of the different volumetric functions included in the attractive term of the investigated 

CEoS, the SRK EoS leads to larger deviations (19%) on sat
liqv  than the PR EoS (8%). In turn, the impact of a 

volume translation is enormous since it is possible to observe a reduction from 19% (SRK) to 3.5% (tc-RK), 

and from 8.8% (PR) to 2.1% (tc-PR). It is worth recalling that, as a general trend, the SRK EoS predicts 

volumes that are much larger than the experimental ones. In turn, the volumes predicted by the PR EoS may 

be larger or smaller than the experimental ones depending on the studied fluid. In the latter case, negative 

values of the volume-translation parameter (c) are reported. 

Table PV.5 makes it possible to conclude that the tc-PR EoS with an average overall deviation lower than 2% 

over the 306 700 available experimental data points is extremely accurate. It is probably not only the safest 

(the consistent character of the -function of such an EoS ensures safe property predictions in both subcritical 

and supercritical domains) but also the most accurate cubic EoS available. 

  

,
sat
P liqc
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Associating character 

As previously mentioned, the 1 800 pure fluids are divided into two groups: those that are self-associating 

(SA) and those that are not (NSA). MAPE on  ,, , , ,sat sat sat
liq vap P liq cP v H c v , for the 1 252 NSA and the 548 SA 

compounds are reported in Table PV.6. A first point is that, for the original SRK and PR EoS, the difference 

in performance between NSA and SA compounds is noticeable for all the properties of interest. For the 

translated and consistent models, similar deviations are observed for SA and NSA compounds except for the 

,
sat
P liqc  property for which deviations double when switching from NSA to SA compounds. It is however 

believed that this difference is not very significative. A detailed analysis of the results obtained with the tc-PR 

EoS shows that the vast majority of SA compounds (around 70%) have deviations on ,
sat
P liqc  that are lower than 

2%. Half of the SA components have even deviations on ,
sat
P liqc  that are lower than 1.5 %. On the other hand, 

a small number of SA components have deviations higher than 20% that makes inevitably increase the average 

deviation value for this category of components. Table PV.6 shows that for SA compounds, the average 

deviation on ,
sat
P liqc  is 4.2% whereas the calculated standard deviation was found to be as high as 3.8%. On the 

other hand, for NSA components, the standard deviation is close to zero. A simple comparison of average 

deviations (between SA and NSA components) is thus not very relevant. Another weakness of the comparison 

of deviations between SA and NSA components is the small number of SA components for which experimental 

heat capacities are available (less than 200). 

Table PV.6. MAPE on satP , sat
liqv , vapH , ,

sat
P liqc  and cv  depending on the associating character as 

predicted by the SRK, PR, tc-RK and tc-PR EoS. 

       

EoS 

 

MAPE on 
satP  

(1800 fluids) 

MAPE on sat
liqv  

(1800 fluids) 
( rT < 0.9 ) 

MAPE on 

vapΔ H  

(1536 fluids) 

MAPE on 
sat
P,liqc  

(890 fluids) 

MAPE on cv  
(1800 fluids) 

SRK 

NSA 2.1% 
(1252 fluids) 

18% 
(1252 fluids) 

2.8% 
(1114 fluids) 

4.9% 
(695 fluids) 

30% 
(1252 fluids) 

SA 2.9% 
(548 fluids) 

21% 
(548 fluids) 

3.5% 
(422 fluids) 

7.6% 
(195 fluids) 

33% 
(548 fluids) 

PR 
NSA 2.3% 7.7% 3.0% 6.8% 20% 

SA 4.0% 11% 3.5% 9.0% 23% 

tc-RK 
NSA 1.1% 3.6% 2.0% 2.3% 23% 

SA 1.4% 3.2% 1.9% 4.4% 25% 

tc-PR 
NSA 0.9% 2.0% 2.0% 2.1% 19% 

SA 1.2% 2.3% 1.8% 4.2% 21% 

 

To have a deeper insight into the role played by association and to better understand the relationship between 

the ability of an EoS to accurately reproduce the properties of pure species and their associating character, it 

is now decided to define a criterion for quality modelling. Using the latter, molecules will be labelled as well 
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or badly represented and it will be possible to analyze how the SA and NSA fluids distribute between the 2 

categories. The proposed criterion of modelling quality compares the deviations obtained on satP  and sat
liqv  for 

a given fluid to the mean deviations obtained for all the NSA fluids. For a given molecule, if deviations on 
satP  and sat

liqv  slightly depart from the corresponding mean values for NSA fluids, the molecule is considered 

as well modeled. Otherwise, it falls in the “badly-modeled” category. Deviations on satP  and sat
liqv  were 

retained because such properties are available for the 1 800 molecules and, as previously discussed are 

considered as key properties. The mean reference deviations on satP  and sat
liqv  were calculated over the 1 252 

NSA components only simply because the 4 studied CEoS do not contain associating terms and were initially 

intended to describe NSA components only. By only considering NSA compounds instead of all pure 

components of the database, a more severe test is proposed to affect a molecule to the “well-modeled” category. 

Quantitatively speaking, a pure component 𝑗 will be considered as “well-modeled” by a given EoS provided: 

 

( ) , ,

, ,

                            

sat sat sat

sat sat sat
liq liq liq

EoS NSAEoS EoS NSA
P P Pj

EoS NSAEoS EoS NSA
v v vj

MAPE MAPE SD

MAPE MAPE SD


 +



   + 
 

and   (PV.10) 

where ,EoS NSA
XSD  and 

,EoS NSA
XMAPE  denote the mean SD and MAPE for property X  calculated with a given 

EoS over the 1 252 NSA components of the database. If one or both conditions of Eq. (PV.10) are not satisfied, 

the pure component is considered as “badly modeled”.  

Results are presented in Figure PV.1 to Figure PV.4 and deserve discussion. A key point is that regardless of 

the considered CEoS, about 75% of pure components are well represented, according to the criterion defined 

in Eq. (PV.10) (see the left panel in each figure). In addition, the database contains 70% (1 252/1 800) of NSA 

fluids and 30% of SA components. At a first sight, it could be believed that the 75% well-modeled molecules 

match the NSA fluids plus some SA components. This is however not the case at all. 

Another striking fact is that almost 67% of the SA molecules are “well modeled”, while almost 20% of the 
NSA compounds are “badly modeled”. Once again, we might have been tempted to believe that all the NSA 

fluids would be “well modeled” by CEoS but this is not the case. On the other hand, one would not have 
predicted that classical CEoS reproduce satisfactorily more than half of the SA molecules without adding an 

association term. 

In order to further analyze the results, we decided to investigate if there was a correlation between the degree 

of hydrogen bonding and the accuracy with which the experimental data were correlated. In other words, we 

wanted to investigate if the performance for short-chain associating molecules (where the weight of association 

is definitively very important) is less reliable or it follows similar trends than for SA compounds that possess 

a long organic chain, these long alkyl chains being likely to hide the effect of association. It was thus decided 

to split the 548 SA components into two categories: the short-chain and the long-chain components. We found 

that 125 molecules (among the 548) had a molecular weight lower or equal to that of n-pentanol and they were 

(somewhat arbitrary) classified as short-chain. The remaining 423 molecules were classified as long-chain. 

Calculations were performed with the tc-PR EoS and made it possible to conclude that there is definitively no 

link between the strength of the hydrogen bond and the accuracy of the calculations. Indeed 62% of the short-
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chain molecules and 68% of the long-chain molecules were found to be well-modeled. The difference between 

these 2 percentages is small and not statistically significant. Water, methanol and ethanol were declared badly-

modeled but many other short alcohols (propargyl alcohol, allyl alcohol, 2-methyl-2-propanol, 2-butanol, 1,2-

propylene glycol …) were declared well modeled. In addition, we observed some results for which it is difficult 
to find an explanation. As an example, considering the 2 isomers: 1-butanol and 2-butanol, it is found that the 

first one is well modeled but not the second one. Their structures are however highly similar. 

Finally, a closer inspection across various chemical groups (defined by the DIPPR) is proposed. Table PV.7 

shows the distribution of well-modeled compounds for different chemical groups and for each EoS. It is 

possible to observe that the four EoS have a ratio of well-modeled molecules greater than 65% and often close 

to 80% for alkanes, alkenes, alkynes, aromatics, esters, ethers, ketones, aldehydes, epoxides, peroxides, 

halogen compounds, amines, amides, sulfur and silicon compounds. Alcohols have 61% of well-modeled 

molecules except with the tc-PR model, which yields a ratio of 53%. Nitriles are modeled the worst and this 

is related mostly to high deviations on sat
liqv . Such large deviations on sat

liqv  can however not be ascribed to the 

strong associating character of these compounds. A detailed analysis of the chemical structure of the 31 nitrile 

compounds available in the DIPPR database reveals that the majority of these molecules are polyfunctional 

(in additional to the nitrile group, some contains double bonds, other contain a hydroxyl group, a NH2 group, 

a methoxy group …). It is believed that such a complexity explains the loss of accuracy that is observed. In 

turn, organic acids are not well-modeled by the original SRK and PR EoS while the tc-RK and tc-PR models 

achieve a ratio of 80% of well-modeled molecules. 

To conclude this section, it can be highlighted that modern CEoS like the tc-PR and tc-RK EoS have the 

capacity to model accurately around 70% of SA compounds and 80% of NSA compounds. It is believed that 

this result counterbalances most of comments about the inadequacy of EoS that do not include a specific 

association term in their formulation to model SA compounds. 

PV.IV Conclusion 

In this study, guidelines for the constitution of a pure-compound database stemming from the DIPPR for the 

assessment of the performance of thermodynamic model for pure compounds has been presented. These 

guidelines provide the number of molecules, the property data to be incorporated, and the temperature ranges 

between which pseudo-experimental points should be generated. 

Application of such guidelines led to a database containing 1 800 molecules for which, in addition to the critical 

coordinates ( cT , cP  and cv ), accurate correlations for satP  and sat
liq  are available. Among them, 1 536 fluids 

also possess an accurate correlation for vapH  and 890 for ,
sat
P liqc , resulting in a database containing 306 700 

high-quality pseudo-experimental data points.  

In addition, the accuracy of the SRK, PR, tc-RK and tc-PR EoS has been investigated by calculating the 

deviations between experimental data points embedded in the developed reference database and calculated 

values returned by the CEoS. Results obtained over 1 800 compounds and more than 306 000 data points 

highlight: 

• The use of the highly flexible, component-dependent Twu91 -function drastically improves the 

reproduction of vapor pressures, enthalpies of vaporization and liquid heat capacities.  
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• The spectacular improvement in the reproduction of liquid molar volumes when a substance-

dependent volume-translation parameter is used. 

• The impressive accuracy of the tc-PR EoS that got an average overall deviation lower than 2% over 

the 306 700 available experimental data points. Excellent results are obtained for all the properties, 

except the molar critical volumes.  

• The striking fact that not all the non-self-associating molecules are well modeled by the studied CEoS 

and that almost 2/3 of the self-associating compounds of the database are represented with high 

accuracy by CEoS. At this step, one might wonder whether the addition of an association term is the 

right solution to improve the accuracy of EoS. The answer to this extremely complex question is not 

yet clear for the authors of this paper but they plan to publish their conclusion soon, in a next paper. 

At this step, it could be argued that EoS are mostly developed and used in academia and industry to 

calculate phase equilibria and thermodynamic properties of fluid mixtures. This is obviously true but 

it is believed that this study over thousands of pure components deserves attention because, as stated 

by Agarwal and recalled in this paper: regardless of the sophistication of your thermodynamic model 

and the number of parameters in the mixing rule, you are in trouble if the vapor pressures are 

inaccurate. No matter how many parameters your mixture model may have, the end points of 

isothermal (P,x,y) phase diagrams will always be calculated incorrectly. 

Finally, the authors hope that the proposed guidelines and database will be widely adopted by the scientific 
community to identify the strengths and weaknesses of a given thermodynamic model. Moreover, this 
database should help model developers to test new concepts in the formulation of EoS for pure compounds. 
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Table PV.7. Distribution of well-modeled compounds across different chemical groups for the SRK, 
PR, tc-RK and tc-PR EoS. 

Group SRK PR tc-RK tc-PR 
Alkanes 88% 90% 85% 94% 
Alkenes 92% 90% 84% 87% 
Aromatics 80% 85% 87% 83% 
Alkynes 83% 83% 78% 83% 
Polyfunctional Compounds 71% 63% 82% 74% 
Esters/Ethers 69% 73% 84% 79% 
Organic Acids 49% 35% 80% 79% 
Inorganic Compounds 63% 67% 63% 60% 
Ketones/Aldehydes 88% 93% 80% 93% 
Nitrogen Compounds 64% 62% 71% 75% 
Alcohols 61% 61% 61% 53% 
Other Compounds 33% 56% 67% 44% 
Organic Salts 69% 62% 54% 46% 
Epoxides 94% 100% 61% 83% 
Peroxides 100% 73% 100% 73% 
Halogen Compounds 81% 86% 72% 80% 
Nitriles 13% 13% 23% 35% 
Amines/Amides 70% 70% 72% 68% 
Sulfur Compounds 88% 91% 79% 90% 

Silicon Compounds 75% 77% 80% 72% 
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 Original SRK EoS:  

Figure PV.1. Ratio of well and badly modeled molecules by the SRK EoS classified into non-self-
associating (NSA) and self-associating (SA) fluids. Green: well-modeled molecules. Red: Badly-
modeled molecules. 

 Original PR EoS:  

Figure PV.2. Ratio of well and badly modeled molecules by the PR EoS classified into non-self-
associating (NSA) and self-associating (SA) fluids. Green: well-modeled molecules. Red: Badly-
modeled molecules. 

 tc-RK EoS:  

Figure PV.3. Ratio of well and badly modeled molecules by the tc-RK EoS classified into non-self-
associating (NSA) and self-associating (SA) fluids. Green: well-modeled molecules. Red: Badly-
modeled molecules. 

 tc-PR EoS:  

Figure PV.4. Ratio of well and badly modeled molecules by the tc-PR EoS classified into non-self-
associating (NSA) and self-associating (SA) fluids. Green: well-modeled molecules. Red: Badly-
modeled molecules. 
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Abstract 

In the last two centuries, equations of state (EoS) have become a key tool for the correlation and prediction of 

thermodynamic properties of fluids. They can be applied not only to pure substances as well as to mixtures but 

they also constitute the heart of commercially available computer-aided-process-design software. In the last 

twenty years, thousands of publications were devoted to the development of sophisticated models or to the 

improvement of already existing EoS. Chemical engineering thermodynamics is thus a field under steady 

development and to assess the accuracy of a thermodynamic model or to cross-compare two models, it is 

necessary to confront model predictions with experimental data. In this context, the importance of a reliable 

free-to-access benchmark database is pivotal and becomes absolutely necessary. The goal of this paper is thus 

to present a database, specifically designed to assess the accuracy of a thermodynamic model or cross-compare 

models, to explain how it was developed and to enlighten how to use it. 

A total of 200 non-electrolytic binary systems have been selected and divided into 9 groups according to the 

associating character of the components, i.e., their ability to be involved in a hydrogen bond (the nature and 

strength of the association phenomena is indeed considered as a measure of the complexity to model the 

thermodynamic properties of mixtures). The methodology for assessing the performance of a given model is 

then described. As an illustration, the Peng-Robinson EoS with classical Van der Waals mixing rules and a 

temperature-dependent binary interaction parameter (kij) has been used to correlate the numerous data included 

in the proposed database and its performance has been assessed following the proposed methodology. 
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PVI.I Introduction 

Commercially available computer-aided-process-design software require thermodynamic models to design, 

develop, analyze and optimize chemical processes. As a result of their great potential, equations of state 

represent the cornerstone of thermodynamic models [273]. Indeed, combining an EoS and ideal-gas heat 

capacities enables to calculate not only phase equilibria, but also all the thermodynamic properties needed for 

energy and exergy balances (enthalpy, entropy, exergy, heat capacities, etc.). It can be argued that in 2020, 

chemical engineering thermodynamics is a field under steady growth since new models are continuously under 

development. In the academic community, it is often assumed that the accuracy of incoming models is 

increasing over the years, as they become more sophisticated. However, industry sometimes seems skeptical 

when weighing the value gained by using a more complex model, and rarely updates [274] or replaces its 

thermodynamic models with newer ones unless a clear advantage is evident. As a rule of thumb, it takes 10 

years [275] for a new model to be conceived, developed, validated and accepted by the industry. It is believed 

that such a time lapse is extensive because, among other reasons, developers usually do not confront model 

predictions to experimental data that cover a wide range of compositions, temperatures and pressures. 

Moreover, the comparison between experimental data and model predictions is often limited to phase 

equilibria, ignoring other properties like enthalpies and heat capacities. For a new model, the absence of serious 

validation seems to be the major obstacle to its industrialization. Although scientists spend a great deal of time 

building and revising EoS, and much journal space is dedicated to introducing these valuable tools, the question 

of their accuracy inevitably arises because these models are, by definition, a simplification of reality. 

In this paper, in order to address the relevant issue of model reliability, it was decided to build a high-quality 

reference database usable for assessing the accuracy of a thermodynamic model or to cross-compare the 

performances of two different models. 

This work was conducted with the full support of the Working Party (WP) on Thermodynamics and Transport 

Properties (https://wp-ttp.dk/) of the European Federation of Chemical Engineering (https://efce.info/). In 

2010, this WP published [275] a paper entitled: “Industrial requirements for thermodynamics and transport 
properties” and one of the many conclusions, which fully justifies this work, was : "new models are published 

very frequently, but unfortunately most, if not all, of these models are tested against only a few data sets. The 

issue of having large, standardized set of data against which all models may be tested is a very pertinent one 

that needs addressing and will be of great benefit, as it will allow models to be compared on equal footing". 

In the first part of this paper devoted to the building of a benchmark database, a total of 200 non-electrolytic 

binary systems was selected to cover all categories of mixtures and divided into 9 groups according to the 

associating character of the components, i.e., to their ability to be involved in a hydrogen bond. The nature 

and strength of the association phenomena is indeed considered as a measure of the complexity to model the 

thermodynamic properties of mixtures. In the second part of this paper, it is explained how to assess the 

accuracy of an EoS and to grade it with the proposed database. In particular, the exact procedure that has to be 

used to unambiguously calculate the deviations between model predictions and experimental data is discussed 

in detail and emphasis is given to the selection of specified and calculated variables. For illustration purposes, 

in the last part, the Peng-Robinson EoS with classical Van der Waals mixing rules and a temperature-dependent 

kij is scored after being used to correlate the various data of the proposed database. The grades are then 

interpreted through a discussion dealing with the accuracy of such a thermodynamic model. 

https://wp-ttp.dk/
https://efce.info/
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PVI.II Criterion to build a benchmark database 

PVI.II.I Literature review 

Two databases that contain a vast number of experimental data points are widely used by researchers in the 

area of applied thermodynamics. The first one is the Dortmund Data Bank (DDB) 

(http://www.ddbst.com/ddb.html), that provides the largest data bank worldwide for thermophysical properties 

of pure components and their mixtures. In February 2020, the DDB contained 8.7 million data points for 

approximately 75,000 components from 88,200 references. The second one, provided by the National Institute 

of Standards and Technology (NIST), also contains pure-component and mixture data, divided in 90 Nation’s 
Standard Reference Data (SRD) databases (https://www.nist.gov/srd). The trustworthy of the data is assessed 

by experts, so that they can be used with confidence to make significant decisions. 

Although extremely useful, such databases cannot be used as such to assess the accuracy of a thermodynamic 

model. Firstly, they are so comprehensive that a model evaluation procedure accounting for all the data would 

require an excessive amount of time. Secondly, the different types of systems (e.g., those that form ideal 

solutions, that contain size-asymmetric components, etc.) and data (e.g., vapor-liquid equilibrium (VLE) data, 

liquid-liquid-equilibrium (LLE) data, etc.) are not equitably distributed; an evaluation over these data would 

lead to biased conclusions about the model efficiency. Our goal is thus to build a sub-database from these very 

complete databases after a strict selection of the systems and data so that the diversity of molecular interactions 

and all kinds of fluid-phase behavior are represented. 

To the best of our knowledge, the unique benchmark database for non-electrolytic and non-polymeric systems 

available in the literature is the one proposed by Danner and Gess in 1990 [276]. This database that embeds 

data for 104 binary systems shows the following characteristics: 

• Only subcritical VLE data are available. 

• Data quality is ensured by performing consistency tests. 

• Pure compounds are classified according to their polarity, from nonpolar to strongly polar, leading to 

the definition of nine classes of binary systems. 

• For a given class, binary systems are categorized with respect to their deviations from ideality and 

there is an even distribution between ideal and non-ideal systems. 

In our opinion, such a database has many desirable features, including the classification scheme of the binary 

systems. However, several weak points can be pointed out: VLE data are limited to the subcritical domain and 

other types of phase equilibrium data, e.g., LLE, vapor-liquid-liquid equilibrium (VLLE), or derived properties 

like enthalpies and heat capacities are not included. Moreover, such a database was made available by their 

authors “on a 5 1/4 or 3 1/2 inch MS-DOS formatted floppy disk” and we cannot assert that it is still possible 

to get a copy or to read this support. 

This short literature review makes it possible to conclude that the time has come to propose a revised version 

of the database developed by Danner and Gess [276] which we hope will be widely adopted by others for 

assessing the accuracy of a thermodynamic model or cross-comparing two models. To guide the reader over 

the understanding of the choices we made to build this database, the following sections aim to address three 

questions: 

  

http://www.ddbst.com/ddb.html
https://www.nist.gov/srd
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1. Which thermophysical properties should be included? 

2. Which binary systems? 

3. How many systems and how many data? 

PVI.II.II Which thermophysical properties should be included? 

To answer this question, we must be aware of the industrial needs. The paper by Hendriks et al. [275] explains 

that simultaneous description of different thermodynamic properties and phase equilibrium types (VLE, LLE, 

VLLE) is of great importance. It is also stated that thermodynamic modelers should no longer be satisfied with 

EoS that are capable of reproducing VLE data with a reasonable accuracy at low pressures but are either 

untested or fail to reproduce other regions of the phase space and other properties. 

As explained below, we followed these recommendations but we have decided to go one step further in the 

selection of the thermophysical properties. 

First, it is indisputable that a good reproduction of phase equilibrium data is mandatory to ensure that processes 

meet their compositional specifications. However, depending on the temperature and pressure conditions, 

phase equilibrium data may involve two subcritical compounds, a subcritical and a supercritical compound or 

possibly two supercritical compounds. In the two latter cases, binary critical points appear on the corresponding 

phase diagrams. For some systems, azeotropic behavior and three-phase VLLE can occur as well. To consider 

such a diversity, it was decided to embed all kinds of phase equilibrium data in the developed database, i.e., 

VLE, LLE, VLLE and azeotropic data points and to cover a very wide range of compositions, temperatures 

and pressures. Binary critical points were also included because we know by experience that a good 

representation of the critical lines [277] leads to an accurate restitution of phase diagrams on the entire 

temperature and pressure ranges. Such lines indeed fix the global topology [278] of the isothermal and isobaric 

phase diagrams for any fixed temperature or pressure, respectively. Convinced by the importance of critical 

points, a special emphasis was given to binary systems for which such data were available. 

A proper reproduction of energetic mixing properties (enthalpy and heat capacity changes on mixing) 

contributes to a good quantification of utility needs and energy losses in a chemical engineering process. Such 

a knowledge is typically required for performing heat integration in chemical plants. Unlike phase equilibrium 

properties, the calculation of enthalpy and heat capacity changes on mixing (hereafter simply called mixing 

enthalpy and mixing heat capacity) with an EoS involves the derivative of the EoS expression with respect to 

the temperature. Consequently, hM data help to determine the temperature dependence of the phase equilibrium 

what supports their value. As a matter of fact, a good reproduction of experimental phase diagrams does not 

ensure accurate estimations of mixing properties and consequently, of energy-balance terms. The same 

conclusion was drawn by Agarwal et al. [245] who wrote: “…if you are modeling a system with significant 
excess enthalpies and you have a good VLE fit, this does not automatically ensure you have a good overall 

model from an energy balance point of view.” This highlights the necessity of considering mixing enthalpy 
and mixing heat capacity data for evaluating model performances. In his Ph.D. thesis, Qian [279] reached the 

same conclusion but also demonstrated that it was possible for the Peng-Robinson (PR) EoS with temperature-

dependent binary interaction parameters (BIPs) to accurately correlate both fluid-phase equilibria and mixing 

properties if both types of data were included in the regression procedure. Eventually, we decided to include 

both mixing enthalpy and mixing heat capacity data in the proposed benchmark database. 
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To conclude this section, we want to emphasize that we intentionally did not incorporate excess volume data 

in the proposed database. This is because we know by experience that volume change on mixing are generally 

small (and often very small). As a direct consequence, the calculated density of a phase mainly depends on the 

accuracy with which the density of the pure components is calculated but is only slightly influenced by the 

used mixing rules. This implies that before grading a thermodynamic model with the proposed database, it is 

necessary to give information on how the model behaves to correlate/predict the properties of pure compounds 

and in particular the vapor pressures, the liquid densities, the enthalpies of vaporization and the liquid heat 

capacities. 

It was also decided to exclude electrolytic systems and to only consider fluid-state binary systems meaning 

that the proposed database does not include liquid-solid, solid-solid or adsorption [280] equilibrium data. 

PVI.II.III Which binary systems should be included? 

Danner and Gess database retained our attention as it does not only compile experimental data but also provides 

a classification for binary systems revealing their thermodynamic complexity (here thermodynamic complexity 

means a measure of the non-ideal character of a system inducing difficulties for a model to reproduce 

thermodynamic macroscopic properties). In the paper by Danner and Gess, pure compounds were categorized 

with respect to their polarity and were classified as nonpolar, weakly polar, strongly polar or very strongly 

polar. Such authors define polarity as the ability for a molecule to donate or accept a hydrogen atom and the 

presence of hydrogen bonding. Starting from these 4 categories of pure compounds, Danner and Gess defined 

9 classes of binary systems (nonpolar/nonpolar, nonpolar/weakly polar, etc.) and for each class, their database 

includes a variety of systems ranging from ideal to highly non-ideal. We were totally convinced by this 

approach and decided to propose a somehow similar classification of binary systems but giving more emphasis 

on the associating character of the pure compounds, i.e., on their ability to be involved in a hydrogen bond, 

rather than on their polarity. Indeed, the various publications devoted to the CPA [124,164,281] or SAFT 

[151,282–292] EoS clearly indicate that an actual scientific challenge for EoS is their ability to properly 

describe the very complex association phenomena. 

Definition of the “associating character” of a pure compound 

In this paper, “association” means association only by hydrogen bonding. In classical physical chemistry [293], 

hydrogen bonds are defined as an attractive interaction between a hydrogen atom from a molecule or a 

molecular fragment A–H in which A is more electronegative than H, and a highly electronegative atom 

(denoted B) in the same or a different molecule that possesses a lone pair of electrons. There is no strict cut-

off for an ability to participate in hydrogen bonding but nitrogen (N), oxygen (O) or fluor (F) atoms participate 

most effectively. From the definition above, the formation of a hydrogen bond can be regarded as the 

electrostatic interaction between a partial positive charge (+) located on the labile hydrogen atom and a partial 

negative charge (-) located on B that possesses a lone pair of electrons (see Figure PVI.1). The distance 

between the atoms H and B is classically taken as indication of the hydrogen bond strength; it typically varies 

between 160 and 200 pm. 
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Figure PVI.1. (a) Illustration of the definition of a hydrogen bond (red dashed line). The arrows indicate 
the more electronegative atom, i.e., the direction in which the shared pair of electrons (of the covalent 
bond) is shifted. (b) case of the pentafluoroethane-dimethyl ether system. 

To create an association by hydrogen bonding, it is needed the conjunction of (i) a labile hydrogen atom and 

(ii) a lone pair of electrons. It thus becomes possible to classify the pure components in 4 categories according 

to their "associating character", i.e., depending on whether they have a labile hydrogen atom and / or a lone 

pair of electrons or none of them. 

• Category 1 (associating character denoted NA for “Non-Associating”): the molecule has neither a 
labile hydrogen atom nor a lone pair of electrons. It is nonpolar. Molecules like alkanes and mono-

halogenated compounds are included in this family. In short, this category includes nonpolar/non-

associating components. 

• Category 2 (associating character denoted HA for “Hydrogen-Acceptor”): the molecule possesses a 
lone pair of electrons (on an electronegative atom) but no labile hydrogen atom. Consequently, the 

molecule is polar. Ketones, aldehydes, ether, and ternary amines belong to this family. In short, this 

category includes polar but non-associating components. 

• Category 3 (associating character denoted HD for “Hydrogen-Donor”): the molecule has a labile 
hydrogen atom but does not possess a lone pair of electrons and thus, is polar. Di-, tri-halogenated 

compounds or the ones with a terminal alkyne group belong to this family. The labile hydrogen earns 

its acidity from the electronegativity of its closest neighbors. In short, this category includes polar but 

non-associating components. 

• Category 4 (associating character denoted SA for “Self-Associating”): the molecule possesses both a 
labile hydrogen atom and a lone pair of electrons. It is strongly polar. Such molecules fulfill the two 

necessary and sufficient conditions to establish a hydrogen bond. They are thus self-associating. 

Water, alcohols and carboxylic acids belong to this family. In short, this category includes polar and 

associating components. 

Table S1 of the Supporting Information (Appendix E) lists the 107 pure compounds included in the proposed 

database and indicates for each of them the corresponding associating character among “Non-Associating” 
(NA), “Hydrogen-Acceptor” (HA), “Hydrogen-Donor” (HD) or “Self-Associating” (SA). 

Definition of binary association codes to describe association in solution 

With this associating character coding, the binary systems in the database were immediately divided into the 

following ten families by performing all the possible combinations (see Table PVI.1) and a binary association 

code (BAC) was assigned to each family. From our experience, much less experimental data are reported for 

HA/HA and HD/HD binary systems than for any other family. The lack of experimental data for HD/HD 

binary systems can be explained by noticing that HD molecules are mostly refrigerants that are generally 

encountered as pure compounds in chemical processes. Therefore, it was decided to merge HA/HA and 
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HD/HD families that are both non-associating mixtures, into a single family, thus reducing the number of 

BACs to nine. 

Table PVI.1. Definition of the ten families of binary systems and their corresponding BAC (binary 
association code). 

Component 1 Component 2 
Binary association 

code (BAC) 
Type of exhibited 

association 
NA (Non-Associating) 

nonpolar 
NA (Non-Associating) 

nonpolar 
1 

Mixtures without 
association 

HA (Hydrogen-Acceptor) 
polar but non-associating 

NA (Non-Associating) 
nonpolar 

2 

HD (Hydrogen-Donor) 
polar but non-associating 

NA (Non-Associating) 
nonpolar 

3 

HA (Hydrogen-Acceptor) 
polar but non-associating 

HA (Hydrogen-Acceptor) 
polar but non-associating 

4 
HD (Hydrogen-Donor) 

polar but non-associating 
HD (Hydrogen-Donor) 

polar but non-associating 

SA (Self-Associating) 
polar and associating 

NA (Non-Associating) 
nonpolar 

5 
Mixtures in which self-
association takes place 
(but tends to be broken) 

HD (Hydrogen-Donor) 
polar but non-associating 

HA (Hydrogen-Acceptor) 
polar but non-associating 

6 
Mixtures in which cross-
association takes place 

alone 
SA (Self-Associating) 
polar and associating 

HD (Hydrogen-Donor) 
polar but non-associating 

7 
Mixtures in which both 
cross-association and 
self-association take 

place 

SA (Self-Associating) 
polar and associating 

HA (Hydrogen-Acceptor) 
polar but non-associating 

8 

SA (Self-Associating) 
polar and associating 

SA (Self-Associating) 
polar and associating 

9 

 

From Table PVI.1, it is possible to determine at a glance in which binary systems hydrogen bonds occur. 

Indeed, the requirement for the existence of a hydrogen bond remains to be the presence of both a labile 

hydrogen atom and a lone pair of electrons. In the case, the labile hydrogen atom and the lone pair of electrons 

originate from the two different species, the hydrogen bond is said to be formed by “cross association” between 
compounds 1 and 2. The last column of Table PVI.1 highlights that all types of binary systems (those in which 

no-association, self-association, cross-association or both cross-association and self-association are taking 

place) are included in the proposed database. In other words, four categories of binary systems based on the 

type of association they exhibit can be distinguished: 

• Binary systems having a small BAC value (from 1 to 4) cannot exhibit association and are expected 

to be easily correlated by any sophisticated enough thermodynamic model. In that sense, the BAC 

plays the role of thermodynamic-complexity degree (for small BAC value, the thermodynamic 

complexity is low and this complexity increases with the BAC).  

• In binary systems belonging to the BAC 5, a NA (Non-Associating) component faces a SA (Self-

Associating) component so that self-association (at least partially) persists in the mixture. The non-

associating molecules tend to break the hydrogen bond network while SA molecules tend to resist so 

that liquid-phase partial immiscibility is often observed in this family (these two compounds do not 

like being mixed together and often prefer to be each one in a separate liquid phase). In Table PVI.1, 

such systems are thus considered as: “mixtures in which self-association tends to be broken”. All 

binary systems of water + alkane or alcohol + alkane types belong to this family. 
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• BAC 6 results from the mixing of a component that has a labile hydrogen atom with another 

component that possesses a lone pair of electrons causing a cross-association phenomenon. The two 

components do not exhibit association when they are pure but their mixture exhibits hydrogen bonding. 

Consequently, these two molecules are more attracted to each other in mixture than when they are 

pure; therefore, such mixtures usually exhibit negative deviations from ideality.  

For binary association codes 7 to 9, more complex phenomena occur as a self-associating compound is mixed 

with another molecule likely to generate a hydrogen bonding with it. Therefore, it is not always possible to 

determine a priori how the mixture is going to behave (thermodynamically) and if the mixing leads to an 

intensification or a relaxation of hydrogen bonding. 

Quantification of deviations from ideality 

For each class of binary system, identified by its BAC, our motivation is to include in the proposed database a 

large variety of binary systems revealing the variety of deviation-from-ideality types. This section aims to 

explain how such deviations were sorted both from quantitative and qualitative viewpoints. Qualitatively, a 

system will be named ideal if it is formed by molecules having (i) similar sizes, (ii) similar shapes, and (iii) 

showing similar energetic interactions (nature & strength), regardless of the temperature, pressure and 

composition [294]. On the contrary, a system is considered as non-ideal if a noticeable departure from the three 

aforementioned criteria is observed. If deviations from ideality are the consequence of a difference in 

molecular sizes and/or shapes only, the excess enthalpy ( Eh ) is negligible and the solution is called athermal; 

consequently, the excess Gibbs energy is proportional to the mixture excess entropy ( E Eg Ts − ) and it is 

said that deviations from ideality originate from entropic effects. In the same way, if deviations from ideality 

are solely caused by a difference in energetic interactions, the excess entropy ( Es ) is negligible and the 

solution is called regular; consequently, E Eg h . In such a case, deviations from ideality are the consequence 

of enthalpic effects. Naturally, both effects may coexist in a non-ideal solution and in this case, it is said that 

deviations from ideality are the consequence of combined effects (of enthalpic and entropic natures). Such an 

overview of the possible causes of deviations from ideality is important as many thermodynamic models are 

built by summing the contributions of an enthalpic (related to the energetic interactions in the system) and an 

entropic (related to the size of the molecules) terms. In order to provide a benchmark database for EoS model 

evaluation, it is necessary to include mixture data spanning the whole range of departure-from-ideality types 

(from ideal to non-ideal, including enthalpic, entropic and combined effects). Doing so, our database will allow 

the identification of model failures in their enthalpic and/or entropic modelling patterns. 

Quantitative information on how deviations from ideality were quantified and how the origin of such deviations 

was assessed is now detailed. To start, it is worth recalling that to determine the magnitude of the deviations 

from ideality, the activity coefficients have to be calculated from experimental VLE data. It can be done easily 

by using the VLE relationship stemming from the - approach: 

 exp ,exp exp ,exp( , ) [ ( ) ]sat
i i i iT P y P T x =  x  (PVI.1) 

Eq. (PVI.1) however requires a correlation to estimate the vapor pressure of component i, so that only 

subcritical VLE data (T<Tc,i) can be used to estimate the deviations from ideality. In the case subcritical VLE 

data are not available for a system included in our database, the message: deviations from ideality not assessed 

is reported for such a system in Table PVI.2.  
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For each binary system for which subcritical VLE data were available, a set of 4 parameters (p1, p2, p3, p4) of 

the Margules excess Gibbs energy model were fit over both VLE data and enthalpy of mixing data (when 

available). 

 
1 2

1 2 3 4

( , )
( )

1
( ) ln exp

Eg T
x x A T

RT

A T p p T p T P
T


=  


  = − − +    

x

 (PVI.2) 

The ip  parameters were determined in order to minimize the mean average percent error (MAPE) between 

calculated and experimental VLE and Mh  data. The mathematical expression of Eh  (and thus Mh ) can be 

straightforwardly derived from Eq. (PVI.2): 

 
X

E
E E g

h g T
T

 
= −  

 
 (PVI.3) 

For VLE calculations, the - approach was used assuming that the gas phase is perfect and by neglecting the 

Poynting factor. In other words, the following classical VLE relation, especially suitable to correlate subcritical 

data, was used: 

 sat
i i i iPy P x =  (PVI.4) 

The vapor pressures were calculated by means of correlations extracted from the DIPPR database. 

Once the 4 parameters (p1, p2, p3, p4) have been fit, the magnitude of the deviations from ideality can be 

estimated. For each temperature involved in the regression procedure, Eg , Eh  and Es  were calculated at the 

unique composition 1 0.50x = . Based on our experience, a binary system can be considered as ideal (see Table 

PVI.2) if 0.5/ 0.1x
Eg RT =   for each of the considered temperatures. If not, the system is declared non-ideal. 

For non-ideal systems, the origin of the deviations from ideality (entropic, enthalpic or combined) was only 

evaluated when Mh  experimental data were available and thus included in the regression procedure. We 

indeed noticed that the calculation of the excess enthalpy and entropy of a binary system could be very 
uncertain when the four ip  parameters were determined over VLE data only. For non-ideal systems, when 

Mh  data were lacking, the systems were thus declared (see Table PVI.2): non-ideal with non-assessed causes. 

In turn, when Mh  data were available: 

1. If ( ) ( )
0.5/ / / 2E E

xh RT s R =   for all temperatures, it was considered that non-ideality stemmed from 

enthalpic effects. In Table PVI.2, the system is labelled: non-ideal with enthalpic causes. 

2. If ( ) ( )
0.

1
5 2/ / /E E

xh RT s R =   for all temperatures, it was considered that non-ideality stemmed 

from entropic effects. In Table PVI.2, the system is labelled: non-ideal with entropic causes. 

3. Otherwise, deviations from ideality are the consequence of combined effects, i.e., both enthalpic and 

entropic effects and none is dominant. In Table PVI.2, the system is labelled: non-ideal with enthalpic 

and entropic causes. 

An overview of how the deviations from ideality are distributed among the nine BACs can be found in Table 

PVI.2 whereas the different steps that were followed to build the proposed database are summarized in Figure 

PVI.2. 
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Figure PVI.2. Procedure followed to build the proposed database. 
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PVI.II.IV How many systems and how many data should be included? 

Commercial databases, especially the Dortmund Data Bank, report VLE data for tens of thousands of binary 

systems. It would be impractical to cross-compare EoS on such a huge number of data; therefore, our objective 

is to work with a much smaller number of wisely chosen binary systems in order to cover all categories of 

mixtures. For each of the nine families of binary systems – defined each by a distinct BAC – our objective is 

to consider systems, deemed as well representative of their family. Among these systems, our ambition is to 

reach a distribution of 1/4 of systems containing high-pressure VLE data (for which deviations from ideality 

cannot be assessed), 1/4 of ideal systems and 1/2 of non-ideal systems. The non-ideal systems should include 

similar number of systems for which the origin of the deviations from ideality could not be assessed due to a 

lack of hM data or stem from enthalpic, entropic or (enthalpic + entropic) effects. In order to have a meaningful 

representation of such a diversity, it was found acceptable to include around 20 binary systems per BAC. 

Another key point is to only retain high-quality-certified data explaining why the consistency of the data were 

checked with the help of four consistency tests: the point test [295], the integral test [296], the differential test 

and the infinite-dilution test [297], all performed with the Data Preparation Package (DPP) which is a software 

package for the regression of thermophysical property models commercialized by Dechema. It is however 

worth noting that the aforementioned tests only apply to VLE data when both compounds are subcritical. As a 

direct consequence, among the many data included in our benchmark database, only the quality of the 

subcritical data can be guaranteed. For an ideal binary system, passing the point test was considered as a 

sufficient consistency condition while for non-ideal systems, the point test and two of the three remaining tests 

had to be passed in order to keep the experimental data in our database. Indeed, as explained by Wisniak et al. 

[298] the quality of the equilibrium data should be checked using simultaneously several of the available 

consistency tests. 

In the end, the proposed database comprises 200 binary systems and contains about 30,000 experimental data 

points (around 18,000 VLE/LLE data points, 8,500 hM data, 1,500 M
Pc  data, and 2,000 data points relative to 

critical points, azeotropic points or three-phase lines). 

PVI.II.V The built database 

An extensive screening of thousands of binary systems was first realized and a complex strategy was developed 

in order to only keep the 200 systems that met our criteria in terms of (i) types of association, (ii) deviations 

from ideality, (iii) quality, quantity and diversity of the experimental data. Indeed, as previously discussed, we 

made our best in order that the selected systems are such that phase equilibrium data (VLE, LLE, VLLE, 

azeotrope) and mixing properties (hM, M
Pc ) are abundant in large temperature, pressure and composition ranges. 

As previously stated, an overview of how the deviations from ideality are distributed among the nine BACs 

can be found in Table PVI.2. Similarly, an overview of how the different types of data are distributed among 

the 9 BACs can be found in Table PVI.3. For each BAC, Table PVI.4 to Table PVI.12 detail the list of the 

selected binary systems, specify the origin of the deviations from ideality and list the references in which the 

experimental data can be found. A scan of the 958 original references from which the data were extracted was 

realized and the authors are committed to sending a copy of an article to any reader of this paper that would, 

e.g., necessitate more details on the used experimental setup. 
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Remark: Table PVI.3 shows that the proposed database contains information for 225 azeotropic points. Some 

of them can however not be found in the original publications from which the data were extracted. We indeed 

decided for some azeotropic systems to interpolate the experimental VLE data in order to determine the 

temperature, pressure and composition of the azeotropic point. 

Several Excel files are available as Supporting Information (Appendix E): 

• The first one, named Database.xlsx, is a light Excel file that only contains the experimental data and 

the corresponding references. This file comprises 201 sheets. The first one named “ReadMe” provides 
an overview of the database and explains how it is organized. The 200 other sheets contain each the 

data related to a given binary system. 

• The nine others, one for each BAC, and named BACi_with visualization of the data.xlsx (i=1 to 9) are 

large-size Excel files that provide figures to have a visualization of the experimental data (as a 

complement to data tables) and the singularities of the binary systems. These files contain several 

sheets. Here also, the first one, named “ReadMe” provides an overview of the database and explains 

how it is organized whereas the other sheets contain each, the data related to a given binary system. 

The following part of this article (Section PVI.III) aims at explaining how the proposed database should be 

used to grade a thermodynamic model in order to assess its accuracy. For illustrative purpose, Section PVI.IV 

clarifies the grading of the thermodynamic model: {Peng-Robinson EoS + classical VdW mixing rules + a 

temperature-dependent BIP} and opens a discussion around its accuracy. 
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Table PVI.2. Overview of how the deviations from ideality are distributed among the nine binary association codes (BACs) for the 200 binary systems of the proposed 
database (the abbreviations used for the associating character of a pure compound are: NA for “Non-Associating”, HA for “Hydrogen-Acceptor", HD for “Hydrogen-
Donor” and SA for “Self-Associating”). 

Binary association code 
(BAC) 

Deviations from 
ideality not assessed(*) 

Ideal 
Non-ideal with 
enthalpic causes 

Non-ideal with 
entropic causes 

Non-ideal with 
enthalpic and entropic 

causes 

Non-ideal with non-
assessed causes(**) 

1 (NA - NA) 38% 15% 15% 4% 19% 8% 
2 (HA-NA) 29% 29% 13% 4% 17% 8% 
3 (HD-NA) 10% 30% 15% 0% 10% 35% 

4 (HA-HA or HD-HD) 32% 32% 14% 5% 9% 9% 
5 (SA-NA) 33% 11% 22% 0% 22% 11% 
6 (HD-HA) 28% 16% 4% 0% 28% 24% 
7 (SA-HD) 44% 0% 6% 25% 25% 0% 
8 (SA-HA) 23% 15% 27% 4% 23% 8% 
9 (SA-SA) 9% 30% 22% 9% 17% 13% 

(*) non-availability of subcritical VLE data (refer to Figure PVI.2) 
(**) non-availability of hM data (refer to Figure PVI.2) 
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Table PVI.3. Overview of the distribution of the different types of experimental data among the nine binary association codes (BACs) for the 200 binary systems of the 
proposed database (the abbreviations used for the associating character of a pure compound are: NA for “Non-Associating”, HA for “Hydrogen-Acceptor", HD for 
“Hydrogen-Donor” and SA for “Self-Associating”). 

Binary association 
code (BAC) 

Subcritical 
liquid 

phase(*) 
composition 

Subcritical vapor 
phase (or 2nd liquid 

phase(**)) composition 

Supercritical 
liquid 

phase(*) 
composition 

Supercritical vapor 
phase (or 2nd liquid 

phase(**)) composition 

Azeotropic 
point 

Critical 
point 

Enthalpy 
of 

mixing 

Heat 
capacity 
of mixing 

three-
phase 
line 

Sum % 

1 (NA - NA) 1323 1336 2293 2203 11 252 1314 231 16 8979 18.8% 
2 (HA-NA) 1406 1406 1195 1148 22 319 1532 27 0 7055 14.7% 
3 (HD-NA) 1087 1087 306 306 44 49 258 30 0 3167 6.6% 

4 (HA-HA or HD-
HD) 

904 904 561 561 7 60 454 15 0 3466 
7.2% 

5 (SA-NA) 1237 1219 343 378 35 130 1525 155 25 5047 10.5% 
6 (HD-HA) 1112 1112 410 410 18 63 466 99 0 3690 7.7% 
7 (SA-HD) 741 711 0 0 13 0 498 26 0 1989 4.2% 
8 (SA-HA) 2140 2119 915 881 42 193 1408 144 12 7854 16.4% 
9 (SA-SA) 2299 2287 149 149 33 50 1115 507 13 6602 13.8% 

Sum 12249 12181 6172 6036 225 1116 8570 1234 66 47849  

% 25,6% 25,5% 12,9% 12,6% 0,47% 2,33% 17,91% 2,58% 0,14%   

(*) Liquid phase refers indifferently to a VLE or a LLE data point. For a LLE, it designates the composition of the -liquid phase. 

(**) 2nd liquid phase designates the composition of the -liquid phase in the case of a LLE. 
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Table PVI.4. List of the 26 binary systems for which the binary association code is: BAC=1 (NA-NA). Such a BAC corresponds to a binary system involving a “Non-
Associating” (NA) molecule + another “Non-Associating” (NA) molecule. Corresponding origin of the deviations from ideality and list of the references in which the 
experimental data can be found. By convention, Molecule 1 refers to the more volatile component. 

Origin of the deviations from ideality Molecule 1 Molecule 2 References 

Deviations from ideality not assessed 

methane propane [299–311] 

methane n-hexane [309,312–319] 

methane n-heptane [309,320–323] 

nitrogen ethane [324–331] 

methane n-decane [332–337] 

ethane n-heptane [338–343] 

nitrogen n-pentane [344–346] 

nitrogen n-decane [347,348] 

methane n-tetracosane [349–352] 

ethane n-hexatriacontane [353–355] 

Ideal 

n-hexane cyclohexane [356–368] 

benzene toluene [369–378] 

propane isopentane [379] 

cyclohexane methylcyclohexane [357,378,380–383] 

Non-ideal with non-assessed causes 
ethane propane [384–396] 

methane n-butane [309,319,397–401] 
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Origin of the deviations from ideality Molecule 1 Molecule 2 References 

Non-ideal with enthalpic causes 

argon methane [402–411] 

n-heptane monochlorobenzene [412–418] 

cyclohexane monochlorobenzene [381,418–423] 

1,2-dichloroethane carbon tetrachloride [424–429] 

Non-ideal with entropic causes 1,2-dichloroethane toluene [373,430–434] 

Non-ideal with enthalpic and entropic causes 

Nitrogen methane 
[402,435–
440,329,441,442,410,443,411] 

methane ethane [307,309,328,329,444–448] 

benzene n-heptane [357,378,413,449–465] 

benzene cyclohexane [359,368,459,466–483] 

ethylene xenon [484–486] 
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Table PVI.5. List of the 24 binary systems for which the binary association code is: BAC=2 (HA-NA). Such a BAC corresponds to a binary system involving a 
“Hydrogen-Acceptor” (HA) molecule + a “Non-Associating” (NA) molecule. Corresponding origin of the deviations from ideality and list of the references in which the 
experimental data can be found. By convention, Molecule 1 refers to the more volatile component. 

Origin of the deviations from ideality Molecule 1 Molecule 2 References 

Deviations from ideality not assessed 

carbon dioxide toluene [487–501] 

carbon dioxide n-decane [502–513] 

methane carbon dioxide [303,447,514–523] 

carbon dioxide cyclopentane [524,525] 

nitrogen carbon dioxide 
[326,515–517,521,526–
537] 

methane hydrogen sulfide [538–540] 

carbon dioxide n-dotriacontane [541–543] 

Ideal 

methyl tert-butyl ether n-heptane [544–548] 

ethyl acetate toluene [549–552] 

carbon tetrachloride 1,4-dioxane [553–558] 

methyl ethyl ketone benzene [559–562] 

methyl tert-pentyl ether n-heptane [563–566] 

methyl tert-butyl ether toluene [567–570] 

1,2,3,4-tetrahydronaphthalene quinoline [571,572] 

Non-ideal with non-assessed causes ethylene carbon dioxide [573–579] 
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Origin of the deviations from ideality Molecule 1 Molecule 2 References 

carbon dioxide propane 
[303,310,395,527,580–
588] 

Non-ideal with enthalpic causes 

acetone n-hexane [589–595] 

n-pentane acetone [589,593,595–597] 

acetone cyclohexane [366,466,598–605] 

Non-ideal with entropic causes benzene n-methyl-2-pyrrolidone [606–611] 

Non-ideal with enthalpic and entropic causes 

carbon dioxide ethane [447,585,612–621] 

carbon dioxide n-butane 
[395,529,574,584–
587,622–629] 

n-hexane methyl ethyl ketone [455,562,630–633] 

acetone benzene [466,554,634–642] 
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Table PVI.6. List of the 20 binary systems for which the binary association code is: BAC=3 (HD-NA). Such a BAC corresponds to a binary system involving a 
“Hydrogen-Donor” (HD) molecule + a “Non-Associating” (NA) molecule. Corresponding origin of the deviations from ideality and list of the references in which the 
experimental data can be found. By convention, Molecule 1 refers to the more volatile component. 

Origin of the deviations from ideality Molecule 1 Molecule 2 References 

Deviations from ideality not assessed 
ethylene dichloromethane [643] 

nitrogen chlorodifluoromethane [644–647] 

Ideal 

chloroform Benzene [373,639,648–654] 

chloroform 1,2-dichloroethane [655–657] 

chloroform carbon tetrachloride [658–661] 

1,1,1-trifluoroethane 2,3,3,3-tetrafluoropropene [662] 

ethyl fluoride 1,1,1,2-tetrafluoroethane [663] 

propylene chlorodifluoromethane [664] 

Non-ideal with non-assessed causes 

difluoromethane Propane [665–669] 

trifluoromethane Ethane [670,671] 

carbon tetrafluoride chlorodifluoromethane [672,673] 

pentafluoroethane Propane [666,668,674–676] 

carbon tetrafluoride trifluoromethane [677] 

hexafluoroethane 1,1,1,2-tetrafluoroethane [664,678] 

decafluorobutane 1,1,1,3,3-pentafluorobutane [679] 

Non-ideal with enthalpic causes chlorodifluoromethane dichlorodifluoromethane [680–685] 
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Origin of the deviations from ideality Molecule 1 Molecule 2 References 

dichloromethane carbon tetrachloride [425,428,659,686] 

chloroform n-hexane [687–693] 

Non-ideal with enthalpic and entropic causes 
chloroform n-heptane [687,690,691,693–695] 

dichloromethane n-pentane [696–698] 
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Table PVI.7. List of the 22 binary systems for which the binary association code is: BAC=4 (HA-HA or HD-HD). Such a BAC corresponds to a binary system involving 
two “Hydrogen-Acceptor” (HA) molecules or two “Hydrogen-Donor” (HD) molecules. Corresponding origin of the deviations from ideality and list of the references in 
which the experimental data can be found. By convention, Molecule 1 refers to the more volatile component. 

Origin of the deviations from ideality Molecule 1 Molecule 2 References 

Deviations from ideality not assessed 

carbon dioxide dimethyl ether [699–701] 

carbon dioxide hydrogen sulfide [702–705] 

carbon dioxide ethyl acetate [706–710] 

carbon dioxide carbon disulfide [711,712] 

carbon dioxide dimethyl carbonate [713–718] 

carbon monoxide carbon dioxide [719–721] 

oxygen carbon dioxide [532,533,722–725] 

Ideal 

pentafluoroethane 1,1,1,2-tetrafluoroethane [726–730] 

chlorodifluoromethane 1,1,1,2-tetrafluoroethane [731,732] 

difluoromethane 1,1,1,2-tetrafluoroethane 
[726,727,729,730,733–
737] 

1,1,1,2-tetrafluoroethane 1,1-difluoroethane [664,738,739] 

ethyl acetate 1,4-dioxane [553,740–742] 

dimethyl carbonate diethyl carbonate [743–745] 

1,2-epoxybutane dimethyl carbonate [746] 

Non-ideal with non-assessed causes dimethyl ether sulfur dioxide [747–749] 
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Origin of the deviations from ideality Molecule 1 Molecule 2 References 

trifluoromethane chlorodifluoromethane [750,751] 

Non-ideal with enthalpic causes 

diethyl ether acetone [651,752,753] 

carbon disulfide acetone [754–756] 

triethylamine 1,4-dioxane [757,758] 

Non-ideal with entropic causes thiophene sulfolane [759] 

Non-ideal with enthalpic and entropic causes 
tetrahydrofuran N,N-dimethylformamide [760,761] 

n-butyl acetate N,N-dimethylformamide [762,763] 
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Table PVI.8. List of the 18 binary systems for which the binary association code is: BAC=5 (SA-NA). Such a BAC corresponds to a binary system involving a “Self-
Associating” (SA) molecule + a “Non-Associating” (NA) molecule. Corresponding origin of the deviations from ideality and list of the references in which the 
experimental data can be found. By convention, Molecule 1 refers to the more volatile component.  

Origin of the deviations from ideality Molecule 1 Molecule 2 References 

Deviations from ideality not assessed 

n-butane water [764–768] 

water benzene [769–773] 

ethane 1-propanol [774–779] 

nitrogen ammonia [780–782] 

ethane water [765] 

nitrogen water [783–793] 

Ideal 
diethylamine benzene [413,794,795] 

diethylamine monochlorobenzene [413,796] 

Non-ideal with non-assessed causes 
ethane methanol [776,797–802] 

propane methanol [803–807] 

Non-ideal with enthalpic causes 

1-propanol benzene [468,808–816] 

ethanol benzene 
[458,461,476,648,813,816–
826] 

isopropanol 2,2,4-trimethylpentane [827–834] 

2-butanol cyclohexane [835–840] 

Non-ideal with enthalpic and entropic causes 1-propanol n-hexane [841–847] 
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Origin of the deviations from ideality Molecule 1 Molecule 2 References 

ethanol n-heptane [848–864] 

methanol n-hexane [847,856,865–873] 

methanol benzene [813,816,823,874–884] 
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Table PVI.9. List of the 25 binary systems for which the binary association code is: BAC=6 (HD-HA). Such a BAC corresponds to a binary system involving a 
“Hydrogen-Donor” (HD) molecule + a “Hydrogen-Acceptor” (HA) molecule. Corresponding origin of the deviations from ideality and list of the references in which the 
experimental data can be found. By convention, Molecule 1 refers to the more volatile component. 

Origin of the deviations from ideality Molecule 1 Molecule 2 References 

Deviations from ideality not assessed 

carbon dioxide chlorodifluoromethane   [644,645,751,885] 

carbon dioxide 1,1,1,2-tetrafluoroethane [886–889] 

carbon dioxide 
1,1,1,2,3,3,3-
heptafluoropropane 

[890,891] 

trifluoromethane carbon disulfide [751] 

chloroform diisopropyl ether [693,758,892,893] 

1,1,1-trifluoroethane dimethyl ether [894] 

chloroform n-butyl ethyl ether [892,895] 

Ideal 

carbon dioxide difluoromethane [737,896–898] 

difluoromethane dimethyl ether [899–901] 

difluoromethane sulfur dioxide [902] 

ethyl acetate trichloroethylene [903] 

Non-ideal with non-assessed causes 

sulfur dioxide 1,1,1,2,3,3,3-
heptafluoropropane 

[904] 

chlorodifluoromethane dimethyl ether [905] 

chlorodifluoromethane carbon disulfide [751] 

pentafluoroethane dimethyl ether [675,906] 

3-pentanone 1,1,2,2-tetrachloroethane [907] 
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Origin of the deviations from ideality Molecule 1 Molecule 2 References 

dimethyl ether 1,1,1,3,3,3-hexafluoropropane [908,909] 

Non-ideal with enthalpic causes dichloromethane carbon disulfide [910,911] 

Non-ideal with enthalpic and entropic causes 

acetone chloroform [640,642,652,688,693,758,912–919] 

chloroform ethyl acetate [920–923] 

chloroform tetrahydrofuran [655,693,924–927] 

chloroform di-n-propyl ether [693,892,893,895,928,929] 

methyl acetate chloroform [693,920,930,931] 

cyclopentanone 1,1,2,2-tetrachloroethane [932–934] 

ethyl acetate 1,1,2,2-tetrachloroethane [935,936] 
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Table PVI.10. List of the 16 binary systems for which the binary association code is: BAC=7 (SA-HD). Such a BAC corresponds to a binary system involving a “Self-
Associating” (SA) molecule + a “Hydrogen-Donor” (HD) molecule. Corresponding origin of the deviations from ideality and list of the references in which the 
experimental data can be found. By convention, Molecule 1 refers to the more volatile component. 

Origin of the deviations from ideality Molecule 1 Molecule 2 References 

Deviations from ideality not assessed 

chloroform 1-butanol [650,937,938] 

1-propanol trichloroethylene [939,940] 

trichloroethylene 1-butanol [940,941] 

isopropanol trichloroethylene [939,942] 

2-butanol trichloroethylene [941,942] 

1-hexyne acetonitrile [943,944] 

isopropanol chloroform [938,945,946] 

Non-ideal with enthalpic causes ethanol 1-heptyne [947,948] 

Non-ideal with entropic causes 

ethanol chloroform [650,695,938,949–954] 

chloroform acetic acid [955–959] 

methanol halothane [960–962] 

trichloroethylene 2-methoxyethanol [963,964] 

Non-ideal with enthalpic and entropic causes 

chloroform acetonitrile [965–970] 

ethyl formate chloroform [920,922] 

chloroform 1-propanol [651,938,971,972] 

n-propyl formate 1,1,2,2-tetrachloroethane [935,973] 
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Table PVI.11. List of the 26 binary systems for which the binary association code is: BAC=8 (SA-HA). Such a BAC corresponds to a binary system involving a “Self-
Associating” (SA) molecule + a “Hydrogen-Acceptor” (HA) molecule. Corresponding origin of the deviations from ideality and list of the references in which the 
experimental data can be found. By convention, Molecule 1 refers to the more volatile component.  

Origin of the deviations from ideality Molecule 1 Molecule 2 References 

Deviations from ideality not assessed 

carbon dioxide water [974–992] 

carbon dioxide ethanol [487,510,775,847,993–1007] 

ethanol methyl tert-butyl ether [548,1008–1012] 

carbon dioxide 2-methyl-1-propanol [1013–1018] 

carbon monoxide methanol [1019–1021] 

carbon dioxide 1-pentanol [510,1015,1022–1025] 

Ideal 

diethylamine ethyl acetate [741,742] 

diethylamine triethylamine [1026–1029] 

2-methyl-2-propanol methyl tert-butyl ether [1030–1033] 

acetonitrile 1,4-dioxane [1034–1036] 

Non-ideal with non-assessed causes 

dimethyl ether water [701,1037–1040] 

carbon dioxide methanol 
[488,489,510,701,847,999,1004,1007,1019,1041–
1051] 

Non-ideal with enthalpic causes 

methanol ethyl acetate [1052–1059] 

isopropanol diisopropyl ether [829,1010,1060,1061] 

methanol n-butyl acetate [1057,1062–1064] 



Publications 

- 207 - 

Origin of the deviations from ideality Molecule 1 Molecule 2 References 

diethyl ether ethanol [1065–1067] 

methanol 1,4-dioxane [1068–1073] 

methanol thiophene [874] 

ethanol di-n-butyl ether [1067,1074–1076] 

Non-ideal with entropic causes methanol diisopropyl ether [1010,1077–1079] 

Non-ideal with enthalpic and entropic causes 

methanol methyl tert-butyl ether [545,547,548,1009,1078,1080–1084] 

ethanol ethyl acetate [1054,1057,1058,1076,1085–1092] 

acetone water [603,878,1093–1104] 

ethanol methyl ethyl ketone [559,1105–1112] 

ethanol acetone [854,1113–1118] 

methanol acetone [599,603,1098,1119–1124] 
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Table PVI.12. List of the 23 binary systems for which the binary association code is: BAC=9 (SA-SA). Such a BAC corresponds to a binary system involving a “Self-
Associating” (SA) molecule + another “Self-Associating” (SA) molecule. Corresponding origin of the deviations from ideality and list of the references in which the 
experimental data can be found. By convention, Molecule 1 refers to the more volatile component. 

Origin of the deviations from ideality Molecule 1 Molecule 2 References 

Deviations from ideality not assessed 
water ethylenediamine [1125–1127] 

water 1-pentanol [1128–1131] 

Ideal 

methanol 1-butanol [878,1132–1136] 

ethanol acetic acid [1092,1137–1140] 

methanol ethanol [923,1136,1141–1147] 

2-methyl-2-propanol 1-butanol [1148–1150] 

ethanol 3-methyl-1-butanol [1151–1153] 

methanol 3-methyl-1-butanol [1153–1155] 

methanol 1-propanol 
[864,1101,1136,1146,1147,1156–
1159] 

Non-ideal with non-assessed causes 

ammonia water [1160–1169] 

ammonia acetonitrile [1170] 

water allyl alcohol [1171,1172] 

Non-ideal with enthalpic causes 

water phenol [1173–1179] 

methyl formate methanol [1180–1184] 

ethyl formate water [1185,1186] 
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Origin of the deviations from ideality Molecule 1 Molecule 2 References 

ethanol ethyl formate [1184,1187–1189] 

1-butanol nitromethane [1147,1190–1194] 

Non-ideal with entropic causes 
water 2-butoxyethanol [1195–1200] 

water 
propylene glycol monomethyl 
ether 

[1196] 

Non-ideal with enthalpic and entropic causes 

ethanol water [1085,1101,1142,1201–1221] 

water acetonitrile [1222–1231] 

methanol water 
[1098,1204,1218,1219,1232–
1249] 

isopropanol water [854,1206,1250–1256] 
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PVI.III Grading of a thermodynamic model by means of the proposed 
database in order to assess its accuracy 

This section focuses initially on the methodology that has to be followed in order to evaluate the 

deviations between model predictions and experimental data (in particular, which property of each data 

set must be specified and which property must be calculated from the thermodynamic model and 

compared to an experimental value). It is then explained how a thermodynamic model may be graded. 

The methodology described hereafter to assess the accuracy of a model is specific but we believe this 

approach is necessary to fairly compare the scores obtained by two thermodynamic models. It is exactly 

what happens with the grading of students: the professor establishes a very detailed marking scheme 

before marking the examination papers. 

PVI.III.I Evaluation of the deviations between model predictions and experimental 
data 

In order to fairly cross-compare two thermodynamic models, we are convinced that the deviations 

between model predictions and experimental data have to be calculated in the same way, i.e., following 

the same procedure. However, in accordance with the Gibbs’s phase rule there is not a unique way to 
perform a fluid-phase equilibrium (VLE, LLE, VLLE, critical point, azeotropic point) calculation. It is 

always necessary to first determine the variance (also called the number of degrees of freedom) of the 

system, then to specify a number of intensive variables equal to the variance and finally to calculate the 

other intensive variables (those that will be compared to the experimental data). The variables that are 

specified and those that are calculated can however be freely chosen. To fix the ideas, let us consider 

the VLE calculation of a binary system for which the temperature T, pressure P and composition of the 
liquid ( 1x ) and gas ( 1y ) phases were experimentally measured. For such a system the number of degrees 

of freedom (the variance) is equal to 2 and it is thus necessary to specify two variables among 

( )1 1, , ,T P x y  and to calculate the two others. The arbitrary choice made in this paper is to specify T  and 

P  (i.e., to fix T and P to their experimental values) and to calculate, in turn, 1x  and 1y . There are thus 

no deviations between model predictions and experimental values of T  and P  but instead deviations 
over 1x  and 1y . Specifying T and P and calculating 1x  and 1y  is somehow similar to a T,P-flash 

calculation [1257]. For each property available in the proposed database, Table PVI.13 reports the 

variance, the specified and the calculated variables. In other words, Table PVI.13 dictates the 

methodology that has to be strictly followed in order to evaluate the deviations between model 

predictions and experimental data by means of the proposed database. 

Table PVI.13 highlights that for systems of variance equal to 2 (two-phase equilibrium binary systems), 

we arbitrarily decided that temperature and pressure should be specified whereas phase compositions 

should be calculated. For systems of unitary variance (binary critical point, binary azeotropic point, 

binary three-phase equilibrium), we decided that the temperature should be specified and that other 

variables (critical pressure and composition, azeotropic pressure and composition, three-phase pressure 

and compositions) should be calculated. 
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Table PVI.13. Specified and calculated variables for the different binary-system properties 
involved in the database. 

Property Variance 
Measured 

variables 

Specified 

variables 

Calculated variables 

(to be compared with 

experimental data values) 

Critical point 
1 1, ,T P x  T  1,P x  

Azeotropic point 

Two-phase equilibrium 

data (VLE or LLE) 
2 

1 1

1 1

, , ,  for VLE

, , ,  for LLE

T P x y

T P x x





 ,T P  
1 1

1 1

,  for VLE

,  for LLE

x y

x x





 

Three-phase equilibrium 

data (VLLE) 
1 1 11, , , ,yT P x x  T  1 11, , ,yP x x  

Enthalpy of mixing 
N.A.(*) 

1, , , MT P z h  
1, ,T P z  

Mh  

Heat capacity of mixing 1, , , M
PT P z c  M

Pc  
(*) Not Applicable because global variables (here global mole fractions 1z  and 2 11z z= − ) are involved. Let us indeed recall 

that the phase rule that defines the variance only considers intensive variables specific to one of the phases. 

 

The calculation of the deviations between model predictions and experimental data for mixing properties 

does not need to make arbitrary choices on the specified and calculated variables; there is indeed a 

unique way to perform the calculation. For such properties, the temperature, the pressure, the global 

composition 1z , and Mh  (or M
Pc ) are experimentally determined. Depending on ( )1, ,T P z , the binary 

system can be either in a one-phase or in a two-phase region so that a T,P-flash calculation has first to 

be performed at specified temperature, pressure and global composition in order to determine the 

number of phases in equilibrium, their composition and their proportions. Once done, Mh  or M
Pc  can 

be straightforwardly calculated for the specified ( )1, ,T P z  values [1258]. It is worth noting that the 

experimentalists who performed Mh  or M
Pc  measurements do not mention systematically the pressure 

at which the measurements were conducted although such a value is required to perform the calculation 

from an EoS. This usually happens for mixing properties related to a liquid phase on which the pressure 

has a negligible influence. When this happened, the assumed experimental pressure was determined by 

trial and errors so that the calculated physical state of the system agrees with the experimentally-

observed state. The first guessed pressure is always the atmospheric pressure. In the Excel files 

database.xlsx and BACi_with visualization of the data.xlsx (i=1 to 9) – available as Supporting 

Information (Appendix E) – that contain all the experimental data, the experimental pressure appears as 

unknown and the assumed experimental pressure is indicated in parentheses. For clarity, an example is 

given in Figure PVI.3. In this example, the unknown (not stated) experimental pressure has to be 

replaced by the atmospheric pressure (1.0132 bar). 
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Figure PVI.3. Notation used in the files database.xlsx and BACi_with visualization of the 
data.xlsx (i=1 to 9) when the experimental pressure is not mentioned. 

Lastly, for any calculated property X , the MAPE (Mean Absolute Percentage Error) was selected to 

quantify the deviation between experimental and calculated data: 

 
1

1
(%) 100

dataN EXP MODEL
i i

EXP
data i

X
i

X X
MAPE

N X=

−
=   (PVI.5) 

PVI.III.II Treatment of “out-of-model” data points 

It may happen that the isothermal or isobaric phase diagram – calculated with the thermodynamic model 

we want to grade – does not have the expected topology. To fix the ideas, it may happen that a model 

does not predict the existence of a homogeneous azeotrope that is however experimentally observed. In 
such a case, the MAPE on azP  and azx  cannot be evaluated and the corresponding experimental data 

point is said to be "out of model" (not calculable by the model). When such a situation arises, the 

experimental data point must be rejected, i.e., not taken into account in Eq. (PVI.5) to evaluate the 

(%)XMAPE . In other words, we simply apply: 1N Ndadata ta= −  in Eq. (PVI.5). Here below, are 

detailed all the cases in which out of model data points could appear. 

Case 1: at specified T and P ( expT T=  and expP P= ), a 2-phase system is experimentally observed 

whereas the model predicts a 1-phase system. All the experimental data points for which the model 

predicts a 1-phase system are declared "out of model". This case is illustrated in Figure PVI.4 (panel a). 

Case 2: at specified T and P ( expT T=  and expP P= ), a 2-phase system is experimentally observed and 

a 2-phase system is also predicted by the model. However, it was experimentally found that 

1,exp 1,expy x  (respectively 1,exp 1,expy x ) and the model predicts the wrong topology, i.e., predicts 

1, 1,cal caly x  (respectively 1, 1,cal caly x ). All these experimental data points are declared out of model. 

This case – that typically appears when the azeotropic composition is not properly predicted by the 

model – is illustrated in Figure PVI.4 (panel b). 
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Case 3: a homogeneous azeotrope is experimentally observed at expT T=  whereas the model predicts a 

different topology (a zeotropic behavior or a heterogeneous azeotrope). The experimental homogeneous 

azeotropic point is declared "out of model". This case is illustrated in Figure PVI.4 (panel b and c). 

Case 4: a 3-phase line (VLLE) is experimentally observed at expT T=  whereas the model does not 

predict such a behavior. The experimental 3-phase line is thus declared "out of model". This case is 

illustrated in Figure PVI.4 (panel d). 

Case 5: the number of calculated critical points at expT T=  is different to the number of critical points 

experimentally observed. As an example, the binary system may exhibit 2 experimental critical points 

whereas 1 or zero are returned by the model (see e.g. Figure PVI.4 – panel e). The opposite may also 

happen: the binary system exhibits a unique critical point but 2 are returned by the model (see, e.g., 

Figure PVI.4 – panel f). 
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Figure PVI.4. Illustration of all the cases in which out of model data points can appear. For such 
exp. data points, the MAPE cannot be evaluated. (a): experimentally 2-phase data points that are 
found to be 1-phase by the model. (b) An azeotropic system is predicted as a zeotropic system so 
that the homogeneous azeotrope is declared out of model. In addition, for small mole fractions, 

1,exp 1,expy x  whereas the model predicts the opposite. (c) A homogeneous azeotrope is predicted 

as heterogeneous. (d) A 3-phase line is not predicted by the model. (e) 2 critical points that are 
not predicted by the model are experimentally observed. (f) The model predicts 2 critical points 
whereas only one is experimentally observed. 
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PVI.III.III Grading of a thermodynamic model 

Our objective is to give a unique mark over 20 to a given thermodynamic model to immediately be able 

to benchmark its accuracy against the accuracy of other models. A grade of 20/20 is the highest 

attainable mark. It is only obtained if the model is able to exactly reproduce (with 0% deviation) all the 

experimental data available in the proposed database. In all other cases, a score lower than 20 will be 

assigned to the model. Once the MAPEs are calculated (see Eq. (PVI.5)), the scoring of a 

thermodynamic model starts by giving a mark over 20 to each of the nine families of binary systems, 

each identified by its BAC. Such a mark is actually an average over ten marks (one for each of the ten 

calculated properties defined in the last column of Table PVI.13), that are:  

1) critical pressure,  

(2) critical composition,  

(3) azeotropic pressure,  

(4) azeotropic composition,  

(5) liquid phase composition ( 1 1,x x ), 

 

 

(6) gas phase (or 2nd liquid phase) composition 

( 1 1,y x ),  

(7) three-phase pressure,  

(8) three-phase compositions,  

(9) mixing enthalpy,  

(10) mixing heat capacity. 

 

Once done, a thermodynamic model is characterized by nine marks (one for each BAC). In a second 

step, the number of marks is reduced from nine to four by averaging the marks got by some BACs in 

order to only retain four categories of binary systems based on the type of association they exhibit: 

- The marks obtained by BAC1 + BAC2 + BAC3 + BAC4 are averaged because all these systems do not 
exhibit association (see Table PVI.1). In Eq. (PVI.6), the resulting average mark is noted NAmark  (where 

NA stands for "no association"). 

- The mark obtained by BAC5 is kept as a single mark because in this type of systems - and only in this 

one - self-association tends to be broken (see Table PVI.1). In Eq. (PVI.6), 
5BACmark  is noted SAmark  

(where SA stands for "self-association") 

- The mark obtained by BAC6 is kept as a single mark because in this type of systems - and only in this 

one - cross-association without the presence of self-association is observed. BAC6 refers to binary 

systems in which cross-association takes place alone (see Table PVI.1). In Eq. (PVI.6), 
6BACmark  is 

noted CAmark  (where CA stands for "cross-association") 

- The marks obtained by BAC7 + BAC8 + BAC9 are averaged because all these systems both exhibit 

cross-association and self-association (see Table PVI.1). In Eq. (PVI.6), the resulting average mark is 
noted CA SAmark +  (where CA+SA stands for "cross-association + self-association"). 

The unique final mark given to a thermodynamic model is obtained by averaging the 4 marks (see Eq. 

(PVI.6)) relative to (i) systems without association, (ii) systems in which self-association tends to be 
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broken, (iii) systems in which cross-association takes place alone and (iv) systems in which both cross-

association and self-association take place. 

 no association  self-association  cross-association cross-association 
+ self-association

1
4

NA SA CA CA SAmark mark mark mark +


+ + += 


of  a thermodynamic model
               (over 20)

Final mark

1 2 3 4

5

6

7 8 9

average of 4 marks

4

:

3

BAC BAC BAC BAC
NA

SA BAC

CA BAC

BAC BAC BAC
CA SA

mark mark mark mark
mark

mark mark
with

mark mark

mark mark mark
mark +

 
 
 
 



+ + + =


=
 =
 + + =



















 (PVI.6) 

The procedure aimed at giving a mark over 20 to a given BAC (
iBACmark ) is now detailed. As 

previously stated, such mark is, in itself, the average value of 10 marks (in liquid phase composition x  

(or x ), gas phase (or 2nd liquid phase) composition y  (or x ), three-phase pressure LLVP , three-phase 

compositions LLVz , critical pressure cP , critical composition cx , azeotropic pressure azP , azeotropic 

composition azx , mixing enthalpy Mh , mixing heat capacity M
Pc ), each defined below. 

• (1) Mark in liquid phase composition ( x  for VLE and x  for LLE): 

 
( ) ( )

 o
1 1 2 2

r 

   or %
 

   or %
20 0.5

2x x

MAPE on x x MAPE on
M

x x
ark 

  +
−   

 
=  (PVI.7) 

where ix  (respectively ix ) is the mole fraction of component i  in the liquid phase (respectively -

liquid phase). 

• (2) Mark in gas phase ( y ) or 2nd liquid phase ( x ) composition: 

 
( ) ( )

 
1 21 2

 or

 or  or 
  

  %   %
20 0.5

2y x

MAPE on y x MAPE on y
a

x
M rk 

  +
−   

 
=  (PVI.8) 

where iy  (respectively ix ) is the mole fraction of component i  in the gas or second liquid phase. 

Remark: very small (or close to 1) mole fractions may lead to huge percent deviations. As an example, 

at T/K = 377.59 K and P = 1.379 bar, the solubility of n-butane in water is x1,exp = 0.000002. In the case 

a model calculates x1 = 0.000082, the corresponding ½×(MAPE on x1 + MAPE on x2) relative to this 

unique data point is about 2000 % even though the absolute deviation is extremely small  

( 1, 1, 0.00008   exp calx x =− ). Such a datapoint can thus have a huge influence on the calculated 

 or x x
Mark   (or  or y x

Mark  ). To avoid such a bias, if: 
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 ( )1

1, exp

1 x

2

, e p

and simultaneously ½

0.01

              45%

0.99

MAPE on z MAPE o

z

or n z

z







+



  (PVI.9) 

where 1z  stands for the mole fraction of component 1 in the liquid or gas phase of a 2-phase system 

(VLE or LLE), the corresponding datapoint is rejected (we here mean, it is not taken into account in Eq. 

(PVI.5) in order to annihilate its influence on the calculated  or x x
Mark   (or 

 or y x
Mark  )). 

• (3) Mark in three-phase pressure, LLVP : 

 ( )20 0.50    % 
LLVP LLVMAPE onMark P− =  (PVI.10) 

• (4) Mark in three-phase composition, LLVz : 

( ) ( ) ( )2
i

1

  %   %   y %
20 0.5  

6LLV

i
z

i

i

MAPE on x MAPE on x MA
M k

PE
a

on
r



=

 + +
−   

 
=   (PVI.11) 

where ix , ix , iy  are the mole fractions of component i  in each of the three equilibrium phases. 

• (5) Mark in critical pressure, cP : 

 ( )20 0.75 %   
c cP MAPMark E on P− =  (PVI.12) 

• (6) Mark in critical composition, cx : 

 
( ) ( )1, 2,  %   %

20 0.5  
2cx

c cM
MAPE on x MAPE on

ark
x +

−    
=  (PVI.13) 

where ,i cx  is the mole fraction of component i  at the critical point. 

• (7) Mark in azeotropic pressure, azP : 

 ( )20 0.50   %  
az azP MAPE oM rk na P− =  (PVI.14) 

• (8) Mark in azeotropic composition, azx : 

 
( ) ( )1, 2,  %   %

20 0. 5
2

 
az

a z
x

z aMa
MAPE on x MAPE on x

rk
 +

−    
=  (PVI.15) 

where ,i azx  is the mole fraction of component i  at the azeotropic point. 

• (9) Mark in mixing enthalpy, Mh : 

 
, , , ,

, ,
1

1 1
20 0.25

2
  100   100

dat

M

a M EXP M MODEL M EXP M MODEL
i i i i

M EX

N

d
P M MO

ata i
DELh

i iN

h h h h
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h h=

 
 − 
 
 

− −
=  +  (PVI.16) 
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Remarks:  

1. hM goes to zero when the mole fraction of the studied phase (z1) goes to zero or one. In such 

cases, huge percent deviations and consequently very bad marks on hM can be obtained. To 

avoid such a bias, if in Eq. (PVI.16): 
, , , ,

, ,

1
80100 %

2
  100

M EXP M MODEL M EXP M MODEL
i i i i

M EXP M MODEL
i i

h h h h

h h

 
  

 

+


− −
  , this quantity is set to 80%. 

2. Eq. (PVI.16) highlights that we here decided to make the average between 2 MAPEs: one 

calculated with the classical definition (see Eq. (PVI.5)) and one obtained by introducing 
,M MODEL

ih  (i.e., the calculated value) at the denominator. This procedure is selected in order 

to obtain the same mark when calculated values of hM are n times (e.g. twice) smaller or n times 

larger than the experimental values. To fix the ideas, let us assume that , 1100 M EXPh J mol−= 

. If the calculated value is 50 times too small, let us say: , 12 M MODELh J mol−=   then Eq. 
(PVI.5) returns a (%) 98%Mh

MAPE = . In contrast, if the calculated value is 50 times too large, 

that is: , 15000 M MODELh J mol−=   then Eq. (PVI.5) returns a (%) 4900%Mh
MAPE = . As a 

direct consequence, the classical MAPE definition favors the case where ,M MODELh  is 50 times 

below ,M EXPh . However, for both cases ( , 12 M MODELh J mol−=   or 

, 15000 M MODELh J mol−=  ), the average of the 2 MAPEs embedded in Eq. (PVI.16) is exactly 

the same. For the selected example: 
, , , ,

, ,

1
2499%100  0

2
 1 0

M EXP M MODEL M EXP M MODEL
i i i i

M EXP M MODEL
i i

h h h h

h h

 
  =
 


+


− −
  . 

In practice, Mh  is used to evaluate molar enthalpies of the streams ( 1 1 2 2
M

streamh z h z h h= + + ) 

that are involved in the energy balance of a given process. The mark determined by Eq. (PVI.16) 

thus needs to capture the influence of hM on such a balance. One possibility to reach this target 

is to convert the difference , ,M EXP M MODEL
i ih h−  into terms of temperature effect [1258] hT  

through: 

 

, ,M EXP M MODEL
i i

h
P

h h
T

c

−
 =   (PVI.17) 

where Pc  is the molar isobaric heat capacity of the mixture. hT  quantifies the error made in 

the estimation of the final temperature of a mixture obtained by mixing two pure compounds at 

isobaric and adiabatic conditions. From our experience in process simulation, we decided to 
consider that 1.4 hT K =  was a good reference. In many cases, such a deviation is reached 

when Mh  is estimated with a deviation of around 20% and Eq. (PVI.16) is conceived so that 

with this deviation the mark is equal to 15/20. 
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• (10) Mark in mixing heat capacity, M
Pc : 

 
, , , ,

, , , ,
, ,

, ,1
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N
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c c c c
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 − 
 
 

− −
=  +  (PVI.18) 

This mark was built in a similar manner to Mh
Mark  so that the following remarks apply. 

Remarks:  

1. Analogously to hM, M
Pc  goes to zero when the mole fraction of the studied phase (z1) goes to 

zero or one. In such cases, huge percent deviations and consequently very bad marks on M
Pc  can 

be obtained. To avoid such a bias, if in Eq. (PVI.18): 

, , , ,
, , , ,

, ,
, ,

1
100   200%

2
100

M EXP M MODEL M EXP M MODEL
P i P i P i P i

M EXP M MODEL
P i P i

c c c c

c c

 
  
 
 

− −
 +  this quantity is set to 

200%. 

The choice of Eq. (PVI.18) is based on the fact that for the data points embedded in the proposed 

database, we noticed that a deviation of 50% on M
Pc  lead to an average deviation of only 2% on the 

molar isobaric heat capacity of the corresponding stream calculated as: , 1 ,1 2 ,2
M

P stream P P Pc z c z c c= + +

. In consequence, Eq. (PVI.18) is built so that a deviation of 50% on M
Pc  leads to a good mark of 15/20. 

Important remark: any mark below zero is raised to zero. 

And, in the end: 

  or  or 
; ; ; ; ;

 
; ; ; ;

LLV LLV c

i
M M

c az az P

P z Px x y x
BAC

x P x h c

Mark Mark Mark Mark Mark
Mark average

Mark Mark Mark Mark Mark

  
 =
 
 

 (PVI.19) 

To conclude, ten marks (at the most) are attributed to a given BAC. Obviously, when experimental data 

are missing for one or several properties, the corresponding mark(s) cannot be calculated and is(are) 

removed from Eq. (PVI.19). As an example, none of the binary systems embedded in BAC2 contain 3-
phase equilibrium data so that 

LLVPMark  and 
LLVzMark  cannot be evaluated. For BAC2, the given mark 

(Eq. (PVI.19)) is the average of only 8 marks (instead of 10). 

It is worth noting that the previous equations (from Eq. (PVI.7) to Eq. (PVI.18)) give the greatest weight 

to the critical pressures that fix the topology of a binary system and are thus, in our view, extremely 

important while less attention is given to mixing enthalpies and even less to mixing heat capacities. In 
practical terms, according to Eq. (PVI.12), a MAPE of 13 % on the critical pressures leads to a 

cPMark  

of 10/20 and a MAPE of 26 % leads to a 
cPMark  of 0/20. By contrast, from Eq. (PVI.18), a similar 

MAPE of 13 % on the mixing heat capacities leads to a M
Pc

Mark  of 18.7/20 and a MAPE of 26 % leads 

to a M
Pc

Mark  of 17.4/20. 
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PVI.IV Illustration: grading and discussion around the accuracy of the 
Peng-Robinson EoS with classical mixing rules and a temperature-dependent 
BIP 

PVI.IV.I The model 

In this section, it was decided to use the benchmark database developed in this study to assess the 

accuracy and to grade the Peng-Robinson [65,66] (PR) EoS with classical mixing rules and a 

temperature-dependent BIP (denoted ijk ). We found no reason to introduce a volume shift because all 

the experimental properties contained in the database are unaffected by a temperature-independent 

volume translation [132,183]. 

For a pure component, the PR EoS is: 

 
( )

( ) ( )
i

i i i i

a TRT
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v b v v b b v b
= −

− + + −
 (PVI.20) 

Although non-consistent [185,198,199] at very high temperatures, it was decided to classically use the 

Soave-type [64] α-function proposed by Peng and Robinson [66] in 1978. An updated version has 

however recently been developed by Piña-Martinez [67] and coworkers (including Peng). We thus used: 
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 (PVI.21) 

where P  is the pressure, R  is the gas constant, T  is the temperature, ia  and ib  are the cohesive 

parameter and molar co-volume of pure component i respectively, v  is the molar volume, ,c iT  is the 

experimental critical temperature, ,c iP  is the experimental critical pressure and i  is the experimental 

acentric factor of pure i . Such experimental properties were extracted from the DIPPR database, thus 

avoiding their estimation by group contribution methods [1259]. 

To apply this EoS to a mixture, mixing rules are necessary to calculate the values of a  and b  of the 

mixture. Classical Van der Waals one-fluid mixing rules [246] are used in this study: 
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 (PVI.22) 

where iz  represents the mole fraction of component i  and N  is the number of components in the 

mixture (in this work, N = 2). The ( )ijk T  parameter is the BIP characterizing the molecular interactions 

between molecules i  and j . In this study, the equation that gives the changes of ijk  with respect to 

temperature (see Eq. (PVI.23)) is the one used in the well-established PPR78 [114,175,1260–1263] and 

PR2SRK [1264] models and contains 2 parameters ( ijA  and ijB ) for the binary system i j+ . 
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    =  (PVI.23) 

PVI.IV.II The fitting procedure 

The selected model is a correlative (i.e., non-predictive) model and for a given binary system, the two 

parameters involved in Eq. (PVI.23) have to be fitted against experimental data. In this work, it was 

decided that the two parameters would be determined, system by system, in order to ensure the best 

reproduction of the experimental data available in the proposed database by minimizing an objective 

function accounting for the deviations between experimental data (VLE data, LLE data, VLLE data, 

critical data, azeotropic data, heat capacity of mixing data and enthalpy of mixing data) and model 

predictions. The selected objective function expression is: 

 
az az
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• 
obj, x or x

F   quantifies the deviations on the liquid phase composition for VLE data and on the -

liquid phase for LLE data: 

 

 or 

obj, x or x
1, exp 1,exp 2, exp 2,exp1

1, exp 1,exp 1, cal 1,

100 0.5  
 (or )  (or )
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 (PVI.25) 

obj, x or x  or x x
F n   
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  x or x
n   is the number of data points for which the liquid phase composition 1x  (VLE data) or the -

liquid phase composition 1x
  (LLE data) is known. 

Remark: as previously explained, very small mole fractions may lead to huge percent deviations. When 

this happens, the fitting algorithm is going to change the parameters in order to reduce this huge 

deviation to the detriment of other compositions. To avoid such a bias, if 1, exp 0.01x   (or 1, exp 0.99x 

) and simultaneously 
1, exp 1,exp 2, exp 2,exp

50 45%
 (or )  (or )

x x

x x x x 
  

+   
 

, the corresponding deviation 

was not included in the calculation of 
obj, x or x

F  . 

• 
obj, y or x

F   quantifies the deviations on the gas phase composition for VLE data and on the -liquid 

phase for LLE data: 
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y  or x
n   is the number of data points for which the gas phase composition 1y  (VLE data) or the -liquid 

phase composition 1x
  (LLE data) is known. 

Remark: here also, in order to avoid a bias, if 1, exp 0.99y   (or 1, exp 0.01y  ) and simultaneously 

1, exp 2, exp1,exp 2,exp

50 45%
 (or )  (or )

y y

y x x x 
  

+   
 

, the corresponding deviation was not included in the 

calculation of 
obj, y or x

F  . 

• obj, PLLV
F  quantifies the deviations on the three-phase pressure (VLLE data): 
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triphn  is the number of three-phase pressure data. 

• obj, zLLV
F  quantifies the deviations on the three-phase composition (VLLE data): 

 obj, z
1, exp 2, exp1,exp 2,exp 1,exp 2,exp1

1
100

6

triph

LLV

n

i i

x x x x y y
F

y yx x x x

   

   
=

       = + + + + +
 
 

  (PVI.28) 

with: 
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triphn  being the number of three-phase composition data (VLLE data). 

• obj, Pc
F  quantifies the deviations on the critical pressure: 
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critn  is the number of critical pressure data. 

• obj, xc
F  quantifies the deviations on the critical composition: 
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critn  is the number of critical composition data. 

• obj, Paz
F  quantifies the deviations on the azeotropic pressure: 
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azn  is the number of azeotropic pressure data. 

• obj, xaz
F  quantifies the deviations on the azeotropic composition: 
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azn  is the number of azeotropic composition data. 

• 
obj, hMF  quantifies the deviations on the mixing enthalpies: 
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Mh
n  is the number of mixing enthalpy data points. 

• 
obj, cM

p
F  quantifies the deviations on the mixing heat capacities: 
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M
Pc

n  is the number of mixing heat capacity data points. 
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Important remark: Section PVI.III of this paper, devoted to the grading of a thermodynamic model, 

dictates the methodology that has to be strictly followed in order to evaluate the deviations between 

model predictions and experimental data by means of the proposed database. If not, it becomes 

impossible to fairly compare two thermodynamic models. 

In turn, the parameterization of the tested EoS (in the present case, the fitting procedure described above 

in Section PVI.IV.II) is not imposed and can be freely chosen. We are of the opinion that a researcher 

who wants to score a thermodynamic model (defined as the association of an EoS and a parameterization 

procedure) should be free to choose the number of adjustable parameters in the model, the experimental 

data to which such parameters are fitted and the weighting given for each considered property during 

the fitting stage of the model parameters. In the previous section, a correlative model (the PR EoS with 

classical mixing rules and a T-dependent kij) was selected so that the experimental data of the proposed 

database were used to fit the parameters of Eq. (PVI.23). In the case our goal would have been to assess 

the accuracy of a predictive thermodynamic model in which the binary interaction parameters are 

determined by group-contribution (e.g., PSRK [1265,1266], VTPR [1267,1268], UMR-PRU 

[125,1269], PPR78 [114], MHV1-UNIFAC [1270], etc.), the experimental data of the proposed database 

would not have been used for parameterization purpose. 

From the above, an EoS may thus get different grades depending on its parameterization. For example, 

it would be possible in this paper to grade the PR EoS by setting all kij to zero. By doing so, a lower 

score than with temperature-dependent kij would be obtained. In short, a grade is in fact always given to 

a model, i.e., to the association of both {an equation of state + a selected parameterization}. The 

proposed database can thus be used to test the influence of the parameterization on EoS performance 

and we know by experience [69] that such an influence may be huge. 

PVI.IV.III System-by-system results of the fitting procedure 

A system-by-system analysis of the {PR EoS + classical mixing rules with a T-dependent kij} 

performances to correlate the data included in the proposed database can be found in Table S2 of the 

Supporting Information (Appendix E). This very detailed analysis (over 1000 pages) includes: 

1. information on how the system deviates from ideality, 

2. the values of the A  and B  optimal parameters (see Eq.(PVI.23)), 

3. the values of the ten objective functions (from Eq. (PVI.25) to Eq.(PVI.34)). In the Supporting 

Information, 

• MAPE on x  refers to Eq. (PVI.25) 

• MAPE on y  refers to Eq. (PVI.26) 

• MAPE on LLVP  refers to Eq. (PVI.27) 

• MAPE on LLVz  refers to Eq. (PVI.28) 

• MAPE on cP  refers to Eq. (PVI.29) 

• MAPE on cx refers to Eq. (PVI.30) 
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• MAPE on azP  refers to Eq. (PVI.31) 

• MAPE on azx  refers to Eq. (PVI.32) 

• MAPE on Mh  refers to Eq. (PVI.33) 

• MAPE on M
Pc  refers to Eq. (PVI.34) 

the so-called GPED (global phase equilibrium diagram) – calculated by the PR EoS – enabling 

to immediately identify the binary system class according to the scheme proposed by Van 

Konynenburg and Scott [278], 
4. all the experimental data with the corresponding references, 

5. all the deviations between experimental data and model correlation graphically illustrated by 

hundreds of figures. Explanations on “how to read the charts” are available at the beginning of the 

Supporting Information (Appendix E). 

PVI.IV.IV Grading of the model: PR EoS + classical mixing rules with a T-dependent 
kij 

For each binary association code, the MAPEs on liquid phase composition x , gas phase composition 
y , three-phase pressure LLVP , three-phase composition LLVz , critical pressure cP , critical 

composition cx , azeotropic pressure azP , azeotropic composition azx , mixing enthalpy Mh  and mixing 

heat capacity M
Pc  are resumed in Table PVI.14. 

Such MAPEs make it possible to give a score over 20 to each of the 9 BACs by averaging the 10 marks 

in x , y , LLVP , LLVz , cP , cx , azP , azx , Mh  and M
Pc  (see Eq. (PVI.19)). Such marks can be found 

in Table PVI.15. At the end, as previously explained, the marks obtained by BACs 1 to 4 and BACs 7 

to 9 are averaged in order to only retain 4 categories (BAC1-BAC4; BAC5; BAC6; BAC7-BAC9) of 

binary systems based on the type of association they exhibit. By averaging the marks of these 4 

categories of binary systems (see Eq.(PVI.6)), the model: {PR EoS + classical mixing rules with a T-

dependent kij} receives the final mark of 12.3/20. 
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Table PVI.14. Overview of the MAPE between experimental data and values calculated with the model: {PR EoS + classical mixing rules with a T-
dependent kij} for the 200 binary systems included in the proposed database that are classified in 9 binary association codes (BACs). The abbreviations 
used for the associating character of a pure compound are: NA for “Non-Associating”, HA for “Hydrogen-Acceptor", HD for “Hydrogen-Donor” and 
SA for “Self-Associating”. 

Binary association 

code 
Type of association 

MAPE on: 

x  

Eq. (PVI.25) 

y  

Eq. (PVI.26) 

LLVP  

Eq. (PVI.27) 

LLVz  

Eq. (PVI.28) 

cP  

Eq. (PVI.29) 

cx  

Eq. (PVI.30) 

azP  

Eq. (PVI.31) 

azx  

Eq. (PVI.32) 

Mh  

Eq. (PVI.33) 

M
Pc  

Eq. (PVI.34) 

1 (NA - NA) 

Mixtures without 

association 

7.9% 7.9% 1.3% 42.7% 3.6% 12.9% 1.0% 5.0% 21.7% 34.7% 

2 (HA-NA) 8.8% 6.8% - - 2.4% 9.0% 1.0% 6.1% 16.3% 160.3% 

3 (HD-NA) 6.9% 5.7% - - 5.2% 15.8% 0.6% 3.7% 12.5% 70.5% 

4 (HA-HA or HD-HD) 7.5% 7.2% - - 4.0% 11.1% 5.6% 9.6% 13.5% 104.5% 

5 (SA-NA) 

Mixtures in which 

self-association tends 

to be broken 

40.0% 14.9% 5.2% 69.9% 10.9% 46.0% 4.9% 13.8% 32.4% 200% 

6 (HD-HA) 

Mixtures in which 

cross-association 

takes place alone 

6.0% 6.1% - - 3.5% 21.5% 2.0% 9.6% 23.6% 43.1% 

7 (SA-HD) Mixtures in which 

both cross-association 

and self-association 

take place 

15.2% 12.3% - - - - 2.5% 9.6% 84.4% 188.0% 

8 (SA-HA) 24.9% 15.7% 24.5% 39.1% 13.0% 28.4% 3.9% 11.0% 37.2% 164.4% 

9 (SA-SA) 33.9% 22.6% 6.4% 32.7% 5.5% 13.2% 1.1% 24.4% 39.7% 182.4% 
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Table PVI.15. Rating of the 9 binary association codes in order to finally grade the model: {PR EoS + classical mixing rules with a T-dependent kij}. The 
abbreviations used for the associating character of a pure compound are: NA for “Non-Associating”, HA for “Hydrogen-Acceptor", HD for “Hydrogen-
Donor” and SA for “Self-Associating”. 

Binary association 

code (BAC) 
Type of association 

Mark on: Binary 

association 

code mark 

Eq. (PVI.19) 

Mark (over 20) by type of 

association 

Eq. (PVI.6) 

Final mark of the PR EoS with 

classical MR and T-dependent 

BIPS 

Eq. (PVI.6) 

x  

Eq. 

(PVI.7) 

y  

Eq. 

(PVI.8) 

LLVP  

Eq. 

(PVI.10) 

LLVz  

Eq. 

(PVI.11) 

cP  

Eq. 

(PVI.12) 

cx  

Eq. 

(PVI.13) 

azP  

Eq. 

(PVI.14) 

azx  

Eq. 

(PVI.15) 

Mh  

Eq. 

(PVI.16) 

M
Pc  

Eq. 

(PVI.18) 

1 (NA - NA) 

Mixtures without 

association 

16.0 16.1 19.3 0.0 17.3 13.6 19.5 17.5 14.6 16.5 15.0 

 no association

15.5NAmark =  

12.3/20 

2 (HA-NA) 15.6 16.6 - - 18.2 15.5 19.5 16.9 15.9 4.0 15.3 

3 (HD-NA) 16.5 17.2 - - 16.1 12.1 19.7 18.2 16.9 13.0 16.2 

4 (HA-HA or HD-HD) 16.2 16.4 - - 17.0 14.4 17.2 15.2 16.6 9.6 15.3 

5 (SA-NA) 

Mixtures in which self-

association tends to be 

broken 

0.0 12.6 17.4 0.0 11.8 0.0 17.5 13.1 11.9 0.0 8.4 
 self-association

8.4SAmark =  

6 (HD-HA) 

Mixtures in which 

cross-association takes 

place alone 

17.0 16.9 - - 17.4 9.2 19.0 15.2 14.1 15.7 15.6 
 cross-association

15.6CAmark =  

7 (SA-HD) Mixtures in which both 

cross-association and 

self-association take 

place 

12.4 13.9 - - -  18.8 15.2 0.0 1.2 10.2 

cross-association 
+ self-association

9.8CA SAmark + =  
8 (SA-HA) 7.5 12.2 7.7 0.45 10.3 5.8 18.0 14.5 10.7 3.6 9.1 

9 (SA-SA) 3.1 8.7 16.8 3.6 15.8 13.4 19.5 7.8 10.1 1.8 10.0 
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PVI.IV.V Discussion around the accuracy of the model: PR EoS + classical mixing 
rules with a T-dependent kij 

At this step, it is possible to analyze the results obtained with the PR EoS coupled to classical mixing 

rules and a T-dependent kij. The marks reported in Table PVI.15 are plotted in Figure PVI.5 for each 

category of binary systems based on the type of association they exhibit. 

 
Figure PVI.5. Overview of the accuracy of the model: {PR EoS + classical mixing rules with a 
T-dependent kij} by plotting the marks in ten properties for the four categories of binary systems 
based on the type of association they exhibit. 

Figure PVI.5 and Table PVI.15 highlight that with an excellent mark of 15.6/20, the binary systems that 

exhibit cross-association alone are those which are correlated with the highest accuracy by the model: 

{PR EoS + classical mixing rules with a T-dependent kij}. For such binary systems, the two molecules 

form hydrogen bonds after mixing thus stabilizing the liquid phase and preventing from phase splitting. 

As a general rule, mixtures of this family exhibit negative deviations from ideality and belong to type I 

in the classification scheme of Van Konynenburg and Scott. 

With the poorest rating of 8.4/20, binary systems belonging to BAC 5 cannot be accurately correlated 

with the PR EoS even when temperature-dependent BIPs are used. Three marks are equal to zero. In 

such systems, a non-associating component is mixed with a self-associating compound so that self-

association (partially) persists in the mixture. The non-associating molecules tend to break the hydrogen 

bond network but the self-associating compounds withstand so that liquid-phase splitting is often 
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observed in this family. As previously stated, such systems were thus classified as: “mixtures in which 

self-association tends to be broken”. As a general rule, they exhibit positive deviations from ideality and 

three-phase equilibrium at low temperature. Many of them belong to type-III systems in the 

classification scheme of Van Konynenburg and Scott. All binary systems water + alkane or alcohol + 

alkane belong to this family. They are generally considered by model developers as the most difficult 

systems to correlate. It can be reasonably thought that either the addition of an association term or the 

use of more-sophisticated mixing rules could help the PR EoS to quantitatively reproduce the behavior 

of such systems. 

Mixtures in which both cross-association and self-association take place fall into the middle scoring 

range by receiving a mark of 9.8/20. This is the result of two antagonistic effects: on the one hand, 

hydrogen bonds between two identical self-associating molecules are broken by dilution effect and this 

behavior is highly difficult to describe with the model: {PR EoS + classical mixing rules with a T-

dependent kij} while on the other hand, new hydrogen bonds are formed by cross-association; this latter 

behavior can be modeled accurately with the selected model, as explained above. Many of these systems 

belong to type-I systems in the classification scheme of Van Konynenburg and Scott (although some 

may fall into type III). 

As expected, systems that do not exhibit association received the very good mark of 15.5/20. The 

identified weakness is the inaccurate correlation of the composition of the phases in equilibrium when 

the system exhibits a three-phase line. This weakness highlights the difficulty to simultaneously 

correlate VLE and LLE data with a unique set of adjustable parameters. Non-associating systems often 

belong to type-I systems but some fall into type-III, especially when the 2 compounds show a high size-

asymmetry. 

This analysis allows to conclude that, with an overall score of 12.3/20, the PR EoS with classical mixing 

rules and a temperature-dependent ijk  can be safely used in process and product design applications as 

long as systems in which hydrogen bonds are broken without the possibility to form new ones are not 

involved. 

A similar analysis is possible from the viewpoint of system ideality: 

Figure PVI.6 shows that except for the liquid phase composition (including the critical composition), all 

the other properties are correlated with a similar accuracy both for ideal and non-ideal systems. It is 

observed that deviations on mixing enthalpies can become huge when the deviations from ideality 

originate from entropic effects but this result is not significant because in such a case experimental and 

calculated Mh  values are both low. 

It is thus possible to conclude that deviations from ideality are not the key parameters to be accounted 

for when highlighting the strengths and the weaknesses of a model. A classification of the binary systems 

based on the type of association they exhibit, as the one proposed in this paper is much more pertinent. 
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Figure PVI.6. Marks in 10 properties calculated for five categories of binary systems based on 
how they deviate from ideality (marks on VLLE data are not shown due to a lack of information 
for some categories of binary systems). 

PVI.V Conclusions 

A benchmark database is presented in this paper to enable a proposed-standardized assessment of the 

performance of a given thermodynamic model or to compare two models. To classify database’s systems 
on the base of their thermodynamic complexity, 107 pure components were first divided into four 

categories according to their “associating character” and nine classes of binary systems were defined 
combining these four pure component categories. Each of these classes is identified by a binary 

association code (BAC). We are indeed convinced that binary systems must be classified according to 

the type of association they exhibit. For each class of systems, the proposed database includes a variety 

of binary systems ranging from ideal to highly non-ideal. In the end, the proposed database embeds 200 

binary mixtures uniformly distributed among the nine BACs and includes for each system both phase 

equilibrium data (VLE, LLE, VLLE, azeotropic data, critical data) and energetic data (hM and M
Pc  data). 

For each property, a detailed procedure explaining how deviations between model predictions and 

experimental data have to be estimated is provided. 

Finally, the performances of the Peng-Robinson EoS with classical Van der Waals mixing rules and a 

temperature-dependent binary interaction parameter were evaluated over the full database. In the light 

of the obtained results, a discussion about the strengths and weaknesses of the model was conducted. 
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Such a thermodynamic model got an overall respectable score of 12.3/20. Its main weak point is the 

poor correlation of systems in which hydrogen bonds are broken without the possibility to form new 

ones. For such complex systems, the addition of an association term to the EoS and the selection of more 

sophisticated mixing rules could help to improve the model efficiency. 

Last but not least, we hope that the proposed database will be widely adopted by the scientific 

community to identify the strengths and weaknesses of the many published thermodynamic models and 

to identify the remaining scientific obstacles that need to be overcome. We also hope that such a database 

will be used by model developers to test a new concept. As an example, experimental data of binary 

systems, the BAC of which is 7,8 or 9 could be very useful to test the influence of various association 

schemes. 
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Abstract 

The extension of the translated-consistent Peng-Robinson (tc-PR) equation of state (EoS) to mixtures 

has been investigated. For this purpose, advanced EoS/ ,E
resa   mixing rules are used to combine the tc-PR 

EoS with the residual part of an activity coefficient model chosen among Wilson, NRTL and 

UNIQUAC. The performances of the three resulting EoS versions are compared against a high-quality 

reference database containing binary-system data for the cross-comparison of thermodynamic models 

and the assessment of their accuracy. It is shown that the best choice to extend the tc-PR EoS to mixtures 

along with EoS/ ,E
resa   mixing rules is to use the residual part of the Wilson activity coefficient model (

,E Wilson
resa ). After grading, the resulting model, named “tc-PR-Wilson”, received a mark of 12.4 / 20. It 

has a clear advantage over the other investigated models in this study which are all below 12 / 20. 

Observing that some experimental data could not be compared to a calculated value (typically, when the 

model does not predict the right topology of a phase diagram like, e.g., predicting a heterogeneous 

azeotrope instead of a homogeneous one), a new performance indicator (“success ratio”) was introduced 
as the ratio of the number of datapoints for which the model can reproduce qualitatively the experimental 

data behavior over the total number of experimental data. The success ratio of the tc-PR-Wilson model 

reaches 96%; this model distinguishes especially in the correlation of liquid and gas phase compositions, 

azeotropic points and three-phase pressures. 
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PVII.I Introduction 

Phase-equilibrium thermodynamics is one of the cornerstones of computer-aided process design 

(CAPD). The availability of accurate thermodynamic models, capable of estimating saturation and 

caloric properties, is crucial and necessary to understand and obtain reliable designs of unit operations 

such as distillation, absorption, extraction, adsorption and leaching, which are essential unit operations 

in chemical industry. 

Equations of state (EoS) are developed with the aim to increase their range of applicability (in terms of 

mixture type, composition, temperature and pressure conditions) and to improve the accuracy of mass 

and energy balances that are necessary for the design of chemical processes. The development of EoS 

can be divided into two stages: 1) the formulation of a model for pure components and 2) its extension 

to mixtures. In both stages a key point is the parameterization, i.e., the allocation of numerical values to 

component-dependent parameters. 

With the aim of developing a reliable and accurate EoS for process design, Le Guennec et al. [94] 

introduced the pure-component translated-consistent Peng-Robinson (tc-PR) cubic equation of state 

(CEoS): 
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 (PVII.1) 

In Eq. (PVII.1), the attractive term ( )a T  is classically expressed as the product of its value at the critical 

temperature ( ca ) and the so-called -function. The covolume, i.e., the molar volume when the pressure 

tends to infinity (here noted iv ) is related to the parameter ib  through: i i iv b c = − . Such a model is 

called translated [1271,1272] because the substance-dependent volume-translation parameter, ic , is 

determined, component by component, in order the translated EoS exactly reproduces the experimental 

saturated liquid volume at a reduced temperature of 0.8, [ , ,exp ( 0.8)sat
i liq rv T = ], that is: 

 ( ),
, ,exp, 0.8 ( 0.8)sat CEoS sat

i r i liq ri liqc v T v T−= = − =u  (PVII.2) 
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where ( ),
, 0.8sat CEoS

ri liqv T− =u  is the molar volume calculated with the original (untranslated) CEoS at 

0.8rT = . In turn, consistent stands for the fact that the tc-PR EoS relies on an α-function that passed the 

consistency test proposed by Le Guennec et al. [270,271]. Such a test is made up of a list of constraints 

that an -function should absolutely fulfill to guarantee safe property predictions in both subcritical and 

supercritical domains. These constraints are given in Eq. (PVII.3). 
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As shown in Eq. (PVII.1), the tc-PR EoS is coupled with the highly flexible 3-parameter α-function 

proposed by Twu et al. in 1991 [272]. Indeed, such an -function becomes consistent (satisfies Eq. 

(PVII.3)) if the three L , M , N  component parameters are determined under constraints following the 
procedure proposed by Piña-Martinez et al. [184]. The triplets of ( , ,i i iL M N ) consistent parameters with 

the corresponding volume-translation parameter ic  were recently determined and published for 1800 

pure compounds i [1273].  

In addition to the two well defined physical properties ( , ,exp , ,exp,c i c iT P ), the tc-PR model requires four 

parameters ( , , ,i i i iL M N c ) for a given pure compound i. It is an extremely accurate CEoS for pure 

components since it yields an average overall deviation lower than 2% over the 306 700 pseudo-

experimental data points available in the pure-compound database that Piña-Martinez et al. [1273] 

proposed to use in order to cross-compare the ability of EoS in property estimation of pure species. In 

view of such a low deviation, it is possible to conclude that the 1st stage of development of the tc-PR 

EoS, that concerns pure components only, is completed. Therefore, the next step should be to extend the 

EoS to mixtures.  

Extension to mixtures requires mixing rules (MR), and a classical choice is the use of the so-called Van 

der Waals one-fluid (VdW1f) mixing rules. Other options are related to the use of the advanced EoS/
,Eg   or Wong-Sandler (EoS/ ,Ea  ) MR. In this work, advanced MR (EoS/ ,E

resa  ) derived by equaling 

the residual part of the excess Helmholtz energy from an EoS and from an explicit activity coefficient 

model (ACM) are retained. The research objective is to determine which ACM among the Wilson, 

UNIQUAC and NRTL models is the most suitable to extend the tc-PR EoS to mixtures using EoS/ ,E
resa   

mixing rules. For this purpose, it is decided to use the high-quality reference database developed by the 

authors [130]. Such a database contains binary-system data specifically selected for the cross-

comparison of thermodynamic models and the assessment of their accuracy. Models such as the Peng-

Robinson (PR) EoS incorporating classical mixing rules and temperature-dependent binary interaction 

parameters (BIPs), as well as the PC-SAFT EoS without association term and no regressed BIPs have 

already been graded against the reference database [130,131]. 
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This paper is organized into two sections. In Section PVII.II, the implementation of the tc-PR model 

coupled with EoS/ ,E
resa   mixing rules is introduced. This includes a detailed description of the EoS/

,E
resa   mixing rules investigated in this work along with the corresponding activity coefficient models. 

In Section PVII.III, the performances of the three tc-PR- ,E
resa   models are studied. In a first stage, a 

slight modification of the grading procedure presented by Jaubert et al. [130] and applied to various EoS 

previously is briefly summarized. Finally, the results of the grading procedure for the models examined 

here are discussed. 

PVII.II Implementation of the tc-PR model coupled with EoS/ E,ares
  

mixing rules 

As stated before, this work aims to extend the tc-PR model to mixtures using EoS/ ,E
resa   mixing rules, 

derived by equaling the residual part of the excess Helmholtz energy from an EoS ( ,E EoS
resa ) on one side, 

to the same quantity stemming from an explicit activity coefficient model (this quantity is denoted ,E
resa 

). Three activity coefficient models were tested: the residual part of the Wilson and UNIQUAC models 

and the purely residual NRTL model. The following part of the present section deals with the 

introduction of these mixing rules. 

Cubic EoS can be expressed through the following generic formulation: 

 ( ) ( )( )1 2
, , m

m m m

aRT
P T v

v b v r b v r b
= −

− − −
z   (PVII.4) 

where 1r  and 2r  are two universal constants depending on the selected EoS (see Table PVII.1 for some 

of the most common cubic EoS), and ma  and mb  are the energy (or dispersive, or attractive) and co-

volume parameters of the mixture, related to the composition of the mixture z , and to the energy (

( )ia T ) and co-volume ( ib ) parameters of a given number of pure components by means of properly-

defined functions, the so-called mixing rules. 

Table PVII.1. Parameters 1r  and 2r  for some classical cubic equations of state. 

Equation  1r   2r  

Van der Waals [63]  0   0  

Redlich-Kwong [1274]  1−   0  

Peng-Robinson [103]  1 2− −    1 2− +  
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PVII.II.I Quadratic Van der Waals mixing rules 

A popular choice is the so-called Van der Waals one-fluid (vdW1f) mixing rules, which consider 
parameters ma  and mb  as quadratic functions of the composition: 

m i j ij
i j

m i j ij
i j

a z z a

b z z b


=





=





 

 

(PVII.5) 

 

 

(PVII.6) 

 
where ija  and ijb  are determined from pure-component parameters, ia  and ib , through the application 

of combining rules. The classically-applied combining rules are the geometric-mean rule for the cross-

energy and the arithmetic-mean rule for the cross-co-volume parameter: 

( )

( )

1

1
2

ij i j ij

i j
ij ij

a a a k

b b
b l

 = −

 +
 = −


 

(PVII.7) 

 

(PVII.8) 

 
where ijk  and ijl  are binary interaction parameters, adjustable over experimental data or obtained from 

suitable correlations. 

PVII.II.II EoS/ E,γ
resa  mixing rules 

Cubic EoS with VdW1f mixing rules lead to very accurate results at low and high pressures for simple 

mixtures (containing components showing little or no polarity, e.g., hydrocarbons, gases etc.). However, 

such mixing rules cannot be applied with success to polar mixtures. In return, excess Gibbs energy (gE) 

models (activity coefficient models) are applicable at low pressures and are able to correlate phase 

equilibrium data for polar mixtures. From this observation arises the idea to combine cubic EoS and 

activity coefficient models in order to obtain a single model suitable for describing the phase equilibria 

of polar and non-polar mixtures from low to high pressures. This combination of EoS and gE models is 

possible via the so-called EoS/gE approach, which is essentially a set of mixing rules for the energy 

parameter of cubic EoS [1275]. The starting point for deriving EoS/gE models is to equal the expressions 

of the excess Gibbs energy obtained from an EoS [ ( ), , ,E EoSg T P z ] with that from an explicit activity 

coefficient model [ ( ), ,Eg T z ]. By construction, this latter is temperature- and composition-dependent 

but pressure-independent; however, the ,E EoSg  quantity depends on pressure, temperature and 

composition explaining why a reference pressure, noted refP , needs to be selected before equaling the 

two quantities. The starting equation to derive EoS/gE models is thus: 

 ( ) ( ), ,, , ,E EoS E
refg T P g T=z z   (PVII.9) 

The activity coefficient model may be chosen among the classical forms of molar excess Gibbs energy 

functions (such as Redlich-Kister, Margules, Wilson, Van Laar, NRTL, UNIQUAC, UNIFAC and 
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others). Eq. (PVII.9) is the cornerstone of the approach pioneered by Huron and Vidal (HV) [1276], 

who assumes infinite reference pressure; and by Michelsen [1277–1279] who employed the zero-

pressure reference and deduced the MHV-1 and MHV-2 mixing rules.  

However the consistency of Eq. (PVII.9) can be questioned for the following two main observations: 

1. In accordance with the way they were derived, low-pressure ,Eg   models classically used to 

calculate activity coefficients should be better regarded as Ea  models (they will be noted ,Ea   

hereafter to avoid confusion with the same quantity stemming from the EoS); 

2. In Eq. (PVII.9), the combinatorial part and the residual part of gE stemming from the EoS and 

from the activity coefficient model do not match. Although , ,=E EoS Eg g  , we do not get: 
,, = EE EoS

combinatorial combinatorialg g   and ,, = EE EoS
residual residualg g  . We can thus expect poor results when 

athermal or regular solutions that only require a combinatorial or a residual contribution are 

modeled. To derive mixing rules, and contrary to Eq. (PVII.9), it is believed that a particular 

attention has to be given separately to the combinatorial and residual contributions. It is advised 

to equal separately the combinatorial and residual contributions stemming from the EoS and 

from the ,Ea   model in order to ascertain to equal quantities that contain the same information. 

These 2 observations led to modify the way classically used to derive mixing rules and resulted in the 

formulation of EoS/ ,E
resa   mixing rules that are used in this work. Let us come back to the consequences 

of the 2 aforementioned observations for a better understanding of the derivation of EoS/  mixing 

rules. 

→ As pointed out by Wong and Sandler [126] but also by Jaubert and Privat [127], observation (1) is 

supported by the fact that the pressure dependency of activity coefficient models ( ,Eg  ) is always 

ignored. Indeed, all excess Gibbs energy models should theoretically depend on pressure but our current 

knowledge on liquid theory still lacks of accuracy and relies on the incompressible liquid assumption. 

In consequence, all activity coefficient models predict: ( ), ,

,
0E E

T
v g P = −   =

z
. Although the 

experimental values of Ev  are often small, such a result is thermodynamically inconsistent (gE should 

indeed be a function of composition, temperature and pressure) and must be seen as a theoretical 

weakness. Since , , ,E E Eg a P v  = +  , the developers of ,Eg   models (UNIQUAC, Wilson, etc.) 

decided to construct expressions for ,Ea   and to use them to determine activity coefficients. As an 

illustration, in their paper relative to the derivation of their mixing rules, Wong and Sandler [126] write: 

“if one examines the derivation of gE models, it is evident that it is really a model for aE which has been 

derived”. In conclusion, all ,Eg   are in fact ,Ea   models and some of them, like NRTL or Van Laar, 

that do not contain combinatorial contribution are even only residual contributions of ,Ea   models 

(denoted ,E
resa  ). At low pressures, it is reasonable to assume that E Eg a . However, to define mixing 

rules for EoS that are used under high pressures, we see no reason to keep such an approximation and 

consequently, we propose to derive mixing rules by equaling the expression of the excess Helmholtz 

energy from an EoS with the one of a low-pressure ,Ea   model (rather than equaling excess Gibbs 

energies). It is exactly what Wong and Sandler [126] made 30 years ago during the development of their 

mixing rules under infinite pressure. 

,E
resa 
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→ The second observation is a consequence of the natural division of the excess Gibbs energy (
E E Eg h Ts= − ) in enthalpic (or energetic or residual or regular-solution) and entropic (or combinatorial 

or athermal-solution) contributions. A proper modeling of athermal solutions thus requires an 

appropriate combinatorial term whereas appropriate residual term is required for regular solutions. Each 

of the combinatorial and residual terms need to be accurately known for solutions in which deviations 

from ideality are the consequence of both enthalpic and entropic effects. It is thus necessary to analyze 

in detail the features of the combinatorial contributions and residual contributions stemming from an 

 model and from a CEoS. 

Let us start our analysis with the combinatorial contribution and let us see if equaling the combinatorial 

contributions from the EoS and from an ,Ea   model makes sense. To do so, the following equation is 

considered: 

 ( ) ( ),, , , ,EE EoS
comb comba T P a T=z z   (PVII.10) 

First, let us recall that the combinatorial contribution to Ea  stemming from a CEoS is similar to a Flory-

Huggins expression in form of free volume [1280]: 

 ( ), , , lnE EoS i i
icomb

mi

v b
a T P RT x

v b

− =  − 
z   (PVII.11) 

On the other hand, the same quantity from an activity coefficient model is either zero (Van Laar, NRTL) 

or a Flory-Huggins expression (Wilson) or a Flory-Huggins expression corrected by a Staverman-

Guggenheim (SG) term (UNIQUAC): 

 

, ,  

,

,

0

ln

ln  term

E NRTL E Van Laar
comb comb

E Wilson i
icomb

i

E UNIQUAC i
icomb

i

a a

v
a RT x

v

v
a RT x SG

v




= =

  =  

 


  = +   





  (PVII.12) 

By comparing Eq. (PVII.11) and Eq. (PVII.12), it is clearly impossible to find a mixing rule on mb  so 

that both equations become identical. We must thus conclude that CEoS will never be able to reproduce 

the combinatorial ( ), ,E
comba T z  expression stemming from an activity coefficient model. In other words, 

we could state that the knowledge of ( ), ,E
comba T z  is not helpful to derive mixing rules explaining why 

it is believed that Eq. (PVII.9) is not a suitable starting point. A key point is the acknowledgment of Eq. 

(PVII.11) to be particularly suitable to describe deviations from ideality attributed to size and shape 

differences of the components [1281]. There is thus no need of an external ( ), ,E
comba T z  expression. This 

conclusion is supported also by the observation of the low performance of mixing rules obtained by 

equaling (under zero pressure) excess Gibbs energy quantities ( ,E EoSg  and ,Eg  ) containing non-

identical combinatorial contributions which, in consequence, do not vanish when equaling the two 

excess quantities. The resulting consequence is the appearance of the well-documented “double-

,Ea 
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combinatorial term” issue. The reader is here referred to the book by Kontogeorgis and Folas [124] and 

especially to section 6.6 for more details. 

Let us continue our analysis with the residual contribution and let us see the consequence of writing:  

 ( ) ( ), ,, , ,E EoS E
res resa T P a T=z z   (PVII.13) 

The residual contribution to Ea  stemming from a CEoS is: 

 ( ) 2 2,

1 11 2 1 2
, , ln ln

( ) ( )
i iE EoS i m

res i
i ii mi

v b r v bra a
a T P z

v b r v brb r r b r r

− −   
= −   − −− −   
z  (PVII.14) 

Before equaling such a mathematical relation to ( ), ,E
resa T z , a reference pressure has to be specified. 

Following the pioneering works of Huron, Vidal and Michelsen, it is here proposed to successively 
select refP = +  and 0refP = . The derivations of the corresponding mixing rules for m ma b  at the two 

considered reference pressures are presented in Appendix F1. 

• Case 1:  

By combining Eq. (PVII.13) with Eq. (PVII.14) under infinite pressure, we get (the reader is referred to 

Appendix A1 of the Supporting Information for all the details): 

 
( ),

2

2 1 1
   wi

, 11
lnth

1
: = + 

 −
=  − − 

m i
i E

E
res

EoS
oS

m ii

a T r

r
z

rb r

a a

b

 z
 (PVII.15) 

We can thus state that after selecting freely a MR for the covolume mb , Eq. (PVII.15) makes it possible 

to univocally determine . 

• Case 2:  

As detailed in Appendix A1 of the Supporting Information, by combining Eq. (PVII.13) with Eq. 

(PVII.14) under zero pressure, we get: 

 
( ),

2

2 1 1
   wi

, 11
lnth

1
: = + 

 −
=  − − 

m i
i E

E
res

EoS
oS

m ii

a T r

r
z

rb r

a a

b

 z
 (PVII.16) 

Remarkably, the expressions of the mixing rule for m ma b  obtained from the case at refP = +  (Eq. 

(PVII.15)) and 0refP =  (Eq. (PVII.16)) are strictly identical. In consequence, the use of Eq. (PVII.13) 

to develop a mixing rule for m ma b  seems particularly appropriate since the result is independent of the 

reference pressure (zero or infinite).  

The proposed MR is summarized in Eq. (PVII.17): 

 

2

2 1

,

1

:  any mixing ru

11
l

le
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1

m

E
m i res

i
m i EoSi

EoS
r
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z

r

b b

r r



 −
=  − −



 = + 


 






   (PVII.17) 

refP = +

ma

0refP =
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It is worth noting that existing NRTL, WILSON, UNIQUAC or UNIFAC parameters (e.g. compiled in 

the DECHEMA Chemistry Data Series) were determined at low pressure and low temperature (

( ),min c iP P , ( ),min c iT T ) and are supposed to be used with the - approach, assuming that the 

gas phase is perfect. On the contrary, the parameters to be used with the proposed MR were determined 

in larger domains of temperature and pressure that include the supercritical region in which the gas phase 

is far from being perfect. In addition, when the proposed MR are used, the combinatorial part of gE stems 

from the EoS and it is thus different from the one embedded in the NRTL, UNIQUAC or WILSON 

activity coefficient models. For all these reasons, existing parameters cannot be used with the proposed 

EoS/ ,E
resa   mixing rules. 

PVII.II.III Implementation of the tc-PR- E,γ
resa  models 

In this section, the tc-PR EoS (Eq. (PVII.1)) coupled with EoS/ ,E
resa   mixing rules (Eq. (PVII.17)) 

embedding the residual part of the Wilson and UNIQUAC models and the ,E
resa   NRTL model is 

presented. 

First of all, for the covolume of the mixture ( mb ), it has been applied the classical quadratic mixing rule 

with the generalized formulation of the combining rule proposed by Lorentz for ijb  [124]: 

 1 1

2

m i j ij
i j

s
s s

i j
ij

b z z b

b b
b

=

 
+ = 








 
 







  (PVII.18) 

where the parameter s has been set to 3/2. This specific value arises from optimization procedures aimed 

at selecting the s value making it possible to reproduce the phase equilibria of athermal mixtures 

(typically mixtures containing 2 alkanes of different sizes) in an optimal way; for the sake of brevity, 

the detailed results – which are part of Yohann Le Guennec’s thesis [1282] – are detailed in Appendix 

F2. Following Privat et al.’s advices [1272], a linear MR has been chosen for the volume translation 

parameter: ( ) .m i i
i

c z c= z . To sum up, when applied to a mixture, the tc-PR EoS takes the following 

expression: 
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 (PVII.19) 

tc-PR-Wilson 

EoS/ ,E
resa   mixing rules that combine the residual part of the Wilson [1283] activity coefficient model 

(obtained by subtracting the combinatorial term to the complete model expression: 
, , ,E Wilson E Wilson E Wilson

res comba a a= − ) and the tc-PR EoS is called tc-PR-Wilson hereafter.  

For a binary system, the residual part of the ,E Wilsona  model is: 

,

* *
2 12 1 21

1 1 2 2 2 1* *
1 2

/

* *
1 2

1 2* * * *
1 1 2 2 1 1 2

,

2

( , )
ln exp ln exp

ln ln

        = − + − − + −       
           

    
− +      + +   

E Wilson

E Wilson
res

a RT

a T v A v A
z z z z z z

RT T Tv v

v v
z z

z v z v z v z v

z

, /

*

* was arbitrarilly merged with the covolume (molar volume under infinite pressure) so that:









 
   





 = −

E Wilson
comba RT

i i i

vi

v b c

  (PVII.20) 

The 2 temperature-independent parameters 12A  and 21A  have to be fitted to experimental data. 

It is worth recalling that the Wilson Eg RT  expression (first part of Eq. (PVII.20)) is incapable of 

representing liquid-liquid equilibria (LLE). This is because the instability criterion ( ) 0   i i ix x  is 

never violated [1284]. In other words, whatever the values of the 2 parameters, the activity ( ( )i ix  ) is 

always an increasing function of the composition ( ix ). Tsuboka and Katayama [1285] (TK) however 

demonstrated that the residual part of the Wilson model [Eq. (PVII.20)], named the TK-Wilson model 

was able to reproduce LLE. In short,  such a deficiency of the Wilson model comes from the 

combinatorial part. The results obtained in this paper (see the following sections) highlight that the 

combination of the residual part of the Wilson model to a cubic EoS in which the combinatorial part of  

is given by Eq. (PVII.11) totally fixes this deficiency. The tc-PR-Wilson model was indeed able to 

accurately correlate the LLE and VLLE data that are included in the reference database developed by 

Jaubert el al. [130]. 
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tc-PR-UNIQUAC 

EoS/ ,E
resa   mixing rules that combine the residual part of the UNIQUAC [128] activity coefficient model 

( ,E UNIQUAC
resa ) and the tc-PR EoS is called tc-PR-UNIQUAC hereafter. For a binary system, the residual 

part of the ,E UNIQUACa  model is: 

 

1 1 2 2 12
1 1

1 1 2 2 1 1 2 2

2 2 1 1 21
2 2

1 1 2 2 1 1 2 2

, ( , )
ln exp

ln exp

E UNIQUAC
resa T z q z q A

q z
RT z q z q z q z q T

z q z q A
q z

z q z q z q z q T

  = − + −  + +   
  − + −  + +   

z

  (PVII.21) 

1q  and 2q  are the Van der Waals surface areas of molecules 1 and 2 divided by a reference surface of 
9 2 12.5 10 cm mol−   in order to get dimensionless parameters. In this paper, they were extracted from 

the DIPPR database. Temperature-independent parameters 12A  and 21A  have to be fitted to 

experimental data. 

tc-PR-NRTL 

EoS/ ,E
resa   mixing rules that combine the purely residual NRTL [57] activity coefficient model (

, ,E NRTL E NRTL
resa a= ) and the tc-PR EoS is called tc-PR-NRTL hereafter. For a binary system, the NRTL 

model is: 

 

21 21 12 12
,

1 2
21 12

1 2 2 1

exp exp
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exp exp
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res

A A A A
a T T T T T

z z
A ART

z z z z
T T

 

 

    − −        = +
    + − + −        

z
  (PVII.22) 

The parameter   has been set to 0.3 and the 2 temperature-independent ones ( 12A  and 21A ) were fitted 

to experimental data. 

PVII.II.IV Implementation of the PR-Van Laar model 

It is worth recalling that the first benchmarked model against the binary-system database proposed by 

Jaubert et al. [130] was the PR EoS armed with classical Van der Waals mixing and combining rules 
(Eqs. (PVII.5)-(PVII.8)) with 12 21 0l l= =  and temperature-dependent binary interaction parameters (

12 21( ) ( )k T k T= ): 
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     − −       =




  (PVII.23) 

Temperature-independent parameters: 12 21A A=  and 12 21B B=  were fitted over available experimental 

data. 
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Such a model can also be seen [1261,1264] as the PR EoS coupled with EoS/ ,E
resa   mixing rules 

involving the purely residual Van Laar ,E
resa   model. For a binary system, the Van Laar model reads: 
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( )
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12

,  
1 2 1 2 12

1 1 2 2
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  (PVII.24) 

Eq. (PVII.24) shows that the Van Laar model is in fact a 1-parameter ,E
resa   model (E12). Such a unique 

parameter is however temperature-dependent so that, at the end, 2 parameters per binary system ( 12A  

and 12B ) have to be fitted on experimental data. 

Like the tc-PR-Wilson, tc-PR-UNIQUAC and tc-PR-NRTL, the PR-Van Laar model is an extension of 

the Peng-Robinson EoS to mixtures with the help of advanced EoS/ ,E
resa   mixing rules. However, 

contrary to the tc-PR-Wilson, tc-PR-UNIQUAC and tc-PR-NRTL, the PR-Van Laar model is not 

translated, includes in its formulation a linear mixing rule for the covolume and a non-consistent Soave-

type -function. It thus cannot be named tc-PR-Van Laar. In other words, it cannot be considered as an 

extension of the tc-PR EoS to mixtures. Although advanced EoS/ ,E
resa   mixing rules were used, such 

differences exclude the PR-Van Laar model from tc-PR EoS extensions to mixtures (it should be seen 

as a PR EoS extension to mixtures). On the other hand, similarly to the tc-PR- ,E
resa   models, the PR-Van 

Laar model contains two adjustable parameters. Since it was the first model to be graded against the 

database proposed by Jaubert et al. [130], we found pertinent to include the PR-Van Laar model in the 

comparison and grading of the three tc-PR- ,E
resa   models selected in this study. Our plan is to use the 

PR-Van Laar model as a reference model during the discussion devoted to the capabilities and 

weaknesses of the studied tc-PR- ,E
resa   models. 

Note: as mentioned before, two temperature-independent adjustable parameters per model were fitted 

to experimental data. For this purpose, it was decided to select the same objective function as Jaubert et 

al. [130]. The regressed binary interaction parameters for the three tc-PR- ,E
resa   and the PR-Van Laar 

models are reported in Appendix F3. 

It also should be noted that using temperature-independent parameters for the three tc-PR- ,E
resa   models 

is a first step before moving to more complex and more accurate approaches. Indeed, from our 

experience, ignoring the temperature dependency of the 2 parameters embedded in activity-coefficient 

models typically leads to less accurate results. 

PVII.III Grading of the tc-PR-Wilson, tc-PR-UNIQUAC and tc-PR-
NRTL models 

In this section, the performances of three tc-PR- ,E
resa   and PR-Van Laar models are presented. First, the 

grading procedure presented by Jaubert et al. [130] is briefly summarized. Then, some modifications on 

the grading are presented in order to better consider the impact of the out-of-model points in the final 
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mark. This is indeed an issue that emerged as important during the grading of the PC-SAFT EoS with 

zero kij [1286]. Finally, the results of the grading procedure are discussed. 

PVII.III.I Grading procedure 

A methodology was developed recently by Jaubert and co-workers towards addressing the issue of 

model reliability and grading [130]. A high-quality reference database was built that can be used for 

assessing the accuracy of a thermodynamic model or to cross-compare the performances of different 

models [130]. A specific procedure for the calculation of the deviations between model calculations and 

experimental data was discussed in detail, as well as a methodology for grading a thermodynamic model 

was proposed. In total, 200 non-electrolytic binary mixtures were selected to cover all categories of 

mixtures. They were divided into 9 groups (each characterized by a so-called binary association code, 

BAC) according to the associating character of the two components, i.e., to their ability to be involved 

in a hydrogen bond (see Table S1 in Appendix F3). During the grading of a thermodynamic model, only 

four categories of binary systems are retained based on the type of association they exhibit (see the last 

column of Table S1 in Appendix F3). 

In general, for each binary system of the database, ten properties were experimentally determined: liquid 
phase composition x , gas phase composition (or second liquid phase composition) y , three-phase 

pressure LLVP , three-phase composition LLVz , critical pressure cP , critical composition cx , azeotropic 

pressure azeoP , azeotropic composition azeox , mixing enthalpy Mh  and mixing heat capacity M
Pc . 

The grading procedure proposed by Jaubert et al. [130] consists of the following main steps: 

1. For each of the nine BACs, the Mean Average Percentage Error (MAPE) between model 

calculations and experimental data for each type of available experimental properties (10 at the 

most) is calculated as follows: 

 
1

1
(%) 100

dat

i

aN EXP MODEL
j jBAC

prop EXP
data jj

P P
MAPE

N P=

−
=   (PVII.25) 

2. For a given BAC, a mark (max score is 20) is then calculated for each type of available 

experimental properties. At the end, a BAC receives 10 marks at the most depending on the 
availability of the experimental data. For an available experimental property (noted prop ), 

, the general mark expression is given by: 

 20i iBAC BAC
prop prop propMark MAPE= −    (PVII.26) 

where 0.5prop =  with the exception of 0.75
cP = , 0.25Mh

 =  and 0.10M
Pc

 =  and any mark 

below zero is raised to zero. For important details and the exact methodology, the reader is 

referred to the original publication [130]. 

3. The mark attributed to a given BAC is calculated by averaging the marks received by the 

available experimental properties of such a BAC (given at step 2): 

 , , , , , , , , ,M M
LLV LLV c c azeo azeo Pprop x y P z P x P x h c
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4. Calculation of the marks for the four categories of binary systems retained according to the type 

of association they exhibit (see the last column of Table S1 in Appendix A3 of the Supporting 

Information) by averaging the marks of the BACs belonging to each of them. 
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Calculation of the final mark of the thermodynamic model by averaging the mark of the four considered 

categories of binary systems (determined at step 4). 

Mixtures without Mixtures with Mixtures with Mixtures with
association  self-association  cross-association cross-association

and self-ass

1
4

mark mark mark mark=  + + +
of  a thermodynamic
   model (over 20)

Final mark

averag

ociati

e of 4 

o

marks

n

 
 
 

(PVII.29) 

In this work, two modifications to the original grading procedure are introduced. The first one tends to 

correct a difference of treatment in the calculation of the deviation on the fluid phase compositions 

depending on whether they belong or not to a 3-phase line. Indeed, as pointed out by Jaubert et al. [130], 

very small mole fractions (or close to 1) may lead to huge percent deviations and introduce a bias in the 
i

LLV

BAC
zMark  attributed to a given BAC. To avoid this issue, it is necessary to determine for each 3-phase 

line of a given BAC (one after the other), the Absolute Relative Deviation ( ) between 

calculated and experimental compositions by: 

 

( ) ( ) ( )
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(PVII.30) 

 

 

(PVII.31) 

where jx , jx  and jy  are the mole fractions of component j in each of the three equilibrium phases. 

In this work, it was decided to apply to Eq. (PVII.30) the same procedure as the one used to calculate 
the deviations on liquid or gas phase composition of a classical VLE data point. Consequently, if 1z  

stands for the mole fraction of component 1 in one of the three phases ( 1 1z x=  and/or 1x
  and/or 1y ), 

an experimental phase composition is rejected (and thus, is not taken into account in Eq. (PVII.30) in 

order to annihilate its influence on the calculated 3  line
LLVzARD − ) provided: 

3  line
LLVzARD −



Publications 

- 248 - 

 ( )1

1, exp

1,

2

 exp

and simultaneously ½

0.01

        45%

0.

ARD    

9

  

9

on z ARD on z

z

or

z






+
 

  (PVII.32) 

This modification makes it compulsory in Eq. (PVII.30) to keep only the deviations on 3-phase line 

compositions passing the test introduced in Eq. (PVII.32). Indeed, for a given 3-phase line the 

calculation of 3  line
LLVzARD −  depends on how many phases, and their respective mole fractions, are 

rejected. As an example, in the case where only 1 phase composition out of 3 is rejected, 4 deviations 

(instead of 6) are calculated and the denominator of Eq. (PVII.30) must be adapted accordingly. 

Similarly if 2 phase compositions among 3 are rejected, only 2 deviations will be calculated and included 

in Eq. (PVII.30). Finally, if the compositions of the 3 phases are rejected, no 3  line
LLVzARD −  is calculated 

for such a 3-phase line. In this latter case, we apply: 3  lines 3  lines 1i iBAC BACN N − −= − , where 3  lines
iBACN −  

designates the number of 3-phase lines for which an ARD could be calculated. 

Once done, for a given BAC, the calculation of the mark on zLLV is straightforward: 

 
3  lines

3  li

13  lin

ne
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1
20 0 .5 i
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V LLi V
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BAC
j

BAC
z zMark D

N
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−

−

=−
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The second modification is related to the inclusion of out-of-model (OM) points in the grading 

procedure. Before discussing the details of such a modification, it would be pertinent to recall the 

definition of an out-of-model point. An experimental point is considered out-of-model if the 

thermodynamic model does not predict its existence, and, in consequence, the experimental value cannot 

be compared to a calculated one and thus, cannot be considered in a MAPE calculation. For instance, it 

may happen that a model does not predict the existence of a homogeneous azeotrope that is 

experimentally observed, however. For a more detailed explanation, the reader is referred to Jaubert et 

al. [130]. 

For the purpose of this section, i.e., to better understand the influence of OM data points, consider the 

case presented in Figure PVII.1.. Recalling that deviations over bubble and dew-point compositions are 

calculated at the temperature and pressure of the experimental data, one observes that there are more 

out-of-model points in Figure PVII.1.b than in Figure PVII.1.a. In consequence, the number of data 

points considered in the MAPE calculation is greater in case A than in case B. It may happen that the 

consideration of more points in the MAPE calculation (case A) results in a higher MAPE value than in 

the case where less data points are taken into account (case B). In the illustration example considered 

here, the MAPE for case B appears lower while the calculated phase-diagram does not have the right 

magnitude. To illustrate this and for the sake of simplicity, consider only MAPE on x . For case A in 

Figure PVII.1., it is obtained 10.6%A
xMAPE =  over 9 points, while for case B, 4 points are declared 

out-of-model, which results in 7.7%B
xMAPE =  over 5 points. The marks for case A and B are 14/20 

and 16/20, respectively. It does not seem fair at all since, graphically, model associated with case A has 

a better predictive capacity than model associated with case B since it can predict the existence of more 

data points. 
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In order to avoid this type of issue, a slight modification in the second step of the grading procedure is 
introduced. For a given iBAC , the calculation of the mark for property  becomes: 
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iBAC
propSR  corresponds to the “success ratio” of the model to reproduce the property prop  for binary 

systems involved in iBAC . ,
iBAC

OM propN  and exp,
iBAC
propN  are the number of out-of-model points and the 

number of experimental data points for the property prop  for binary systems available in iBAC . 

Therefore, iBAC
propSR  represents the actual fraction of the number of points not declared out-of-model, (i.e., 

the number of points for which a deviation between calculated and experimental data can be evaluated 

divided by the number of experimental points). For clarity, let us here recall that out-of-model data points 

do not occur for enthalpy and heat capacity of mixing data because it is always possible to calculate 

these properties at specified T, P, z1. It follows that the success ratio is always equal to 1 for hM and M
Pc

. 

0.00 0.50 1.00

P

x1, y1

Paz

xaz

(a)

 

Figure PVII.1. a) Calculated and experimental isothermal pressure - composition VLE phase 
diagram that does not exhibit out-of-model points. b) Phase diagrams exhibiting out-of-model 
points due to an underestimation of the experimental azeotropic pressure by the model. (): 
experimental dew points. (+): experimental bubble points. (–): calculated dew curve. (–): 
calculated bubble curve. azP : calculated azeotropic pressure. : calculated azeotropic 
composition. 

Coming back to the example of Figure PVII.1., for case A: 10.6%A
xMAPE =  and 1A

xSR =  (100% of 

the experimental data were predicted by the model), and for case B 7.7%B
xMAPE =  and 

5 / 9 0.56B
xSR = =  (only 56% of the experimental data were predicted by the model). It results in marks 

prop

0.00 0.50 1.00

P

x1, y1

(b)
Paz

xaz

out of model

azx
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(over 20) of 14 and 9 for cases A and B, respectively. Such a result agrees with what is expected from a 

model evaluation procedure. 

We can here assert that this second modification of the grading procedure makes inevitably decrease the 

mark obtained by a thermodynamic model. This is simply because the success ratios are equal to 1 at 

the most. 

PVII.III.II Grading results 

Following the procedure described above, the final marks over 20 and the associated success ratios (see 

Eq. (PVII.34)) for the tc-PR-Wilson, tc-PR-UNIQUAC, tc-PR-NRTL and PR-Van Laar models are 

summarized in Table PVII.2. 

Remarks:  

At this step, it is worth recalling that in the paper by Jaubert et al. [130], the PR-Van Laar model 

received a mark of 12.3/20. In this study, the mark reported in Table PVII.2 is lower and only 

reaches 11.5/20. This is a simple consequence of the new grading procedure which makes 

inevitably decrease the final mark by penalizing the presence of out-of-model data points. 

Similarly in the paper by Nikolaidis et al. [1286], the PC-SAFT EoS with zero kij received a 

mark of 5.1/20. Once recalculated by considering success ratios lower than 1 as explained in this 

study, the mark should be slightly lower. 

The detail of the calculated MAPEs, success ratios and corresponding marks are reported in Table 

PVII.3 and Table PVII.4 for tc-PR-Wilson, Table PVII.5 and Table PVII.6 for tc-PR-UNIQUAC, Table 

PVII.7 and Table PVII.8 for tc-PR-NRTL, and Table PVII.9 and Table PVII.10 for PR-Van Laar. 

Table PVII.2. Final marks and corresponding success ratios of the tc-PR-Wilson, tc-PR-
UNIQUAC, tc-PR-NRTL and PR-Van Laar models using the grading procedure described by 
Jaubert et al. [130] and slightly updated in Section PVII.III.I. x: liquid phase composition data (

1x  or 1x
 ). y: gas phase (or 2nd liquid phase) composition data ( 1y  or 1x

 ). LLV: three-phase lines 

data. Crit: critical point data. Az: azeotropic data. 

Model 

Final 

mark 

(over 20) 

Success ratios(*) 

Overall(**) x y LLV Crit Az 

tc-PR-Wilson 12.4 96% 95% 94% 83% 96% 97% 

tc-PR-UNIQUAC 11.8 97% 96% 95% 79% 94% 87% 

tc-PR-NRTL 11.4 96% 94% 94% 77% 96% 86% 

PR-Van Laar 11.5 95% 93% 93% 82% 93% 72% 

(*) “Out of model” data points do not occur for enthalpy and heat capacity of mixing data, because it is always possible to calcu late these 
properties at specified T, P, z1 

(**) The calculation of the overall success ratio includes the Mh  and 
M
Pc  data for which such ratios are 1. 
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The tc-PR-Wilson model takes the lead over the other models with a mark of 12.4 / 20. In terms of 

success ratio, the four models yield excellent overall success ratios since they are higher than 95%. 

Differences between the studied models are observed for the success ratios of three-phase line and 

azeotropic point calculations. For both of them, it is observed that the tc-PR-Wilson model reaches the 

highest ratios. This is important from a qualitative standpoint because it means that this model is capable 

of predicting the right phase behavior topology for most of the binary systems present in the benchmark 

database. 

From a quantitative standpoint, the overall marks per property, are plotted in Figure PVII.2. Such marks 

are calculated following Eq. (PVII.35) that is: 

31 2 4
5

7 8 9
6

1 4Overall mark
4

3

 + + +
+ + 

 = 
 + +

+ 
 

BACBAC BAC BAC
BAC

prop BAC BAC BAC
BAC

mark mark mark mark
mark

mark mark mark
mark

 (PVII.35) 

 

 

Figure PVII.2. Overview of the accuracy of the tc-PR-Wilson, tc-PR-UNIQUAC, tc-PR-NRTL 
and PR-van Laar by plotting the overall marks per property  

(  , , , , , , , , ,M M
LLV LLV c c azeo azeo Pprop x y P z P x P x h c ) as returned by Eq. (PVII.35). The 

complete database, i.e., the 200 binary systems are considered here. 

It is possible to observe that the tc-PR-Wilson reaches the highest overall marks for liquid compositions, 

azeotropic pressures and compositions, three-phase pressures and mixing heat capacities, which results 

in 5 out of 10 properties. 
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The PR-Van Laar model gives the best results for gas phase compositions and critical pressures. In turn, 

three-phase compositions are similarly reproduced by the tc-PR-UNIQUAC, tc-PR-Wilson and PR-Van 

Laar models. These properties are not reproduced accurately regardless of the investigated models. A 

similar trend is observed for critical compositions since all the tc-PR-  model versions perform 

similarly by showing marks below 10 / 20. 

In the next section, the discussion is focused on the performance of the investigated models in relation 

with the type of association exhibited by the binary systems. 

 

 

  

,E
resa 
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Table PVII.3. Overview of the MAPEs between experimental data and model predictions along with the corresponding success ratios (tc-PR-Wilson) for the 200 binary 
systems included in the benchmark database proposed by Jaubert et al. [130]. The mixtures are classified in 9 BACs as proposed by Jaubert et al. [130]. The abbreviations 
used for the associating character of a pure compound are: NA for “Non-Associating”, HA for “Hydrogen-Acceptor", HD for “Hydrogen-Donor” and SA for “Self-
Associating”. Dots (-) indicate that no experimental data are available in the database for the respective properties. 

Binary association 

code 
Type of association 

MAPE and corresponding success ratio (SR) on: 

x  xSR  y  ySR  LLVP  LLVz  LLVSR  cP  cx  cSR  azP  azx  azSR  Mh  
M
Pc  

1 (NA - NA) 

Mixtures without 
association 

8.0% 0.98 7.6% 0.97 3.2% 24.6% 0.56 7.7% 19.0% 0.98 0.8% 8.1% 1.00 34.6% 185.3% 

2 (HA-NA) 10.0% 0.95 7.3% 0.95 - - - 6.0% 10.5% 0.99 1.7% 6.0% 1.00 31.4% 150.9% 

3 (HD-NA) 8.6% 0.88 6.9% 0.88 - - - 5.9% 17.3% 0.98 2.6% 6.4% 1.00 18.6% 155.2% 

4 (HA-HA or HD-HD) 8.9% 0.97 7.6% 0.97 - - - 5.6% 13.7% 1.00 15.8% 9.9% 1.00 24.2% 176.3% 

5 (SA-NA) 
Mixtures in which 

self-association 
tends to be broken 

16.2% 0.90 25.6% 0.91 3.3% 29.6% 0.84 41.8% 57.8% 0.98 1.4% 8.3% 0.97 31.4% 104.5% 

6 (HD-HA) 
Mixtures in which 
cross-association 
takes place alone 

8.2% 0.96 7.5% 0.96 - - - 3.1% 14.8% 1.00 1.5% 11.4% 1.00 40.3% 85.3% 

7 (SA-HD) Mixtures in which 
both cross-

association and 
self-association 

take place 

12.6% 0.98 10.0% 0.98 - - - - - - 1.4% 7.6% 1.00 50.3% 64.4% 

8 (SA-HA) 16.6% 0.94 10.7% 0.94 1.4% 13.1% 1.00 19.6% 23.9% 0.85 1.9% 15.1% 0.98 42.4% 84.1% 

9 (SA-SA) 21.3% 0.94 12.6% 0.94 2.7% 8.9% 1.00 6.3% 8.7% 0.98 5.5% 28.7% 0.85 49.4% 117.6% 

Overall  12.5% 0.95 10.3% 0.94 2.7% 20.3% 0.83 12.6% 20.8% 0.96 2.7% 11.8% 0.97 36.9% 123.4% 
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Table PVII.4. Rating of the 9 binary association codes in order to obtain the final grade of the tc-PR-Wilson model. 

Binary association 

code (BAC) 
Type of association 

Mark on: 
Binary 

association code 
mark 

Mark (over 20) by type of 
association 

Final mark 

of the tc-PR-Wilson model x  y  
LLVP  LLVz  cP  cx  azP  azx  Mh  

M
Pc  

1 (NA - NA) 

Mixtures without 
association 

15.7 15.7 10.3 4.3 14.0 10.3 19.6 15.9 11.4 1.5 11.9 

 no association

13.2NAmark =  

12.4/20 

2 (HA-NA) 14.2 15.4 - - 15.3 14.6 19.2 17.0 12.1 4.9 14.1 

3 (HD-NA) 13.8 14.6 - - 15.3 11.1 18.7 16.8 15.3 4.5 13.8 

4 (HA-HA or HD-HD) 15.1 15.7 - - 15.8 13.1 12.1 15.1 13.9 2.4 12.9 

5 (SA-NA) 
Mixtures in which self-
association tends to be 

broken 
10.8 6.5 15.4 4.4 0.0 0.0 18.7 15.4 12.1 9.6 9.3 

 self-association

9.3SAmark =  

6 (HD-HA) 
Mixtures in which 

cross-association takes 
place alone 

15.3 15.6 - - 17.6 12.6 19.2 14.3 9.9 11.5 14.5 
 cross-association

14.5CAmark =  

7 (SA-HD) Mixtures in which both 
cross-association and 
self-association take 

place 

13.4 14.7 - - - - 19.3 16.2 7.4 13.6 14.1 

cross-association 
+ self-association

12.8CA SAmark + =  
8 (SA-HA) 11.0 13.7 19.3 13.4 4.5 6.8 18.6 12.1 9.4 11.6 12.1 

9 (SA-SA) 8.8 12.9 18.7 15.6 15.0 15.4 14.6 4.8 7.6 8.2 12.2 

Overall mark  
(Eq. (PVII.35)) 

 13.0 12.8 14.9 7.7 10.6 9.0 18.2 14.2 10.9 8.9 12.4   
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Table PVII.5. Overview of the MAPEs between experimental data and model predictions along with the corresponding success ratios (tc-PR-UNIQUAC) for the 200 
binary systems included in the benchmark database proposed by Jaubert et al. [130]. The mixtures are classified in 9 BACs as proposed by Jaubert et al. [130]. The 
abbreviations used for the associating character of a pure compound are: NA for “Non-Associating”, HA for “Hydrogen-Acceptor", HD for “Hydrogen-Donor” and SA 
for “Self-Associating”. Dots (-) indicate that no experimental data are available in the database for the respective properties. 

Binary association 

code 

MAPE and corresponding success ratio (SR) on: 

x  xSR  y  ySR  LLVP  LLVz  LLVSR  cP  cx  cSR  azP  azx  azSR  Mh  
M
Pc  

1 (NA - NA) 10.0% 0.99 9.1% 0.97 4.1% 21.0% 0.81 5.7% 20.1% 0.98 5.7% 12.4% 1.00 29.7% 185.0% 

2 (HA-NA) 9.9% 0.96 7.7% 0.96 - - - 5.4% 11.9% 0.98 1.4% 5.4% 1.00 26.2% 160.1% 

3 (HD-NA) 8.9% 0.90 7.1% 0.90 - - - 5.9% 16.3% 0.98 2.1% 7.9% 1.00 16.6% 161.3% 

4 (HA-HA or HD-HD) 10.6% 0.96 8.1% 0.96 - - - 5.5% 13.8% 1.00 15.0% 10.1% 1.00 23.1% 158.7% 

5 (SA-NA) 27.6% 0.93 28.7% 0.94 4.1% 30.3% 0.56 10.7% 58.2% 0.89 3.2% 7.8% 0.71 32.1% 168.0% 

6 (HD-HA) 6.5% 0.96 6.3% 0.96 - - - 2.9% 11.5% 0.97 1.4% 6.5% 1.00 22.8% 57.3% 

7 (SA-HD) 32.4% 0.97 17.9% 0.98 - - - - - - 0.7% 8.1% 0.77 50.9% 47.0% 

8 (SA-HA) 23.2% 0.94 12.3% 0.94 1.3% 14.0% 1.00 29.3% 24.9% 0.77 2.8% 20.9% 0.76 39.3% 120.5% 

9 (SA-SA) 27.4% 0.96 15.5% 0.95 2.7% 13.1% 1.00 6.0% 8.7% 0.98 6.1% 34.3% 0.79 42.2% 124.7% 

Overall 16.5% 0.96 11.9% 0.95 3.1% 19.9% 0.79 9.4% 21.0% 0.94 3.3% 13.5% 0.87 32.8% 136.0% 
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Table PVII.6. Rating of the 9 binary association codes in order to obtain the final grade of the tc-PR-UNIQUAC model. 

Binary association 

code (BAC) 

Mark on: 
Binary 

association code 
mark 

Mark (over 20) by type of 
association 

Final mark of the 

 tc-PR-UNIQUAC model x  y  
LLVP  LLVz  cP  cx  azP  azx  Mh  

M
Pc  

1 (NA - NA) 14.8 15.0 14.6 7.7 15.4 9.8 17.2 13.8 12.6 1.5 12.2 

 no association

13.3NAmark =  

11.8/20 

2 (HA-NA) 14.5 15.5 - - 15.7 13.8 19.3 17.3 13.5 4.0 14.2 

3 (HD-NA) 14.0 14.8 - - 15.2 11.6 19.0 16.1 15.9 3.9 13.8 

4 (HA-HA or HD-HD) 14.2 15.4 - - 15.8 13.1 12.5 14.9 14.2 4.1 13.0 

5 (SA-NA) 5.8 5.3 10.1 2.7 10.7 0.0 13.2 11.5 12.0 3.2 7.4 
 self-association

7.4SAmark =  

6 (HD-HA) 16.1 16.2 - - 17.3 13.8 19.3 16.7 14.3 14.3 16.0 
 cross-association

16.0CAmark =  

7 (SA-HD) 3.7 10.8 - - - - 15.1 12.3 7.3 15.3 10.7 

cross-association 
+ self-association

10.6CA SAmark + =  
8 (SA-HA) 7.9 13.0 19.3 13.0 0.0 5.8 14.2 7.3 10.2 8.0 9.9 

9 (SA-SA) 6.0 11.7 18.7 13.4 15.2 15.3 13.4 2.2 9.5 7.5 11.3 

Overall mark  
(Eq. (PVII.35)) 

10.5 12.1 14.5 7.9 12.8 9.1 15.9 12.8 12.3 7.8 11.8   

 

  



Publications 

- 257 - 

Table PVII.7. Overview of the MAPEs between experimental data and model predictions along with the corresponding success ratios (tc-PR-NRTL) for the 200 binary 
systems included in the benchmark database proposed by Jaubert et al. [130]. The mixtures are classified in 9 BACs as proposed by Jaubert et al. [130]. The abbreviations 
used for the associating character of a pure compound are: NA for “Non-Associating”, HA for “Hydrogen-Acceptor", HD for “Hydrogen-Donor” and SA for “Self-
Associating”. Dots (-) indicate that no experimental data are available in the database for the respective properties. 

Binary association 

code 

MAPE and corresponding success ratio (SR) on: 

x  xSR  y  ySR  LLVP  LLVz  LLVSR  cP  cx  cSR  azP  azx  azSR  Mh  
M
Pc  

1 (NA - NA) 9.9% 0.97 8.8% 0.96 3.2% 14.7% 0.75 6.7% 20.5% 0.97 5.4% 8.0% 1.00 30.0% 184.7% 

2 (HA-NA) 11.0% 0.96 7.9% 0.95 - - - 3.8% 9.3% 0.99 1.2% 4.3% 1.00 28.6% 160.0% 

3 (HD-NA) 8.4% 0.90 7.1% 0.90 - - - 5.8% 16.5% 0.98 1.9% 6.7% 1.00 17.5% 160.8% 

4 (HA-HA or HD-HD) 9.9% 0.95 7.8% 0.95 - - - 5.7% 12.0% 1.00 40.2% 20.2% 1.00 22.7% 158.7% 

5 (SA-NA) 27.7% 0.87 27.3% 0.94 12.1% 35.8% 0.96 13.5% 58.5% 0.93 3.6% 12.9% 0.71 31.2% 142.3% 

6 (HD-HA) 6.7% 0.96 6.2% 0.96 - - - 3.2% 14.7% 1.00 1.2% 4.6% 0.94 22.6% 75.9% 

7 (SA-HD) 39.6% 0.93 20.8% 0.94 - - - - - - 1.3% 10.4% 0.69 48.9% 95.8% 

8 (SA-HA) 20.5% 0.95 11.8% 0.95 2.0% 17.3% 0.92 22.4% 23.1% 0.86 1.1% 18.4% 0.88 39.4% 139.8% 

9 (SA-SA) 22.4% 0.91 11.9% 0.90 2.4% 9.4% 0.31 6.2% 7.3% 0.98 2.7% 15.1% 0.64 48.7% 102.5% 

Overall 15.6% 0.94 11.2% 0.94 7.1% 24.8% 0.77 8.7% 20.3% 0.96 3.5% 10.9% 0.86 33.9% 128.3% 
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Table PVII.8. Rating of the 9 binary association codes in order to obtain the final grade of the tc-PR-NRTL model.  

Binary association 

code (BAC) 

Mark on: 
Binary 

association code 
mark 

Mark (over 20) by type of 
association 

Final mark of the  

tc-PR-NRTL model x  y  
LLVP  LLVz  cP  cx  azP  azx  Mh  

M
Pc  

1 (NA - NA) 14.7 15.0 13.8 9.5 14.6 9.5 17.3 16.0 12.5 1.5 12.4 

 no association

12.9NAmark =  

11.4/20 

2 (HA-NA) 13.9 15.3 - - 16.9 15.1 19.4 17.9 12.8 4.0 14.4 

3 (HD-NA) 14.2 14.8 - - 15.3 11.5 19.0 16.7 15.6 3.9 13.9 

4 (HA-HA or HD-HD) 14.3 15.3 - - 15.7 14.0 0.0 9.9 14.3 4.1 11.0 

5 (SA-NA) 5.4 6.0 13.4 2.0 9.2 0.0 13.0 9.7 12.2 5.8 7.7 
 self-association

7.7SAmark =  

6 (HD-HA) 16.0 16.3 - - 17.6 12.6 18.3 16.7 14.3 12.4 15.5 
 cross-association

15.5CAmark =  

7 (SA-HD) 0.2 9.0 - - - - 13.4 10.3 7.8 10.4 8.5 

cross-association 
+ self-association

9.6CA SAmark + =  
8 (SA-HA) 9.2 13.4 17.4 10.4 2.8 7.3 17.2 9.5 10.2 6.0 10.3 

9 (SA-SA) 8.0 12.7 5.8 4.7 15.1 16.0 11.9 7.9 7.8 9.7 10.0 

Overall mark  
(Eq. (PVII.35)) 

10.4 12.3 12.9 6.4 12.8 9.2 14.8 12.7 12.2 7.6 11.4   
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Table PVII.9. Overview of the MAPEs between experimental data and model predictions along with the corresponding success ratios (PR-Van Laar) for the 200 binary 
systems included in the benchmark database proposed by Jaubert et al. [130]. The mixtures are classified in 9 BACs as proposed by Jaubert et al. [130]. The abbreviations 
used for the associating character of a pure compound are: NA for “Non-Associating”, HA for “Hydrogen-Acceptor", HD for “Hydrogen-Donor” and SA for “Self-
Associating”. Dots (-) indicate that no experimental data are available in the database for the respective properties. 

Binary association 

Code 

MAPE and corresponding success ratio (SR) on: 

x  xSR  y  ySR  LLVP  LLVz  LLVSR  cP  cx  cSR  azP  azx  azSR  Mh  
M
Pc  

1 (NA - NA) 7.9% 0.97 7.9% 0.96 1.3% 19.3% 0.31 3.6% 12.9% 0.95 1.0% 5.1% 1.00 21.7% 34.7% 

2 (HA-NA) 8.8% 0.96 6.8% 0.95 - - - 2.4% 9.0% 0.97 0.9% 6.2% 1.00 16.3% 160.3% 

3 (HD-NA) 6.9% 0.94 5.7% 0.94 - - - 5.2% 15.7% 0.98 0.6% 3.7% 0.95 12.5% 70.5% 

4 (HA-HA or HD-HD) 7.5% 0.97 7.2% 0.97 - - - 4.0% 11.1% 1.00 5.6% 9.6% 1.00 13.5% 104.4% 

5 (SA-NA) 40.0% 0.83 14.9% 0.93 5.2% 24.0% 0.96 9.0% 44.1% 0.88 4.9% 13.8% 0.37 32.4% 200.0% 

6 (HD-HA) 6.0% 0.93 6.1% 0.93 - - - 3.5% 21.5% 1.00 2.0% 9.6% 1.00 23.6% 43.1% 

7 (SA-HD) 15.2% 0.85 12.3% 0.85 - - - - - - 2.4% 9.6% 0.85 84.4% 188.0% 

8 (SA-HA) 24.9% 0.92 15.7% 0.90 24.5% 17.4% 1.00 12.9% 28.4% 0.84 3.9% 11.0% 0.64 37.2% 164.4% 

9 (SA-SA) 33.9% 0.89 22.6% 0.89 4.2% 13.3% 1.00 5.6% 13.2% 0.96 6.6% 24.4% 0.45 39.6% 182.4% 

Overall 16.6% 0.93 11.3% 0.93 8.9% 19.5% 0.82 5.5% 18.1% 0.94 6.6% 9.2% 0.74 30.5% 139.6% 
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Table PVII.10. Rating of the 9 binary association codes in order to obtain the final grade of the PR-Van Laar model. 

Binary association 

code (BAC) 

Mark on: 
Binary 

association code 
mark 

Mark (over 20) by type of 
association 

Final mark of the PR-Van Laar 
model x  y  

LLVP  LLVz   cP  cx  azP  azx  Mh  
M
Pc  

1 (NA - NA) 15.6 15.4 6.0 3.2 16.5 12.9 19.5 17.5 14.6 16.5 13.8 

 no association

14.9NAmark =  

11.5/20 

2 (HA-NA) 15.0 15.8 - - 17.7 15.1 19.5 16.9 15.9 4.0 15.0 

3 (HD-NA) 15.6 16.2 - - 15.8 11.9 18.8 17.3 16.9 13.0 15.7 

4 (HA-HA or HD-HD) 15.7 15.9 - - 17.0 14.4 17.2 15.2 16.6 9.6 15.2 

5 (SA-NA) 0.0 11.6 16.7 7.7 11.7 0.0 6.5 4.9 11.9 0.0 7.1 
 self-association

7.1SAmark =  

6 (HD-HA) 15.8 15.7 - - 17.4 9.2 19.0 15.2 14.1 15.7 15.3 
 cross-association

15.3CAmark =  

7 (SA-HD) 10.5 11.7 - - - - 15.9 12.9 0.0 1.2 8.7 

cross-association 
+ self-association

8.9CA SAmark + =  
8 (SA-HA) 6.9 11.0 7.8 11.3 8.6 4.9 11.6 9.3 10.7 3.6 8.6 

9 (SA-SA) 2.7 7.7 17.9 13.3 15.2 12.9 8.8 3.5 10.1 1.8 9.4 

Overall mark  
(Eq. (PVII.35)) 

9.5 13.3 11.9 7.8 14.4 7.9 14.1 11.3 12.2 7.2 11.5   
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PVII.III.III Discussion 

Among the 9 BACs, the properties of mixtures from BAC6 (HD + HA molecules that exhibit cross 

association) is the most accurately predicted by the tc-PR-Wilson, tc-PR-UNIQUAC and tc-PR-NRTL 

models with a mark of 14.5 / 20, 16.0 / 20 and 15.5 / 20, respectively; while the PR-Van Laar model 

yields the highest performance for BAC3 (HD + NA molecules) scoring a mark of 15.7 / 20. On the other 

hand, mixtures belonging to BAC5, in which self-association takes place but tends to be broken, are 

represented unsatisfactorily by all the studied models. 

In terms of association degree (see Figure PVII.3), the tc-PR-Wilson performs better than the rest of the 

models for families where self-association is taking place (BAC 5 and BACs 7 to 9). In the case of 

systems that do not exhibit association (BACs 1 to 4), the PR-Van Laar model has the advantage. Finally, 

the tc-PR-UNIQUAC model correlates the best binary systems that exhibit cross-association (BAC 6). 

 

Figure PVII.3. Overview of the accuracy of the tc-PR-Wilson, tc-PR-UNIQUAC, tc-PR-NRTL 
and PR-Van Laar by plotting the average marks for the four categories of binary systems based 
on the type of association they exhibit. 

In order to have a deeper insight, the marks over the ten properties of interest are plotted for the four 

considered models. First, in Figure PVII.4, for the category grouping BACs 1 to 4 it is possible to 
observe that the PR-Van Laar model yields to higher marks for all the properties except for LLVP  and 

LLVz . An important fact to be highlighted is the clear advantage for the PR-Van Laar model in the 
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prediction of M
Pc  data. This is illustrated in Figure PVII.5 for the binary system Cyclohexane + 

Monochlorobenzene for which there is a huge difference between the calculated M
Pc  with PR-Van Laar 

and the other three tc-PR- ,E
resa   models. This led us to think that the difference in the temperature 

dependence of the Van Laar parameter with respect to those of the tc-PR- ,E
resa   models, which are 

temperature-independent, could be the responsible for such results.  

In addition, in Figure PVII.6, it is possible to observe that the four models overestimate critical pressures 

for the binary system Nitrogen + n-pentane but PR-Van Laar yields to better results than tc-PR- ,E
resa   

models. Once again, the question of the temperature dependence of the parameters involved in the ,E
resa   

models arises. Indeed, as illustrated in Figure PVII.6, the PR-Van Laar and tc-PR-NRTL models predict 
almost the same critical pressure at 398.3T K=  but at  the tc-PR-NRTL model presents 

some limitations to catch the right phase behavior. 

 

Figure PVII.4. Overview of the accuracy of the tc-PR-Wilson, tc-PR-UNIQUAC, tc-PR-NRTL 
and PR-Van Laar by plotting the marks on ten properties for the category including mixtures 
without association (BACs 1 to 4). 

Despite the limitations observed for some systems and illustrated in Figure PVII.5 and Figure PVII.6, 

the tc-PR- ,E
resa   models are able to correlate with high accuracy the non-associating binary systems. The 

binary system CH4 + N2 shown in Figure PVII.7 perfectly demonstrates the strength of such models for 

such systems. 

 

447.9T K=
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Figure PVII.5. Pressure – composition VLE phase diagrams (left) and mixing heat capacity – composition diagrams 
(right) for the binary system Cyclohexane (1) + Monochlorobenzene calculated with the tc-PR-Wilson (a, b), tc-PR-
UNIQUAC (c, d), tc-PR-NRTL (e, f) and PR-Van Laar (g, h) models. Phase equilibrium diagrams convention: (): 
experimental dew points. (+): experimental bubble points. (–): calculated dew curve. (–): calculated bubble curve. 
Caloric properties diagrams convention: (+): experimental data. (–): calculated curve.  
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Figure PVII.6. Pressure – composition VLE phase diagrams for the binary system N2 (1) + n-pentane calculated 
with the tc-PR-Wilson (a, b), tc-PR-UNIQUAC (c, d), tc-PR-NRTL (e, f) and PR-Van Laar (g, h) models. Phase 
equilibrium diagrams convention: (): experimental dew points. (+): experimental bubble points. (): 
experimental critical point. (–): calculated dew curve. (–): calculated bubble curve.  
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Figure PVII.7. Global Phase-Equilibrium Diagrams (GPEDs) (left), pressure – composition VLE phase diagrams 
(center) and mixing heat capacity – composition diagrams (right) for the binary system N2 (1) + Methane 
calculated the tc-PR-Wilson (a, b, c), tc-PR-UNIQUAC (d, e, f), tc-PR-NRTL (g, h, i) and PR-Van Laar (j, k, l) 
models. GPED convention: () experimental critical points. (–) calculated critical line. (–) calculated vapor-
pressure curves of pure components. Phase equilibrium diagrams convention: (): experimental dew points. (+): 
experimental bubble points. (–): calculated dew curve. (–): calculated bubble curve.  
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Considering now the other category in which the systems do not exhibit self-association (BAC6), it 

should be noted that the four models perform very well, as shown in Figure PVII.8. Most of the systems 

exhibit negative deviations from ideality so that the liquid phase does not tend to split. As a direct 

consequence, no 3-phase VLLE data are available in this category. In particular, all the models correlate 

equivalently bubble and dew point compositions, as well as critical pressures. In terms of azeotropic 

pressures, they are correlated with high accuracy (see Figure PVII.8) by all the models with a slight 

disadvantage for the tc-PR-NRTL model. In turn, the tc-PR-UNIQUAC model reproduces critical 

compositions accurately, while the PR-Van Laar model seems to show some limitations compared to tc-

PR- ,E
resa   models. Concerning Mh  predictions, tc-PR-Wilson presents a clear disadvantage compared 

to the other models, which perform almost equivalently. Finally, once again the PR-Van Laar model 

takes the lead on the correlation of M
Pc  data, as observed with the binary system Methyl acetate + 

Chloroform presented in Figure PVII.9.  

 

Figure PVII.8. Overview of the accuracy of the tc-PR-Wilson, tc-PR-UNIQUAC, tc-PR-NRTL 
and PR-Van Laar by plotting the marks on ten properties for the category including mixtures in 
which cross-association takes place alone. 

As previously stated, binary systems belonging to BAC 6 are the most accurately correlated by CEoS. 

Another representative example, exhibiting negative deviations from ideality and for which very 

negative hM data are available is shown in Figure PVII.10. 
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Figure PVII.9. Pressure – composition VLE phase diagrams (left) and mixing heat capacity – composition 
diagrams (right) for the binary system Methyl acetate (1) + Chloroform calculated with the tc-PR-Wilson (a, b), 
tc-PR-UNIQUAC (c, d), tc-PR-NRTL (e, f) and PR-Van Laar (g, h) models. Phase equilibrium diagrams 
convention: (): experimental dew points. (+): experimental bubble points. (): experimental azeotropic point. 
(–): calculated dew curve. (–): calculated bubble curve. Caloric properties diagrams convention: (+): experimental 
data. (–): calculated curve.  
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Figure PVII.10. Pressure – composition VLE phase diagrams (left) and mixing heat capacity – composition 
diagrams (right) for the binary system Ethyl acetate (1) + 1, 1, 2, 2-tetrachloroethane calculated with the tc-PR-
Wilson (a, b), tc-PR-UNIQUAC (c, d), tc-PR-NRTL (e, f) and PR-Van Laar (g, h) models. Phase equilibrium 
diagrams convention: (): experimental dew points. (+): experimental bubble points. (–): calculated dew curve. 
(–): calculated bubble curve. Caloric properties diagrams convention: (+): experimental data. (–): calculated 
curve.  
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Figure PVII.11. Overview of the accuracy of the tc-PR-Wilson, tc-PR-UNIQUAC, tc-PR-NRTL and 

PR-Van Laar by plotting the marks on ten properties for the category including mixtures in which self-

association tends to be broken 

The two remaining categories (BAC5 and BACs 7 to 9) are those where at least self-association takes 

place. The first one, in which self-association tends to be broken, gathers systems from BAC5 only. The 

marks on the ten properties of interest are plotted in Figure PVII.11. They are the lowest in comparison 

to the other 3 categories highlighting the difficulty of CEoS to correlate systems that contain a self-

associating compound like water and a non-associating component (e.g., a hydrocarbon). It is important 

to highlight that the tc-PR-Wilson model catches the right topology for almost all the systems of the 

considered BAC. For instance, in Figure PVII.12, pressure – composition VLE phase diagrams 

correlated by the four considered models for the binary system Methanol + Benzene are presented. It is 

possible to notice the clear difference between the diagram predicted by the tc-PR-Wilson model and 

the remaining ones. On this example, such an improvement on the diagram topology prediction entails 

a higher accuracy on azeotropic compositions and pressures, and, in a lesser extent, on bubble 

compositions. The most visible effect of having the correct topology can be seen in Figure PVII.12, on 

the hM-composition diagrams. Indeed, all the models except the tc-PR-Wilson predict a false LLE at 

288.15 K and 1.0132 bar. As a direct consequence, the calculated hM-composition diagrams exhibit a 
straight line between the compositions of the 2 liquid phases (from 1 0.25x   to 1 0.95x  ). The hM-

composition diagram calculated with the tc-PR-Wilson has however the expected shape since such a 

model predicts a homogeneous liquid phase at 288.15 K and 1.0132 bar. A discussion around the shape 

of the hM-composition diagram can be found in recently published papers [1287,1288]. For a system 

such as Ethane + Water (see Figure PVII.13) that exhibits gas-gas equilibria and is thus a complex type 

III system in the classification scheme of van Konynenburg and Scott [1289,1290], the tc-PR-Wilson 
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yields a 100% success ratio of calculated over experimental critical points. However, it overestimates 

critical pressures and yields to a very poor score. The critical pressure overestimation is a consequence 

of the extreme steepness of the critical line that starts at the water critical point, in a (P,T) projection. A 

temperature change of 2 K induces a change in the critical pressure around 1000 bar. 

Finally, the details of the behavior predictions of the binary systems belonging to BACs 7 to 9, i.e., in 

which cross- and self-association take place, are discussed (see Figure PVII.14). Firstly, it should be 

highlighted the outstanding performances of the tc-PR-UNIQUAC and tc-PR-Wilson models regarding 

the prediction of 3-phase line pressures. They obtain a mark of 19/20 for such a property with a success 

ratio of 100%. This is illustrated in Figure PVII.15 with the binary system Dimethyl ether + Water. 

Another point to underline is the better accuracy on the bubble and dew compositions as well as on the 

azeotropic pressures obtained with the tc-PR-Wilson model with respect to the other models. 

The analysis presented in this section makes it possible to conclude that the best choice to extend the tc-

PR EoS to mixtures along with EoS/ ,E
resa   mixing rules is to use the residual part of the Wilson ,E

resa   

model. Such a model, with a mark of 12.4 / 20, has the advantage over the other investigated models in 

this study. Moreover, it reaches a satisfactory overall success ratio of 96%, i.e., this model is able to 

predict the existence of nearly all data points observed experimentally. The tc-PR-Wilson model 

distinguishes especially in the prediction of liquid and gas phase compositions, azeotropic points and 

three-phase line pressures. 

The weaknesses of the tc-PR-Wilson model are related to the reproduction of critical points, particularly 

for the systems in which self-association takes place (BAC5 and BACs 7 to 9). In addition, the prediction 

of three-phase compositions needs to be improved for those systems that do not exhibit association or 

such that self-association tends to be broken. Finally, efforts are also required for improving the 

reproduction of caloric properties. 

PVII.IV Conclusions 

In the present work, the extension of the translated-consistent Peng-Robinson (tc-PR) EoS to mixtures 

has been investigated. For this purpose, the tc-PR EoS incorporated EoS/ ,E
resa   mixing rules derived by 

equaling the residual parts of the excess Helmholtz energy obtained from an EoS and from an explicit 

activity coefficient model such as Wilson, NRTL and UNIQUAC. The performance of the three 

resulting models was compared against the experimental data of the benchmark database, published by 

Jaubert et al. [130]. 

 In the light of the obtained results, it is possible to conclude that the best choice to extend the 

tc-PR EoS to mixtures along with EoS/ ,E
resa   mixing rules is to use the residual part of the Wilson ,E

resa   

model, named tc-PR-Wilson. This conclusion is supported by the fact that the tc-PR-Wilson reaches the 

best results from the quantitative and qualitative standpoints. Nevertheless, improvements have to be 

made to better predict the behavior of systems in which hydrogen bonds are broken without the 

possibility to form new ones, as well as in the prediction of caloric properties for systems in which self-

association does not take place. 
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Although beyond the scope of the present article, the very good performances of the PR-Van Laar model 

(which is a non-predictive version of the E-PPR78 model [114,1262] relying on classical mixing rules 

with temperature-dependent binary interaction parameters ( )ijk T ) should be acknowledged for its 

capacity to estimate caloric properties ( Mh  and M
Pc ) more accurately than most of other (more 

advanced) EoS and to reproduce phase diagrams of mixtures containing non-polar and non-associating 

compounds with a very reasonable accuracy. 

The next step is to study the influence of the temperature dependence of the binary interaction 

parameters of the tc-PR-Wilson model on the reproduction of VLE, LLE, VLLE and caloric properties 

data. Next, the development of a group-contribution-based predictive tc-PR-Wilson model could start. 
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Figure PVII.12. Pressure – composition VLE phase diagrams (left) and mixing enthalpy – composition diagrams 
(right) for the binary system Methanol (1) + Benzene calculated with the tc-PR-Wilson (a, b), tc-PR-UNIQUAC 
(c, d), tc-PR-NRTL (e, f) and PR-Van Laar (g, h) models. Phase equilibrium diagrams convention: (): 
experimental dew points. (+): experimental bubble points. (): experimental azeotropic point. (–): calculated dew 
curve. (–): calculated bubble curve. (–): calculated three-phase line. Caloric properties diagrams convention: (+): 
experimental data. (–): calculated curve.  
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Figure PVII.13. Pressure – composition VLE phase diagrams for the binary system Ethane (1) + Water calculated 
with the tc-PR-Wilson (a, b), tc-PR-UNIQUAC (c, d), tc-PR-NRTL (e, f) and PR-Van Laar model (g, h) models. 
Phase equilibrium diagrams convention: (): experimental dew points. (+): experimental bubble points. (): 
experimental critical point. (–): calculated dew curve. (–): calculated bubble curve.  
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Figure PVII.14. Overview of the accuracy of the tc-PR-Wilson, tc-PR-UNIQUAC, tc-PR-NRTL 
and PR-Van Laar by plotting the marks on ten properties for the category including mixtures in 
which both cross- and self-association take place (BACS 7 to 9). 
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Figure PVII.15. Pressure – composition VLE phase diagrams for the binary system Dimethyl ether (1) + Water 
calculated with the tc-PR-Wilson (a, b), tc-PR-UNIQUAC (c, d), tc-PR-NRTL (e, f) and PR-Van Laar model (g, 
h) models. Phase equilibrium diagrams convention: (): experimental dew points. (+): experimental bubble 
points. (): experimental critical point. (): experimental three-phase line compositions. (–): calculated dew 
curve. (–): calculated bubble curve. (–): calculated three-phase line.  
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Publication VIII : Design of promising working fluids for emergent 
combined cooling, heating and power (CCHP) systems. 

Andrés Pina-Martinez1, Silvia Lasala1(*), Romain Privat1, Véronique Falk, Jean-Noël Jaubert1(*) 

(1)Université de Lorraine, École Nationale Supérieure des Industries Chimiques, Laboratoire Réactions et Génie des Procédés 
(UMR CNRS 7274), 1 rue Grandville, 54000, Nancy, France 

Abstract 

Combined Cooling, Heating and Power (CCHP) systems enable the simultaneous supply of electricity, 

heating and cooling thus meeting the major energy needs of humans in a single device. Conventional 

CCHP systems consist in the combination of a prime mover, a heating and a cooling system, each of 

them operating with a thermodynamically suitable working fluid. Recently, novel CCHP cycles, based 

on the use of a single working fluid for the whole operation, have been proposed. Since the choice of 

the working fluid represents a design challenge in the development of such technologies, in this work a 

product-design approach for the selection of suitable working fluids for emergent CCHP applications is 

presented. A database search is implemented to screen about 60 000 structures included in the DDB, the 

DIPPR and the NIST TDE databases. The screening considers thermodynamic, process-related, 

constructional, safety and environmental constraints. Moreover, the tc-PR equation of state is used in 

order to ensure the quality of the calculation of thermo-physical properties and the performance 

assessment of promising working fluids. This study shows that flammable fluids such as vinylacetylene 

or HFC-152 have a good potential for CCHP applications. In the case of reinforced safety restrictions, 

HCFO-1233zd(E) seems to be an interesting candidate since it is non-flammable and non-toxic. 
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PVIII.I Introduction 

According to the International Energy Agency (IEA), “modern economies depend on the reliable and 

affordable delivery of electricity” [1]. Furthermore, heating arises as the largest energy end-use, since it 

accounts for the half of the total energy consumption in the world. Refrigeration and especially cooling 

demand have been growing steadily since the half of the last century. Therefore, it is undeniable that 

society on these days depends deeply on electricity, heating and cooling supply, to such an extent that 

the way to make it more efficient, environmentally friendly and sustainable constitutes one of the major 

challenges of this century. It is evident that from the scale of residential to industrial uses, there might 

be simultaneous needs of electricity, heat and cold. This opened the way to different technologies such 

as combined heat and power (CHP) or combined cooling, heating and power (CCHP) systems.  

Conventional CHP/CCHP systems consist of different subsystems (prime mover, heat recovery system, 

cooling system) for each objective, which, in turn, contain different working fluids and do not operate 

on the same thermodynamic cycle. Moreover, CHP/CCHP systems operate with single-phase expanders 

and/or compressors. Recently, Briola [6] and Briola et al. [7] presented a novel CCHP cycle, inspired 

by the patents of Mokadam [8] and Fabris [9], operating with two-phase expanders and compressors. 

Such a cycle enables the development of an all-in-one device capable of producing electric, heating and 

cooling power with a single working fluid. Among the design challenges of this novel CCHP system, 

the working fluid selection appears as a key stage of its development. 

In the open literature, research on working-fluid design for classical CCHP systems is built on the 

findings of previous studies conducted on Organic Rankine Cycle (ORC). Maraver et al. [1291] worked 

on the optimization of biomass-fueled ORCs used as prime movers coupled with absorption or 

adsorption cooling units. They considered promising working fluids used in commercially available 

ORC units [10] such as n-pentane, octamethyltrisiloxane (MDM) and toluene; as well as non-used in 

commercial ORC devices molecules like n-heptane and dodecamethylcyclohexasiloxane (D6). The 

thermodynamic properties of the fluids were obtained from CoolProp 3.0 [1292], while working fluid 

performances were assessed using a process model of the CCHP system. Hong and Shi [11] studied 

solar-driven ORC coupled with absorption chillers. They evaluated HFC-123, HFC-141b and HCFO-

1233zd(E) as working fluids. Performances were obtained from a CCHP model, which called RefProp 

[1293] in order to calculate thermodynamic properties. Based on previous studies, Al-Sulaiman et al. 

[12] selected n-octane as working fluid for solar-driven CCHP systems. Analogously, Huang et al. [13] 

decided to evaluate HFC-245fa in biomass-fueled CCHP systems.  

By considering working fluid selection for all-in-one CCHP configurations, it is possible to highlight 

the work of Briola and co-workers [14]. They considered the wet pure fluids available in the Aspen Plus 

9.0 database and defined technical and environmental constraints. They identified four working fluids 

(chloroform, methyl iodide, phosphorous trichloride and thiacyclopropane) and performed a sensitivity 

analysis of the trigeneration cycle they designed [7]. Nevertheless, it is possible to point out that since 

no (or relaxed) toxicological constraints were included in the selection, the four investigated fluids are 

highly toxic. Moreover, relaxed environmental constraints were used since chloroform and methyl 

iodide are severely high-ozone-depleting substances (ODS). 



Publications 

- 280 - 

According to the available studies, it is thus possible to identify the following shortcomings in the 

reviewed CCHP working fluid design: 

• the number of investigated working fluids is rather small and/or influenced by previous studies 

on ORC configurations; 

• a systematic evaluation of thermodynamic and constructional along with toxicological, 

flammability and environmental criteria has not been conducted for CCHP systems (by 

constructional criteria, it is here referred to technical limitations due to the prosaic construction 

of operation units; in the present, this is essentially the maximum allowed pressure before 

material failure and the management of air entry in low-pressure systems). 

In order to address these issues, this study aims at implementing a product design approach by screening 

more than 60 000 structures available in the Dortmund Data Bank (DDB), the Design Institute for 

Physical Properties (DIPPR) database and the NIST ThermoData Engine 103b (NIST TDE 103b) with 

the aim of finding suitable candidates for CCHP applications. Furthermore, this work considers 

thermodynamic, process-related, environmental, flammability and toxicity aspects in the selection 

process as well as performance assessment by means of cycle simulations. In order to ensure that the 

performance of CCHP fluids is computed reliably, the translated [95,132]-consistent [198,199] Peng-

Robinson (tc-PR) model [184,185] is used to estimate saturation and caloric properties. 

This paper is organized in five sections. In Section PVIII.II, a brief overview of the product design 

framework is presented. Additionally, the methodologies with large-space exploration of working fluids 

for ORC and vapor-compression (VC) refrigeration configurations are introduced. This section is closed 

with the strengths and weaknesses of the reviewed methodologies, and arguments supporting the choice 

of a database search are discussed. In Section PVIII.III, a detailed description of the CCHP cycle studied 

in this work is provided. Then, the solution methodology for the exploration of different candidates 

including thermodynamic, process-related, environmental, flammability and toxicity constraints is 

presented in Section PVIII.IV. The 2 case studies we decided to analyze are described in Section 

PVIII.V, and the screening results are discussed in Section PVIII.VI. 

PVIII.II Product design framework applied to the selection of working 
fluids 

According to Moggridge and Cussler [140], product design is the process of identifying the best set of 

candidates that fit desired product functional criteria. This process can be represented by four principal 

steps as follows: 

5. Needs. What needs should the product fill? 

6. Ideas. What different solutions/formulations could fill this need? 

7. Selection. Which products are the most promising? 

8. Manufacture. How can the product be made and critically tested? 

In turn, Gani [141] proposes a modified version of Moggridge and Cussler’s main stages of product 
design, well adapted to molecular products: 



Publications 

- 281 - 

6. Needs and goals. What needs/target properties should the product fill? 

7. Generation. What different feasible molecules can be tested? 

8. Selection. Which candidates are the most promising? 

9. Manufacture. How can the product be made? 

10. Performance. Does the product actually satisfy the desired performances? 

In the first step, the requirements and the functionalities of the product must be defined. Moreover, it is 

necessary, and sometimes a hard task, to convert these requirements into quantitative specifications. 

After this stage, a list of candidates, usually referred to as “design space”, that could satisfy these needs 
is generated. Then the best candidates are selected in stage 3, and finally, in ‘manufacture’, a process 
design stage is implemented to determine how the product will be made. Performances can be studied 

using experimental trials or mathematical models. The most common chemical product design methods 

consist of: 

• Experiment-based trial and error: this approach is used when mathematical models for the 

estimation of the target (desired) properties are not available. It is often required past knowledge 

and experience to define the design space. Experimental design approach is frequently used 

then. This procedure is limited frequently by a fixed amount of chemical, time, and financial 

resources. 

• Model-based search techniques: this approach is used when reliable and validated mathematical 

models for the estimation of all the target properties are available. Such models have contributed 

to the development of the computer-aided molecular design (CAMD) framework. The design 

space can be quite wide; however, to reduce this space (i.e., the number of candidate molecules), 

past knowledge and experience may be invoked. 

• Hybrid experiment-model based techniques: this approach is used when only certain properties 

can be estimated by mathematical models. The most common option is to use models to reduce 

the list of candidates to a small number of molecules, which may be further evaluated by means 

of the experiment-based trial and error approach. In such a way, by reducing the design space, 

the time and resources spent on the experimental effort are reduced. 

Databases: Database search is suitable for designing simple molecular products and ingredients 

selection for some formulated products. Using databases often ensures property reliability and 

allow a fast generation of the feasible candidates list [142]. Usually, databases are used for 

preselection of candidates and, in a further stage, their performances are assessed with model-

based techniques or experiments. 

• Heuristics: this approach is supported by heuristic rules (i.e., empirical rules easing the 

convergence process but are not necessarily optimal) that help to make design decisions, as well 

as reliable selections. Such rules result from a combination of experience and available 

knowledge. 

Different methods of product design have been used in ORC and VC refrigeration cycles. The literature 

review presented in the following sections is focused on methodologies with large space exploration of 

working fluids for these types of cycles. For detailed information about experimental or heuristic 
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approaches used in working fluid selection for ORC or VC refrigeration applications, the reader can 

refer to the work of Quoilin et al. [1294], Bao and Zhao [1295] or Motta-Babiloni et al. [1296]. 

PVIII.II.I Working-fluid design for vapor-compression refrigeration applications 

Early efforts focused on refrigerant design have been addressed by Joback [1297], Joback and 

Stephanopoulos [1298], followed by Gani et al. [1299]. They described a structured methodology based 

on a group-contribution (GC) approach for the formation of feasible chemical compounds, prediction of 

target properties and screening of candidates. Only constructional and thermodynamic properties were 

considered. Moreover, the performances of working fluids were not assessed through cycle simulations. 

Duvedi and Achenie [1300] proposed a mathematical programming-based approach for CAMD and 

included for the first time environmental constraints represented by the Ozone Depletion Potential 

(ODP) for chlorofluorocarbons (CFC). Ourique and Silva-Telles [1301], Marcoulaki and Kokossis 

[1302], Sahinidis et al. [1303] and Samudra and Sahinidis [138] studied the problem of refrigerant 

design but they were more focused on new optimization approaches for CAMD. Particularly, Sahinidis 

et al. [1303] pointed out that current approaches (until 2003) used mostly thermodynamic objectives in 

order to retrofit refrigeration systems, i.e., to design molecules with similar properties to those of 

existing compounds. Moreover, they recognized that properties such as flammability, toxicity, ozone 

depletion and chemical stability were difficult to predict, which precluded them from being included in 

CAMD approaches. In 2012, Kazakov et al. [1304] presented computational tools to screen potential 

candidates for VC refrigeration cycles. They were able to compute the Global Warming Potential (GWP) 

and the lower flammability limit for more than 56 000 compounds from the PubChem database. 

Additional filters such as critical temperature, toxicity and stability were included and they came up 

with a list of about 1200 fluids, which were further studied by McLinden et al. [144]. 

PVIII.II.II Working-fluid design for ORC applications 

Extensive research has been focused on working fluid design for ORCs. In 2010, Papadopoulos et al. 

[1305] proposed by the first time an approach based on CAMD (model-based) for the systematic design 

and selection of optimal working fluids for low-temperature ORC systems operating between 90 °C and 

20-25 °C. They included 15 target properties related to thermodynamic, environment, safety and process 

aspects. They came up with 44 potential working fluids, which they classified into conventional and 

unconventional molecules. Palma-Flores et al. [1306] used the CAMD approach (model-based) to find 

new compounds with the potential of being suitable working fluids in ORC processes for waste energy 

recovery from low-temperature heat sources. The design space consisted of 8.2178109 possible 

combinations of functional groups to form a molecule. They identified 32 potential working fluids, 

whose performances were further studied using ASPEN PLUS for ORC simulations. Another CAMD-

based approach for the design of optimal working fluids for ORC applications was developed by Lampe 

et al. [1307]. They used the perturbed-chain statistical associating fluid theory (PC-SAFT) equation of 

state as thermodynamic model. They used a GC method to calculate, from the molecular structure, the 

PC-SAFT pure-component parameters: segment number (m), segment diameter (𝜎) and segment energy 

parameter (𝜖/k). Preißinger et al. [145] conducted a database search and screened about 72 million 

chemical structures contained in the PubChem database by applying the COSMO-RS methodology. 
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They evaluated ORC configurations for waste heat recovery from passenger cars and trucks. The authors 

implemented a scoring system for each working fluid considering criteria related to thermodynamic, 

constructional, safety and environmental aspects. In 2020, Bowskill et al. [147] proposed a computer-

based method for the integrated process and working-fluid design for organic Rankine cycles. The 

approach is combined with the use of the predictive SAFT-γ Mie group-contribution methodology for 

thermo-physical property calculations. This enabled them to study 58 960 prospective fluids and their 

capabilities for three case studies. 

PVIII.II.III Strengths and weaknesses 

Whether CAMD or database search approaches were used for ORC or VC refrigeration applications, 

the strengths and weaknesses of both methodologies do not depend on the studied system. For instance, 

the CAMD framework offers the largest design space and the possibility to find global optimal solutions. 

Nevertheless, the lack of reliable property models implemented in CAMD tools, for all the considered 

chemical families, may lead to the exclusion of environmental or safety targets, which are extremely 

important for the working-fluid design. On the other hand, database search does not provide the largest 

possible design spaces and, thus, may miss potential candidates but enables the fast generation of 

feasible candidate lists. Moreover, by combining different databases, it is possible to include more target 

properties in the design approach.  

Recognizing the forces and limitations of CAMD and database search methodologies, it is considered 

nevertheless that, for the purpose of this work, the latter offers the best trade-off between design space 

and considered target properties.  

PVIII.III CCHP cycle description 

In this work, a simplified version of the CCHP cycle proposed by Briola [6] in his patent is considered. 

This cycle operates with a single working fluid and allows expansions and compressions to take place 

in the single-phase regions as well as in the two-phase domain. This section describes the interest of 

going from power to (heating + power) and (heating + power + cooling) systems. This transition is 

depicted with an ideal Rankine cycle and the required modifications that enable such a cycle to become 

a CCHP cycle operating with a single working fluid. 

Note to the reader: The way of analyzing the different cycle configurations in this section is mainly 

graphical, and is supported with temperature-entropy (T-s) diagrams. Furthermore, all the considered 

cycles are ideal, i.e., they do not involve any internal irreversibilities. In consequence, the specific 

entropy changes of the working fluid during a process are only due to heat transfer. Considering this, 

the amount of specific heat exchanged is given by: 

 revq Tds =   (PVIII.1) 

In consequence, in a (T-s) diagram, a given amount of heat can be represented as the area below the 

curve of the corresponding process. Keeping this in mind, a heat-addition process follows the direction 

of increasing specific entropy, a heat-rejection process follows the direction of decreasing specific 

entropy, and an adiabatic process takes place at constant specific entropy. In order to illustrate the 
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usefulness of (T-s) diagrams, the derivation of the expression for the net work and the thermal efficiency 

of a Carnot cycle is presented in Appendix G1. 

PVIII.III.I From power to combined heating and power 

Consider an internally reversible Rankine cycle, as shown in Figure PVIII.1. The fluid in a liquid state 

is compressed isentropically by a pump (1-2), heated at constant pressure in an evaporator (2-3) until 

partial or total vaporization is reached, expanded isentropically in a turbine (3-4), and condensed at 

constant pressure (4-1) to the initial state.  

Now, consider a performance indicator (PI) that accounts for the useful effect generated in the 

surroundings. Generally speaking, useful effects can be the net work done, and/or the cooling and 

heating effects provided to the surroundings. This indicator can be defined as the ratio between the 

useful effects generated by the machine and the energy supplied to the engine for its operation. 

 useful effects
supply

PI    (PVIII.2) 

For the machine considered in Figure PVIII.1, two cases can be analyzed. In the first case, AT  is the 

ambient temperature, and no useful heating effect is provided to the surroundings. In consequence, the 

machine only produces useful work and the performance indicator is much lower than 100 %. For the 
second case, let AT  be higher than the ambient temperature, and consider that heat is provided to an 

end-user at AT . Now, the machine provides two useful effects: power and heat. It is thus a CHP 

(combined heat and power) system, and the performance indicator becomes: 

 100%net A

HS

w q
PI

q

+
= =   (PVIII.3) 

For this type of engines, the performance indicator is also called energy utilization factor (EUF). 
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Figure PVIII.1. a) Schematic view of an ideal Rankine cycle. b) Sketch to the corresponding 
temperature-entropy diagram. 
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The CHP system just described before is not practical because it cannot adjust to the variations in power 

and heat loads. A more practical CHP configuration is shown in Figure PVIII.2. Now, the expansion (3-

4) of the original cycle (Figure PVIII.1) is split into two stages (3-4) and (5-6), while the process (4-5) 
is intended to provide the required specific heating power ( Mq ) at MT . 

In order to have a look of the impact of the variations of specific heat loads and the temperature at which 

it is required, consider the two superposed cycles shown in Figure PVIII.3. Let the cycle formed by the 

states (1-2-2’-3-4-5-6-1) be the cycle A, and that formed by states (1-2-2’-3-4-5’-6’-1) be the cycle B. 

The specific net work output of cycles A and B is given by the area of polygons 1-2-2’-3-4-5-6-1 and 

1-2-2’-3-4-5’-6’-1, respectively. In turn, as shown in Figure PVIII.4, the heating power ( Mq ) for cycle 

A is given by the area of the polygon 4-5-B-D, while that of cycle B corresponds to the area of the 

polygon 4-5’-C-D. It is thus possible to observe that the specific net work output of cycle A is lower 

than that of cycle B, while the heating power of the former is greater than that of the latter. In terms of 

EUF ( net M HSw q q+ ), it is found that A BEUF EUF , since the gain of specific net work output of 

cycle B (5-5’-6-6’) is lower than the increase of specific heating power provided by cycle A (5-5’-B-C). 

It is thus demonstrated graphically that CHP machines are characterized by a higher thermal efficiency 

when they operate in a regime in which the demand of heating power is greater than that of electric 

power. 

T

s

1

2

32’

45

6

b)

TH

TM

TA

 

Figure PVIII.2. a) Schematic view of an ideal CHP cycle. b) Sketch of the corresponding 
temperature-entropy diagram. 
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Figure PVIII.3. Sketch of the temperature-entropy diagram of two CHP cycles: cycle A (1-2-2’-
3-4-5-6-1), cycle B (1-2-2’-3-4-5’-6’-1). 

 
Figure PVIII.4. Enlarged temperature-entropy diagram for the CHP cycles considered in Figure 
PVIII.3. 
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Now, the case shown in Figure PVIII.5 is examined. Let the cycle formed by the states (1-2-2’-3-4-5-6-

1) be the cycle A, and that formed by states (1-2-2’-3-4’-5’-6-1) be the cycle B. The only difference is 

that , ,M A M BT T . In this case, it is observed that, as for the previous scenario: net netA B
w w  and 

M MA B
q q . Nevertheless, the EUF of both cycles is the same. Indeed, Aq  and HSq  are the same 

in the two cycles so that the useful specific energy net Mw q+  is not modified in order not to break the 

first law that simply writes: net M AHS w q qq + += . Such a useful specific energy, defined by the area 

of the polygon 1-2-2’-3-C-B-6-1 in Figure PVIII.5, remains thus constant in spite of the relative changes 

in netw  and Mq . In other words, the loss (or gain) in netw  for one cycle is compensated by the gain 

(or loss) in Mq  by the other. 

The operation of an ideal CHP system has thus been presented. It is observed that the EUF depends on 

the relation between the mechanical and thermal power required by the end-user. In the next section, the 

addition of a refrigeration subcycle is described. For this purpose, the working fluid should be able to 
absorb heat at a temperature lower than the ambient temperature AT . In addition, the cooling effect 

generated by the refrigeration subcycle and its impact on the EUF are discussed. 

PVIII.III.II CCHP configuration 

To move from a CHP to a CCHP cycle, a part of the cycle must be dedicated to refrigeration (i.e., 
absorption of a specific heat at a temperature CT  lower than AT , the temperature of the environment). 

To do so, consider that fluid exiting from the condenser of the CHP cycle (see point 1 in Figure PVIII.2) 

is directed toward a refrigeration subcycle. In the CCHP cycle, this point is called “7”. Therefore, instead 
of pumping the working fluid back to the evaporator as done in the CHP configuration, the fluid is 

expanded isentropically (7-8), heated at constant pressure in an evaporator (8-9), compressed 

isentropically (9-10), and, finally condensed at constant pressure (10-1). The amount of specific heat 
absorbed isothermally by the working fluid from the low-temperature source at CT  represents a cooling 

effect in the surroundings. The CCHP configuration is shown in Figure 4-2. 
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Figure PVIII.5. Enlarged temperature-entropy diagram for two CHP cycles providing heat at 
different temperatures. 
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Figure PVIII.6. a) Schematic view of an ideal CCHP cycle. b) Sketch of the corresponding 
temperature-entropy diagram. 

Even if there is only one fluid flowing in the cycle, it is possible to distinguish a CHP subcycle (1-2-2’-
3-4-5-6-1), responsible for the supply of electric and heating power, and a cooling subsystem (7-8-9-

10), thus defining a CCHP cycle. Part of the power output of the CHP is used to supply the required 

power input of the cooling system. Therefore, the net output power of the CCHP systems becomes: 

, , ,( )
cooling T I T IInet net net P C T IIICCHP CHP

w ww w w w w w += − = − − −   (PVIII.4) 

It is clear that the specific net work supplied by the CCHP system is lower than that of the CHP one. 

Graphically, net CHP
w  is the area of polygon (1-2-2’-3-4-5-6-1) whereas 

coolingnetw  is the area of the 

rectangle (7-8-9-10) so that the difference of both these areas is the net work supplied by the CCHP 

system. Similarly, the useful effects generated by the CCHP cycle are not the same as for a CHP 

machine. The EUF of the CCHP cycle defined as: 

 
net M CCCHP

CCHP
HS

w q q
EUF

q

+ +
=   (PVIII.5) 

results to be higher than that of the CHP configuration due to the fact that the specific cooling power is 

added to the useful effects and that the reduction of the CCHP net output specific power is lower than 
the cooling effect (

coolingC netq w ). 
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PVIII.III.III Actual CCHP configuration and degrees of freedom 

After the description of the ideal CCHP configuration, it is necessary to analyze which variables are 

specified in the problem, and if, at least, it is solvable. For instance, in an actual scenario of trigeneration, 

the most of the time, the required electric, heating and cooling powers are fixed by the end-users.  

In order to have a simple indication of how many variables need to be specified to make a system of 

equations solvable, it is possible to perform a degree-of-freedom analysis. It is a simple way to make 

sure that the number of variables and equations is in balance prior to attempting solution. In general, the 

degrees of freedom can be expressed as: 

 var eq specDF n n n= − −   (PVIII.6) 

where varn , eqn  and specn  are the number of variables, independent equations and specified variables, 

respectively.  

The assumptions used for the modelling of the CCHP cycle are: 

1. The system operates in steady-state conditions. 

2. The pressure drop across the heat exchangers is negligible. 

3. The minimum temperature difference between the hot and cold streams (i.e., the pinch point) in 

heat exchangers is equal to 10 K. 

4. The isentropic efficiencies of the turbines, compressor and pump are known. 

With such information, it is possible to perform the degree-of-freedom analysis. There are 37 variables 

involved in the CCHP model, most of them being introduced in Figure 4-2:  

• Mass flowrate ( m ) (1 variable). 

• Two independent intensive state variables per stream in order to define the physical state of the 

working fluid and all the other state variables. The present case includes 10 streams and thus, 

20 variables. Independent state variables mean that the couple of variables can be freely chosen 

but has to be different from (𝑇, 𝑃) when the working fluid is at vapor-liquid equilibrium. 

• Duties of compressor ( cw ) (1), pump ( Pw ) (1), expanders ( ,T Iw , ,T IIw , ,T IIIw ) (3) and heat 

exchangers ( HSQ , MQ , AQ , CQ , 'AQ ) (5): 10 variables. 

• The net output power ( netw ) (1) 

• Specific enthalpies at the exit of the compressor, pump, expanders when they are considered as 

reversible and adiabatic, i.e., isentropic (5 variables). These variables (noted s
ih ) are involved 

in the isentropic-efficiency definitions of these operation units and used accordingly to estimate 

the corresponding actual duties. 

The number of independent equations results from: 

• 10 independent energy balances (1 per operation unit).  

• 5 additional relations between isentropic efficiencies and actual duties of compressor, pump and 

turbines. 

• 1 additional relation stemming from the equation of definition of the net output power. 
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Concerning the specified variables, they are defined as explained hereafter and are summarized in Table 

PVIII.1. 

Table PVIII.1. Summary of the specified variables and specifications equations for the CCHP 
system studied in this work. 

Specified variables Specification equations 𝑻𝟏 = 𝑻𝟔 = 𝑻𝟕 Equal to ambient temperature 𝑷𝟏𝟎 10 7( )satP P T=  𝑻𝟑 Temperature of the heat source decreased by 10 

K (pinch point condition) 𝑻𝟓 Fixed by end-user heating needs 𝑷𝟒 4 5( )satP P T=  𝑻𝟖 = 𝑻𝟗 Fixed at TC by end-user cooling needs 𝑷𝟐 2 3( )satP P T=  

Qualities 1x  and 7x  Points 1 and 7 that are located on the bubble 
curve, thus: 1 7 0x x= =  

MQ , CQ , netW   Fixed by end-user needs 

Isentropic efficiencies of the 3 expanders See notes 

Isentropic efficiencies of the compressor See notes 

Isentropic efficiencies of the pump See notes 

 

Notes:  

• In this work, it is assumed that the input specific heat comes from renewable thermal sources 

such as biomass, geothermal or solar. It is considered that the heat source temperature is at least 

160 °C. 

• It might have been tempting to specify 𝑇10, which according to Figure 4-2, is equal to the 

temperature at points 1, 6 and 7; however, a variant of this flow diagram would correspond to 

the case where point 10 is in the gaseous region. If this happened, we would have 𝑇10 >𝑇𝑎𝑚𝑏𝑖𝑒𝑛𝑡. It is thus more relevant to introduce a specification on 𝑃10 rather than on 𝑇10. 

• Similarly, temperature 𝑇4 could be specified by imposing 𝑇4 = 𝑇5 (see Figure 4-2). However, a 

variant of this flowsheet would correspond to the case where point 4 is in the gaseous region. If 

this happened, we would obtain 𝑇4 > 𝑇5. It is thus more relevant to introduce a specification on 𝑃4 rather than on 𝑇4. 

Expander: Briola et al. [7,14] in their proposal suggest the use of two-phase expanders such as 

those commercialized by Energent Corp., Electratherm of BEP Europe. The reported isentropic 

efficiencies range between 0.45 and 0.85. 

Compressor: Briola et al. [7,14] found that some prototypes of two-phase compressors may be 

used . The reported isentropic efficiencies range between 0.35 and 0.75. 

Pump: The isentropic efficiency of the pump is the same as that used by Briola et al. [7,14], 

which ranges between 0.7 to 0.9 [147].  
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In summary, there are 37 unknown variables, 16 independent equations and 20 specified variables, 

yielding (from eq. (PVIII.6)) to one degree of freedom, i.e., one variable needs to be fixed prior to 

attempting solution. 

An interesting point to analyze is the outlet of the vapor generator at 𝑇3. Since in the considered 

architecture the fluid should be in the two-phase region at 𝑇3, the maximum vapor quality at the outlet 
of the vapor generator ( 3x ) is equal to 1 (saturated-vapor state). To properly parametrize the studied 

cycle, one needs to answer the questions:  

- how does the choice of 3x  impact the cycle performances?  

- Is 3 1x =  a condition that leads to higher thermal efficiency? 

These questions are addressed in Appendix G2, in which it is demonstrated that the vapor quality of 
point 3 should be fixed at the maximum allowed value 3 1x =  in order to operate at the highest thermal 

efficiency. In consequence, in order to fulfill the degree of freedom, it is decided to set the specification 
for the vapor quality of point 3 at 3 1x = . 

Once the problem is set for attempting solution, the 16 calculated variables are:  

• the mass flowrate ( m ); 
• the specific enthalpies of points 2, 4, 5, 6, 8, 9 and 10 ( 2h , 4h , 5h , 6h , 8h , 9h , 10h ); 

• the duties of the pump ( PW ), 3 turbines ( ,T IW , ,T IIW , ,T IIIW ) and the compressor ( CW ); 

• the duties of evaporator I ( HSQ ) and condensers II and III ( AQ , 'AQ ).  

 

Assuming that the starting point is point 1, a possible sequence of the calculations is: 

• Calculation of 2h : ( )2 1 2 1

0

s
ph h h h 



= + − . 

• Calculation of 4h : ( )4 3 , 4 3

0

s
T Ih h h h



= + − . 

• Calculation of 8h : ( )8 7 , 8 7

0

s
T IIIh h h h



= + − . 

At this step, the five following variables: 5h , m , 6h , 9h  and 10h  must be simultaneously determined 

by solving the following system of 5 equations: 
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 = + −


 =  −


= + −


  =  − + − + − + − + − 

  (PVIII.7) 
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The system can be solved by trial-and-error, for example. The calculation sequence is the following: 

1. Define an initial guess of 5h  between the specific enthalpy of the saturated liquid at 5T  and 4h . 

2. Calculate m  from Eq. (PVIII.7)-a.  
3. Calculate 6h  from Eq. (PVIII.7)-b. 

4. Calculate 9h  from Eq. (PVIII.7)-c. 

5. Calculate 10h  from Eq. (PVIII.7)-d. 

6. Calculate netW  from Eq. (PVIII.7)-e and compare it with the specification spec
netW . If the 

calculated and specified values of netW  do not agree, try another guess for 5h  and go back to 

step 2. If calc spec
net netW W , increase the value of 5h . Otherwise, decrease the value of 5h . 

Once the system is solved, calculation of the eight remaining variables is straightforward: 

• Calculation of pW : ( )2 1pW m h h=  − . 

• Calculation of ,T IW : ( ), 4 3T IW m h h=  − . 

• Calculation of ,T IIW : ( ), 6 5T IIW m h h=  − . 

• Calculation of ,T IIIW : ( ), 8 7T IIIW m h h=  − . 

• Calculation of cW : ( )10 9cW m h h=  − . 

• Calculation of HSQ : ( )3 2HSQ m h h=  − . 

• Calculation of AQ : ( )7 6AQ m h h=  − . 

• Calculation of 'AQ : ( )' 1 10AQ m h h=  − . 

For the two case studies considered in this work, the numerical values of the specified variables are 

presented in Section PVIII.V. 

PVIII.IV Working-fluid selection methodology 

In Section PVIII.II, a general overview of the product design framework has been presented. Such 

framework can be applied to different types of products from coatings and process fluids to solvents and 

functional devices. In this section, a working-fluid selection methodology for the novel CCHP cycle 

presented in Section PVIII.III is detailed. The proposed methodology follows the main stages defined 

by Gani [141]: 1) Needs and goals; 2) Generation; 3) Selection; 4) Manufacture; 5) Performance. 

A scheme of the product-design approach adopted in this work for the selection of suitable working 

fluids for CCHP applications is presented in Figure PVIII.7. The needs and goals are defined in the 

target properties section. Moreover, the requirements of suitable fluids are described, as well as the 

estimation methods and bibliographic survey employed to obtain the values of such properties for each 

candidate. Then, the initial set of candidates is defined by means of database search. Next, the screening 

order is presented followed by the performance evaluation, which is supported by the tc-PR equation of 

state. It is worth noting that Gani et al. [143] explained that in the case of basic chemicals, such as 

refrigerants or solvents, for which the end-use properties are often directly related to their molecular 
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structure, the manufacturing process does not affect product properties, and, therefore, stage 4 

(manufacture) can be excluded from the design procedure. 

PVIII.IV.I Target properties 

Critical temperature 

Pure compounds do not condense above the critical temperature. Since one of the main features of the 

novel CCHP cycle is that the whole operation may take place in the two-phase region, it seems highly 

intuitive to define critical temperature as the initial criterion of the screening. Considering that the 

temperature of the hot source is not lower than 160 °C and a minimum temperature approach of 10 K in 

the evaporator, the maximum temperature reached by the working fluid during the operation is set to 

150 °C. Consequently, for acceptable performance, the critical temperature should be high enough to 

allow a sufficient enthalpy of vaporization of the working fluid in evaporator I. In typical applications 

such as steam power plants or vapor compression cycles, the critical temperature is not approached 

within 40-50  C, which implies to set the minimum value of the critical temperature to 200 °C. 

Nevertheless, in order to avoid making this criterion very stringent, it was decided to force the critical 

temperature of the fluid to be higher than 155 °C. 

 

Figure PVIII.7. Scheme of the product-design approach adopted in this work for the selection of 
suitable working fluids for CCHP applications. 

Triple-point temperature 

At low temperature, freezing within the system should be avoided. For this reason, the triple-point 

temperature should be lower than the minimum temperature of the cycle (𝑇𝐶 = 𝑇9). The triple-point 

temperature should not be approached closer than 5 K. 
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Operating pressures (Psat @ TC and Psat @ TH) 

First, in the evaporator I, the saturation pressure at temperature 𝑇3 cannot be too high because it may 

result in mechanical failure. Quoilin et al. [1294] suggest that for ORCs, the maximum pressure of the 

cycle should be 30 bar. However, this limit was set to 35 bar with the aim of avoiding the exclusion of 

promising candidates at this stage of the screening procedure. 

On the other hand, caution should be taken for fluids with an excessively low saturation pressure at 𝑇𝐶 

since operating at sub-ambient pressures would lead to air entry into the system, resulting in reduced 

performances of the cycle. The minimum operating pressure (vapor pressure at 𝑇𝐶) should be higher 

than 750 mbar. This choice is based on the work of Preißinger et al. [145], who focused on ORC for 

mobile applications. 

Density (ρdv @ TC) 

In evaporator II, the density of the dry saturated vapor at temperature 𝑇𝐶 affects the surface area of the 

cross-section of the evaporator pipes. In particular, as stated by Lemort et al. [1294], the lower this 

density, the greater this surface area. It is considered that suitable working fluids should have a saturated 

vapor density higher than 0.01 kg/m3 at 𝑇𝐶. 

Safety (Toxicity, AIT = autoignition temperature) 

• Since n-pentane, which is a flammable and a potential toxic fluid, is already used in some 

commercial applications, it is decided that suitable fluids for the novel CCHP cycle should not 

be more flammable or toxic than n-pentane.  

Toxicity and flammability information of substances is available from the Globally Harmonized System 

(GHS) of Classification and Labelling of Chemicals. The GHS provides harmonized criteria for 

classifying substances and mixtures according to their health, environmental and physical hazards. In 

addition, it includes hazard communication elements, as well as requirements for labelling and safety 

data sheets. Hazard identification mainly consists of three elements: hazard pictograms, hazard codes 

(H-codes) and hazard statements.  

Physical hazards are related with explosion, flammability, oxidation, gases under pressure, self-

reactivity and corrosion. They cover codes from H200 to H290. Health hazards include acute toxicity, 

skin/eye damage, respiratory/skin sensitization, germ cell mutagenicity, carcinogenicity and 

reproductive toxicology. They are identified by codes from H300 to H373. Finally, environmental 

hazards are focused on aquatic organisms and are represented by codes from H400 to H420. 

As an illustration, the GHS classification of n-pentane is presented in Figure PVIII.8. It is possible to 

observe the hazard pictograms, codes and statements. Such information has been gathered in the public-

domain PubChem database of the National Institutes of Health [1308]. The database contains more than 

100 million compounds but the GHS classification is available for about 150 thousands of them.  

Considering the toxicity classification of n-pentane as a reference, fluids are not suitable for CCHP 

applications if they exhibit one or more of the following criteria: 

• Carcinogenic (all categories) 
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• Mutagenic (all categories) 

• Reproductive effects (all categories) 

• Acute toxic to humans (categories 1, 2, 3) 

• Toxicity to specific human organs (categories SE1, RE1, SE2, RE2) 

• Acute and chronic aquatic toxic (category 1) 

From the flammability standpoint, since n-pentane is classified as an extremely flammable fluid, it is 

decided not to consider a specific filter for this property. Instead, a filter on autoignition temperature 

(AIT) is considered. According to the ATEX directive [1309], the maximum surface temperature of the 

system may not exceed 80 % of the autoignition temperature of the substance. If this threshold is 

exceeded, it is still possible to use the fluid but the required equipment to satisfy safety constraints will 

be more expensive. Considering that the maximum temperature of the cycle (heat source temperature) 

is 160 °C, the working fluid should have an autoignition temperature greater than 200 °C. Nevertheless, 

in order to provide flexibility concerning the heat source temperature, it is decided to set the threshold 

at 240 °C. 

 

Figure PVIII.8. GHS classification of n-pentane. Obtained from the public-domain PubChem 
database of the National Institutes of Health [1308]. 

Compatibility 

The working fluid should be compatible with the polymers used in seals and not have a corrosive effect 

on metals in the system. Information about the latter condition is present in the GHS classification 

available in the PubChem database. For the screening procedure, it has been imposed the compatibility 

of the fluid with steel.  
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Global Warming Potential (GWP) 

With the aim of quantifying and communicating the relative contributions to climate change of 

emissions of different substances, emission metrics such as Global Warming Potential (GWP) can be 

used. It has arisen as the default metric for transferring emissions of different non-CO2 gases to a 

common scale, often called “CO2 equivalent emissions”. The GWP is defined as the time-integration 
radiative forcing (RF) due to a pulse emission of a given component i  ( iRF ), relative to a pulse emission 

of an equal mass of CO2 ( 2CORF ): 
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where TH  represents the time horizon, usually set as 20, 50 or 100 years. The GWP for a time horizon 

of 100 years has been adopted for policy-makers to implement the multi-gas approach as done in the 

1997 Kyoto Protocol. 

For RF calculation two input parameters are required: the radiative efficiency and the atmospheric 

lifetime of the gas. Hodnebrog et al. [1310] provide a comprehensive and consistent analysis of such 

input parameters required to calculate values of the GWP. The GWP values used for the screening 

process were obtained from the Appendix A of the Scientific Assessment of Ozone Depletion: 2018 

[1311]. This report includes the GWP values estimated by Hodnebrog et al. as well as those published 

in the previous Assessment Reports by the Intergovernmental Panel on Climate Change (IPCC). Suitable 

working fluids for the novel CCHP cycle should have a GWP lower than 150, as established by the EU 

F-gas regulation [1312]. 

Ozone Depletion Potential (ODP) 

The metric used for quantifying the effect of various ozone-depleting substances (ODS) on the ozone 

layer is called ozone depletion potential (ODP). The ODP is defined as the integrated change in total 

ozone per unit mass emission of a specific ozone-depleting substance relative to the integrated change 

in total ozone per unit mass emissions of CFC-11 (trichlorofluoromethane). As well as for GWP values, 

ODP was reported from the Scientific Assessment of Ozone Depletion: 2018.  

EU regulation No 1005/2009 on substances that deplete the ozone layer [1313] is the implementation of 

the Montreal Protocol in European law. It is worth noting that some non-zero ODP molecules are not 

regulated by that framework. Indeed, as suggested by Eyerer et al. [1314] in 2019, the substance with 

the smallest ODP, which is classified as an ODS in the EU regulation No 1005/2009 [1313], has an ODP 

of 0.01. Considering this information, it is decided to set the cutoff for ODP at 10-3. 

PVIII.IV.II Chemical design space. Data curation and preparation 

In this work, the experimental data contained in the Dortmund Data Bank (DDB – version 2020 

http://www.ddbst.com/ddb.html), the Design Institute for Physical Properties (DIPPR – version 2020) 

and the NIST ThermoData Engine 103b (NIST TDE 103b) databases are used. 
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The first step (“pre-screening”) of the screening process is performed by selecting all the pure fluids: 

• for which the critical temperature (𝑇𝑐𝑟𝑖𝑡) data is available (we indeed search fluids so that 𝑇𝑐𝑟𝑖𝑡 > 155 °C). 
• for which melting temperature (𝑇𝑚𝑒𝑙) or triple-point temperature (𝑇𝑡𝑝) data is available (one of 

our target properties is that 𝑇𝑚𝑒𝑙 (or 𝑇𝑡𝑝) < T9). 

• for which the critical pressure (𝑃𝑐𝑟𝑖𝑡) and the acentric factor (𝜔) are either available or estimable 

in order to enable the application of the tc-PR equation of state that requires the knowledge of 𝑇𝑐𝑟𝑖𝑡, 𝑃𝑐𝑟𝑖𝑡 and 𝜔. 

The DDB-2020 database contains experimental data for 66 425 molecules. If we apply the pre-screening 

described above, 1 415 pure fluids remain, as shown in Figure PVIII.9. 

 

Figure PVIII.9. Pre-screening on DDB-2020 database. 

Next, the DIPPR-2020 database provides data for nearly 2 200 pure fluids and, as shown in Figure 

PVIII.10, 2 119 molecules remain if the pre-screening described above is applied. 

 

Figure PVIII.10. Pre-screening on DIPPR-2020 database. 

Finally, the NIST TDE 103b database contains nearly 30 220 pure fluids and, as shown in Figure 

PVIII.11, 745 molecules remain if the pre-screening described above is applied. 
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Figure PVIII.11. Pre-screening on the NIST TDE 103b database. 

As a conclusion of this pre-screening step, the initial count for further screening is 2 540 pure fluids: 1 

129 molecules are only contained in the DIPPR database, 421 molecules are only contained in the DDB 

database and 990 molecules are contained in both of them. The 625 compounds coming from the NIST 

TDE are already contained either in the DDB or the DIPPR databases. 

The fact that only 990 pure fluids are present in both DDB and DIPPR databases reflects the 

complementarity of these databases and, thus, the importance of maximizing the number of different 

considered databases.  

PVIII.IV.III Thermodynamic model 

As stated before, in order to ensure the accuracy of thermodynamic property calculations and CCHP 

simulations, the translated and consistent tc-PR equation of state has been retained. Such a model is 

acknowledged as an accurate cubic equation of state; it requires 6 component-dependent parameters (

,expcritT , ,expcritP , ( ),exp 0.8sat
liq rv T = , L, M, N) and writes: 
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It is noticeable that the substance-dependent volume-translation parameter, c , is determined, 

component by component, in order that the translated EoS exactly reproduces the experimental 

saturated-liquid molar volume at a reduced temperature of 0.8, [ ,exp ( 0.8)sat
liq rv T = ], that is: 

 ( ),
,exp0.8 ( 0.8)sat CEoS sat

r liq rliqc v T v T−= = − =u  (PVIII.10) 
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where ( ), 0.8sat CEoS
rliqv T− =u  is the molar volume calculated with the original (untranslated) CEoS at 

0.8rT = . 

Another key feature is the use of the highly flexible Twu 91 α-function [216]: 

 ( ) ( )( )( 1)( ) / exp 1 /N M MN
c cT T T L T T −  = −   (PVIII.11) 

By determining the 3 parameters 𝐿, 𝑀 and 𝑁 from a constrained fitting procedure to well-chosen vapor-

liquid equilibrium data, the Twu 91 -function can pass the consistency test of Le Guennec et al. [198] 

thus guaranteeing safe property predictions in both subcritical and supercritical domains. Consistent 𝐿, 𝑀, 𝑁 parameters were published by Pina-Martinez et al. [184] for around 2000 fluids. For other 

components, they can be determined from second order polynomial correlations with respect to the 

acentric factor [184]. 

The key properties that should be properly predicted in this work by the CEoS are: vapor pressure, 

density, enthalpy and entropy. In order to ensure the accuracy capabilities of any model, it is necessary 

to compare its predictions against experimental data. In the case of vapor pressure, density and enthalpy 

plenty of data are available in pure-compound databases. It is worth recalling that in the case of enthalpy 

and entropy, data of enthalpy and entropy of vaporization are retained. The tc-PR model is able to 

correlate the vapor pressures with an error of 1 % whereas errors on enthalpy/entropy of vaporization 

and density are close to 2 % [184,1315] for more than 1700 molecules. 

PVIII.IV.IV Screening procedure 

It is worth recalling that among the target properties, critical temperatures, triple-point temperatures, 

vapor pressures and densities are available for 2 540 pure fluids. The first two properties were directly 

collected from the DDB and DIPPR databases, and the last two ones were estimated with the tc-PR 

model. On the other hand, safety, compatibility and environmental properties are not all available for all 

the 2 540 fluids. Consequently, it seems necessary to establish a proper order of screening which 

guarantees that, at each filter stage, the considered target property is available for the remaining list of 

fluids. 

The first five filters dealt with (1) critical temperature, (2) triple-point temperature, (3) vapor pressure 

at 𝑇𝐶, (4) density at 𝑇𝐶 and (5) vapor pressure at 𝑇𝐻 = 𝑇3 because, as mentioned before, they are 

available for the 2 540 molecules of the design space. Next, since toxicity information is reported for 

150 thousand molecules in the PubChem database, it was decided then to apply this sixth filter. The next 

two filters concerned GWP and ODP; they were applied at this stage because even if the 

measured/calculated GWP and ODP values are not available, it is possible to estimate approximately 

the GWP or ODP of most of molecules from their chemical structure. Eventually, compatibility and 

autoignition temperature (AIT) filters were applied.  

The resulting screening order is presented in Table PVIII.2. 
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Table PVIII.2. Screening order retained for this work. 

Step Criterion 

1 𝑇𝑐𝑟𝑖𝑡 

2 𝑇𝑡𝑝 

3 𝑃𝑠𝑎𝑡 @ 𝑇𝐶 

4 𝜌𝑑𝑣 @ 𝑇𝐶  

5 𝑃𝑠𝑎𝑡 @ 𝑇𝐻 

6 Toxicity 

7 GWP 

9 ODP 

10 AIT 

11 Material compatibility 

 

PVIII.IV.V Performance evaluation 

After the fluid screening procedure, the performance of the CCHP configuration operating with the list 

of selected fluids was investigated. For this purpose, two primary indicators were used: the energy 

utilization factor (EUF) and the volumetric capacity (𝑄𝑣). The EUF, as discussed in Section PVIII.III, 

is defined as the ratio between the useful effects generated by the machine and the specific energy 

supplied to the engine for its operation. It provides a measure of the energy efficiency (operating cost) 

of the system. It yields to: 

 
net M C

CCHP
HS

w q q
EUF

q

+ +
=   (PVIII.12) 

The volumetric capacity is defined as the refrigeration capacity per unit of volume of working fluid 

flowing into the compressor (point 9) and it gives a measure of the equipment size (capital cost). 𝑄𝑣 can 

be expressed as: 

 
( )9/

C
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Q
Q

m 
=   (PVIII.13) 

Another important indicator is the primary energy savings ratio (PESR). This parameter provides 

information on how much primary energy is saved by using a multigeneration system instead of 
separated ones to supply heating ( MQ ), cooling ( CQ ) and electric ( netW ) power. Note that since 

different systems are compared and they may operate with different mass flowrates, it is necessary to 

define PESR using powers rather than specific energy as done for EUF. PESR is thus defined as: 

 , , ,

, ,
1HS SS HS CCHP HS CCHP

HS SS HS SS

Q Q Q
PESR

Q Q

−
= = −  (PVIII.14) 

where ,HS CCHPQ  and ,HS SSQ  are the amount of energy per unit of time from the heat source required 

by the CCHP system and separated systems (SS) to provide electric, heating and cooling powers 
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respectively. To determine ,HS CCHPQ  and ,HS SSQ , it is necessary to know the efficiency of: 1) a 

reference power plant, 2) a reference heating system, and 3) a reference cooling system. Considering 

the reference efficiencies for the electric, heating and cooling systems, the PESR can be expressed as: 

 ,

, , , ,

1 HS CCHP

Mnet C

ref e ref h ref e ref c

Q
PESR

QW Q

   

= −

+ +


  (PVIII.15) 

This is illustrated in Figure PVIII.12. 

  

Figure PVIII.12. Illustration of the comparison between a conventional generation and 
trigeneration systems. 

Regarding the reference power plant and its efficiency, the EU regulation No 2015/2402 [1316] 

establishes that the harmonized efficiency reference for the production of electricity using solid biomass 

is , 0.30th e = , assuming 15 °C as ambient temperature and a heat source temperature of 300 °C. 

However, the temperature levels considered in this work are 20 °C and 150 °C. It would be thus unfair 

to consider the same efficiency. To overcome this problem, it is proposed to calculate the ratio between 

the reference plant considered by the EU regulation and a Carnot engine operating at the considered 

temperature levels. Then, this ratio can be used to obtain the efficiency of a reference power plant whose 

temperature levels are 15 °C and 150 °C. 

The thermal efficiency of a Carnot engine operating between 15 °C and 300 °C is 0.50, i.e., the ORC 

plant considered by the EU regulation No 2015/2402 [1316] runs at a 60 % of the efficiency of the 

corresponding Carnot engine. For the temperature levels considered in this work (20 °C-150 °C), the 

Carnot efficiency is equal to 0.31. In consequence, the thermal efficiency of the reference power plant 

for PESR calculations is , 0.31 0.6 0.19ref e =  = . 

In turn, the reference heating system is a biomass-fueled boiler, in which the heat generated by biomass 

combustion is utilized to produce hot water or steam to satisfy heat needs. For the sake of simplicity, it 
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is assumed that the harmonized efficiency reference for production of heat is the same for hot water or 

steam generation. The EU regulation No 2015/2402 [1316] sets this value at , 0.86ref h = . 

Finally, for the reference cooling system, the EU regulation No 2016/2281 [1317] introduces an 

indicator named seasonal space cooling energy efficiency ( ,s c ) as a benchmark parameter for cooling 

systems. It is defined as the reference annual cooling demand pertaining to the cooling season covered 

by a cooling system, and the annual energy consumption for cooling. This parameter considers the 

varying weather conditions during the year. Therefore, it could be assumed as an average coefficient of 

performance (COP). For electric, air-to-air air conditioners, this value is set to , , 2.57ref c s c = = .  

 

PVIII.V Case studies and operating specifications 

Two case studies related to different CCHP end-users are investigated to assess the impact of operating 

conditions on the list of promising working fluids. The underlying equations described in Section 

PVIII.III are the same for both case studies. The only differences among them are specifications.  

For both case studies, the heat source temperature is 160 °C. For the sake of simplicity, it is assumed 

that the overall required duty by the end-users is equal to 100 kW (

( )net M C net M CW Q Q m w q q+ + = + +  ). In addition, the cooling, heating and electric needs are 

quantified as a percentage of the total duty requirements. It is worth noting that the overall required duty 

of 100 kW is a calculation basis. 

PVIII.V.I Case study 1: Residential/Commercial user 

For case study 1, it is assumed that for the residential/commercial users: 

• The cooling needs include air-conditioning, and they represent 30 % of the total duty. Comfort 

temperatures in summer range between 20 and 25 °C. To reach such temperatures, the working 

fluid should enter the evaporator II at 10 °C, i.e., at 20 °C decreased by the pinch point 

temperature.  

• The heating needs account for the 40 % of the total duty and are related to space heating or hot 

water requirements. Heating power is commonly required at 90 °C.  

• The electric power required to drive machines, devices and essential equipment reaches the 

remaining 30 % of the total duty. 

The distribution of cooling, heating and power needs are based on Reference [1318]. 
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PVIII.V.II Case study 2: Food industry 

For case study 2, it is assumed that for the food industry: 

• The cooling needs include food storage and preservation, and they represent 20 % of the total 

duty. The set-point temperature within fridges is usually maintained between 2 and 5 °C. To 

reach such temperatures, the working fluid should enter the evaporator II at -10 °C.  

• The heating needs, in turn, represent 60 % of the total duty and are related to the production of 

low-pressure steam or to specific processes such as pasteurization. Heating power is commonly 

required at 130 °C.  

• The electric power required to drive machines, devices and essential equipment reaches the 

remaining 20 % of the total duty. 

The distribution of cooling, heating and power needs are based on the work of Compton et al. [1319]. 

The resulting screening criteria and the relevant process conditions for both case studies are summarized 

in Table PVIII.3 and Table PVIII.4 respectively. 

 

Table PVIII.3. Summary of filtering criteria. 

Step Criterion 
Case study 1 

Residential/Commercial 

Case study 2 

Food industry 

1 𝑇𝑐𝑟𝑖𝑡  > 155 °C 

2 𝑇𝑡𝑝 < 5 °C < -15 °C 

3 𝑃𝑠𝑎𝑡  @ 𝑇𝐶  > 750 mbar @ 10 °C > 750 mbar @ -10 °C 

4 𝜌𝑑𝑣  @ 𝑇𝐶  > 0.01 kg/m3 @ 10 °C 
> 0.01 kg/m3 @ -

10 °C 

5 𝑃𝑠𝑎𝑡  @ 𝑇𝐻  < 35 bar @ 150 °C 

6 Toxicity 
Exclude categories 1, 2 and 3 of acute toxicity 

 

7 GWP < 150 

8 ODP < 10-3 

9 AIT > 240 °C 

10 Material compatibility Compatible at least with steel 
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Table PVIII.4. Summary of operating specifications. 

 (*) The specification in bold was selected to fulfill the degree of freedom. 

 

 

 

  

Parameter Symbol Units 

Case study 1 

Residential/ 

commercial 

Case study 2 

Food industry 

Overall duty - kW 100 

Heating power share MQ  kW 40 60 

Cooling power share CQ  kW 30 20 

Electric power share netW  kW 30 20 

State 1: temperature 1T  °C 20 °C 

State 1: vapor quality 1x  - 0.0 

State 2: pressure 2P  bar Psat(150 °C) 

State 3: temperature 3T  °C 150 

State 3: vapor quality 3x   - 1.0 

State 4: pressure 4P  bar Psat(90 °C) Psat(130 °C) 

State 5: temperature 5T  °C 90 °C 130 °C 

State 6: temperature 6T  °C 20 °C 

State 7: temperature 7T  °C 20 °C 

State 7: vapor quality 7x  - 0.0 

State 8: temperature T8 °C 10 °C -10 °C 

State 9: temperature 9T  °C 10 °C -10 °C 

State 10: pressure 10P  bar Psat(20 °C) 

Isentropic efficiency of turbine I and II 
,T I  / 

,T II   
- 0.75 

Isentropic efficiency of turbine III ,T III  - 0.65 

Isentropic efficiency of compressor C  - 0.65 

Isentropic efficiency of pump P  - 0.85 
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PVIII.VI Results 

PVIII.VI.I Screening results 

The progress of compound elimination from the initial pool of 2540 candidates for the considered case 

studies is given in Table PVIII.5. 

Table PVIII.5. Progress of the number of compounds passing the successive filters from the 
initial pool of 2540 candidates for the two considered case studies. 

Step Criterion 
Case study 1 

Residential/commercial 

Case study 2 

Food 

industry 

Case study 2: 

relaxed constraint 

(filter 3) 

0 Initial count 2540 (fluids) 

1 𝑇𝑐𝑟𝑖𝑡  2394 2394 

2 𝑇𝑡𝑝 1568 1465 

3 𝑃𝑠𝑎𝑡  @ 𝑇𝐶  40 5 39 

4 𝜌𝑑𝑣  @ 𝑇𝐶  40 5 39 

5 𝑃𝑠𝑎𝑡  @ 𝑇𝐻  24 0 23 

6 Toxicity 10 0 10 

7 GWP 10 0 10 

8 ODP 10 0 10 

9 AIT 9 0 9 

10 Material compatibility 9 0 9 

 

The critical temperature filter eliminates almost 150 molecules for both case studies. This filter screened 

out very light molecules such as oxygen, nitrogen or hydrogen, as well as alkanes, alkenes and alkynes 

with less than 4 carbon atoms. Well-known high-GWP refrigerants such as HCFC-22, HFC-32, HFC-

134a and HFC-143a were eliminated. Furthermore, low-GWP molecules including HFO-1234ze(E), 

HFO-1234ze(Z), HCFO-1336mzz(E), HFO-1234yf or HFO-1234zf were excluded.  

The triple-point temperature constraint eliminated almost 830 (case study 1) and 930 (case study 2) 

additional compounds from different chemical families. Among the excluded molecules, very heavy 

molecules were found in both cases (e.g., alkanes and alkenes with more than 14 carbons). Moreover, a 

wide range of aromatic compounds, from benzene (C6H6) to naphtacene (C18H12), were also eliminated. 

In a general trend, oxygenated compounds (acids, ketones, aldehydes) with more than 2 carbon and 2 

oxygen atoms, nitrogenated compounds with more than 6 carbon atoms, sulfur molecules with more 

than 4 carbon atoms, as well as halogenated compounds with more than 2 bromine, chlorine and/or 

iodine atoms were excluded. 

It was observed that the minimum operating pressure ( ( )sat
CP T ) was a very constraining criterion. In 

Figure PVIII.13, the vapor pressure at 𝑇𝐶 = 10 °C is plotted against critical temperature for the 1 568 

molecules remaining after filter 2 for case study 1. It is possible to observe that working fluids with 

higher values of 𝑇𝑐𝑟𝑖𝑡 operate at lower pressures (implying a higher risk of air infiltration into the 
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system). Only 40 of the 1 568 fluids have ( )sat
CP T  higher than the typical lower bound pressure limit 

of 750 mbar (also selected in this work, see Table PVIII.3). It is interesting to remark that refrigerants 

(i.e., used in purely refrigeration/cooling applications) do not have critical temperatures larger than 

105 °C [1296] in order to avoid too low operating pressures at evaporating temperatures ranging from -

20 °C to 5 °C. Nevertheless, the filter on 𝑇𝑐𝑟𝑖𝑡 for CCHP applications was set to 155 °C with the aim of 

absorbing heat from a source at 160 °C. This shows that the objective of supplying work, heat and cold 

with a single working fluid represents, per se, a highly selective condition.  
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Figure PVIII.13. Saturation pressure at 𝑇𝐶 = 10 °C versus critical temperature for the 1568 
molecules remaining after filter 2 for case study 1. 

In addition, screening for case study 2 showed that no molecule of the design space can meet the 

specified requirements. It was decided to relax the filter on 𝑃𝑚𝑖𝑛 in order to obtain exactly the same 

number of molecules as in case 1, at the end of the screening procedure. It was found necessary to 

impose 𝑃𝑚𝑖𝑛 = 𝑃𝑠𝑎𝑡(𝑇𝐶) higher than 325 mbar in order to obtain a final list of 9 molecules. It is worth 
recalling that the initial constraint for 𝑃𝑚𝑖𝑛 ( min 750 P mbar ) was already “relaxed”. The new 

condition may be critical since the investment needed for the construction of well-sealed devices to 

avoid air infiltration into the cycle could seriously impact the machine cost. This should be considered 

very carefully because one of the requirements of decentralized energy systems is that their components 

must be simple and easy to manufacture and design [1294]. 

At this point, it is interesting to have a look at common reference fluids used in ORC systems that were 

excluded during the screening process for the two cases studies. For instance, n-pentane, isopentane, 

HFC-365mfc and toluene are excluded due to their low minimum pressure (see Table PVIII.6). It should 

be noted that these fluids are rarely condensed at temperatures lower than 30-40 °C, while in this work 

conditions required for the supply of cooling power can reach -10 °C. It is worth noting that beyond the 

minimal pressure criterion, HFC-365mfc would still have been eliminated due to its high GWP. 
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Table PVIII.6. Minimum operating pressures ( ( )sat
CP T ) of four reference fluids for the two 

considered case studies. 

Molecules min (10 )satP P C=   / mbar min ( 10 )satP P C= −   / mbar 

n-pentane 382 152 

Isopentane 523 220 

HFC-365mfc 296 105 

Toluene 17 5 

 

The maximum pressure filter excluded 16 additional fluids. The maximum value in pressure is reached 

by SO2 with around 70 bar. A promising molecule (non-flammable, non-toxic) is HFC-143 but it exceeds 

the constraint by almost 11 bar. Next, the toxicity filter rejected several chlorinated compounds due to 

their carcinogenic or acutely toxic character. Examples of such molecules are ethyl chloride, HCFC-11, 

phosgene (CCl2O), dichlorosilane (Cl2H2Si) and boron trichloride (BCl3). 

Finally, filters on ODP and GWP did not exclude any molecule among the remaining ones after filter 6, 

while the constraint on AIT only eliminated methyl ethyl ether.  The final list of 9 promising candidates 

is presented in Table PVIII.7. The well-known tradeoff between flammability and environmental impact 

is observed [144,145]. In order to reduce the GWP and ODP, molecules should be less halogenated, 

which implies that flammability increases. It is observed that to satisfy constraints on GWP and ODP, 7 

over 9 fluids are extremely flammable while the 2 remaining ones are non-flammable. In addition, 

among these fluids, none of them belongs to categories 1, 2 or 3 of acute toxicity. 

PVIII.VI.II Performance results 

In this section, the performances in terms of EUF and 𝑄𝑣 for the final nine working fluids are evaluated. 

Results are summarized in Figure PVIII.14, Table PVIII.7 and Table PVIII.8. The accuracy of the tc-

PR model on the properties of interest such as vapor pressure, density and enthalpy of vaporization is 

presented in Table PVIII.9. Since “optimal” molecules are those which exhibit high EUF and high 𝑄𝑣, 

the inverses of such indicators are plotted, so that candidates satisfying both objectives lie at the lower 

left corner of the figure. 

1. Cyclobutane gives the best EUF for both case studies. No special toxicological issues are 

associated with it according to the GHS classification. It has no ODP and a negligible GWP. 

However, cyclobutane is an extremely flammable fluid and may be the less stable molecule of 

the list as a consequence of angle strain related to its bonds. Furthermore, a CCHP system 

operating with cyclobutane could experience air infiltration because the minimal pressure of the 

cycle is lower than atmospheric pressure.  

2. 1-Butene-3-yne (vinylacetylene) exhibits the greatest volumetric capacity and its EUF is only 

2 % lower compared to cyclobutane. It does not have issues concerning ODP and GWP. As well 

as cyclobutane, it is an extremely flammable molecule. From the constructional standpoint, it 

has a minimum pressure around 1.18 bar, which guarantees that air does not enter into the 
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system during operation. Nevertheless, it has the lowest AIT among the whole list of fluids and 

it could have stability problems since it contains double and triple bonds. 

The refrigerant HFC-152 has similar capabilities as 1-Butene-3-yne in terms of EUF. It is non-

toxic, has a low GWP (53) and zero ODP. HFC-152 should not present problems concerning 

stability due to the presence of fluorine atoms and the absence of unsaturated bonds. As well as 

for 1-Butene-3-yne, CCHP systems containing HFC-152 do not have issues related to air 

infiltration. It is worth noting that Preißinger et al. [145] found that this fluid was a promising 

candidate for ORC for mobile applications.  

3. 1,2-butadiene performs similarly as 1-Butene-3-yne and HFC-152 in terms of EUF, and exhibits 

a 20 % loss in 𝑄𝑣 compared with 1-Butene-3-yne. It fulfills environmental and toxicological 

criteria. Furthermore, CCHP cycles operating with 1,2-butadiene have a slight sub-atmospheric 

minimum pressure. However, this fluid is a cumulated diene, characterized by adjacent carbon-

carbon double bonds, and tends to be unstable.  

4. Cis-2-butene yields a 7 % loss in EUF compared to cyclobutane and only a 2.5 % loss in 𝑄𝑣 

compared to 1-Butene-3-yne. It has negligible GWP, no ODP and does not provoke serious 

adverse health effects. It displays an excellent minimum pressure (1.23 bar) and guarantees the 

tightness of the device.  

HCFO-1233zd(E) also achieves a 7 % loss in EUF with respect to cyclobutane but has the worst 

volumetric capacity among the list of fluids. Nevertheless, it has the advantage of being non-

flammable, non-toxic and having low GWP (4) and ODP (equal to 0.0004). Furthermore, it has 

been well-investigated and some authors (e.g., Eyerer et al. [1314]) studied the possibility of 

using it as a drop-in replacement of HFC-245fa in ORC systems. Moreover, they showed that 

HCFO-1233zd(E) is compatible with common polymers, namely ethylene-propylene-diene 

rubber (EPDM), fluororubber (FKM), nitrile-butadiene rubber (NBR) and chlorobutadiene 

rubber (CR), used in ORC systems. Concerning constructional constraints, it is worth noting that 

it has the lowest minimum operating pressure (785 mbar), which could result in important costs 

to avoid air infiltration. 

5. Neopentane (2,2-dimethylpropane) presents a reduction of about 11 % in EUF compared to 

cyclobutane and 25 % in 𝑄𝑣 with respect to 1-Butene-3-yne. It is extremely flammable, and has 

negligible GWP and no ODP. Furthermore, CCHP systems containing neopentane should not 

have issues related with sealing tightness since its minimum operating pressure is around 1.03 

bar.  

HCFO-1224yd(Z) has a loss of 11.5 % and 32 % in EUF and 𝑄𝑣, respectively. As HCFO-

1233zd(E), it has low GWP (1) and ODP (0.0002). Moreover, it is non-flammable and non-

toxic. It has also been studied by Eyerer and co-workers [1314] as a drop-in candidate for the 

replacement of HFC-245fa in ORC systems.  

6. Trimethyl silane has the worst performance in terms of EUF and achieves a 20 % loss in 

volumetric capacity. It is extremely flammable, and has negligible GWP and no ODP. It fulfills 

toxicological constraints as well as constructional requirements. 
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Figure PVIII.14. Inverse of volumetric capacity versus inverse of energy utilization factor for 
the 9 molecules remaining after the screening procedure: a) Case study 1. b) Case study 2. The 
numbers correspond to the ranking of each molecule as shown in Table PVIII.8. 

Concerning the PESR for case study 1, the nine fluids reach positive values for this indicator, i.e., all of 

them lead to savings of primary energy compared to the use of separated systems for each objective. On 

the other hand, for case study 2, only the top 4 molecules of the list enable to reduce the consumption 

of primary energy. 

PVIII.VII Conclusions 

In the present work, a product-design approach for the selection of suitable working fluids for novel 

Combined Heating, Cooling and Power applications has been presented. In addition, the CCHP cycle 

has been described as a transition from a power to a (power + heating) to a (power + heating + cooling) 

cycle. This is accompanied by a degree-of-freedom analysis.  

The main conclusions of this work are: 

• Concerning the working-fluid selection, a database search has been implemented to screen about 

60 000 species included in the DDB, the DIPPR and the NIST TDE 103b databases. The 

screening approach considered thermodynamic, process-related, constructional, safety and 

environmental constraints. Moreover, the tc-PR model has been used for the first time in order 

to ensure the quality of the calculation of thermo-physical properties, while providing a high 

level of accuracy for the target properties and the performance assessment of promising working 

fluids. 

• The screening coupled with the performance evaluation have demonstrated that flammable 

fluids such as vinylacetylene or HFC-152 have a good potential for CCHP applications. In the 

case where highly constraining safety restrictions are imposed, HCFO-1233zd(E) could be an 

interesting candidate since it is non-flammable and non-toxic. 

• Furthermore, the results revealed an antagonism between the objectives of single-fluid CCHP 

systems. This is reflected by the fact that fluids with higher critical temperatures, and, thus, 

potentially better in terms of energy utilization, will lead to constructional problems since they 

operate at too low pressures in the evaporator at which cooling power is supplied. 
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Finally, it is worth recalling that the study has intended to give an overview about promising working 

fluids which should be considered for further theoretical and experimental investigations. This work 

opens the way to implement database search methodologies to find suitable working fluids for more 

sophisticated CCHP applications. 

This work provides an original and comprehensive working-fluid design approach enabling the selection 

of the most appropriate working fluid for CCHP systems, over a large number of fluids, and a wide 

number of design conditions and constraints. Additionally, further research should address the 

development of two-phase expanders and compressors in order to guarantee the scale-up of this 

architecture of CCHP systems. 
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Table PVIII.7. List of 9 candidates passing the screening filters for the two considered case studies. Note: Filter on Pmin for case study 2 is relaxed. 

CAS Name Formula SMILES ASHRAE designation GWP ODP Flammability 

category 

Tcrit  

(°C) 

Pcrit  

(bar) 

Alkanes, alkenes, alkynes 

463-82-1 Neopentane C5H12 CC(C)(C)C  <1 0 1 160.65 31.96 

590-19-2 1,2-butadiene C4H6 C=C=CC  <1 0 1 178.85 43.60 

590-18-1 Cis-2-butene C4H8 C/C=C\\C  <1 0 1 162.35 42.10 

689-97-4 Vinylacetylene C4H4 C=CC#C  <1 0 1 180.85 48.60 

Cycloalkanes, cycloalkenes, cycloalkynes 

287-23-0 Cyclobutane C4H8 C1CCC1  <1 0 1 186.78 49.80 

Fluorinated alkanes 

624-72-6 1,2-difluoroethane C2H4F2 FCCF HFC-152 53 0 1 171.85 43.40 

Halogenated alkenes (fluorine plus chlorine) 

102687-65-0 (E)-1-chloro-3,3,3-trifluoro-1-propene C3H2ClF3 C(/C=C/Cl)(F)(F)F HCFO-1233zd(E) 4 0.0004 4 166.45 36.24 

111512-60-8 (Z)-1-chloro-2,3,3,3-tetrafluoropropene C3HClF4 C(=C(\C(F)(F)F)/F)/Cl HCFO-1224yd(Z) 1 0.0002 4 155.54 33.37 

Silanes 

993-07-7 Trimethyl silane C3H10Si C[SiH](C)(C)  <1 0 1 158.85 31.90 
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Table PVIII.8. CCHP cycle performances for the nine candidates passing the screening filters. Ranking is based on EUF. 

Case study 1 Case study 2 

Name/ASHRAE designation Rank EUF Qv (kJ.m-3) PESR (%) Name/ASHRAE 

designation 

Rank EUF Qv (kJ.m-3) PESR (%) 

Cyclobutane 1 0.4766 772.9 23.0 Cyclobutane 1 0.4794 228.1 5.4 

Vinylacetylene 2 0.4673 995.5 21.5 Vinylacetylene 2 0.4683 304.6 3.1 

HFC-152 3 0.4669 819.1 21.4 HFC-152 3 0.4679 232.1 3.1 

1,2-butadiene 4 0.4645 805.8 21.0 1,2-butadiene 4 0.4653 234.7 2.5 

Cis-2-butene 5 0.4438 971.1 17.4 Cis-2-butene 5 0.4425 274.2 -2.5 

HCFO-1233zd(E) 6 0.4435 618.6 17.3 HCFO-1233zd(E) 6 0.4418 156.0 -2.7 

Neopentane 7 0.4232 749.9 13.3 Neopentane 7 0.4232 205.3 -7.2 

HCFO-1224yd(Z) 8 0.4219 674.6 13.1 Trimethyl silane 8 0.4183 215.8 -8.4 

Trimethyl silane 9 0.421 794.0 12.9 HCFO-1224yd(Z) 9 0.4176 164.0 -8.6 
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Table PVIII.9. Parameters corresponding to the tc-PR model and the mean absolute percentage average (MAPE) on the properties of interest for the nine candidates 
passing the screening filters. The calculation of MAPEs is described in reference [184]. 

Name L M N c (cm3.mol-1) MAPE on  
satP  

minT  

(K) 

maxT  

(K) 

MAPE on  

vapH  
minT  

(K) 

maxT  

(K) 

MAPE on 
sat

liq  
minT  

(K) 

maxT  

(K) 

Neopentane 0.1268 0.8494 2.5591 -5.9633 0.21% 256.60 433.80 1.66% 256.60 425.12 1.37% 256.60 390.42 

1,2-butadiene 1.1829 0.9640 0.5059 4.4542 1.61% 234.20 452.00 2.45% 136.95 442.96 1.48% 136.95 406.80 

Cis-2-butene 0.4528 0.8193 1.1794 -1.3958 0.40% 228.32 435.50 1.32% 134.26 426.79 1.40% 134.26 391.95 

Vinylacetylene 1.6720 0.8480 0.3360 3.1708 4.18% 231.48 454.00 1.39% 173.15 444.92 2.00% 173.15 408.60 

Cyclobutane 0.2137 0.8638 2.0678 -2.3922 0.11% 235.06 459.93 1.80% 182.48 450.73 3.12% 182.48 413.94 

1,2-difluoroethane 0.8080 0.8640 0.7967 22.5137 1.63% 234.28 445.00 4.02% 215.00 436.10 5.13% 179.60 400.50 

HCFO-1233zd(E) 0.5136 0.9352 1.5679 -1.3501 0.86% 237.15 439.60    1.23% 300.00 395.64 

HCFO-1224yd(Z) 0.4724 0.9129 1.7702 0.2541 1.32% 300.00 428.69    1.14% 300.00 385.82 

Trimethyl silane 1.0052 1.0000 0.6166 -3.3422 0.54% 229.02 432.00 1.35% 137.26 423.36 1.24% 137.26 388.80 
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Contexte 

Selon l'Agence Internationale de l'Énergie (AIE), "les économies modernes sont tributaires de la 

fourniture d'électricité qui doit être fiable et d’un prix abordable" [1]. La forme d’énergie la plus 

consommée dans le monde est la chaleur ; elle représente la moitié de la consommation totale d'énergie. 

La demande en réfrigération et surtout en climatisation n'a cessé de croître depuis la moitié du siècle 

dernier. Il est donc indéniable que la satisfaction des besoins de la société actuelle dépend profondément 

de l'approvisionnement en froid, en chaleur et en électricité. Ainsi, l'un des principaux défis de ce siècle 

est de rendre cet approvisionnement en énergie plus efficace, respectueux de l'environnement et durable.  

En général, l'électricité est produite dans des centrales électriques qui utilisent diverses sources d’énergie 

telles que le charbon, l'énergie nucléaire et le gaz naturel. S'y ajoutent les sources d'énergie renouvelables 

(SER) telles que les énergies hydraulique, éolienne, solaire et géothermique. Une quantité beaucoup 

plus faible mais croissante d'électricité est produite par des systèmes décentralisés, faisant référence à 

une variété de technologies qui produisent de l'électricité à l’endroit ou près de l'endroit où elle sera 

utilisée. 

La chaleur et le froid sont quant à eux souvent produits sur site. Bien que la taille des installations puisse 

varier d'un usage industriel à un usage résidentiel, les systèmes de chauffage et de refroidissement se 

trouvent au même endroit que les utilisateurs finaux. 

La majeure partie de l'énergie primaire nécessaire à la fourniture d'électricité, de chaleur et de froid 

provient de sources non renouvelables ce qui représente un obstacle majeur à l’atteinte de la neutralité 

en carbone. Ces dernières années, la législation de l'Union Européenne (UE) sur la promotion des SER 

a considérablement évolué [2]. En 2009, les responsables politiques de l'UE ont fixé comme objectif 

que 20 % de la consommation énergétique de l'UE proviendrait des SER en 2020. Récemment, en 2018, 

l'objectif que 32 % de la consommation énergétique de l'UE proviendrait des SER d'ici 2030 a été acté 

[3].  

Comme le montre la Figure F.1, la part de la consommation énergétique de l'UE provenant de sources 

renouvelables était de 19,7 % en 2019. L'une des stratégies pour atteindre l'objectif de 32 % en 2030 

consiste à accroître l'utilisation des systèmes énergétiques décentralisés (SED). Ce type de systèmes 

permet non seulement de réduire les pertes d'électricité le long des lignes de transmission et de 

distribution qui apparaissent lorsque la production d'électricité est centralisée, mais il est également 

adapté à l'inclusion des SER dans le « mix » énergétique d'un pays ou d'une région. La production 

décentralisée peut desservir une structure unique, comme une maison ou une entreprise, ou faire partie 

d'un micro-réseau (un réseau plus petit qui est également relié au système de distribution d'électricité 

plus large), comme dans une grande installation industrielle, une base militaire ou un grand campus 

universitaire [4]. 
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Figure F.1 . Évolution de la part de la consommation énergétique de l'UE provenant de sources 
renouvelables depuis 2005. Données fournies par l'Agence européenne pour l'environnement [5]. 

La promotion des SED a ouvert la voie à différentes technologies telles que la production combinée de 

chaleur et d'électricité (CHP, en anglais « Combined Heat and Power ») ou la production conjointe de 

froid, de chaleur et d'électricité (CCHP, en anglais « Combined Cooling, Heating and Power »). Les 

systèmes conventionnels de CHP/CCHP sont constitués de différents sous-systèmes : un cycle moteur 

pour la production d’électricité, un système de fourniture de chaleur et un système de production de 

froid. Ces différentes entités fonctionnent chacune avec un fluide de travail et un cycle 

thermodynamique différent et sont équipées de turbines et/ou de compresseurs parcourus par des fluides 

monophasiques. Récemment, Briola [5] et Briola et al. [6] ont présenté un cycle CCHP innovant, inspiré 

des brevets de Mokadam [7] et Fabris [9], fonctionnant avec des turbines et des compresseurs qui 

admettent des fluides diphasiques. Un tel cycle permet le développement d'un dispositif tout-en-un 

capable de produire de l'énergie électrique, de la chaleur et du froid avec un seul fluide de travail. Parmi 

les défis de conception de ce nouveau système CCHP, la sélection du fluide de travail apparaît comme 

une étape clé de son développement. 

Le travail de recherche de cette thèse est consacré à relever ce défi en proposant une méthodologie de 

sélection de fluides de travail prometteurs pour les systèmes CCHP innovants, de type tout-en-un. 

Motivations et objectifs 

Plusieurs travaux ont été consacrés à la sélection des fluides de travail pour les systèmes CCHP 

conventionnels ou de nouvelle génération [9]-[13]. Néanmoins, il est possible d'identifier des points 

faibles dans les divers travaux relatifs à la conception de fluides de travail pour des systèmes CCHP : 
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• le nombre de fluides de travail pris en compte est souvent faible et le choix souvent influencé 

par des études antérieures réalisées sur des Cycles Organiques de Rankine (ORC). 

• une évaluation systématique de critères techniques, thermodynamiques, toxicologiques, 

d'inflammabilité et environnementaux n'a en général pas été réalisée pour les systèmes CCHP 

(par critères techniques, on entend ici les limitations techniques dues à la construction des unités 

d'exploitation; dans le cas présent, il s'agit essentiellement de la pression maximale autorisée 

avant la défaillance des matériaux et la gestion de l'entrée d'air dans les systèmes à basse 

pression). 

L'objectif principal de cette thèse est de développer une méthodologie reposant sur une approche 

« product-design » afin de concevoir le fluide de travail le mieux adapté pour une machine de type 

CCHP. Plusieurs milliers de fluides différents ont été testés et l’approche développée prend en compte 

des critères thermodynamiques, techniques, environnementaux, d'inflammabilité et de toxicité dans le 

processus de sélection du fluide et donc dans l'évaluation des performances du cycle. 

Afin d'évaluer les performances des cycles thermodynamiques, il est nécessaire d'établir des bilans de 

matière et d'énergie. Par exemple, l'application du premier principe à un système ouvert, renfermant 

plusieurs constituants et fonctionnant en régime permanent s’écrit : 

 
2 2

2 2

   
+ = + + − + +      

   
 s e

s s s e e e
v v

W Q m h gz m h gz  (F.1) 

où W et Q  sont les puissances mécanique et calorifique échangées avec le milieu extérieur; m  est le 

débit massique tandis que h, v et z désignent respectivement l'enthalpie spécifique, la vitesse et l’altitude 

d'un courant de matière. Les indices e et s désignent les courants d'entrée et de sortie. D'après l'équation 

précédente, il est possible de constater que ce bilan d’énergie repose sur l'estimation des enthalpies et 

donc sur la connaissance de l'état physique du courant qui va à son tour nécessiter la résolution des 

conditions d'équilibre entre phases et une estimation fine des pressions de vapeur des corps purs. Les 

entropies sont également requises car elles interviennent dans les définitions des rendements 

isentropiques des opérations de compression et de détente. Enfin, la densité qui intervient dans la 

conception du système de canalisation et dans le dimensionnement d’équipements tels que les turbines, 
les compresseurs, les pompes et les échangeurs de chaleur doit également être déterminée avec soin. 

En résumé, les propriétés clés qui doivent être correctement estimées dans le cadre de cette thèse sont : 

la pression de vapeur, la densité, l'enthalpie et l'entropie. Cette tâche peut être assurée par un modèle 

thermodynamique. Dans cette thèse, les équations d'état cubiques sont retenues en raison de leur 

précision, du faible nombre de paramètres expérimentaux requis, de leur facilité de mise en œuvre et de 
leur robustesse. 

Afin de s'assurer de la précision d’un modèle quelconque, il est nécessaire de comparer les valeurs 
calculées à des données expérimentales. Dans le cas de la pression de vapeur, de la densité et de 

l'enthalpie, de nombreuses données sont disponibles dans les bases de données de corps purs. Dans le 

cas de l'enthalpie et de l'entropie, les données d'enthalpie et d'entropie de vaporisation sont privilégiées. 



Résumé en français des travaux menés et des résultats obtenus 

- 386 - 

La mise en œuvre de la méthodologie « product-design », requérant au préalable de développer une 

équation d'état cubique précise et performante, ce travail a été décomposé en trois étapes de manière à 

essayer de répondre aux trois questions de recherche fondamentales (RQs) suivantes : 

RQ1 : Quelles modifications doivent être apportées aux équations d'état cubiques afin de reproduire 

avec précision les pressions de vapeur, les densités, les enthalpies de vaporisation et les capacités 

calorifiques des corps purs ? 

RQ2 : Comment étendre efficacement les équations d'état cubiques aux mélanges ? 

RQ3 : Comment des critères thermodynamiques, de construction, toxicologiques, d'inflammabilité et 

environnementaux peuvent-ils être inclus dans une approche « product-design » destinée à sélectionner 

le meilleur fluide de travail pour une machine de type CCHP ? 

Plan de la thèse 

Cette thèse est composée de quatre chapitres qui situent le travail de recherche dans son contexte et qui 

résument les principaux résultats acquis. Ces derniers ont fait l’objet de plusieurs publications qui à leur 
tour constituent l’ossature de cette thèse. Le contenu des chapitres se décompose comme suit : 

Chapitre 1  Il donne un bref aperçu du problème lié à la résolution des conditions d’'équilibre entre 

phases ainsi que des outils dont dispose la thermodynamique des procédés pour le 

résoudre, notamment les équations d'état et les modèles d'énergie de Gibbs d’excès. 

Chapitre 2 Il présente le travail de recherche consacré à la réponse à la question RQ1, c'est-à-dire 

à l'étude et à l'amélioration des équations d'état cubiques (CEoS) pour les corps purs. 

Dans ce chapitre, les différentes modifications apportées aux CEoS au cours des années 

afin d'améliorer leur précision sont discutées. Enfin, le modèle de Peng-Robinson 

translaté et cohérent (tc-PR) retenu pour ce travail, est présenté. 

Chapitre 3 En réponse à la question RQ2, il décrit l'extension des équations d'état cubiques aux 

mélanges. En particulier, la façon dont le modèle tc-PR a été étendu aux mélanges est 

décrite. L’extension proposée repose sur un couplage innovant de l’équation d’état avec 
un modèle de coefficient d’activité. Trois modèles de coefficients d’activité sont testés 
et leurs performances sont comparées en s’appuyant sur des données expérimentales 

contenues dans une base de données de référence développée à cette fin. 

Chapitre 4 Il aborde la question RQ3 et commence par présenter la machine de type CCHP qui a 

été retenue pour cette thèse. Ensuite, la méthodologie de type « product-design » 

sélectionnée pour cette étude est décrite et mise en œuvre. Les résultats de la sélection 
du fluide de travail sont discutés. 

Le manuscrit se termine alors par des conclusions générales sur les travaux de recherche décrits dans 

cette thèse, ainsi que par quelques perspectives relatives aux équations d'état cubiques et à l'application 

de la méthodologie de sélection du fluide de travail à des systèmes énergétiques plus sophistiqués. 
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Principaux résultats obtenus 

La contribution de cette thèse à la réponse aux trois questions de recherche fondamentales (RQs) 

exposées précédemment est maintenant discutée. 

RQ1. Quelles modifications doivent être apportées aux équations d'état cubiques afin de 

reproduire avec précision les pressions de vapeur, les densités, les enthalpies de vaporisation et les 

capacités calorifiques des corps purs ? 

L'équation d'état de Van der Waals (VdW) [63], proposée en 1873, est la première, la plus simple et la 

plus connue des équations d'état cubiques (CEoS). Elle s'écrit : 
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où ca  et b  sont respectivement le paramètre attractif critique et le covolume. Il s'agit d'une CEoS dite 

à 2 paramètres car son application à un corps pur nécessite la connaissance préalable de deux propriétés 

caractéristiques du composé étudié (la température critique ,expcT  et la pression critique ,expcP ).  

L'un des points forts de la théorie proposée par Van der Waals est le traitement indépendant des forces 

répulsives et attractives, identifiées respectivement par les termes et repP  et attP  dans l’Eq. (F.2). En 

outre, l'EoS de VdW est capable de représenter la coexistence des phases liquide et vapeur et de prédire 

le comportement des fluides subcritiques et supercritiques. 

Malgré de nombreux atouts qualitatifs, l'EoS de VdW n'est pas considérée comme suffisamment précise 

pour des applications de conception de procédés et différentes modifications ont été introduites au fil 

des années. Sous une forme générale, les CEoS modernes peuvent être écrites selon : 

 
( )

2 2

a TRT
P

v b v ubv wb
= −

− + +
  (F.3) 

où les constantes u  et w sont soit des constantes universelles (les mêmes valeurs s'appliquent à tous les 
composés), soit des quantités spécifiques à chaque corps purs. Le paramètre ( )a T  dépendant de la 

température se décompose classiquement selon : 

 ( ) ( )ca T a T=    (F.4) 

Il est le produit de la valeur du paramètre attractif déterminé à la température critique ( ca ) par une 

quantité appelée « fonction α ». Cette dernière a une grande influence sur les propriétés d'équilibre 

liquide-vapeur calculées, comme la pression de vapeur, l'enthalpie de vaporisation et la capacité 

calorifique du liquide à saturation. D'autre part, la fonction volumique du terme attractif ( 2 2v ubv wb+ +

) et, en particulier, les valeurs numériques attribuées à u  et w , régissent essentiellement la précision 

des propriétés volumétriques prédites. 
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Tout au long de ce travail, il a été démontré que la prise en compte de deux concepts majeurs était 

nécessaire pour améliorer la précision des CEoS : la cohérence thermodynamique d’une part et la 

translation volumique d’autre part. En effet, en définissant une méthode de paramétrage fiable 

s’appuyant sur ces concepts, il a été possible de définir des CEoS très précises telle que l'EoS de Peng-

Robinson translatée-cohérente (tc-PR) : 
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En se concentrant sur le paramétrage, le travail de recherche décrit dans cette thèse a permis d'améliorer 

les capacités du modèle tc-PR, initialement développé par Le Guennec et al. [146], pour aboutir à une 

équation d'état cubique très précise qui pourrait être utilisée non seulement dans le domaine des 

applications liées à l'énergie mais aussi lors de la conception de procédés assistée par ordinateur 

impliquant des entrées et sorties de matière fluide. Avant cette étude, le modèle tc-PR avait montré un 

potentiel prometteur en termes de précision sur les pressions de vapeur, les densités liquides, les 

enthalpies de vaporisation et les capacités thermiques. Cependant le modèle tc-PR souffrait de l’absence 
d’une méthode universelle de paramétrage permettant de savoir sur quelles données expérimentales les 
paramètres de la fonction  et la translation volumique devaient être déterminés. Cette thèse a montré 

que des paramètres fiables pouvaient être obtenus mais à condition qu'ils soient ajustés – au moins – sur 

des données de pression de vapeur.  

Cette thèse a également contribué à la constitution d'une base de données de référence adaptée à 

l'identification des forces et des faiblesses d'un modèle thermodynamique lors de son application à des 
corps purs. Elle répertorie 1800 molécules pour lesquelles, en plus des coordonnées critiques ( cT , cP  et 

cv ), des corrélations précises pour satP  et sat
liq sont disponibles. Parmi les 1800 molécules présentes, 

1536 fluides possèdent également une corrélation précise pour l’enthalpie de vaporisation ( vapH ) et 

890 pour la capacité calorifique du liquide ( ,
sat
P liqc ). Au final, cette base de données renferme 306 700 

données pseudo-expérimentales de haute qualité.  

Les études présentées dans les Publications I à V soulignent que l'utilisation de la fonction  de Twu91, 

très flexible et spécifique à chaque corps pur, améliore considérablement la reproduction des pressions 

de vapeur, des enthalpies de vaporisation et des capacités calorifiques des liquides. En outre, ces mêmes 

publications mettent en évidence l’amélioration spectaculaire de la reproduction des densités liquides 

lorsqu'un paramètre de translation de volume est utilisé. Au final, l'EoS tc-PR est capable de reproduire 

les 306 700 points expérimentaux de la banque de données de corps purs avec une déviation globale 
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moyenne inférieure à 2%. En particulier, un tel modèle est capable de corréler les pressions de vapeur 

avec une erreur de 1% alors que les erreurs sur vapH , ,
sat
P liqc  et sat

liqv sont proches de 2%. 

RQ2. Comment étendre efficacement les équations d'état cubiques aux mélanges ? 

Afin d'étendre efficacement les CEoS aux mélanges, il est essentiel d'aborder la question des règles de 

mélange. Les travaux de recherche de cette thèse ont démontré l’avantage d’utiliser des règles de 
mélange avancées (de type EoS/ ,E

resa  ) dérivant de l’égalisation de la partie résiduelle de l'énergie 

d’Helmholtz d’excès calculée par l’EoS et de la même quantité provenant d’un modèle de coefficient 

d'activité (ACM). La mise en œuvre de telles règles de mélange semble particulièrement pertinent car il 
permet non seulement de s’affranchir du choix de la pression de raccordement des deux contributions 
mais également de corriger tous les écueils décrits dans la littérature à propos des anciennes règles de 

mélange avancées. 

L'étape suivante consistait à utiliser ces règles de mélange pour étendre le modèle tc-PR aux systèmes 

multi-constituants. À cette fin, trois modèles de coefficient d'activité ont été testés : Wilson, UNIQUAC 

et NRTL. À la lumière des résultats obtenus, il est possible de conclure que le meilleur choix pour 

étendre le modèle tc-PR EoS aux systèmes renfermant plusieurs constituants avec des règles de mélange 

de type EoS/ ,E
resa   est d'utiliser la partie résiduelle du modèle de Wilson ,E

resa  . Le modèle correspondant 

a été simplement appelée tc-PR-Wilson. Pour résumer, lorsqu'elle est appliquée à un mélange, l'EoS tc-

PR s'écrit : 
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Un tel modèle se distingue particulièrement dans la prédiction des compositions des phases liquide et 

vapeur, des points azéotropiques et des pressions triphasiques. 

De la même manière que pour les composés purs, une base de données de référence renfermant des 

données de haute qualité pour 200 systèmes binaires a été construite. Elle permet d’évaluer la précision 
d'un modèle thermodynamique ou de comparer les performances de différents modèles lorsqu’ils sont 
appliqués à des systèmes multi-constituants. Une procédure spécifique pour le calcul des déviations 

entre les valeurs calculées par le modèle et les données expérimentales a été mise au point. Il s’est 

ensuivi une méthodologie pour la notation d'un modèle thermodynamique. Au total, les 200 systèmes 

binaires sélectionnés couvrent toutes les catégories de mélanges. Ils ont été répartis en 9 familles en 

fonction du caractère associé des deux constituants, c'est-à-dire de leur capacité à être impliqués dans 
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une liaison hydrogène. En général, pour chaque système binaire de la base de données, dix propriétés 

ont été déterminées expérimentalement : composition de la phase liquide x , composition de la phase 
gazeuse y , pression triphasique LLVP , composition triphasique LLVz , pression critique cP , 

composition critique cx , pression azéotropique azeoP , composition azéotropique azeox , enthalpie de 

mélange Mh et capacité calorifique de mélange M
Pc . 

RQ3. Comment des critères thermodynamiques, de construction, toxicologiques, d'inflammabilité 

et environnementaux peuvent-ils être inclus dans une approche « product-design » destinée à 

sélectionner le meilleur fluide de travail pour une machine de type CCHP ? 

COGEN Europe, l'Association européenne pour la promotion de la cogénération, définit la cogénération 

comme la production simultanée de chaleur utile et d'électricité à partir d'une seule source d'énergie 

primaire [134]. Il convient de noter que les systèmes CHP (également appelés de cogénération) ont plus 

de 100 ans et peuvent atteindre des rendements allant de 70 à 90 % [135]. Ils se composent d'un cycle 

moteur principal, qui produit de l'énergie électrique, et d'un système de récupération de chaleur 

permettant de fournir de l'énergie sous forme de chaleur à différentes températures. Maintenant, si une 

partie de l'énergie mécanique/électrique produite ou de la chaleur résiduelle d'un système CHP est 

ensuite utilisée pour le refroidissement des locaux ou des procédés, il devient un système de CCHP. Les 

technologies de base pour les applications typiques de CHP/CCHP sont les turbines à gaz et les moteurs 

alternatifs pour les grandes installations, et les micro-turbines, ORC, moteurs Stirling et même les piles 

à combustible pour les utilisateurs de petite échelle. Les technologies de production de froid, quant à 

elles, comprennent les unités activées thermiquement telles que les pompes à chaleur à absorption, ainsi 

que les systèmes de réfrigération décrivant un cycle de compression de vapeur [136,137].  

Dans cette thèse, une version simplifiée du cycle CCHP proposé par Briola [7] dans son brevet est 

considérée. Ce cycle fonctionne avec un seul fluide de travail et tolère que les détentes et compressions 

soient effectuées dans le domaine diphasique. La configuration du CCHP retenu dans cette étude est 

représentée dans la Figure F.2. 

Le fluide de travail à l'état de liquide bouillant est comprimé de manière isentropique par une pompe (1-

2), chauffé à pression constante dans un évaporateur (2-3), et détendu de manière isentropique dans une 

turbine (3-4). Ensuite, la condensation partielle de la vapeur 4 (procédé 4-5) est destinée à libérer la 
puissance calorifique spécifique ( Mq ) requise à MT . Elle est suivie d'une détente isentropique (5-6) et 

d'une condensation à pression constante (6-7). Ensuite, le fluide est détendu de façon isentropique (7-
8), chauffé à pression constante dans un évaporateur (8-9) où il absorbe la puissance calorifique Cq , 

comprimé de façon isentropique (9-10), et enfin condensé à pression constante (10-1) jusqu'à l'état 

initial. La quantité de chaleur spécifique absorbée à température constante par le fluide de travail à partir 
de la source à basse température ( CT ) représente un effet de refroidissement ( Cq ) dans l'environnement.  
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Figure F.2 . a) Vue schématique d'un cycle CCHP idéal. b) Esquisse du diagramme température-
entropie correspondant. 

Un des enjeux de cette thèse était de trouver le fluide de travail optimal pour une machine semblable à 

celle représentée sur la Figure F.2. 

Une étude bibliographique a permis de conclure que les méthodes reposant sur la recherche d’un fluide 
dont les propriétés étaient disponibles dans les bases de données thermodynamiques offrait le meilleur 

compromis entre la définition d’espace de conception acceptable et les propriétés cibles considérées. 

La méthodologie de recherche dans les bases de données a été mise en œuvre pour cribler environ 60000 
espèces incluses dans les bases de données DDB, DIPPR et NIST TDE 103b. 

L'approche de criblage a pris en compte des contraintes thermodynamiques, techniques, de sécurité et 

environnementales. Le criblage couplé à l'évaluation des performances ont démontré que les fluides 

inflammables tels que le vinylacétylène ou le HFC-152 ont un bon potentiel pour les applications de 

type CCHP. Dans le cas où des restrictions de sécurité très contraignantes sont imposées, le HCFO-

1233zd(E) pourrait être un candidat intéressant puisqu'il est ininflammable et non toxique. 
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Perspectives 

Au cours de l'élaboration de cette thèse, plusieurs hypothèses ont été formulées et différentes questions 

ont été soulevées. Elles amènent à considérer les différentes pistes de recherches futures : 

• Étude de l'inclusion d'un terme d'association pour les composés purs : Il est possible de 

remarquer que toutes les molécules non auto-associées ne sont pas parfaitement modélisées par 

des équations d’état cubiques comme SRK, PR, tc-RK et tc-PR, et que près de 2/3 des composés 

auto-associés de la base de données des corps purs sont représentés avec une grande précision 

par les mêmes équations d’état. À ce stade, on peut légitimement se demander si l'ajout d'un 

terme d'association est la bonne solution pour améliorer la précision des équations d’état 
cubiques.  

• Étude du phénomène d'auto-association pour les mélanges : Malgré le potentiel prometteur 

du modèle tc-PR-Wilson, des améliorations doivent être apportées en termes de prédictions du 

comportement des systèmes dans lesquels des liaisons hydrogène sont rompues sans possibilité 

d'en former de nouvelles. C’est par exemple le cas des systèmes eau + hydrocarbure. 

• Étude de la dépendance en température des paramètres d'interaction binaire du modèle 

tc-PR-Wilson : L'étape suivante consiste à étudier l'influence de la dépendance en température 

des paramètres d'interactions binaires du modèle tc-PR-Wilson sur la reproduction des données 

d’équilibre de phases (VLE, LLE, VLLE) et des propriétés énergétiques (comme hM). 

Développement d'un modèle prédictif tc-PR-Wilson basé sur le concept de contributions de 

groupes : Disposer d’un modèle prédictif serait un atout indéniable. Afin de définir les 
interactions entre groupes, il faut pouvoir disposer de milliers de données expérimentales 

d’équilibre entre phases. Bien que l’équipe de thermodynamique possède les banques DDB et 
TDE, des données demeurent manquantes pour certains systèmes. Pour cette raison, des travaux 

récents ont été consacrés à la détermination expérimentale et à la modélisation du comportement 

à haute pression des systèmes binaires tels que CO2 + cyclooctane (Publication X), et CO2 + 2,3-

diméthylbutane (Publication XI). Ces efforts sont à poursuivre. 

Mise en œuvre d'une approche holistique pour la conception de procédés et de produits : 
En suivant la méthodologie proposée par Bowskill et al. [147], il serait intéressant de développer 

une méthode informatique pour la conception intégrée du procédé et du fluide de travail pour 

les applications de type CCHP. Parallèlement aux calculs thermo-physiques effectués avec le 

modèle tc-PR, il serait souhaitable de mettre en œuvre des méthodes fiables pour l'estimation de 
l'inflammabilité ou de la toxicité de ces molécules pour lesquelles ces propriétés sont encore 

manquantes.  
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Équations d’état cubiques et modèles d’ordre supérieur pour décrire les mélanges fluides : 
Développement, paramétrage et validation sur des procédés industriels de conversion d’énergie. 

L'une des stratégies visant à atteindre l'objectif de 32 % de la consommation d'énergie de l'UE provenant de sources 
d'énergies renouvelables d'ici 2030 consiste à accroître l'utilisation des systèmes énergétiques décentralisés (DES). La 
promotion des DES a ouvert la voie à différentes technologies telles que la production combinée de chaleur et 
d'électricité (CHP) ou les systèmes de production simultanée de froid, de chaleur et d'électricité (CCHP). Récemment, 
un nouveau cycle CCHP pour lequel les turbines et les compresseurs ont été conçus de manière à ce que le fluide de 
travail puisse opérer dans le domaine diphasique, a été développé. L’avantage de ce cycle est qu’il permet de produire 
simultanément les trois formes d’énergie souhaitées (chaleur, froid et électricité) avec un unique fluide de travail. Parmi 
les défis scientifiques liés à la conception de ce nouveau système CCHP, la sélection du fluide de travail apparaît comme 
une étape décisive expliquant pourquoi dans cette thèse, une méthodologie permettant l’optimisation du fluide de travail 
pour des machines complexes a été mise au point. Les résultats obtenus ont permis de mettre en évidence des fluides de 
travail conduisant à de hauts rendements et pourraient, en outre, servir de base à de futurs développements théoriques 
et expérimentaux. Un élément clé du développement de la méthodologie proposée repose sur l'utilisation des équations 
d'état cubiques pour les composés purs et les mélanges dans le but d'estimer avec précision les propriétés d’équilibre 
entre phases et les propriétés thermiques. Tout au long de ce travail, la prise en compte de deux concepts majeurs était 
nécessaire pour améliorer la précision des équations d'état cubiques (CEoS) : la cohérence thermodynamique d’une part 
et la translation volumique d’autre part. En effet, en définissant une méthode de paramétrage fiable s’appuyant sur ces 
concepts, il a été possible de définir des CEoS très précises telle que l'EoS de Peng-Robinson translatée-cohérente (tc-
PR). Afin d'étendre efficacement les CEoS aux mélanges, il est essentiel d'aborder la question des règles de mélange. 
Les travaux de recherche de cette thèse ont démontré l’avantage d’utiliser des règles de mélange avancées (de type EoS/

,E
resa  ) dérivant de l’égalisation de la partie résiduelle de l'énergie d’Helmholtz d’excès calculée par l’EoS et de la même 

quantité provenant d’un modèle de coefficient d'activité. Enfin, à partir de bases de données commerciales telles que la 
DDB, la DIPPR ou la NIST TDE 103b, une méthodologie de recherche multicritères de fluides de travail a été mise en 
œuvre et a permis de passer en revue plus de 60 000 espèces différentes. Cette approche par criblage a tenu compte de 
diverses contraintes thermodynamiques, techniques, de sécurité et environnementales. Le criblage couplé à l'évaluation 
des performances a démontré que les fluides tels que le HFC-152 ou le HCFO-1233zd(E) ont un fort potentiel pour les 
applications de type CCHP. 

Cubic and higher order equations of state for fluid mixtures: Development, parameterization and 
validation through industrial energy conversion applications. 

One of the strategies to achieve the target of 32% share of EU energy consumption coming from renewable energy 
sources (RES) by 2030 is to increase the use of distributed energy systems (DES). The promotion of DES has opened 
the way to different technologies such as combined heat and power (CHP) or combined cooling, heating and power 
(CCHP) systems. Recently, a novel CCHP cycle, operating with two-phase expanders and compressors, has been 
designed. Such a cycle enables the development of an all-in-one device capable of producing electric, heating and 
cooling power with a single working fluid. Among the design challenges of this novel CCHP system, the working fluid 
selection appears as a key stage of its development. In this thesis, a methodology for the selection of promising working 
fluids for Combined Cooling, Heating and Power (CCHP) applications has been presented. This study has intended to 
provide an insight about working fluids that should be considered for further theoretical and experimental investigations. 
A key stage of the development of the proposed methodology relied on the study of cubic equations of state for pure 
compounds and mixtures in with the purpose of enhancing their accuracy on the estimation of saturation and caloric 
properties. Throughout this work it has been showed that two major concepts are necessary for the development of cubic 
equations of state (CEoS): the consistency and volume-translation concepts. Their implementation along with a sound 
parameterization method leads to highly accurate CEoS such as the translated-consistent Peng-Robinson (tc-PR) EoS. 
In order to safely extend CEoS to mixtures addressing the question of mixing rules is capital. The research work of this 

thesis introduced advanced mixing rules (EoS/ ,E
resa  ) derived by equating the residual part of the excess Helmholtz energy 

from an EoS and from an explicit activity-coefficient model. Finally, a database search methodology has been 
implemented to screen about 60 000 species included in the DDB, the DIPPR and the NIST TDE 103b databases. The 
screening approach considered thermodynamic, process-related, constructional, safety and environmental constraints. 
The screening coupled with the performance evaluation have demonstrated that fluids such as HFC-152 or HCFO-
1233zd(E) have a good potential for CCHP applications. 
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